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Preface

The present book includes extended and revised versions of a set of selected papers
from the 7th International Joint Conference on Knowledge Discovery, Knowledge
Engineering and Knowledge Management (IC3K 2015), held in Lisbon, Portugal,
during November 12–14, 2015. IC3K was sponsored by the Institute for Systems and
Technologies of Information, Control and Communication (INSTICC) and was orga-
nized in cooperation with the AAAI (Association for the Advancement of Artificial
Intelligence), ACM SIGMIS (ACM Special Interest Group on Management Informa-
tion Systems), ACM SIGAI (ACM Special Interest Group on Artificial Intelligence)
Associazione Italiana per l’Intelligenza Artificiale, APPIA (Portuguese Association for
Artificial Intelligence) and ERCIM (European Research Consortium for Informatics
and Mathematics) and technically co-sponsored by IEEE CS – TCBIS – IEEE Tech-
nical Committee on Business Informatics and Systems.

The main objective of IC3K is to provide a point of contact for scientists, engineers,
and practitioners interested in the areas of knowledge discovery, knowledge engi-
neering, and knowledge management.

IC3K is composed of three co-located complementary conferences, each specialized
in one of the aforementioned main knowledge areas, namely: the International Con-
ference on Knowledge Discovery and Information Retrieval (KDIR), the International
Conference on Knowledge Engineering and Ontology Development (KEOD), and the
International Conference on Knowledge Management and Information Sharing (KMIS)

The International Conference on Knowledge Discovery and Information Retrieval
(KDIR) aims to provide a major forum for the scientific and technical advancement of
knowledge discovery and information retrieval. Knowledge discovery is an interdis-
ciplinary area focusing on methodologies for identifying valid, novel, potentially
useful, and meaningful patterns from data, often based on underlying large data sets.
A major aspect of knowledge discovery is data mining, i.e., applying data analysis and
discovery algorithms that produce a particular enumeration of patterns (or models) over
the data. Knowledge discovery also includes the evaluation of patterns and identifi-
cation of which add to knowledge. Information retrieval (IR) is concerned with gath-
ering relevant information from unstructured and semantically fuzzy data in texts and
other media, searching for information within documents and for metadata about
documents, as well as searching relational databases and the Web. IR can be combined
with knowledge discovery to create software tools that empower users of decision
support systems to better understand and use the knowledge underlying large data sets.

The purpose of the International Conference on Knowledge Engineering and
Ontology Development (KEOD) is to provide a major meeting point for researchers
and practitioners interested in the scientific and technical advancement of method-
ologies and technologies for knowledge engineering (KE) and ontology development,



both theoretically and in a broad range of application fields. KE refers to all technical,
scientific, and social aspects involved in building, maintaining, and using knowledge-
based systems. KE is a multidisciplinary field, bringing in concepts and methods from
several computer science domains such as artificial intelligence, databases, expert
systems, decision support systems, and geographic information systems. Currently, KE
is gradually more related to the construction of shared conceptual frameworks, often
designated as ontologies. Ontology development (OD) aims at building reusable
semantic structures that can be informal vocabularies, catalogs, glossaries, as well as
more complex finite formal structures specifying types of entities and types of rela-
tionships relevant within a certain domain. A wide range of applications are emerging,
especially given the current Web emphasis, including library science, ontology-
enhanced search, e-commerce and business process design, and enterprise engineering.

The goal of the International Conference on Knowledge Management and Infor-
mation Sharing (KMIS) is to provide a major meeting point for researchers and
practitioners interested in the study and application of all perspectives of knowledge
management (KM) and information sharing (IS). KM is a discipline concerned with the
analysis and technical support of practices used in an organization to identify, create,
represent, distribute, and enable the adoption and leveraging of good practices
embedded in collaborative settings and, in particular, in organizational processes.
Effective KM is an increasingly important source of competitive advantage, and a key
to the success of contemporary organizations, bolstering the collective expertise of its
employees and partners. IS is a term used for a long time in the information technology
(IT) lexicon, related to data exchange, communication protocols, and technological
infrastructures.

This book of selected papers from IC3K 2015 includes 25 papers, from a total of
280 paper submissions from 53 countries, representing an acceptance ratio of 9%.

We trust that this book will be of interest for all researchers in various fields
involving knowledge extraction, knowledge discovery, knowledge engineering, and
knowledge management.

September 2016 Ana Fred
Jan Dietz

David Aveiro
Kecheng Liu

Joaquim Filipe
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Abstract. Business ethics is a major issue for most, if not all companies. This
paper attempts a clarification of the composite of forces and influences involved
in the business ethics world. Its performance is then assessed, resulting in a
relative failure of the huge efforts of the business world in recent decades, as the
public doubts the moral sincerity of managers.
The diagnostics of this credibility disease points to a flawed trust on the

mechanic and judicial approach to ethics, preferring rules and measurements to
character and intentions. The solution presented is the use of a virtue-based
ethics, returning to the personal elements of morality.

Keywords: Ethics � Business � Virtue

1 Introdution

Business ethics or corporate social responsibility is having a triumphant moment. Firms
everywhere are supposed to comply with some form of its demands. Governments are
ever tougher, with innumerous rules and regulations imposed on companies by the law.
But, more than these, firms are also expected to follow some complex moral proce-
dures, informally determined by society. The main question here is that, unlike laws,
these tend do be diverse, vague and ambiguous, creating all sorts of doubts, debates,
fights and … yes, ethical questions. It’s hard to be in business these days.

Economic ventures, like all human initiatives, have always been subject to
morality. But this is very different from the complex procedures today implied by what
is usually called «business ethics». If you are a manager trying to do the right thing
with your life, a clarification is both urgent and hard.

The present paper will attempt an analysis of the ethical problems involved in
contemporaneous business ethics. Section 1 will describe the main elements involved
in the concept, attempting a portrayal rather than a definition. Section 2 will present the
original difficulties involved in introducing ethics to the modern boardrooms, and the
way this task was generally formulated. Section 3 draws the failure hypothesis, the
alleged gap between rhetoric and reality in ethical behavior of firms. This is done in a
clear-cut form, presenting some evidence to support it. More than generalized opinions,
data from public surveys will be the cornerstone of the argument. The final section will
briefly describe the classical virtue ethics approach to morality, pointing some guide-
lines derived from general personal ethics as a framework for business ethics.
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2 What Is Business Ethics?

Business ethics is a very large and complex field. At least three very different realities
are included under this classification, as one of the founders has stated some years ago:
«The term business ethics is used in at least three different, although related, senses.
(…) The primary sense of the term refers to recent developments and to the period,
since roughly the early 1970s, when the term ‘business ethics’ came into common use
in the United States. Its origin in this sense is found in the academy, in academic
writings and meetings, and in the development of a field of academic teaching, research
and publication. That is one strand of the story. As the term entered more general usage
in the media and public discourse, it often became equated with either business
scandals or more broadly with what can be called “ethics in business.” In this broader
sense the history of business ethics goes back to the origin of business, again taken in a
broad sense, meaning commercial exchanges and later meaning economic systems as
well. That is another strand of the history. The third strand corresponds to a third sense
of business ethics which refers to a movement within business or the movement to
explicitly build ethics into the structures of corporations in the form of ethics codes,
ethics officers, ethics committees and ethics training.» [1].

There are thus three different elements to be considered inside the notion. The first
aspect could be named «academic business ethics». This is to be evaluated scientifically,
and this paper is a clear example of it. The second type, «behavioral business ethics», is
the concrete performance of companies, to be evaluated ethically. An example is the
topic of this paper. Finally we have «structural business ethics», to be evaluated man-
agerially. This is the «industry of ethics», the enormous complex of institutions, doc-
uments, initiatives and efforts developed to make companies obey ethical instructions.
As the first of the senses, pertaining to intellectual endeavors, is alien to everyday
business life, the following considerations will be centered on the other two.

The role of business ethics in contemporaneous business life is easily identifiable,
on either of these two strands, as managing companies require the second sense of the
expression, using the third as instrument for that purpose. The main problem of current
business ethics is that, while the third managerial sense of the expression is very
prosperous and flourishing, many doubts remain about the operational relevancy of it at
the second sense. All companies have an intense use of the industry of ethics, being
very committed to the application of moral codes, commissions, auditing, prizes and
many other similar mechanisms. Nevertheless, in spite of intense use of methods
devised to implement good behavior for managers, strong misgivings linger about the
actual performance of firms’ staff. This creates a general climate of failure around one
of the most remarkable movements in business history.

It is very easy to establish the first part of the above statement, as the affluence of
ethical endeavors is very visible. In 2008 the reputed British magazine The Economist
wrote: «THE CSR industry, as we have seen, is in rude health. Company after company
has been shaken into adopting a CSR policy: it is almost unthinkable today for a big
global corporation to be without one.» [14 p. 21].

This «rude health» has a very clear and imposing translation in corporate life. The
same journal stated, eight years before the previous comment: «In America there is now

4 J.C. das Neves



a veritable industry, complete with consultancies, conferences, journals and “corporate
conscience” awards. Accountancy firms such as PricewaterhouseCoopers offer to
“audit” the ethical performance of companies. Corporate-ethics officers, who barely
existed a decade ago, have become de rigueur, at least for big companies. (…) As
many as one in five big firms has a full-time office devoted to the subject» [12].

This success is the result of a long evolution which may be summarized in another
article of the same review: «Although the first course in business ethics was offered by
Harvard Business School back in 1915, it is only since the mid-1980s that business
schools have truly taken the subject to their hearts. Blame this renewed interest on a
string of business scandals: Drexel Burnham Lambert, Guinness, Salomon Brothers,
Robert Maxwell and Recruit, not forgetting Olivetti, Fiat and a big chunk of the rest of
corporate Italy; the list can seem endless. Market-driven as ever, business schools have
risen to the challenge. In America alone, on one estimate, more than 500 courses on
business ethics are on offer; 90% of the country’s business schools now teach the
subject. Globally, more than 20 research units now study the topic, and business-ethics
journal abound» [11].

This very simple description of a very complex evolution already points directly to
the simple idea which underlies the second aspect of our main thesis: corporate
scandals were crucial elements in the process leading to the development of business
ethics. The moral breakdown of companies was the driving force behind their ethical
awareness. But, as these crimes keep emerging, in spite of the large investments made
by companies in ethical processes and instruments, it is not surprising the large
skepticism about the relevancy of the industry of ethics.

Money corrupts. This is the basic concept underlying most of the ethical misgivings
about business. It is a very old and influential notion, In Antiquity, economics was a
matter for slaves. Citizens dealt with politics, war, art and philosophy. Buying, selling
and producing were the slave’s job. Progress and industrialization changed the cultural
perception of economic endeavors, but still today the same corruption is visible, as
most of the movie villains come from companies. It is not hard to find, in all countries
and epochs, lots of examples to illustrate that money corrupts. Both the corporate
scandals and the «robber barons», magnates accused of serious frauds, occupy large
sections of every newspapers space.

Consequently, the disbelief about the real relevancy of the large movements
towards business ethics is evident. Returning to the initial quote from The Economist,
the reviewer, although observing the rude health of the industry of health, is unable to
hide a strong cynicism: «All this is convoluted code for something simple: companies
meaning (or seeming) to be good (…) because with a few interesting exceptions, the
rhetoric falls well short of the reality.» [14 p. 3–4].

3 The Task of Business Ethics

What is the origin of such a paradoxical situation? In spite of all their efforts, why are
firms unable to convince the public about the sincerity of their ethical accomplish-
ments? There are good reasons for all this.
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The original purpose of business ethics was to introduce moral sense in one of the
toughest fields in human endeavor. Due to the ruthless nature of commerce, directing
managers, entrepreneurs and business leaders towards a more ethical sense of life is
something even today many consider impossible.

Markets are intense, merciless places. Competition is brutal, dramatic and unre-
pentant. Business Ethics knew it would never be able to change that. Ethics in man-
agement would have to proceed in spite of those conditions, not outside them. The only
way managers could be made to pay attention was to be objective, pragmatic, scientific,
and business-like. The only way business ethics was going to succeed was to be
«Ethics without the sermon».

This last expression comes from one of the seminal contributions in this fields, the
paper by Laura L. Nash of the same title in the Harvard Business Review in 1981 [8].
This article, reprinted in many of latter readings references of the area, presents the
basic attitude of the then primitive practitioners. One of the collections, when intro-
ducing the paper, expressed this stance clearly: «When academic philosophers begin to
discuss ethics with those who have more practical concerns (such as corporate exec-
utives), radically different styles, approaches and biases become quite apparent. Taking
these differences as her cue, Laura L. Nash offers a set of twelve questions that, while
free of philosophical abstracion, nonetheless embody the central concerns of ethical
reasoning as it is applied in business» [6 p. 38].

The problem is thus that, from the start, business ethics had a complex and intricate
relation with the philosophical field of ethics, of which it was suppose to be a
part. Unlike any other of the many sector applications of morality, corporate ethics
intended to be free from sermons. As Nash states in the mentioned paper: «Like some
Triassic reptile, the theoretical view of ethics lumbers along in the far past of Sunday
School and Philosophy 1, while the reality of practical business concerns is constantly
measuring a wide range of competing claims on time and resources against the unre-
lenting and objective marketplace» [8 p. 80].

Thus, facing one of the most morally demanding fields of human activity, business
ethics was also voluntarily alienated from the epistemological foundations of its own
intellectual area. Business ethics had to be different from all other types of ethics. The
reasons for this came, as we saw, from the specific characteristics of the same morally
demanding field. Corporate executives were allegedly unable to dialog with academic
philosophers.

Nobody ever explained why managers were so different from doctors, soldiers, and
many other professionals which, also busy with practical concerns, have for ages used
the ethical elaborations about their actions created by philosophical experts. Such a
dialog was present in all other activities. But everybody took for granted that business
ethics needed a different approach. Even if it was hard to believe this original and
uprooted endeavor would have great results. But only with «Ethics without the ser-
mon» would managers pay heed. Ethics, if it was to enter the boardroom, had to gain a
business-like appearance. This meant avoiding references to conscience, character,
spirituality, purposes and aims, by stressing the mechanisms and structures inside the
firm. Managers wouldn’t have it any other way.

Actually, this ethical concern was seen by them as just one among many other
demands on companies. As time went, on and societies got more complex, firms had to
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incorporate many restrictions on their procedures. Labor rights, environment legisla-
tions, costumers’ protection, quality controls and operational enhancements got to be
normal business procedures in the fight for profits. Ethics was just going to be one more
element. This integration in the spirit of commercial ventures was what business ethics
had to achieve. And did achieve. As long as ethics got to be something like accounting
or sanitation, determined by some clear procedures and rules.

In the process, both managers and ethical experts lost sight of the specificity of
ethics. Morality is very different from other social demands, as it pertains to them all.
By adopting a functional approach to ethics, in the effort to escape the sermons, it can
be said business ethics stopped being a part of ethics. This is explicitly stated in some
of the most relevant references of the discipline, although hiding the paradoxical
consequences.

For example, the already quoted handbook states as its purpose a strange aim: «The
goal of ethics education is not character building; but rather, like all college course
work, they attempt to share knowledge, build skills, and develop minds» [6 p. 7]. It is
thus obvious that the «the goal of ethics education» is not ethics, but something else.

Some researchers are even more explicit, openly stating the purpose of having
ethical companies, while precluding the need for ethical managers: «What such pro-
posals for the reform of corporate governance seek to do is enhance the ethical per-
formance of businesses through organizational mechanisms for controlling the
behaviour of managers rather than through making those managers morally better
people. By changing those mechanisms, it is hoped that managers will be induced to
run businesses in ways that are morally preferable to the ways they would otherwise
run them.» [4 p. 266]. Many persons, even if not experts in morality, would consider
strange such a goal. Ethics is, above all else, a personal attitude and option. How can it
be possible to have ethical behavior with no reference to character and conscience? But
inside the complex world of management and corporate studies, where results and
efficacy are the absolute rules, it was easy to lose sight of the deeper elements involved.

This is even clearer in the explanation of the process of providing ethics, according
to the same paper: «So in the sense of looking to organizational structures rather than
managerial attitudes as determinants of morally desirable outcomes, this is a strategy
which looks to the business itself rather than its managers… So in looking to such
mechanisms, business ethics can not only achieve its ultimate aim of morally
enhancing business activity without resort to the very fraught and dubious route of
morally improving managers, but it can, in principle at least, achieve that aim more
effectively» [4 p. 266].

As dealing with persons is seen as a «fraught and dubious route» for moral
improving, the good methods are merely corporate mechanisms, which induce such
behaviors without any personal participation. Is this even possible? Were such
approaches recommended or even feasible in any other aspects of management? Would
any manager consider reasonable the implementation of a structure to ensure profits
without the contribution of good business decisions? And are these possible without
good businessmen? But in ethics things were thought to be different. In fact, as the
conclusion states, «To want business ethics to result in the moral improvement of
business activity is correct; to expect it to do so merely through the moral improvement
of managers as people is, I submit, profoundly unrealistic» [4 p. 264].
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Although a bit extreme, this paper states what was and is a very influential mind-set
among business ethics theoreticians and practitioners. The Polish poet Stanisław Lec
famously asked «Is it a progress if a cannibal is using knife and fork?» [5 p. 78]. Much
of today’s business ethics could be reduced to attempts to tend to the table manner of
business cannibals without changing their diet.

4 The Failure of of Business Ethics?

The surge of business ethics in the latter part of the 20th century followed methods
closer to business than ethics. The result, as would be expected, is practical failure
among an institutional profusion of mechanisms. Studies repeatedly demonstrate
clearly this outcome: «Many scholars view ethics codes as having minimal impact on
ethical behaviour within organizations» [9 p. 219]. «It seems that ethical codes are an
inferior document in most organizations; it does not really matter whether they exist or
not» [7 p. 208].

When faced with the scandals which, has stated, continue to motivate the discipline,
researchers repeatedly find the same problem: «Enron ethics means (still ironically) that
business ethics is a question of organizational “deep” culture rather than of cultural
artifacts like ethics codes, ethics officers and the like» [10 p. 243]. The probable
product of such an approach had to be failure.

The economic journal previously quoted is also the one stating clearly the problem.
«IF YOU believe what they say about themselves, big companies have never been
better citizens. In the past decade, “corporate social responsibility” (CSR) has become
the norm in the boardrooms of companies in rich countries, and increasingly in
developing economies too. Most big firms now pledge to follow policies that define
best practice in everything from the diversity of their workforces to human rights and
the environment.» [13]. The description of the influence of ethical industry in corporate
culture is preceded by a poisonous «if you believe what they say about themselves»,
which immediately ethically discredits everything which will be said afterwards.
Managers are always seen as wolves in sheep clothing.

This may be obvious, but is still puzzling. If this is true, then the money and efforts
spent on ethics represents one of the largest wastes in the history of business. Never
was so much squandered by so many with so little results. But where the results really
so meager?

One way to access the evolution of the ethical image of business and corporations is
to consider two of the numerous surveys conducted on American attitudes by the
Gallup Organization. The ones of interest for our quest are those assessing «Confidence
in institutions» and «Honesty of professions». As these are yearly surveys which go
back to the early 1970s, they show consistent results on the opinions of American
citizens. This exercise does not aim establish any kind of empirical analysis, but mere
illustration. As the date covers the whole period of the expansion of business ethics
industry, one would expect to perceive some kind of positive impact over the image of
companies and managers.

In what regards the first survey, the question is «Please tell me how much confidence
you, yourself, have in each one – a great deal, quite a lot, some, or very little?» [2].
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The questionnaire covers 16 institutions, which range from the «President» and
«Congress» to «The church or organized religion» and the «The Military». The results
relevant for us are «D. Banks», «I. Organized labor», «N. Big business» and «O. Small
business». Table 1 summarizes the results of the survey from 1973 to 2015, showing the
percentage of people answering “great deal” and “quite a lot” to the above question.

The results span almost all the possible range of answers. Small Business are at the
top of trustable institutions, with percentages above 60%. The rise they witness recently
has taken them almost to the level of the Military, the highest ranking of all organi-
zations in the survey. «Organized labor» and «Big Business» are at the other extreme,
in the bottom of the rankings bellow 25%. In the middle, Banks follow a very dramatic
fluctuating path, obviously due to financial crises. They had drastic falls in the second
part of the 1980s and the first decade of the new century, having recovered during the
1990s and less so since 2009. It is rather.

In such a diverse scenario, are there any discernible impacts the business ethics
evolution? The lack of a systematic tendency is the message this paper should take
from this general picture. It is rather obvious there is no visible effect of the important
investments made in business ethics in the last decades. If there is any trend visible
since the 1970s, where there were no such mechanisms implemented, it is negative.

The second survey relevant for our quest is about honesty of professions. The
particular query is «Please tell me how you would rate the honesty and ethical stan-
dards of people in these different fields – very high, high, average, low, or very low?»
[3]. Again the results are yearly from the mid-1970s. Among the many occupations
analyzed, the five which seem to be more relevant for our search are the ones directly
related to managing tasks: «business executives», «advertising practitioners», «car
salespeople», «insurance salespeople» and «stockbrokers». Table 2 presents the per-
centage of persons saying “high” and “very high” to the above question.

Table 1. Galllup poll on confidence in economic institutions.

1973 1975 1977 1979 1981 1983 1984 1985 1986 1987 1988 1989 1990

D - - - 60 46 51 51 51 49 51 49 42 36
I 30 36 39 36 28 26 30 28 29 26 26 - 27
N 26 34 33 32 20 28 29 31 28 - 25 - 25
O - - - - - - - - - - - - -

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003
D 32 30 37 35 43 44 41 40 43 46 44 47 50
I 25 22 26 26 26 25 23 26 28 25 26 26 28
N 26 22 22 26 21 24 28 30 30 29 28 20 22
O - - - - - - 63 57 - - - - -

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
D 53 49 49 41 32 22 23 23 21 26 26 28
I 31 24 24 19 20 19 20 21 21 20 22 24
N 24 22 18 18 20 16 19 19 21 22 21 21
O - - - 59 60 67 66 64 63 65 62 67
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Again the results are very revealing. In this survey economic occupations are less
favorably assessed than most others professions. None of them ever reached the 50%
level. The best, around 40% are insurance salespeople and bankers, this last before the
large tumble registered in 2008–2009. All other professions mentioned cluster around
the lower 10’s, with car salespeople reaping the lowest value of all, frequently even for
the whole sample.

Once again, there is no visible effect on the trend from the growing concern with
business ethics in the recent decades. A positive drift is nowhere visible. A possible
conclusion is that, in what concerns public opinion, firms could have maintained the
1970s level of expenditure on ethics, without missing much on their credibility.

5 How to Be Ethical?

Previous analysis indicates there are some serious problems in the realm of business
ethics. It is a field where companies have recently invested a lot of money and time,
using very sophisticated methods and mechanisms. At the same time universities and
research centers have developed a large literature on the subject. But, in spite of all this,
the image of businesses has not improved and the number of scandals was maintained,
if not increased. There are few other examples of such big investments in companies
with so diminutive effects.

Table 2. Galllup poll on honesty of economic professions.

1976 1977 1981 1983 1985 1988 1990 1991 1992 1993 1994

Business executives 20 19 19 18 23 16 25 - 18 - -
Bankers 39 39 38 38 26 32 30 27 28 27
Advertising pract. 11 10 9 9 12 7 12 19 11 14 10
Car salespeople - 8 6 6 5 6 6 - 5 - -
Insurance salesp. - 15 11 13 10 10 13 - 9 - -
Stockbrokers - - 21 19 20 13 14 - 13 - -

1995 1996 1997 1998 1999 2000 2001 2002 2003 2003 2004
Business executives 19 17 20 21 23 23 25 16 17 18 20
Bankers 27 26 34 30 30 37 34 36 35 36
Advertising pract. 10 11 12 10 9 10 11 14 9 12 10
Car salespeople 8 8 5 8 7 8 - 6 7 9 8
Insurance salesp. 11 11 12 11 10 10 13 - - 12 -
Stockbrokers 16 15 18 19 16 19 19 - 12 15 -

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Business executives 16 18 14 12 12 15 18 21 22 17 17
Bankers 41 37 35 23 19 23 25 28 27 23 25
Advertising pract. 11 11 6 10 11 11 11 11 14 10 10
Car salespeople 7 5 7 6 7 7 7 8 9 8 8
Insurance salesp. - 13 - - 10 - - 15 - - -
Stockbrokers 16 17 - 12 9 - 12 11 - - 13
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Of course these observations do not amount to anything like a scientific proof of the
failure thesis. It is possible to argue business ethics was very successful and influential,
as things would have been much worst without it. But, nevertheless, there is the
lingering suggestion that something should be done to improve the efficacy of the
endeavor in the future.

In this brief revision, some obvious aspects leap to our attention. As said, the efforts
in the field of business ethics had, from the start, chose an innovative method to
improve ethical behavior, attempting be «without the sermon». Thus, the problem
might come from this original sin. This stream of morality has always attempted very
different methods from all the others lines of applied ethics. Maybe a more regular and
traditional approach would be more proficient. After all, that was the way all others
fields of human activity proceeded.

It is important to clarify that, whatever the options of the field, applied business
behavior is, first and foremost, a personal decision. In order for it to be ethical, it is thus
a question of character, of attitude and virtue. To have good companies we need good
persons in companies, like there are no profits without good businesspersons, because
mechanisms are not enough.

This is not to say that all the contributions of these decades of efforts in the field of
business ethics are useless and should be discarded. The mechanisms implemented,
codes, commissions, courses, prizes and other elements, are positive and should be
kept. But their limits should also be clarified.

In order to understand the relative importance of the several elements present in
human behavior, one should analyze the process of ethical decisions. The crucial
master in all moral situations is the conscience of the decision maker. The person
responsible for the choice is the relevant ethical agent. That person, committed to be
ethical, tries to follow the best path available. It is true that, in order to operate,
the conscience must be well formed and informed, must know what is expected, what is
the right way to proceed. That is where the mechanisms provided by business ethics are
relevant.

All methods and efforts of recent decades in business ethics are important as guides
for personal consciences. Ethical decision gains a lot from the knowledge of rules,
examples, advices and other similar references. Thus, the various mechanisms imple-
mented in companies to promote ethics are very rich contributions towards a formed
and informed conscience of managers. But this, in itself represents merely a preparation
for the ethical decision. That only takes place in the intimacy of the manager’s con-
science. And if the person involved has a flawed character, the huge paraphernalia will
be dumb and void to influence the real and specific result.

Again it should be noted that this characteristic is very similar to the process in all
others corporate decisions. In finance, investment, operation and marketing there are
also a lot of methods and mechanisms created to help managers decide. But the final
quality of business depends crucially on the personal abilities of the persons managing
and deciding. In ethics the process is similar, even if this was mostly omitted in recent
decades.

When recruiting new managers, companies are usually very careful in examining
all the professional capabilities of candidates, to make sure the hiring gets the best
elements. But, because they are confident the ethical mechanisms implemented are
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enough, they tend to be somewhat sloppy and in what pertains the ethical postures of
candidates. Companies want ambitious recruits, filled with creativity, stamina and
leadership, but forget about their honesty, virtue and reliability. The results are visible.

Business ethics registered a very dramatic and relevant evolution in recent decades.
Most of the advances registered were very useful and relevant, and much was learned
about the moral conduct of managers. The only remaining element to be introduced is
the moral attitude of the persons managing the companies. Because ethics is always a
personal purpose.
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Abstract. This paper revisits PoeTryMe, a poetry generation plat-
form, and presents its most recent instantiation for producing poetry
inspired by trends in the Twitter social network. The presented system
searches for tweets that mention a given topic, extracts the most fre-
quent words in those tweets, and uses them as seeds for the generation of
new poems. The set of seeds might still be expanded with semantically-
relevant words. Generation is performed by the classic PoeTryMe sys-
tem, based on a semantic network and a grammar, with a previously
used generate &test strategy. Illustrative results are presented using dif-
ferent seed expansion settings. They show that the produced poems use
semantically-coherent lines with words that, at the time of generation,
were associated with the topic. Resulting poems are not really about
the topic, but they are a way of expressing, poetically, what the system
knows about the semantic domain set by the topic.

Keywords: Computational creativity · Creative systems · Poetry gen-
eration · Social media

1 Introduction

Creative systems are computer programs that exhibit behaviours that would be
deemed as creative by unbiased observers [1]. Such behaviours are often ren-
dered in the form of artefacts that go from visual art [2] to linguistic creativ-
ity including, but not limited to verbally-expressed humor [3], narratives [4],
metaphors [5], neologisms [6], slogans [7] or poetry, one of the most popular
tasks in this subfield. Poetry generation is a kind of natural language generation
where the resulting text can be seen as a poem. This can be achieved by the
presence of features, such as a regular metre, rhymes, or a figurative language.

PoeTryMe [8,9] is a poetry generation platform that produces lines with the
help of a grammar and a set of relation instances, and combines them according
to a pre-defined strategy, towards the creation of a poem. PoeTryMe has a
versatile architecture that provides a high level of customisation and can be the
starting point for the development of different poetry generation systems. Several
of its components can be changed: its semantic knowledge, the line templates, the
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generation strategies and, of course, the poem configuration. The combination of
all these components enables the generation of diverse poems, thus contributing
to a positive perception of creativity.

This paper presents a new instantiation of PoeTryMe where the generation
of a poem is inspired by information circulating in the Twitter1 social network.
The process starts with a given topic, which used to retrieve associated words
from Twitter, then used as seeds for poetry generation. Resulting poems are not
clearly about the topic, but they are, at least, inspired by it, and an abstract
connection is usually present. A bot was developed to publish the creations of
the presented system in Twitter. Therefore, we see Twitter’s role in this process
also as a way of continuously retrieving different seeds, and thus contributing to
the generation of more diverse poems every time.

In the remaining of the paper, related work, mostly on poetry generation, is
first reviewed. Then, a short description of PoeTryMe is provided. Before con-
cluding and discussing cues for future work, the specificities of this instantiation
are presented, together with some examples and a critical view.

2 Related Work

Computational Creativity is a multidisciplinary endeavour at the intersection
of the fields of artificial intelligence, cognitive psychology, philosophy, and the
arts2. It is driven towards modelling, simulating or replicating creativity, using
a computer, either to: (i) construct programs capable of human-level creativity;
(ii) better understand human creativity and formulate an algorithmic perspective
on creative behaviour in humans; (iii) design programs that can enhance human
creativity without necessarily being creative themselves.

Poetry generation systems are artificial systems that produce text with poetic
features and has thus creative value. The automatic generation of poetry is a
complex task, as it involves several levels of language (e.g. phonetics, lexical
choice, syntax and semantics) and usually demands a considerable amount of
input knowledge. However, not all of those levels have to be strictly addressed.
On the one hand, poetic text does not have to be extremely precise [10], as
several rules, typically present in the production of natural language, need to
(or should) be broken [11]. On the other hand, poetry involves a high occurrence
of interdependent linguistic phenomena where rhythm, metre, rhyme and other
features like alliteration, sentiment, or figurative language play an important
role. For instance, it is sometimes enough to have a less clear message, in a
trade-off for a pleasant sound given by a highly regular metre and rhymes.

1 https://twitter.com.
2 Check the website of the Association for Computational Creativity at http://

computationalcreativity.net/.

https://twitter.com
http://computationalcreativity.net/
http://computationalcreativity.net/
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Several poetry generation systems are based on poem or line templates, but
most of them go further and combine the previous with other techniques (e.g.
[12,13]). Templates learned from human-created poetry are often sequences of
words with gaps to be filled by the system, but they can also be sequences of
parts-of-speech [14].

Produced word sequences usually evolve to meet the desired constraints,
which often include a stress pattern (metre) and may additionally define the posi-
tion of rhymes, syntactic rules, semantic constrains, and other features like the
presence of alliteration or the use of figurative language. Evolution can be made
through a generate-and-test approach [10,15] or it can rely on evolutionary algo-
rithms [11,16]. Other approaches include case-based reasoning [17], probabilistic
language models [18], constraint programming [13], or multi-agent systems [19].

Besides exhibiting poetic features, produced text should obey linguistic con-
ventions and convey a conceptual message, meaningful under some interpreta-
tion [11]. The handling of linguistic rules is typically achieved with the help
of natural language processing tools, such as morphological lexicons or gram-
mars. On the other hand, meaningfulness is more subjective and difficult to
achieve. Towards this goal, different systems have handled semantics differently.
Some start generation from a textual document [12,20,21] or a set of seed words
[22–24] to constrain the space of possible generations, in a way that the poem
should use these exact words, or others semantically associated. The choice of
relevant words may be achieved either by exploring models of semantic similarity,
extracted from corpora [13,22,24], with the help of lexical-semantic knowledge
bases [14,23], or both [12].

Poetry generation has been mainly addressed for English, but there are
attempts in other languages, including Spanish [10,17], Basque [14], Finnish
[13,20], Chinese [24], Indonesian [25], or Bengali [26], among others. Our origi-
nal effort targeted Portuguese [8], which is also the target language of the present
work.

3 PoeTryMe

PoeTryMe [8,9] is a poetry generation platform, on the top of which different
strategies for poetry generation can be implemented. It relies on a modular
architecture (see Fig. 1), which enables the independent development of each
module and provides a high level of customisation, depending on the needs of
the system and ideas of the user or developer. Among other parameters, users
may define the semantic network to use, the rules of the generation grammar, the
transmitted sentiment, the generation strategy and the structure of the poem.
Developers may reimplement some of the modules and reuse the others.

A Generation Strategy organises lines, such that they suit, as much as pos-
sible, the structure of a poetic form and exhibit certain features. A structure
file sets the number of stanzas, lines per stanza and of syllables in each line of
the poem. An instantiation of the Generation Strategy does not generate the
lines, but exploits the Sentence Generator module to retrieve natural language
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structure

Fig. 1. The architecture of PoeTryMe.

fragments, which might be used as such. Each strategy may differ on the number
of fragments requested from the Sentence Generator at any time, and how they
are organised into the poem structure, considering for this purpose features like
metre, rhyme, coherence between lines or others, depending on the desired goal.

Syllable-related features are evaluated with the help of the Syllable Utils.
Given a word, this module may be used to divide it into syllables, to find its
stress, or to extract its termination, useful to identify rhymes.

The Sentence Generator is a core module for PoeTryMe. It generates
semantically-coherent natural language fragments, with the help of: (i) a seman-
tic network, managed by the Relations Manager, that connects words according
to relation predicates; and a generation grammar, processed by the Grammar
Processor, with textual renderings for the generation of lines that express seman-
tic relations. The generation of a line is a three-step interaction:

1. A random relation instance, in the form of a triplet = {word1, predicate,
word2}, is retrieved from the semantic network. To narrow the space of
possible generations, a set of seed words can be provided to the Relations
Manager. This set defines the generation domain, represented by a subgraph
of the main network that will contain all the triplets involving seed words.
A surprise factor, ν, sets the probability of selecting also triplets involving
nodes that are two levels far from the seeds.

2. A random rendering for the triplet’s predicate is retrieved from the gram-
mar. Grammar rules are natural language renderings of predefined semantic
relations. So, there must be a direct mapping between the relation names,
in the graph, and the rules’ name, in the grammar. Besides terminal tokens,
that will be present in the poem without change, rules have placeholders that
indicate the position of the relation arguments (< arg1 > and < arg2 >).
A simple example of a valid rule set, with three hypernymy patterns, is shown
in Fig. 2.
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3. The resulting fragment is returned after inserting the arguments of the triplet
in the proper placeholders of the rule. For instance, the rules displayed in
Fig. 2 could be used to generate the following fragments: a tool like a hammer,
mango is a delicious fruit, man before animal.

Fig. 2. Grammar example rule set.

In addition to the previous modules, the Contextualizer explains why certain
words were selected and what is their connection to the seed words, as a list of
triplets for each line. It can be used for debugging or evaluation purposes.

Besides the surprise factor, another way of increasing diversity is to expand
the set of seeds with semantically-relevant words. For this purpose, before gen-
eration, a personalized version of the PageRank [27] algorithm is run in the
full semantic network. Initial node weights are randomly distributed across the
seeds, while the rest of the nodes have an initial weight of 0. After 30 iterations,
nodes will be ranked according to their structural relevance to the seeds. The
top-r ranked nodes are added to seed set.

The previous expansion feature can be biased to induce a target sentiment in
the poem. For this purpose, the top-r nodes are previously filtered, in order to
use only those with a target polarity. The typical polarity of words is obtained
from the Sentiment Processor, an interface to a polarity lexicon that lists words
and their typical polarities (positive, neutral or negative). For instance, suppose
that the top-10 ranked words for the word “blue” are: grim, blueness, gloomy,
sexy, color, dark, dejected, low, dye, down. When generating a negative poem
with, say, the top-3 words, grim, gloomy and dark would be added to the seed
set, together with blue. For a positive poem, the word sexy would be added,
together with the next two positive words in the ranking.

A more detailed description of PoeTryMe’s architecture is available else-
where [9]. Although PoeTryMe was originally developed to produce poetry in
Portuguese, its flexible architecture enabled the adaptation to Spanish [28] and
English. It has also been used to produce song lyrics for a given melody [29].

4 Poetry Inspired by Current Trends

This section describes a new instantiation of PoeTryMe where seed words are
collected from Twitter. Feeding the system with words that, at a certain time,



18 H. Gonçalo Oliveira

are associated with a topic, enables the generation of different poems every time,
with a shallow connection with present events, even if it is not immediately clear.

As the original PoeTryMe, the presented instantiation targets Portuguese
although, given our recent adaptations, it could be adapted to Spanish and
English with low effort. All the linguistic resources used were the same as those
of previous instantiations for Portuguese [9], except for the generation grammar,
which is described in the next section. After that, the current approach for
producing poetry inspired by Twitter is described; a Twitterbot that publishes
poems about trendy topics is introduced; the current setup of this system is
detailed; and some illustrative examples are presented, followed by a critical
view of our results.

4.1 Generation Grammar

The generation grammar used in this instantiation of PoeTryMe has two main
updates: it is more strict and covers different kinds of text. The rules of the
grammar are still automatically acquired from human-created poetry, by iden-
tifying lines where two words connected in the semantic network co-occur. Yet,
current rules were only added to the grammar when the relation arguments
matched the desired part-of-speech (POS). Previously, this did not always hap-
pen because, depending on the context, the same words might have different
POS. For instance, most verbs can also be nouns (e.g. break, cover), or many
nouns can behave as adjectives (e.g. red, young).

Another difference in the grammar is that, in addition to rules learned
from human-created poetry, they were also acquired from proverbs and from
Wikipedia sentences. As the lines of a poem are already kind of abstract or
already involve figurative meanings, when PoeTryMe adds a new level of abstrac-
tion, the result can sometimes turn out to be more difficult, if not impossible,
to interpret. On the other hand, Wikipedia text is not so creative but easily
interpretable. Our intuition is that, combining both kinds of text, the previous
issues will be more balanced, and the result may still slightly more clear, even
when altered by PoeTryMe.

Being more strict when collecting rules resulted in a much smaller grammar.
The current generation grammar, for Portuguese, covers about 1,500 renderings,
which is substantially less than the previous 4,100 [9]. Hopefully, low quality
grammar rules were left out.

4.2 Approach

The approach of the present system can be divided in three main steps, including
the generation of a poem. Before generation, there is a seed acquisition stage,
and a seed expansion stage. The seed acquisition stage goes as follows:

1. A topic t, in the form of a word or expression, is given as input.
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2. Through the Twitter4J3 library, m tweets mentioning t are retrieved
from Twitter.

3. Each tweet is processed and the top-f most frequent nouns, adjectives or
verbs are collected and used as seed words.

If there is one, the main sentiment about the topic can also be estimated
by counting the total number of smileys and emojis in the retrieved tweets. For
each happy face (positive), a counter c is incremented by 1 (c = c + 1), and for
each sad or crying face (negative) it is decremented (c = c − 1). The estimated
polarity depends of the value of c. If c > θ, it is positive, and if c < −θ, it is
negative, where θ is a predefined threshold.

Additional seeds can be obtained through the seed expansion procedure
described earlier, which can be biased towards the polarity estimated in the
previous stage. Alternatively, if there is a Wikipedia article about topic t, open
words from its first sentence can also be used as additional seeds. This is an
attempt to mix long-term data about the topic, in Wikipedia, with fresh infor-
mation, from Twitter, and has similarities with what Toivanen et al. [20] do with
Wikipedia and recent news.

Generation is the final stage and starts by feeding PoeTryMe with the set
of seed words. As most of its previous instantiations (e.g. [28,29]), a generate
& test strategy at the line level if followed. This means that, for each line in
the target poem structure, text fragments are successively generated and scored
against the target metre and presence of rhymes, while the best scoring are kept.
The generation of each line stops either after a predefined number of generated
candidates (n), or when a candidate line has precisely the target number of
syllables and target rhyme, if there is one.

4.3 Twitterbot

Twitter is increasingly becoming a popular tool in the Computational Creativity
community, not only as a source of information, but also as a platform for exhibit-
ing the results of creative systems. While Twitterbots are autonomous systems,
connected to Twitter that, from time to time, post messages, for creative Twit-
terbots, messages have a creative value. This includes the production of novel
metaphors [30], riddles [31], or Internet memes [32], among others. Poetry has
also been produced from the re-organisation of tweets [33].

Following the previous trend, the @poetartificial4 Twitterbot was developed
for tweeting poems inspired by the current trends. Every hour, it reads the
Twitter trends for Portugal, selects one of the three top trends, and runs the
previously described approach for producing a set of poems inspired by the
selected trend. The best-scoring poem is selected. Given the size limitations for
tweets (140 characters), generated poems are currently blocks of four 10-syllable
lines.

3 http://twitter4j.org/.
4 In Portuguese, poeta artificial means artificial poet.

http://twitter4j.org/
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4.4 Setup

PoeTryMe has several customisable parameters, most of them mentioned earlier.
For the presented system, including the Twitterbot, the following parameters
were set:

– Poem structure: block of four lines, each with 10 syllables;
– Relevant seeds obtained from expansion, r = 5;
– Surprise factor, ν = 0;
– Strategy: generate & test

• Maximum generations / line, n = 2, 500
• Increasing factor σ = 0.8; (to increase the probability of rhymes, n =

n + i ∗ σ ∗ n, where i is the position of the line in the stanza)
– Score:

• Each syllable missing / out of metre: +1 penalty point
• Each rhyme: -2 penalty points

It should be highlighted that the surprise factor was set to 0 because we
believe that there is already enough richness in the Twitter seeds, especially if
they are expanded. Apart from that, there was not a big difference from previous
instantiations of the system. The following additional parameters, specific of this
instantiation, were set:

– #Retrieved tweets, m = 200;
– #Frequent words, f = 5;
– Polarity threshold, θ = m/20 (5 % of the retrieved tweets);
– #Wikipedia words, w = 5.

The Twitterbot is currently generating 25 poems each hour, but publishing
only the one with the best overall generate &test score, out of those that fit in
a tweet (140 characters).

4.5 Examples

The new instantiation of PoeTryMe is illustrated by examples displayed in this
section. All of them were produced in 19th January, 2016, using, as an example
topic, “David Bowie”, a well-known musician whose death, 9 days earlier, was
still echoed throughout Twitter.

The examples are presented in their original form, in Portuguese, together
with a rough English translation. Of course that, due to the vagueness of lan-
guage and to the inherent abstraction in a poem, the resulting translations were
hard to reach, and often resulted in odd constructions. Examples were produced
with different sets of seeds words, obtained with different seed expansion settings,
enumerated in Table 1, together with the resulting seed words. The examples of
Fig. 3 only use the top-5 frequent words in the retrieved tweets, while the others
use five additional seeds, obtained by different means. In the poems of Fig. 4,
the regular expansion procedure was applied to retrieve relevant words from the
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semantic network. The poems of Figs. 5 and 6 used the same expansion algo-
rithm but the former is biased towards positive seeds, and the second towards
negative seeds. Finally, the poems in Fig. 7 use five additional seeds extracted
from the abstract of David Bowie’s article in the Portuguese Wikipedia.

The top frequent words in the retrieved tweets include the word ‘music’,
because Bowie was a musician. The word ‘homage’ is present because several
tweets refer planned homages, especially from Lady Gaga, another musician.
The verb ‘to make’ is often used with ‘homage’ – to make an homage – and was
thus also frequent. The other two words, ‘partnership’ and ‘good’, were used
several times to mention that Bowie refused to make a partnership with the
band Coldplay, claiming that their music was not good.

Table 1. Seeds collected from Twitter and additional seeds obtained from different
expansion settings.

Seeds homenagem, msica, fazer, parceria, bom
(homage, music, make, partnership, good)

Expansion associao, sociedade, lugar, comemorao, promessas
(association, society, place, commemoration, promises)

Expansion+ virtuoso, harmonia, glria, alegria, carola
(virtuous, harmony, glory, joy, prayer)

Expansion- vo, lbia, treta, vassalas, partida
(vain, wordy, bullshit, vassals, departure)

Wikipedia musical, artstico, ingl�ls, nome, ator
(musical, artistic, english, name, actor)

Besides the original seeds, the poems in Fig. 4 use directly related words,
obtained from the semantic network. The exact connection of these words with
the domain can be confirmed with the help of the Contextualizer. Related
words include synonyms of homage (glory, proof), music (harmony) or of ‘to
make’ (invent, practise, charge), as well as a hypernym of partnership (associa-
tion). Some of these relations are not held by the same sense of the seed words,

Fig. 3. Poems inspired by the topic David Bowie, without seed expansion.



22 H. Gonçalo Oliveira

and they are often not the sense we would first thought of. Although the system
does not do it intentionally, but because word senses are not handled, we like to
see this as an open door to the presence of figurative language.

The poems in Fig. 4 mix the utilisation of the original seeds with other
semantically-relevant, together with words directly-related to one of the pre-
vious. This includes synonyms of ‘to make’ (proceed, conclude) or of ‘to col-
lect’ (gather), a hyponym of recordings (record), also words like ‘albums’ that
may be collected, or ‘promises’ that should be devoted.

Fig. 4. Poems inspired by the topic David Bowie, with expanded seeds.

The poems in Fig. 5 use the original seeds and other semantically-relevant
words with a positive polarity. Words directly related to the previous include
synonyms of harmony (communion) and joy (satisfaction), hypernyms of part-
nership (society) and harmony (art), a hyponym of homage (proof) and an action
that causes joy (to rejoice).

Fig. 5. Poem inspired by the topic David Bowie, with expanded positive seeds.

The poems in Fig. 6 use the original seeds and other semantically-relevant
words with a negative polarity. Words directly related to the previous include
a synonym of vain (lied), a hypernym of bullshit (verbiage), a hyponym of
music (cheap music) and an association with tax (efficient), among others.
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Fig. 6. Poem inspired by the topic David Bowie, with expanded negative seeds.

The poems in Fig. 7 use the original seeds and other collected from Wikipedia.
As expected, the words collected from Wikipedia are more stable associations
with David Bowie: he was an English singer, musical producer, and also an
actor. Semantically-related words include synonyms of producer (creator) or
name (power), a hypernym of singer (artist) and of musical (movie).

Fig. 7. Poems inspired by the topic David Bowie, with additional seeds from Wikipedia.

Additional real-time examples can be checked in the Twitter feed of the user
@poetartificial, where the bot operates in real time.

4.6 Critical View

In the displayed examples, features like the regular metre and the frequent pres-
ence of rhymes arise. With the current settings, these features are often met.
In fact, with the current linguistic resources, meeting them is mostly a matter
of increasing the number of generations per line. Grammatical constraints are
also frequently satisfied, especially now, with more strict grammar on the POS
of the arguments. Though smaller than previous grammars, we can say that the
richness of the underlying resources still enables the generation of poems with
an interesting degree of variation, which contributes to a positive perception of
creativity.

Each line is semantically-coherent, because semantically-related words are
basically put in the position of other words that hold the same relation, in what
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can be seen as a shallow exploitation of analogy. Stranger situations might occur
from fixed words in the rule’s body, too specific and with a strong connection
with the original words, but not so much with the replacements, at least as long
as the semantic network is well-structured. At the same time, this is where the
poem may become interesting, or when it may fail. But this situation is not that
frequent in 10-syllable lines, typically restricted to functional words (e.g. deter-
miners and prepositions), besides the pair of related words.

In the displayed examples, when the previous situations happened, we can
say it went quite well in lines such as: homage is a proof of illumination, or
harmony communion in the cross, where the words ‘illumination’ and ‘cross’
were fixed. On the other hand, the line his musical film is palatal, where the
word ‘palatal’ is fixed, is odder. As most of the more specific words come from
the rules learned from Wikipedia, its usage for this purpose should be rethought.

Still on semantics, although they are generated independently, lines end up
having some unity, together and with the topic. This happens because they are
based on the same semantic domain, set by the topic. Though not frequent,
issues might arise from an odd order of the lines. This happens because the
system does not have any concern on showing some kind of evolution from the
beginning to the end of the poem.

Finally, the connection of the poem with the topic is sometimes too tenuous.
Using associated words is not always enough for this purpose. Moreover, there
might be strongly-associated words that are not in the semantic network, and
will thus never be used. This is why we say that the poem is inspired by the
topic, in a sense that it uses related words in semantically-coherent sentences,
but we do not claim that it is about the topic.

5 Concluding Remarks

A new instantiation of PoeTryMe, a poetry generation platform, was presented.
The singular feature of the presented system is that its poetry is inspired by
Twitter trends, more precisely, words that are associated with those.

Presented examples illustrate the potential of this system, but also its limi-
tations. Despite the presence of a regular metre, rhymes, grammatical sentences
and semantically-related words, the connection with the topic is not always very
clear. If it is not known, it is often hard to identify the original topic. Especially
when fresh associations, possibly valid just for a short period of time, are used.

This is why the poems are not about a topic, but inspired by it – given a topic,
currently associated words are extracted and fed to PoeTryMe, which expresses
“what it knows” about those words, poetically. Writing about the topic would
require deeper linguistic processing of the tweets and possibly other sources
of knowledge. On this problem, Tobin and Manurung [21] extract predicate-
argument structures from an input article and try to keep the same structure
during generation. They admit, however, that considering this together with
other features results in too much complexity and a long time for producing a
poem.
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In order to improve the connection with the topic, we are devising an alterna-
tive approach for setting the generation domain, but simpler than the previous.
In the preprocessing step, whenever a tweet uses two words that, according to our
semantic network, are related, this relation will be added to the set of identified
relations. Then, instead of using seed words for setting the generation domain,
this domain should consist of a graph with the identified relations, which is pos-
sible in the PoeTryMe architecture. If the graph is too small, additional relations
can be used, based on their distance to the domain, or the current strategy can
still be used as a fallback. The issue of only using words from the semantic
network remains, though.

Anyway, trends are always changing and people say different things about
them. So, independently of writing about the topic or not, the connection to
Twitter enables the continuous generation of different poems every time. This
can also be seen as a test to the limits of the system, and will certain give hints
for further improvements. Moreover, the Twitterbot will hopefully shake a little
bit the (still small) Portuguese community of Twitter users.
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26. Das, A., Gambäck, B.: Poetic machine: computational creativity for automatic
poetry generation in Bengali. In: Proceedings of 5th International Conference on
Computational Creativity, ICCC 2014, Ljubljana, Slovenia (2014)

27. Brin, S., Page, L.: The anatomy of a large-scale hypertextual web search engine.
Comput. Netw. 30, 107–117 (1998)
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Abstract. This paper presents a collaborative filtering method for hotel
recommendation incorporating guest preferences. We used the results of
aspect-based sentiment analysis to recommend hotels because whether
or not the hotel can be recommended depends on the guest preferences
related to the aspects of a hotel. For each aspect of a hotel, we iden-
tified the guest preference by using dependency triples extracted from
the guest reviews. The triples represent the relationship between aspect
and its preference. We calculated transitive association between hotels by
using the positive/negative preference on some aspect. Finally, we scored
hotels by Markov Random Walk model to explore transitive associations
between the hotels. The empirical evaluation showed that aspect-based
sentiment analysis improves overall performance. Moreover, we found
that it is effective for finding hotels that have never been stayed at but
share the same neighborhoods.

Keywords: Collaborative filtering · Markov Random Walk model ·
Aspect-based sentiment analysis

1 Introduction

Collaborative filtering (CF) identifies the potential preference of a con-
sumer/guest for a new product/hotel by using only the information collected
from other consumers/guests with similar products/hotels in the database. It
is a simple technique as it is not necessary to apply more complicated content
analysis compared to the content-based filtering framework [1]. CF has been very
successful in both research and practical systems. It has been widely studied
[2–6,11], and many practical systems such as Amazon for book recommendation
and Expedia for hotel recommendation have been developed.

Item-based collaborative filtering is one of the major recommendation tech-
niques [6,7]. It assumes that the consumers/guests are likely to prefer prod-
uct/hotel that are similar to what they have bought/stayed before. Unfortu-
nately, most of them only consider star ratings and leave consumers/guests

c© Springer International Publishing AG 2016
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textual reviews. Several authors focused on the problem, and attempted to
improve recommendation results using the techniques on text analysis, e.g., senti-
ment analysis, opinion mining, or information extraction [8–10]. However, major
approaches aim at finding the positive/negative opinions for the product/hotel,
and do not take users preferences related to the aspects of a product/hotel into
account. For instance, one guest is interested in a hotel with nice restaurants
for enjoying her/his vacation, while another guest, e.g., a businessman prefers
to the hotel which is close to the station. In this case, the aspect of the former
is different from the latter.

This paper presents a collaborative filtering method for hotel recommenda-
tion incorporating guest preferences. We rank hotels according to scores. The
score is obtained using the analysis of different aspects of guest preferences. The
method utilizes a large amount of guest reviews which make it possible to solve
the item-based filtering problem of data sparseness, i.e., some items were not
assigned a label of users preferences. We used the results of aspect-based sen-
timent analysis to recommend hotels because whether or not the hotel can be
recommended depends on the guest preferences related to the aspects of a hotel.
For instance, if one guest stays at hotels for her/his vacation, a room with nice
views may be an important factor to select hotels, whereas another guest stayed
at hotels for business, may select hotels near to the station. We parsed all reviews
by using syntactic analyzer, and extracted dependency triples which represent
the relationship between aspect and its preference. For each aspect of a hotel,
we identified the guest preference related to the aspect to good or not, based on
the dependency triples in the guest reviews. The positive/negative opinion on
some aspect is used to calculate transitive association between hotels. Finally, we
scored hotels by Markov Random Walk (MRW) model, i.e., we used MRW based
recommendation technique to explore transitive associations between the hotels.
Random Walk based recommendation overcomes the item-based CF problem
that the inability to explore transitive associations between the hotels that have
never been stayed but share the same neighborhoods [11].

2 Related Work

Sarwar et al. mentioned that CF mainly consists of two procedures, predic-
tion and recommendation [7]. Prediction refers to a numerical value expressing
the predicted likeliness of item for user, and recommendation is a list of items
that the user will like the most. As the volume of online reviews has drastically
increased, sentiment analysis, opinion mining, and information extraction for the
process of prediction are a practical problem attracting more and more atten-
tion. Several efforts have been made to utilize these techniques to recommend
products [9,12]. Cane et al. have attempted to elicit user preferences expressed
in textual reviews, and map such preferences onto some rating scales that can
be understood by existing CF algorithms [8]. They identified sentiment orien-
tations of opinions by using a relative-frequency-based technique that estimates
the strength of a word with respect to a certain sentiment class as the relative
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frequency of its occurrence in the class. The results using movie reviews from
the Internet Movie Database (IMDb) for the MovieLens 100k dataset showed
the effectiveness of the method. However, the sentiment analysis they used is
limited, i.e., they used only adjectives or verbs.

Niklas et al. have attempted to improve the accuracy of movie recommenda-
tions by using the results of opinion extraction from free-text reviews [9]. They
presented three approaches: (i) manual clustering, (ii) semi-automatic cluster-
ing by Explicit Semantic Analysis (ESA), and (iii) fully automatic clustering by
Latent Dirichlet Allocation (LDA) [13] to extract movie aspects as opinion tar-
gets, and used them as features for the collaborative filtering. The results using
100 random users from the IMDb showed that the LDA-based movie aspect
extraction yields the best results. Our work is similar to Niklas et al. method in
the use of LDA. The difference is that our approach applied LDA to the depen-
dency triples, although Niklas applied LDA to single words. Raghavan et al. have
attempted to improve the performance of collaborative filtering in recommender
systems by incorporating quality scores to ratings [10]. They estimated the qual-
ity scores of ratings using the review and user data set, and ranked according to
the scores. They adapted the Probabilistic Matrix Factorization (PMF) frame-
work. The PMF aims at inferring latent factors of users and items from the
available ratings. The experimental evaluation on two product categories of a
benchmark data set, i.e., Book and Audio CDs from Amazon.com showed the
efficacy of the method.

In the context of recommendation, several authors have attempted to rank
items by using graph-based ranking algorithms [14,15]. Wijaya and Bressan have
attempted to rank items directly from the text of their reviews [16]. They con-
structed a sentiment graph by using simple contextual relationships such as
collocation, negative collocation and coordination by pivot words such as con-
junctions and adverbs. They applied PageRank algorithm to the graph to rank
items. Li et al. proposed a basket-sensitive random walk model for personal-
ized recommendation in the grocery shopping domain [11]. The method extends
the basic random walk model by calculating the product similarities through
a weighted bi-partite network which allows the current shopping behaviors to
influence the product ranking. Empirical results using three real-world data sets,
LeShop, TaFeng and an anonymous Belgium retailer showed that a performance
improvement of the method over other existing collaborative filtering models,
the cosine, conditional probability and the bi-partite network based similarities.
However, the transition probability from one product node to another is com-
puted based on a user’s purchase frequency of a product with regardless of the
users’ positive or negative opinions concerning to the product.

There are three novel aspects in our method. Firstly, we propose a method to
incorporate different aspect of a hotel into users preferences/criteria to improve
quality of recommendation. Secondly, from a ranking perspective, the MRW
model we used is calculated based on the polarities of reviews. Finally, from the
opinion mining perspective, we propose overcoming with the unknown polarized
words by utilizing LDA.
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3 Framework of the System

Figure 1 illustrates an overview of the method. It consists of four steps: (1) Aspect
analysis, (2) Positive/negative opinion detection based on aspect analysis, (3)
Positive/negative review identification, and (4) Scoring hotels by MRW model.

Fig. 1. Overview of the method.

3.1 Aspect Analysis

The first step to recommend hotels based on guest preferences is to extract
aspects for each hotel from a guest review corpus. All reviews were parsed by
the syntactic analyzer CaboCha [17], and all the dependency triples (rel, x, y)
are extracted. Here, x refers to a noun/compound noun word related to the
aspect. y shows verb or adjective word related to the preference for the aspect.
rel denotes a grammatical relationship between x and y. We classified rel into
9 types of Japanese particle, “ga(ha)”, “wo”, “ni”, “he”, “to”, “de”, “yori”,
“kara” and “made”. For instance, from the sentence “Cyousyoku (breakfast)
ga totemo (very) yokatta (was delicious).” (The breakfast was very delicious.),
we can obtain the dependency triplet, (ga, cyousyoku, yokatta). The triplet
represents positive opinion, “yokatta”(was delicious) concerning to the aspect,
“Cyousyoku”(breakfast/meal).

3.2 Positive/Negative Opinion Detection

The second step is to identify positive/negative opinion related to the aspects of
a hotel. We classified aspects into seven types: “Location”, “Room”, “Meal”,
“Spa”, “Service”, “Amenity”, and “Overall”. These types are used in the
Rakuten travel data1 which we used in the experiments. Basically, the iden-
tification of positive/negative opinion is done using Japanese sentiment polarity
1 http://rit.rakuten.co.jp/rdr/index.html.

http://rit.rakuten.co.jp/rdr/index.html
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dictionary [18]. More precisely, if y in the triplet (rel, x, y) is classified into
positive/negative classes in the dictionary, we regarded the extracted depen-
dency triplet as positive/negative opinion. However, the dictionary makes it
nearly impossible to cover all of the words in the review corpus.

For unknown verb or adjective words that were extracted from the review
corpus, but did not occur in any of the dictionary classes, we classified them into
positive or negative class using a topic model. Topic models such as probabilistic
latent semantic indexing [19] and Latent Dirichlet Allocation (LDA) [13] are
based on the idea that documents are mixtures of topics, where each topic is
captured by a distribution over words. The topic probabilities provide an explicit
low-dimensional representation of a document. They have been successfully used
in many domains such as text modeling and collaborative filtering [20]. We used
LDA and classified unknown words into positive/negative classes. LDA presented
by [13] models each document as a mixture of topics, and generates a discrete
probability distribution over words for each topic. The generative process of LDA
can be described as follows:

1. For each topic k = 1, · · · ,K, generate φk, multinomial distribution of words
specific to the topic k from a Dirichlet distribution with parameter β;

2. For each document d = 1, · · · ,D, generate θd, multinomial distribution of
topics specific to the document d from a Dirichlet distribution with parameter
α;

3. For each word n = 1, · · · , Nd in document d;
(a) Generate a topic zdn of the nth word in the document d from the multino-

mial distribution θd,
(b) Generate a word wdn, the word associated with the nth word in document

d from multinomial φzdn.

Like much previous work on LDA, we used Gibbs sampling to estimate φ and θ.
The sampling probability for topic zi in document d is given by:

P (zi | z\i,W ) =
(nv

\i,j + β)(nd
\i,j + α)

(n·
\i,j + Wβ)(nd

\i,· + Tα)
. (1)

z\i refers to a topic set Z, not including the current assignment zi. nv
\i,j is the

count of word v in topic j that does not include the current assignment zi, and
n·

\i,j indicates a summation over that dimension. W refers to a set of documents,
and T denotes the total number of unique topics. After a sufficient number of
sampling iterations, the approximated posterior can be used to estimate φ and
θ by examining the counts of word assignments to topics and topic occurrences
in documents. The approximated probability of topic k in the document d, θ̂kd ,
and the assignments word w to topic k, φ̂w

k are given by:

θ̂kd =
Ndk + α

Nd + αK
. (2)

φ̂w
k =

Nkw + β

Nk + βV
. (3)



36 F. Fukumoto et al.

For each aspect, we manually collected reviews and created a review set. We
applied LDA to each set of reviews consisted of triples. We need to estimate
two parameters, i.e., the number of reviews, and the number of topics k for the
result obtained by LDA. We note that the result can be regarded as a clustering
result: each cluster is positive/negative opinion, and each element of the cluster
is positive/negative opinion according to the sentiment polarity dictionary, or
unknown words. For each number of reviews, we applied LDA, and as a result,
we used Entropy measure which is widely used to evaluate clustering techniques
to estimate the number of topics (clusters) k. The Entropy measure is given by:

E = − 1
log k

∑

j

Nj

N

∑

i

P (Ai, Cj) log P (Ai, Cj). (4)

k refers to the number of clusters. P (Ai, Cj) is a probability that the elements
of the cluster Cj assigned to the correct class Ai. N denotes the total number
of elements and Nj shows the total number of elements assigned to the cluster
Cj . The value of E ranges from 0 to 1, and the smaller value of E indicates
better result. We chose the parameter k whose value of E is smallest. For each
cluster, if the number of positive opinion is larger than those of negative ones,
we regarded a triplet including unknown word in the cluster as positive and vice
versa.

3.3 Positive/Negative Review Identification

We used the result of positive/negative opinion detection to classify guest reviews
into positive or negative related to the aspect. Like much previous work on sen-
timent analysis based on supervised machine learning techniques [21] or corpus-
based statistics, we used Support Vector Machine (SVMs) to annotate automat-
ically [22]. For each aspect, we collected positive/negative opinion (triples) from
the results of LDA2. Each review in the test data is represented as a vector where
each dimension of a vector is positive/negative triplet appeared in the review,
and the value of each dimension is a frequency count of the triplet. For each
aspect, the classification of each review can be regarded as a two-class problem:
positive or negative.

3.4 Scoring Hotels by MRW Model

The final procedure for recommendation is to rank hotels. We used a ranking
algorithm, the MRW model that has been successfully used in Web-link analysis,
social networks [23], and recommendation [11,14,15]. Given a set of hotels H,
Gr = (H, E) is a graph reflecting the relationships between hotels in the set. H
is the set of nodes, and each node hi in H refers to the hotel. E is a set of edges,
which is a subset of H × H. Each edge eij in E is associated with an affinity

2 We used the clusters that the number of positive and negative words is not equal.
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weight f(i → j) between hotels hi and hj(i �= j). The weight of each edge is a
value of transition probability P (hj | hi) between hi and hj , and defined by:

P (hj | hi) =
|Gr|∑

k=1

c(gk, hj)
(
∑

c(gk, ·)) · c(gk, hi)
(
∑

c(·, hi))
. (5)

Equation (5) shows the preference voting for target hotel hj from all the
guests in Gr stayed at hi. We note that we classified reviews into posi-
tive/negative. We used the results to improve the quality of score. More pre-
cisely, we used only the positive review counts to calculate transition probabil-
ity. c(gk, hj) and c(gk, hi) in Eq. (5) refer to the lodging count that the guest
gk reviewed the hotel hj(hi) as positive. P (hj | hi) in Eq. (5) is the marginal
probability distribution over all the guests. The transition probability obtained
by Eq. (5) shows a weight assigned to the edge between hotels hi and hj .

We used the row-normalized matrix Uij = (Uij)|H|×|H| to describe Gr with
each entry corresponding to the transition probability, where Uij = p(hj | hi).
To make U a stochastic matrix, the rows with all zero elements are replaced
by a smoothing vector with all elements set to 1

|H| . The matrix form of the
recommendation score Score(hi) can be formulated in a recursive form as in the
MRW model: λ = μUTλ + (1−µ)

|H| e, where λ = [Score(hi)]|H|×1 is a vector of
saliency scores for the hotels. e is a column vector with all elements equal to
1. μ is a damping factor. We set μ to 0.85, as in the PageRank [24]. The final
transition matrix is given by:

M = μUT +
(1 − μ)
| H | eeT . (6)

Each score is obtained by the principal eigenvector of the new transition
matrix M . We applied the algorithm to the graph. The higher score based on
transition probability the hotel has, the more suitable the hotel is recommended.
For each aspect, we chose the topmost k hotels according to rank score. For each
selected hotel, if the negative review is not included in the hotel reviews, we
regarded the hotel as a recommendation hotel.

4 Experiments

4.1 Data

We used Rakuten travel data3. It consists of 11,468 hotels, 348,564 reviews sub-
mitted from 157,729 guests. We used plda4 to assign positive/negative tag to the
aspects. For each aspect, we estimated the number of reviews, and the number
of topics (clusters) by searching in steps of 100 from 200 to 1,000. Table 1 shows
the minimum entropy value, the number of reviews, and the number of topics for
3 http://rit.rakuten.co.jp/rdr/index.html.
4 http://code.google.com/p/plda.

http://rit.rakuten.co.jp/rdr/index.html
http://code.google.com/p/plda
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Table 1. The minimum entropy value and the # of topics.

Aspect Entropy Reviews Topics

Location 0.209 600 700

Room 0.460 700 600

Meal 0.194 500 700

Spa 0.232 400 500

Service 0.226 500 700

Amenity 0.413 600 600

Overall 0.202 500 700

each aspect. Table 4 shows that the number of reviews ranges from 400 to 700,
and the number of topics are from 500 to 700. For each of the seven aspects, we
used these numbers of reviews and topics in the experiments. We used linear ker-
nel of SVM-Light [22] and set all parameters to their default values. All reviews
were parsed by the syntactic analyzer CaboCha [17], and 633,634 dependency
triples are extracted. We used them in the experiments.

We had an experiment to classify reviews into positive or negative. For each
aspect, we chose the topmost 300 hotels whose number of reviews are large. We
manually annotated these reviews. The evaluation is made by two humans. The
classification is determined to be correct if two human judges agree. We obtained
400 reviews consisting 200 positive and 200 negative reviews. 400 reviews are
trained by using SVMs for each aspect, and classifiers are obtained. We randomly
selected another 100 test reviews from the topmost 300 hotels, and used them as
test data. Each of the test data was classified into positive or negative by SVMs
classifiers. The process is repeated five times. As a result, the macro-averaged
F-score concerning to positive across seven aspects was 0.922, and the F-score
for negative was 0.720. For each aspect, we added the reviews classified by SVMs
to the original 400 training reviews, and used them as a training data to classify
test reviews.

We created the data which is used to test our recommendation method.
More precisely, we used the topmost 100 guests staying at a large number of
different hotels as recommendation. For each of the 100 guests, we sorted hotels
in chronological order. We used these with the latest five hotels as test data.
To score hotels by MRW model, we used guest data staying at more than three
times. The data is shown in Table 2. “Hotels” and “Different hotels” in Table 2

Table 2. Data used in the experiments.

Hotels 30,358

Different hotels 6,387

Guests 23,042

Reviews 116,033
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refer to the total number of hotels, and the number of different hotels that the
guests stayed at more than three times, respectively. “Guests” shows the total
number of guests who stayed at one of the “Different hotels”. “Reviews” shows
the number of reviews with these hotels.

We used MAP (Mean-Averaged Precision) as an evaluation measure [25]. For
a given set of guests G = {g1, · · · , gn}, and H = {h1, · · · , hmj

} be a set of hotels
that should be recommended for a guest gj , the MAP of G is given by:

MAP(G) =
1

| G |
|G|∑

j=1

1
mj

mj∑

k=1

Precision(Rjk). (7)

Rjk in Eq. (7) refers to the set of ranked retrieval results from the top result
until we get hotel hk. Precision indicates a ratio of correct recommendation
hotels by the system divided by the total number of recommendation hotels.

4.2 Basic Results

The results across seven aspects are shown in Table 3. As shown in Table 3,
there are no significant difference among seven aspects, and the averaged MAP
obtained by our method, aspect-based sentiment analysis (ASA) was 0.392.
Table 4 shows sample clusters regarded as positive for three aspects, “location”,
“room”, and “meal” obtained by LDA. Each cluster shows the top 5 triples and
content words. We observed that the extracted triples show positive opinion for
each aspect. This indicates that aspect extraction contributes to improve over-
all performance. In contrast, some words such as yoi (be good) and manzoku
(satisfy) in content word based clusters appear across aspects. Similarly, some
words such as ricchi (location) and cyousyoku (breakfast) which appeared in
negative cluster are an obstacle to identify positive/negative reviews in SVMs
classification.

Table 3. Basic results.

Location Room Meal Spa Service Amenity Overall Avg

MAP 0.391 0.373 0.403 0.392 0.382 0.391 0.414 0.392

We recall that we classified aspects into seven types according to the guest
preferences. There are other aspects for the hotels such as hotel types and area.
We used three types of the hotels, i.e., “Japanese style inn at a hot spring”,
“Pension”, and “Business hotel”. Similarly, we used two area, i.e., “Tokyo” and
“Nagano prefecture”. We had an experiment to examine how these aspects affect
the overall performance of recommendation. The data and the results are shown
in Tables 5 and 6. We can see from Table 5 that there are no significant dif-
ference among hotel types as the averaged MAP against the hotel types are
from 0.384 to 0.394. However, the Map of “Tokyo” related to “Amenity” was
0.376 while that of “Nagano Pref.” was only 0.329, and the difference was 0.047.
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Table 4. Top 5 triples and content words.

Rank Aspects

Location Room Meal

1 (ni, eki, chikai) (ga, heya, yoi) (ga, shokuji, yoi)

be near to the station room was nice breakfast was nice

2 (ha, hotel, chikai) (ha, heya, hiroi) (ha, shokuji, yoi)

the hotel is close the room is wide meal was nice

3 (ni, hotel, chikai) (ga, heya, kirei) (ha, restaurant, good)

be near to the hotel A room is clean a restaurant is good

4 (ni, parking, chikai) (de, sugoseru, heya) (ha, restaurant, yoi)

be near to the parking can spend in the room restaurant is nice

5 (ga, konbini, aru) (ha, heya, jyuubun) (ha, buffet, yoi)

be near to the convenience store a room is enough goo Buffet is delicious

Rank Content words

Location Room Meal

1 ricchi heya syokuji

location room meal

2 eki hiroi yoi

station be wide be good

3 yoi kirei cyousyoku

be good be clean breakfast

4 mise manzoku oishii

store satisfy be delicious

5 subarashii yoi manzoku

be great be good satisfy

Table 5. Data and results (hotel types).

Data Results

Hotels Reviews Location Room Meal Spa Service Amenity Overall Avg

Hot spring 3,073 52,798 0.393 0.375 0.411 0.394 0.381 0.392 0.411 0.394

Pension 1,845 30,275 0.383 0.364 0.388 0.379 0.376 0.386 0.401 0.384

Business 2,759 38,569 0.394 0.370 0.394 0.386 0.379 0.390 0.408 0.389

Table 6. Data and results (area).

Data Results

Hotels Reviews Location Room Meal Spa Service Amenity Overall Avg

Tokyo 982 2,902 0.369 0.359 0.387 0.381 0.376 0.382 0.399 0.394

Nagano Pref 897 2,093 0.361 0.353 0.378 0.369 0.329 0.371 0.380 0.367
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One reason behind this lies the small number of reviews as the “Amenity” of
“Nagano Pref.”consisted of only 47 reviews. For future work, we should be extend
our method for further efficacy by overcoming the lack of sufficient reviews in
data sets.

4.3 Comparative Experiments

We compared the results obtained by our method, ASA with the following four
approaches to examine how the results of each method affect the overall perfor-
mance.

1. Transition probabilities without review (TPWoR)
The probability P (hj | hi) used in the method is the preference voting for
the target hotel hj from all the guests in a set G who stayed at hi, regardless
of positive or negative review of G.

2. Content Words (CW)
The difference between content words method and our method, ASA is that
the former applies LDA to the content words.

3. Without reviews classified by SVMs (WoR)
SVMs used in this method classifies test data by using only the original 400
training reviews.

4. Without negative review filtering (WoNRF)
The method selected the topmost k hotels according to the MRW model, and
the method dose not use negative reviews as a filtering.

Table 7 shows averaged MAP across seven aspects. As we can see from Table 7
that aspect-based sentiment analysis was the best among four baselines, and
MAP score attained at 0.392. The result obtained by transition probability
without review was worse than any other results. This shows that the use of
guest review information is effective for recommendation. Table 7 shows that the
result obtained by content words method was worse than the result obtained by
aspect-based sentiment analysis, and even worse than the results without reviews
classified by SVMs (WoR) and without negative review filtering (WoNRF). Fur-
thermore, we can see from Table 7 that negative review filtering was a small
contribution, i.e., the improvement was 0.014 as the result without negative

Table 7. Recommendation results.

Method MAP

Trans. pro. without review 0.257

Content words 0.304

Without reviews by SVMs 0.356

Without neg review filtering 0.378

Aspect-based SA 0.392
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review filtering was 0.378 and aspect-based SA was 0.392. One reason is that
the accuracy of negative review identification. The macro-averaged F-score con-
cerning to negative across seven aspects was 0.720, while the F-score for positive
was 0.922. Negative review filtering depends on the performance of negative
review identification. Therefore, it will be necessary to examine features other
than word triples to improve negative review identification.

Fig. 2. The results against each aspect.

It is very important to compare the results of our method with four base-
lines against each aspect. Figure 2 shows MAP against each aspect. The results
obtained by aspect-based sentiment analysis were statistically significant com-
pared to other methods except for the aspects “spa” and “overall” in without
negative review filtering method.

Table 8 shows a ranked list of the hotels for one guest (guest ID: 2037)
obtained by using each method. The aspect is “meal”, and each number shows
hotel ID. Bold font in Table 8 refers to the correct hotel, i.e., the latest five hotels
that the guest stayed at. As can be seen clearly from Table 8, the result obtained
by our method includes all of the five correct hotels within the topmost eight
hotels, while without negative review filtering (WoNRF) was four. TPWoR, CW,
and WoR did not work well as the number of correct hotel was no more than
three, and these were ranked seventh and eighth.

It is interesting to note that some recommended hotels are very similar to the
correct hotels, while most of the eight hotels did not exactly match these correct
hotels except for the result obtained by aspect-based sentiment analysis method.
If these hotels were similar to the correct hotels, the method is effective for finding
transitive associations between the hotels that have never been stayed but share
the same neighborhoods. Therefore, we examined how these hotels are similar
to the correct hotels. To this end, we calculated distance between correct hotels
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Table 8. Recommendation list for user ID 2037.

Rank TPWoR CW WoR WoNRF ASA

1 2349 2203 2614 3022 449

2 604 2349 554 604 30142

3 12869 30142 30142 449 18848

4 90 604 604 30142 531

5 666 12869 3022 18848 769

6 2149 39502 531 531 2223

7 38126 449 449 769 15204

8 449 31209 18848 2223 20428

and other hotels within the rank for each method by using seven preferences.
The preferences have star rating, i.e., each has been scored from 1 to 5, where
1(bad) is lowest, and 5(good) is the best score. We represented each ranked hotel
as a vector where each dimension of a vector is these seven preferences and the
value of each dimension is its score value. The distance between correct hotel
and other hotels within the rank for each method X is defined as:

Dis(X) =
1

| G |
|G|∑

i=1

argmin
j,k

d(R hij , C hik). (8)

| G | refers to the number of guests. R hij refers to a vector of the j-th ranked
hotels except for the correct hotels. Similarly, C hik stands for a vector repre-
sentation of the k-th correct hotel. d refers to Euclidean distance. Equation (8)
shows that for each guest, we obtained the minimum value of Euclidean dis-
tance between R hij and C hik. We calculated the averaged summation of the
100 guests. The results are shown in Table 9. The value of “Dis” in Table 9 shows
that the smaller value indicates a better result. We can see from Table 9 that the
hotels except for the correct hotels obtained by our method are more similar to
the correct hotels than those obtained by four baselines. The results show that
our method is effective for finding hotels that have never been stayed at but
share the same neighborhoods.

Table 9. Distance between correct hotel and another hotel.

Method Dis

Trans. pro. without review 3.067

Content words 2.859

Without reviews by SVMs 2.721

Without neg review filtering 2.532

Aspect-based SA 2.396
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5 Conclusions

We proposed a method for hotel recommendation by incorporating preferences
related to the different aspects of a hotel to improve quality of the score. We used
the results of aspect-based sentiment analysis to detect guest preferences. We
parsed all reviews by the syntactic analyzer, and extracted dependency triples.
For each aspect, we identified the guest opinion to positive or negative using
dependency triples in the guest review. We calculated transitive association
between hotels based on the positive/negative opinion. Finally, we scored hotels
by Markov Random Walk model. The comparative results using Rakuten travel
data showed that aspect analysis of guest preferences improves overall perfor-
mance and especially, it is effective for finding hotels that have never been stayed
at but share the same neighborhoods.

There are a number of directions for future work. In the aspect-based senti-
ment analysis for guest preferences, we should be able to obtain further advan-
tages in efficacy by overcoming the lack of sufficient reviews in data sets by incor-
porating transfer learning approaches [26,27]. We used only surface information
of terms (words) and ignore their senses in the aspect-based sentiment analy-
sis. A number of methodologies have been developed for identifying semantic
related words in natural language processing research field. This is a rich space
for further exploration. We used Rakuten Japanese travel data in the experi-
ments, while the method is applicable to other textual reviews. To evaluate the
robustness of the method, experimental evaluation by using other data such as
grocery stores: LeShop5 and movie data: movieLens6 can be explored in future.
Finally, comparison to other recommendation methods, e.g., matrix factoriza-
tion methods (MF) [28] and combination of MF and the topic modeling [29] will
also be considered in the future.
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Abstract. The daily growth of unstructured textual information created on the
Web raises significant challenges when it comes to serving user information
needs. On the other hand, evolving Semantic Web technology has influenced a
wide body of research towards meaning-based text processing and information
retrieval methods, that go beyond classical keyword-driven approaches. How-
ever, most of the work in the field targets English as the primary language of
interest. Hence, in this paper we present a very first attempt to process
unstructured Lithuanian text at the level of ontological semantics. We introduce
an ontology-based semantic search framework capable of answering structured
natural Lithuanian language questions, discuss its language-dependent design
decisions and draw some observations from the results of a recent case study
carried out over domain-specific Lithuanian web news corpus.

Keywords: Semantic search � SBVR � SPARQL � Information retrieval �
Ontology � Semantic annotation � Lithuanian language

1 Introduction

In the context of traditional Web search, Information Retrieval (IR) has been known as
a task of retrieving documents relevant to user information needs, typically expressed
by some form of a query. A general IR model can be characterized by three main
building blocks: representation of a user query, document content description and a
retrieval function. Early work in IR field highly focused on keyword-based models,
such as Boolean and Vector Space Model [1]. The obvious shortcoming of these
models is the lack of conceptualization both at the query and document representation
end, which eventually results in poor precision and recall rates. Several approaches
such as query expansion [2] and word sense disambiguation [3] have been proposed to
manage synonymy and polysemy in order to somewhat cope with the limitations of the
aforementioned models.

However, the introduction of common Semantic Web standards for semantic data
and domain knowledge representation (Resource Description Framework (RDF), RDF
Schema (RDFS), Web Ontology Language (OWL2)) followed by a dedicated RDF
query language (SPARQL) influenced a wide body of research [4] towards meaning-
based IR, which we will refer to as semantic search throughout the paper. Advanced
Information Extraction (IE) methods (e.g. semantic annotation, ontology population)
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are employed to complement standard text preprocessing techniques (e.g. tokenization,
stemming, stop word removal etc.) behind IR models.

Due to complexity of natural language, IE gets hardly dependent on advances in
Natural Language Processing (NLP) techniques. Lithuanian language, once compared
to the state-of-the-art of IE oriented NLP research for widely used languages, such as
English, is still pretty much an open research field. As a result, the lack of resources for
NLP-related tasks behind IE restricts the extent to which Lithuanian (and other less
popular languages in general) can be approached practically. In contrast, this is not the
case with well-researched languages (e.g. see IBM’s Watson project) [5].

The complexity of Lithuanian language raises multiple NLP-specific challenges. First
of all, it is highly inflected (7 cases, 2 genders, 2 grammatical numbers, 5 noun declensions)
which means that a single word stem may lead to lots of different word forms, each of them
belonging to a separate grammatical category. E.g., a nominative singular noun dokumentas
(document) alone has multiple other grammatical cases reflected by alternating suffixes:
dokumento (genitive), dokumentu (instrumental), dokumentui (dative), dokumente (loca-
tive), dokumentą (accusative) etc. Taking into account such declension of nouns and
adjectives is crucial when determining grammatical function of a word in a sentence.
Lithuanian is also a free word order language, meaning that a single sentence can be
expressed in multiple different ways just by switching word positions. This suggests a need
for non-standard syntactic parsing strategies that concentrate more on morphological lan-
guage features [6]. Such challenges generally apply not only for Lithuanian but any other
morphologically rich languages (e.g. Slavic) as well.

In this paper we present a combined attempt to semantic content processing and
search over Lithuanian web texts. A semantic search framework for the task is pro-
posed. We introduce an ontology population-based IE approach which is tightly
coupled with a model-to-model (M2M) transformation-driven IR model. We show how
such tight-coupling enables us to serve natural structured language queries over
domain-specific data represented in the form of ontology. The applicability of our
framework is then evaluated by performing a case study over a crawled Lithuanian
news website corpus, focusing on political and economic domains. To the best of our
knowledge, this is the first public attempt to Lithuanian text processing at the level of
ontological semantics. The rest of the paper is structured as follows. Section 2 gives a
brief overview of related work in semantic search area and provides state-of-the-art of
NLP research for Lithuanian language. Section 3 presents the architecture of our
semantic search framework with emphasis on capturing and maintaining
domain-specific semantics throughout the search process. The experimental observa-
tions and lessons learned from the case study are presented in Sect. 4. Finally, we draw
conclusions and discuss our future research plans in Sect. 5.

2 Related Work

The evolution of Semantic Web technology has made a significant impact on
meaning-based IR methods over the last decade. In particular, the introduction of
W3C’s OWL2, RDFS, RDF and SPARQL to conceptualize, represent and query
domain specific knowledge led to an upsurge of research in the field.
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[7] Proposed KIM - a framework for semantic annotation and retrieval. The main
idea behind KIM is the semantic typing of named entities (NE) by linking them to
pre-populated knowledge base entries and/or appropriate domain-ontology classes. [9]
Introduced an approach for semantically enhanced IR by adapting the classical vector
space model [8]. The IE task used to conceptualize document content is similar to the one
proposed by [7]. In addition, [9] use an ontology-based Question Answering (QA) sys-
tem to interpret the intent behind user queries. This is achieved by deriving linguistic
triples from a natural language question and then looking up for answer-bearing ontology
concepts by syntactic triple similarity matches [10]. Our approach to capturing user
query intents differs substantially: we aim at obtaining a formal SPARQL query model
from a structured natural language question (see Sect. 3.2).

Knowledge bases like Freebase or DBpedia have been recently used to tackle the
problem of open-domain QA [24, 25]. While their main goal is to retrieve answers to
factoid-like questions over structured world’s knowledge, our framework is primarily
targeted towards mining and searching domain-specific texts in order to satisfy
event-centric information needs.

All of the above mentioned approaches target semantic search only from an English
language perspective, thus they build upon sophisticated NLP methods that are well
known and properly researched. However, this is not the case with Lithuanian NLP
research. Perhaps one of the most significant achievements is the early work by [11] who
created the first Lithuanian lemmatizer and part-of-speech (POS) tagger called Lemuoklis.
The syntax of Lithuanian language has been extensively analyzed by [12] [6]. A recent
approach to statistical dependency parsing [13] showed the importance of morphological
features (especially grammatical case) for the accuracy of results. However, the lack
of syntactically annotated data suggests that rule-based parsing is a better choice.

The only publically available case study of NLP-based content processing is pre-
sented in [14], where authors apply named entity recognition (NER) among other stan-
dard text pre-processing steps to annotate and analyse Lithuanian news media websites.

3 Semantic Search Framework

The architecture of our proposed semantic search framework along its main compo-
nents is shown in Fig. 1. As was noted in Sect. 1 of the paper, the framework consists
of two major tightly coupled parts: information extraction (IE) and information
retrieval (IR) modules. For a detailed explanation on how these modules operate
together please refer to Sects. 3.1 and 3.2 respectively.

The IE module is dedicated for document text annotation by linguistic components
in the NLP pipeline. In other words, IE module is responsible for conceptualizing
domain-specific entities and capturing the events they participate in. In order to avoid
possible confusion about terminology, a note on the use of the terms “ontology popu-
lation” and “semantic annotation” should be given [15]. Our text processing efforts
concentrate on ontology population, i.e., adding instance data (A-Box) to a predefined
ontology schema (T-Box). In addition, we perform semantic annotation, i.e., we link
slices of document text to their ontological representation bits (A-Box) created in the
ontology population step. In this aspect, our approach slightly differs from previous
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works discussed in Sect. 2. The reason for this is two-fold. First, there is no ready-to-use
semantic knowledge base that would have sufficient coverage of domain specific entities
and relations commonly mentioned in Lithuanian media. The construction of such
resource would require a significant amount of manual labor. Although, the existence of
multilingual lexical knowledge bases (e.g. BabelNet) [16] is well-known, the entries for
entities of a local importance (Lithuanian politics, organizations etc.) are rare to be
found. Secondly, IR model behind our framework is based on formal SPARQL query
execution, thus we expect for all the relevant domain knowledge acquired during text
processing to be available in the form of RDF triples at query time.

The IR module behind the framework is highly based on SBVR (Semantics of
Business Vocabulary and Business Rules) standard. SBVR is the OMG created
metamodel and specification that defines vocabulary and rules for describing business
semantics – business concepts, business facts, and business rules using some kind of
Controlled Natural Language [17]. SBVR enables to create formal specifications
understandable for business people and also interpretable by software tools. This is
achieved by the usage of structured natural language for representing meaning as
formal logic structures – semantic formulations. SBVR metamodel is based on prin-
ciple of separating meaning of business concepts and business restrictions from their
representation. A number of transformations of SBVR specifications to various

Fig. 1. The architecture of the framework.
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software models have been created: Web services [18], BPMN [19], OWL2 [20], etc.
We employ specific SBVR metamodel features to capture the meaning behind user’s
information needs and further to obtain a formal SPARQL query representation by
means of model-to-model (M2M) transformation between the two.

3.1 Information Extraction

Information Extraction (IE) module aims to structure natural language document text at
the level of ontological semantics, i.e. by analyzing entity mentions and their
domain-specific relations we populate a predefined ontology schema with instance
data. Formal ontological representation of document content allows taking advantage
of implicit knowledge that can be inferred by employing OWL reasoning capabilities.

IE task behind our framework is powered by a pipeline of NLP components for
Lithuanian language:

– Lexical analyzer performs stop word removal and standard text tokenization by
breaking input text into tokens, sentences and paragraphs.

– Morphological analyzer assigns part-of-speech (POS) tags to each of the word along
with its lemma, grammatical number and grammatical case.

– Named Entity recognizer (NER) is based on gazetteer lookups. It detects mentions
of entities that belong to three major type categories: organizations, locations and
persons.

– Semantic annotator analyses domain-specific relations between entities and pro-
duces ontology instance data in the form of RDF triples.

Each of the NLP components produces stand-off annotations in a custom data
format which gets serialized using JSON. In such way, we keep the documents and
their annotations decoupled.

Since the principle behind the three first NLP components in the pipeline is beyond
the scope of this paper we will emphasize the fundamental features of our semantic
annotator.

Given an ontology schema, semantic annotator attempts to populate it by instantiating
classes and their properties with entity and relation mentions found in the analysed text. It
follows a fully rule-based approach that looks for specific lexico-semantic patterns,
combining information from prior lexical, morphological and named entity annotations.

Our current ruleset targets extraction of political and economic event mentions in
their various forms. After collecting the most common reporting verbs (sakyti (say),
teigti (state), pranešti (announce) etc.) from the news articles we derived multiple
patterns for utterance extraction. Example rules are given below:

Rule I

(c1) (c2) (c3)
{„SUBSTANCE“,-} <RVERB> <NE> & type(NE) = Person =>
assert(c1:Substance, c2:Talking, c3:Person, talks<c3,c2>, 
conveys<c2,c1>, has_talking_type<c2, “Statement”>)
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Rule II

(c1) (c2) (c3)
<NE> <RVERB>{,} {kad|jog} {SUBSTANCE} & type(NE) = Person =>
assert(c1:Person, c2:Saying, c3:Substance, talks<c1,c2>, con-
veys<c2,c3>, has_talking_type<c2, “Agreement”>)

Rule I is based on direct quotation extraction, while Rule II extracts indirect
quotations by matching common conjunction kad, jog (that) patterns. In both cases the
objective is to catch and instantiate the full triple: the agent, the reporting verb and the
substance that is being reported. As can be seen from the rules above, specific talking
type gets set as well, based on language semantics of different reporting verbs.

Some of the extraction rules are not as straightforward and require paying more
attention to language specific morphological features. An example of this is the
detection of work performed by persons within organizations (here, PNOUN stands for
the position noun like prezidentas (president),ministras (minister), teisėjas (judge) etc.):

Rule III

(c1) (c2)   (c3)
<NE1> <PNOUN> <NE2> & type(NE1) = Organization & type(NE2) = 
Person & caseMark(NE1) = genitive =>
assert(c1:Organization, c3:Person, _c:Work, works<c3,_c>, 
is performed in< c,c1>)

By relying just on lexical term sequence, we could end up with many incorrect
extractions. In a sample sentence Europos Parlamente prezidentė Dalia Grybauskaitė
skaitė pranešimą (President Dalia Grybauskaitė gave a speech at the European Parlia-
ment) the locative case of the word Europos Parlamente determines its grammatical
function - an adverbial modifier of place. Ignoring the case mark, Rule III would result in
assertion works<Dalia Grybauskaitė, Work>, is_performed_in<Work,
European Parliament> which is not entirely true. Therefore, an additional check
for the genitive case must be made in order to avoid incorrect extractions caused by
Lithuanian declension.

An example fragment of the output semantic annotator would produce once
Rule III gets successfully applied over a sample sentence is given below. Stand-off
JSON semantic annotations show the textual boundaries of the asserted entity instances
at the token level, while A-Box assertions in the form of RDF triples describe the
entities and their domain-specific relation at the level of ontological semantics:

½0; 2� ½4; 2�
“Europos Parlamento prezidentas Martin Schulz skaitė pranešimą.”
(President of the European Parliament Martin Schulz gave a speech.)
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"body": "{\"semantics\":
[
…
{\"ref\":[0,2],\"inst_id\":\"

http://semantika.lt/ns/Agents#organization~02a861be33264c6~Age
nts.organization-1\"},

{\"ref\":[4,2],\"inst_id\":\"http://semantika.lt/ns/Agents#
person~02a861be13326678~Agents.person-1\"},

]

<rdf:Description
rdf:about="http://semantika.lt/ns/Events#work~bedc0c133~Events
.work-1">

    <rdf:type 
rdf:resource="http://semantika.lt/ns/Events#work"/>

...
    <events:is_performed_in rdf:resource="

http://semantika.lt/ns/Agents#organization~02a861be33264c6~Age
nts.organization-1"/>

    <semLT:refers_to__document 
rdf:resource="http://semantika.lt/ns/SemLT#document~jh79n9kp~S
emLT.document-1"/>

...
</rdf:Description>

<rdf:Description
rdf:about="http://semantika.lt/ns/Agents#person~02a861be133266
78~Agents.person-1">

    <rdf:type 
rdf:resource="http://semantika.lt/ns/Agents#person"/>

...
    <labels:label_lt xml:lang="lt"> Martin Schulz 

</labels:label_lt>
    <events:works 

rdf:resource="http://semantika.lt/ns/Events#work~bedc0c133~Eve
nts.work-1"/>

    <semLT:refers_to__document 
rdf:resource="http://semantika.lt/ns/SemLT#document~jh79n9kp~S
emLT.document-1"/>

...
</rdf:Description>

<rdf:Description
rdf:about="http://semantika.lt/ns/Agents#organization~02a861be
33264c6~Agents.organization-1">

    <rdf:type 
rdf:resource="http://semantika.lt/ns/Agents#organization"/>

...
    <labels:label_lt xml:lang="lt">Europos 

Parlamento</labels:label_lt>
    <semLT:refers_to__document 

rdf:resource="http://semantika.lt/ns/SemLT#document~jh79n9kp~S
emLT.document-1"/>

...
</rdf:Description>
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Among the 3 rules presented above, our current ruleset includes over 20 patterns for
detecting different kind of events, such as changes of prices, taxes and other abstract
objects of interest. Also, any named entity mention always gets instantiated, whether it
participates in some event or not.

The final assertions are produced according to the ontology schema that we created
for capturing the event-specific knowledge commonly found in Lithuanian news arti-
cles. Currently, it has more than 100 classes and 70 relations. A tiny fragment of the
ontology relative to the running examples throughout the paper is given in Fig. 2. The
link between the document and the recognized objects within the content is established
by an object property <:refers_to_object> or its inverse form <:is_re-
ferred_in>. The Object class is the top class of all domain entities that we try to
detect through the IE process. Thus, the enrichment of ontology with new domain
entities is only a matter of sub-classing Object.

As every mention of a named entity within the text results in new instance creation,
ambiguity issues are unavoidable. The same entities tend to be referred to under dif-
ferent lexical aliases (Dalia Grybauskaitė, Grybauskaitė, D. Grybauskaitė etc.)
throughout the news articles. Lithuanian declension causes even more suffix alterna-
tions (Daliai Grybauskaitei, Dalios Grybauskaitės, Dalią Grybauskaitę etc.) in such
way having a negative impact on recall with queries including proper names (see
Sect. 3.2). Our strategy here is to employ several heuristics in order to disambiguate all
the different entity mentions to a single entity we call trusted:

– First, we find equal entities by performing common lemma and abbreviation
matches.

Fig. 2. A fragment of domain-specific event ontology. Ontology classes marked in bold
represent directly corresponding SBVR vocabulary concepts.
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– Secondly, we determine the main alias behind the trusted entity by inflecting its
nominative case, and then create a new instance T.

– Lastly, we link all the corresponding entities to the trusted instance T by an object
property <:recognized_as_trusted_object>.

We iterate the above process for each distinct entity type (organizations, locations,
persons) recognizable by NER. In addition, the ontology is pre-populated with a set of
well-known trusted entities along with their main aliases, which makes the disam-
biguation process more precise by eliminating the need to perform the second dis-
ambiguation step.

As mentioned in Sect. 3, in addition to A-Box ontology assertions, semantic
annotator produces stand-off semantic annotations, i.e. extracted document text frag-
ments get linked to their corresponding ontology entity URIs by token indices. This
information is later used in IR phase.

3.2 Information Retrieval

Our semantically enhanced Information Retrieval (IR) model builds upon the frame-
work for querying OWL2 ontologies using structured natural language, as presented in
[21]. The operation of this framework depends on SBVR, OWL2 and SPARQL
specifications, each of which comes with a formal metamodel, thus making
model-to-model transformations possible. SBVR business vocabulary is used to for-
mulate, serialize and transform user’s information needs to a SPARQL query which,
eventually, retrieves appropriate answers from the ontology. An advantage of such
model-driven IR approach is the ability to capture and map domain-specific business
restrictions to formal query conditions (triple patterns) in a straightforward way, once
the M2M transformation rules are present.

To ensure that the resulting triple patterns of SPARQL query correspond to
ontology classes and properties, it is important to keep correspondence between SBVR
vocabulary entries (general concepts, verb concepts) and OWL2 ontology entities. The
most reliable way to do this is to obtain ontology schema automatically using model
transformations from specifications of SBVR business vocabulary and business rules as
described in [20] or vice versa [23].

Having business vocabulary and corresponding ontology schema in place, ques-
tions can be written using structured natural language, which helps to express the
intents more precisely and avoid ambiguities that are common in natural language
interpretation. Question formulation using structured natural language under strict
grammar rules imposes the need to guide the end user throughout the process.
Therefore, we employ EBNF (Extended Backus–Naur Form) to constraint user input to
a somewhat relaxed form of possible SBVR formulations present in the vocabulary. As
the question is written with the help of contextual suggestions, it gets parsed using
EBNF rules and an abstract syntax tree (AST) is created. The latter, which contains
recognized statements of the question, is further used to generate SBVR XMI (XML
Metadata Interchange) model. This model holds the captured meaning of a question
that is constructed using a closed projection with restricting logical formulations and
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projection variables, expressing general concepts that should appear in the answer.
SBVR XMI model is further transformed into SPARQL XMI model using ATL
model-to-model transformation language. The principles behind transformation process
and specific transformation rules are described in more details in [22]. At the final step,
SPARQL XMI model is translated to textual representation using a model-to-text
generator. The general workflow of this process is shown in Fig. 3.

An illustrative example of transforming question “Kokie asmenys dirba organi-
zacijose?” (What persons work in organizations?) to a SPARQL query is given below.
For the sake of simplicity, we provide only a small fragment of SBVR vocabulary
(Lithuanian and English equivalents), necessary for this particular and following
example transformations in the paper:

asmuo
organizacija
darbas
asmuo dirba darbą
darbas yra_dirbamas organizacijoje 
asmuo dirba organizacijoje 
  Definition: asmuo dirba darbą kuris yra_dirbamas
  organizacijoje 
turinys
kalbėjimas
kalbėjimo_tipas
Teigimo_kalbėjimo_tipas
  General_concept: kalbėjimo_tipas
kalbėjimas turi kalbėjimo_tipą
asmuo kalba kalbėjimą
kalbėjime kalba turinį
asmuo kalba turinį
  Definition: asmuo kalba kalbėjimą kuriame kalba turinį
turinį kalba asmenys 
  See: asmuo kalba turinį
asmuo teigia turinį
  Definition: asmuo kalba kalbėjimą kuriame kalba turinį ir 
kalbėjimas turi kalbėjimo_tipą Teigimo_kalbėjimo_tipas

The fragment consists of multiple vocabulary entries relevant to the running
example question: general concepts asmuo (person), organizacija (orga-
nization) and a verb concept asmuo dirba organizacijoje (person
works_in organization) denoting the domain specific relation between the prior
defined concepts. As this relation is derived through event concept darbas (work),
we use SBVR definition to describe this derivation. If the verb concept that particular
question is based on has definition, that definition is used to transform question to
SPARQL query.
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person
organization
work
person works work 
work is_performed_in organization 
person works_in organization 
   Definition: person works work that is_performed_in
   organization 
substance
talking
talking_type
Statement_type_of_talking
  General_concept: talking_type 
talking has talking_type 
person talks talking 
talking conveys substance 
person talks substance 
  Definition: person talks talking which conveys substance 
substance is_talked_by person 
  See: person talks substance 
person states substance 
  Definition: person talks talking which conveys substance

and talking has talking_type Statement_type_of_talking

The declension of Lithuanian nouns can be clearly seen from the above example,
i.e. the word representing general concept organizacija changes its suffix in the
verb concept asmuo dirba organizacijoje since the verb dirba governs the
locative case. In the English example, the grammatical form of a general concept
organization remains the same since its role is determined by the use of the
preposition in. We manage such language inflection by referring to the same concepts
in different SBVR formulations by their main grammatical form – lemma.

Several heuristics are employed to make the structured question as natural sounding
as possible. For example, in certain cases we allow omitting the subject part of the

User

Ask the ques on in 
natural language

Structure the 
ques on into SBVR 

form
Parse the ques on 

Transform AST of
the ques on to 

SBVR model

Transform SBVR model 
of the ques on to 

SPARQL model

Generate textual 
SPARQL query

Execute SPARQL 
query

Form the answer of 
the ques on

Present the answer 
of the ques on

Ontology 
StoreCorpus Store

Domain 
Vocabulary

Fig. 3. The general workflow of proposed model-driven IR approach.
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question, which is later derived by performing grammatical case-based matching in the
vocabulary entries. As a result, the question in our running example can be expressed in
a more user-friendly form “Kas dirba organizacijose?” (Who work in organizations?).
Similarly, we manage singular and plural noun forms as well. When there’s a proper
name involved in the question, e.g. “Kas dirba KTU?” (Who works in KTU?), we
allow omitting the type of individual which is further determined by analysing
vocabulary entries and using morphological analyser with NER function in ambiguous
cases.

The textual representation of transformed SPARQL query from the question in our
running example (English equivalent) is presented below:

SELECT ?person_i ?organization_i WHERE {
 ?person_i ?person_works_work  ?work_i. 
 ?person_works_work :label "person works work". 
 ?person_i rdf:type ?person_cl. 
 ?person_cl :label "person". 
 ?work_i rdf_type ?work_cl. 
 ?work_cl :label "work". 
 ?work_i ?work_is_performed_in_organization ?organization_i. 
 ?work_is_performed_in_organization :label  
  "work is_performed_in organization". 
 ?organization_i rdf:type ?organization_cl. 
 ?organization_cl :label "organization". 

}

Another example question “Ką kalbėjo asmenys” (What is_talked_by persons?)
finds talks of persons. To transform this question we use verb concept turinį
kalbėjo asmenys (substance is_talked_by person) and its definition.
Since we set the type of talking in the ontology during semantic annotation, it is
possible to write specific questions, i.e. for finding statements, assertions, announce-
ments, acknowledgments, etc. In the domain vocabulary these specializations are
derived using certain definitions. For example, verb concept asmuo teigia turinį
(person states substance) is defined as asmuo kalbėjo kalbėjimą
kuriame kalbėjo turinį ir kalbėjimas turi kalbėjimo_tipą
Teigimo_kalbėjimo_tipas (person talks talking which conveys
substance and talking has talking_type Statement_-
type_of_talking). This definition is used as the basis for SPARQL query
construction.

After the initial transformation, SELECT clause projects a set of variables V that
bind (given the RDF graph data matches) to answer-bearing ontology entity URIs. The
basic graph pattern (BGP) consists of multiple triple patterns that reflect the identifi-
cation of conforming vocabulary and ontology concepts. In particular, we determine
the type of each of the projected variables v 2 V in two steps:

• A triple pattern T1 is created that binds a representative literal value of SBVR
concept to a non-projected variable n (<?person_cl :label “person”>).
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• A subsequent triple pattern T2 is created with n in an object position denoting the
type of the projected variable v (<?person_i rdf:type ?person_cl>).

In a similar way we identify necessary vocabulary-conforming ontology properties.
Once the conformity between ontology classes, properties and SBVR vocabulary

entries is established, the query gets further optimized by rewriting redundant triple
patterns, i.e. we bind the ontological types of projected variables directly, instead of
keeping the aforementioned representative literal values of SBVR concepts:

SELECT ?person_i ?organization_i WHERE {
 ?person_i :works ?work_i. 
 ?person_i rdf:type :person. 
 ?work_i rdf_type :work. 
 ?work_i :is_performed_in ?organization_i. 
 ?organization_i rdf:type :organization. 

}

Queries with proper names involved, e.g. Kas dirba Europos Parlamente? (Who
works in the European Parliament?), are transformed by additionally employing simple
heuristics to retrieve disambiguated instances (see Sect. 3.1). In particular, we generate
a set of triple patterns that use the <:recognized_as_trusted_object>
predicate to bind to all the non-trusted instances, thus eventually giving higher recall.

Finally, the query is augmented with triple patterns that require for each of the
projected variables to be bound to a single document instance (variable d), i.e. for each
v 2 V we create triple patterns <d :refers_to_object v>. At the last step, we
project an additional variable k in the SELECT clause that denotes the internal doc-
ument identifier later on used for snippet generation. Note that k 62 V:

SELECT ?person_i ?organization_i ?k WHERE {
 ?person_i :works ?work_i. 
  ?d :refers_to_object ?person_i. 
 ?person_i rdf:type :person. 
 ?work_i rdf_type :work. 
 ?work_i :is_performed_in ?organization_i. 
 ?organization_i rdf:type :organization. 
  ?d :refers_to_object ?organization_i. 
  ?d :document_ID ?k. 

}

An ORDER BY clause could be added to sort the results according to document
publication date however, the ordering cost proved to be too high on a larger dataset.

At this stage, we have fully-constructed a formal SPARQL query that returns entity
URI bindings, essentially performing data retrieval. With the original research aim in
mind to attempt meaning-based information retrieval, our proposed framework
includes a component for result snippet generation. The logic behind it is based on the
following algorithm:

– For each of the initial SPARQL projection variables v 2 V extract their URI
bindings v ! u;

– For each u retrieve its beginning b and ending e token indices from the semantic and
lexical annotations produced in IE phase;
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– Calculate min(b) and max(e) values to determine the range of a text passage;
– If min(b) and max(e) fit within boundaries of a single sentence, extend the range of a

text passage to a full sentence;
– Else If min(b) and max(e) overlap to the neighboring sentences, extend the range of

a text passage to the boundaries of neighboring sentences;
– Extract the text passage as a final snippet.
– Repeat for every tuple in the binding set.

Given that the lexical and semantic annotations produced in IE phase are correct,
the above algorithm results in a snippet containing both the answer-bearing entities,
and the original context they were extracted from.

4 Evaluation

An early evaluation of our approach was performed by conducting a case study over a
crawled corpus of Lithuanian news texts. We gathered over 500 million domain
specific documents from more than 30 news portals. After initial pre-processing steps
the documents were annotated producing around 235 million explicit and 273 million
implicit RDF triples under OWL-Horst materialization settings in the triple store.
A prototype for the search interface was deployed to ease the evaluation of the practical
applicability of our approach (see Fig. 4).

In order to evaluate the search results in a quantitative manner, we selected 4
different queries for accuracy calculations: 2 abstract ones and 2 with proper names
involved (see Table 1). We then judged the quality of the results on two main criteria:
whether the text snippet returned gives a correct answer to the original question and if
the answer-related entities are correctly highlighted within the text passage.

Fig. 4. A prototype of semantic search interface for the case study. Sample results are shown for
a question Kas dirba Europos Parlamente? (Who works in the European Parliament?).
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As a single article could possibly contain multiple distinct answers to the same
query, we chose to calculate precision values snippet wise, so the total number of
analysed articles differs per query and ranges from 12 to 65. Queries Q1, Q2 and Q3,
Q4 were assessed by manually evaluating 61 and 71 snippets respectively. These
numbers proved to be enough to observe a general trend in error sources.

Getting correct recall values is not a straightforward task in our current setting since
a full set of correct answers to each of the queries is not known in advance. Therefore,
we calculated recall only on a working subset of articles, i.e. those that had their
snippets evaluated as mentioned above. In particular, we analyzed the content of those
articles to collect the number of missed annotations and assertions required to stand as
an additional answer (snippet) with respect to the original query.

Table 2 shows the primary results of text snippet evaluation. Here, AF column
stands for the amount of snippets analyzed; AFC – snippets with correct answer, ANF –

not found snippets. While most of the queries achieve very high precision rates, Q2
stands out with a bit lower results. We noticed that a common pitfall here is the
extraction of indirect quotations, where pure lexico-semantic patterns can’t differentiate
between the reporting agent and other agents contextually related to the reported
substance. Relatively low recall values indicate that our current domain-specific event
extraction ruleset is capable of capturing only the most common event expressions.

In addition, we evaluated accuracy of entity highlighting within the correctly
returned snippets (see Table 3). Each of the queries from our query set is expected
to return an entity tuple, either agent-substance (Q1, Q2) or person-organization (Q3,
Q4), hence we split the results by agent/person and substance/organization columns.
AFC column lists the total number of snippets analyzed; AAP – correctly highlighted

Table 1. Query set used for evaluation.

# Query

Q1 Ką kalbėjo agentai?
(What did the agents say?)

Q2 Ką kalbėjo Vladimiras Putinas?
(What did Vladimir Putin say?)

Q3 Kas dirba organizacijose?
(Who work in organizations?)

Q4 Kas dirba Europos Parlamente?
(Who works in the European Parliament?)

Table 2. Text snippet accuracy results.

# AF AFC ANF Recall Precision

Q1 61 57 64 0.456 0.934
Q2 61 54 50 0.486 0.885
Q3 71 69 59 0.493 0.971
Q4 71 71 16 0.816 1.000
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agent/person entities, ASO – correctly highlighted substance/organization entities. As
the results in Table 3 show, Q2, Q3 and Q4 reach near-perfect precision values in both
AAP and ASO. This is because these queries mostly return entities that get instantiated
by strictly following NE tags. In contrast, Q1 fails significantly on AAP. The Agent
entity behind Q1 is more general according to our ontology schema (see Fig. 2),
therefore not only NE instances are included within the results. In particular, Agent
subclasses like Group (and other specific types of agents) get instantiated by domain
list-guided noun lookups during IE. Our efforts here fail short when the looked-up noun
only governs the correct entity to be instantiated in a noun phrase and does not stand as
an instance by itself. Thus, noun phrase mining should be improved by taking into
account more Lithuanian morphological features.

The primary experimental evaluation of our approach led to certain observations:

– The precision of search results is mainly affected by the performance of NLP
components behind IE task, since the IR phase operates in a Boolean manner, i.e.
given a transformed formal SPARQL query the returned bindings hold all the
conditions expressed by the set of triple patterns.

– Syntactic parser for Lithuanian is a crucial linguistic component currently missing
from the NLP pipeline. Event extraction from complex sentence structures with a
free word order is a non-trivial task and can hardly be carried out by solely relying
on lexico-semantic patterns.

– Even when NLP-related errors occur at IE stage, our snippet generation approach
enables to deliver a correct text passage with a decent level of accuracy.

The evaluation results can be summed up on a qualitative note. As shown in Fig. 4,
our strategy for snippet generation attempts to present the user with an answer in a
single step, eliminating the need to perform an additional search for the answer-related
text passage by opening the whole news article. We see this as one of the main features
and advantages of semantic search paradigm when compared to classical pure
keyword-based approaches.

5 Conclusions and Future Work

This paper introduced an ontology-based semantic search framework with tightly
coupled Information Extraction and Information Retrieval modules. In our opinion,
such tight coupling between the two once-separate disciplines plays a crucial role in the
field of semantic search.

Table 3. Entity highlighting accuracy results.

# AFC AAP ASO PAP PSO
Q1 57 36 53 0.632 0.930
Q2 54 54 51 1.000 0.944
Q3 69 69 69 1.000 1.000
Q4 71 71 71 1.000 1.000
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Our ongoing research showed that meaning-based information retrieval methods
can be successfully tackled even when the underlying language, like Lithuanian, is
highly inflected and has limited resources for natural language processing. Even though
this makes the task of information extraction more challenging, paying close detail to
language specific linguistic features allows capturing ontological semantics behind the
analyzed texts with significant results.

While our efforts were primarily targeted toward Lithuanian language processing,
the model-driven approach we took by employing SBVR, OWL2 and SPARQL
standards leaves the flexibility to adopt the proposed framework to different languages
as well. However, the diverse nature of different languages will always require certain
adoptions due to native differences in their grammatical properties.

As the observations gathered from the evaluation results have shown, there is still a
lot of room for improvement within our efforts, especially when it comes to information
extraction. In order to achieve higher recall rates we plan on extending our event
extraction ruleset with more rules and extraction patterns. We will also try to employ
Named Entity Linking (NEL) techniques as to expand the typeset of the event-related
entities beyond the ones predefined within our ontology. As a final note, the semantic
search prototype that we used in our case study is publically available online to
enhance the search experience for Lithuanian language users: http://www.semantika.lt/
SemanticSearch/Search/Index.
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Abstract. In the research field of time series analysis and mining, the nearest
neighbor classifier (1NN) based on the dynamic time warping distance (DTW) is
well known for its high accuracy. However, the high computational complexity
of DTW can lead to the expensive time consumption of the classifier. An
effective solution is to compute DTW in the piecewise approximation space
(PA-DTW). However, most of the existing piecewise approximation methods
must predefine the segment length and focus on the simple statistical features,
which would influence the precision of PA-DTW. To address this problem, we
propose a novel piecewise factorization model (PCHA) for time series, where an
adaptive segment method is proposed and the Chebyshev coefficients of sub-
sequences are extracted as features. Based on PCHA, the corresponding
PA-DTW measure named ChebyDTW is proposed for the 1NN classifier, which
can capture the fluctuation information of time series for the similarity measure.
The comprehensive experimental evaluation shows that ChebyDTW can support
both accurate and fast 1NN classification.

Keywords: Time series � Piecewise approximation � Similarity measure

1 Introduction

Time series classification is an important topic in the research field of time series
analysis and mining. A plethora of classifiers have been developed for this topic [1, 2],
e.g., decision tree, nearest neighbor (1NN), naive Bayes, Bayesian network, random
forest, support vector machine, rotation forest, etc. However, the recent empirical
evidence [3–5] strongly suggests that, with the merits of robustness, high accuracy, and
free parameter, the simple 1NN classifier employing the generic time series similarity
measure is exceptionally difficult to beat. Besides, due to the high precision of dynamic
time warping distance (DTW), the 1NN classifier based on DTW has been found to
outperform an exhaustive list of alternatives [5], including decision trees, multi-scale
histograms, multi-layer perception neural networks, order logic rules with boosting, as
well as the 1NN classifiers based on many other similarity measures. However, the
computational complexity of DTW is quadratic to the time series length, i.e., O(n2),
and the 1NN classifier has to search the entire dataset to classify an object. As a result,
the 1NN classifier based on DTW is low efficient for the high-dimensional time series.
To address this problem, researchers have proposed to compute DTW in the alternative
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piecewise approximation space (PA-DTW) [6–9], which transforms the raw data
into the feature space based on segmentation, and extracts the discriminatory and
low-dimensional features for similarity measure. If the original time series with length
n is segmented into N(N << n) subsequences, the computational complexity of
PA-DTW will reduce to O(N2).

Many piecewise approximation methods have been proposed so far, e.g., piecewise
aggregation approximation (PAA) [6], piecewise linear approximation (PLA) [7, 10],
adaptive piecewise constant approximation (APCA) [8], derivative time series segment
approximation (DSA) [9], piecewise cloud approximation (PWCA) [11], etc. The most
prominent merit of piecewise approximation is the ability of capturing the local
characteristics of time series. However, most of the existing piecewise approximation
methods need to fix the segment length, which is hard to be predefined for the different
kinds of time series, and focus on the simple statistical features, which only capture the
aggregation characteristics of time series. For example, PAA and APCA extract the
mean values, PLA extracts the linear fitting slopes, and DSA extracts the mean values
of the derivative subsequences. If PA-DTW is computed on these methods, its preci-
sion would be influenced.

In this paper, we propose a novel piecewise factorization model for time series,
named piecewise Chebyshev approximation (PCHA), where a novel code-based seg-
ment method is proposed to adaptively segment time series. Rather than focusing on
the statistical features, we factorize the subsequences with Chebyshev polynomials, and
employ the Chebyshev coefficients as features to approximate the raw data. Besides,
the PA-DTW based on PCHA (ChebyDTW) is proposed for the 1NN classification.
Since the Chebyshev polynomials with the different degrees represent the fluctuation
components of time series, the local fluctuation information can be captured from time
series for the ChebyDTW measure. The comprehensive experimental results show that
ChebyDTW can support the accurate and fast 1NN classification.

The structure of this paper is as follows: The related work on data representation
and similarity measure for time series is reviewed in Sect. 2; Sect. 3 shows the pro-
posed methodology framework; the details of PCHA are presented in Sect. 4; Sect. 5
describes the ChebyDTW measure; Sect. 6 provides the comprehensive experiment
results and analysis; Sect. 7 concludes this paper.

2 Related Work

2.1 Data Representation

In many application fields, the high dimensionality of time series has limited the per-
formance of a myriad of algorithms. With this problem, a great number of data repre-
sentation methods have been proposed to reduce the dimensionality of time series [1, 2].
In these methods, the piecewise approximation methods are prevalent for their sim-
plicity and effectiveness. The first attempt is the PAA representation [6], which seg-
ments time series into the equal-length subsequences, and extracts the mean values of
the subsequences as features to approximate the raw data. However, the extracted single
sort of features only indicates the height of subsequences, which may cause the local
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information loss. Consecutively, an adaptive version of PAA named piecewise constant
approximation (APCA) [8] was proposed, which can segment time series into the
subsequences with adaptive lengths and thus can approximate time series with less error.
As well, a multi-resolution version of PAA namedMPAA [12] was proposed, which can
iteratively segment time series into 2i subsequences. However, both of the variations
inherit the poor expressivity of PAA. Another pioneer piecewise representation is the
PLA [7, 10], which extracts the linear fitting slopes of the subsequences as features to
approximate the raw data. However, the fitting slopes only reflect the movement trends
of the subsequences. For the time series fluctuating sharply with high frequency, the
effect of PLA on dimension reduction is not prominent. In addition, two novel piecewise
approximation methods were proposed recently. One is the DSA representation [9],
which takes the mean values of the derivative subsequences of time series as features.
However, it is sensitive to the small fluctuation caused by the noise. The other is the
PWCA representation [11], which employs the cloud models to fit the data distribution
of subsequences. However, the extracted features only reflect the data distribution
characteristics and cannot capture the fluctuation information of time series.

2.2 Similarity Measure

DTW [1, 2, 5] is one of the most prevalent similarity measures for time series, which is
computed by realigning the indices of time series. It is robust to the time warping and
phase-shift, and has high measure precision. However, it is computed by the dynamic
programming algorithm, and thus has the expensive O(n2) computational complexity,
which largely limits its application to the high dimensional time series [13]. To over-
come this shortcoming, the PA-DTWmeasures were proposed. The PAA representation
based PDTW [14] and the PLA representation based SDTW [10] are the early pioneers,
and the DSA representation based DSADTW [9] is the state-of-the-art method. Rather
than in the raw data space, they compute DTW in the PAA, PLA, and DSA spaces
respectively. Since the segment numbers are much less than the original time series
length, the PA-DTW methods can greatly decrease the computational complexity of the
original DTW. Nonetheless, the precision of PA-DTWs greatly depends on the used
piecewise approximation methods, where both the segment method and the extracted
features are crucial factors. As a result, with the weakness of the existing piecewise
approximation methods, the PA-DTWs cannot achieve the high precision. In our pro-
posed ChebyDTW, a novel adaptive segment method and the Chebyshev factorization
are used, which overcomes the drawback of the fixed segmentation, and can capture the
fluctuation information of time series for similarity measure.

3 Methodology Framework

Figure 1 shows the framework of the methods proposed in this paper, which consists of
two parts:

(a) Piecewise Chebyshev approximation (PCHA). The time series is first coded into
the binary sequence, and then segmented into the subsequences with adaptive
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lengths by matching the turning patterns. After that, the subsequences are fac-
torized with the Chebyshev polynomials and projected into the Chebyshev fac-
torization domain. The Chebyshev coefficients will be extracted as features to
approximate the raw data.

(b) ChebyDTW computation. DTW will be computed in the Chebyshev factorization
domain. Concretely, in the dynamic programming computation of DTW, the
subsequence matching over the Chebyshev features is taken as the subroutine,
where the squared Euclidean distance can be employed.

4 Piecewise Factorization

Without loss of generality, the relevant definitions are first given as follows.

Definition 1. (Time Series): The sample sequence of a variable X over n contiguous
time moments is called time series, denoted as T = {t1, t2, …, ti, …, tn}, where ti 2
R denotes the sample value of X on the i-th moment, and n is the length of T.

Definition 2. (Subsequence): Given a time series T = {t1, t2, …, ti, …, tn}, the subset
S of T that consists of the continuous samples {ti+1, ti+2, …, ti+l}, where 0 � i � n-l and
0 � l � n, is called the subsequence of T.

Fig. 1. The framework of the proposed methods.
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Definition 3. (Piecewise Approximation): Given a time series T = {t1, t2, …, ti, …,
tn}, which is segmented into the subsequence set S = {S1, S2, …, Sj, …, SN}, if 9 f:
Sj ! Vj = [v1, …, vm] 2 Rm, the set V = {V1, V2, …, Vj, …, VN} is called the
piecewise approximation of T.

4.1 Adaptive Segmentation

Inspired by the Marr’s theory of vision [15], we regard the turning points, where the
trend of time series changes, as a good choice to segment time series. However, the
practical time series is mixed with a mass of noise, which results in many trivial turning
points with small fluctuation. This problem can be simply solved by the efficient
moving average (MA) smoothing method [16].

In order to recognize the significant turning points, we first exhaustively enumerate
the location relationships of three adjacent samples t1–t3 with their mean l in time
series, as shown in Fig. 2. Six basic cell codes can be defined as Fig. 2(a), which is
composed by the binary codes d1–d3 of t1–t3, and denoted as U(t1, t2, t3) = (d1d2d3)b.
Six special relationships that one of t1–t3 equals to l are encoded as Fig. 2(b).

Based on the cell codes, all the minimum turning patterns (composed with two cell
codes) at the turning points can be enumerated as Fig. 3. Note that, the basic cell codes
010 and 101 per se are the turning patterns. Then, we employ a sliding window of
length 3 to scan the time series, and encode the samples within each window by Fig. 2.
In this process, all the significant turning points can be found by matching Fig. 3, with
which time series can be segmented into the subsequences with adaptive lengths.

However, the above segmentation is not perfect. Although the trivial turning points
can be removed with the MA, the “singular” turning patterns may exist, i.e., the turning
patterns appearing very close. As shown in Fig. 4, a Cricket time series from the UCR
time series archive [17] is segmented by the turning patterns (dash line), where the raw
data is first smoothed with the smooth degree 10 (sd = 10).
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Fig. 2. Three adjacent samples with the basic cell codes of (A) basic relationships, and
(B) specific relationships.
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Obviously, the dash lines can significantly segment time series, but the two black
dash lines are so close that the segment between them can be ignored. In view of this,
we introduce the segment threshold q that stipulates the minimum segment length. This
parameter can be set as the ratio to the time series length. Since the time series from a
specific field exhibit the same fluctuation characteristics, q is data-adaptive and can be
learned from the labeled dataset. Nevertheless, the segmentation is still primarily
established on the recognition of turning patterns, which determines the segment
number or lengths adaptively, and is essentially different from the principles of the
existing segmentation methods.

4.2 Chebyshev Factorization

At the beginning, it is necessary to z-normalize the obtained subsequences as a
pre-processing step. Rather than focusing on the statistical features, PCHA will fac-
torize each subsequence with the first kind of Chebyshev polynomials, and take the
Chebyshev coefficients as features. Since the Chebyshev polynomials with different
degrees represent the fluctuation components, the local fluctuation information of time
series can be captured in PCHA.

The first kind of Chebyshev polynomials are derived from the trigonometric
identity Tn(cos(h)) = cos(nh), which can be rewritten as a polynomial of variable t with
degree n, as Formula (1).

001 - 110 011 - 100 

100 - 011 

011 - 110 

110 - 001 

101 010 

100 - 001 

Fig. 3. The minimum turning patterns composed with two cell codes.

ρ

Fig. 4. Segmentation for the Cricket time series (sd = 10).
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TnðtÞ ¼
cosðn cos�1ðtÞÞ; t 2 ½�1; 1�
coshðn cosh�1ðtÞÞ; t� 1
ð�1Þn coshðn cosh�1ð�tÞÞ; t� � 1

8<
: ð1Þ

For the sake of consistent approximation, we only employ the first sub-expression
to factorize the subsequences, which is defined over the interval [−1, 1]. With the
Chebyshev polynomials, a function F(t) can be factorized as Formula (2).

FðtÞ ffi
Xn
i¼0

ciTiðtÞ ð2Þ

The approximation is exact if F(t) is a polynomial with the degree of less than or
equal to n. The coefficients ci can be calculated from the Gauss-Chebyshev Formula (3),
where k is 1 for c0 and 2 for the other ci, and tj is one of the n roots of Tn(t), which can be
get from the formula tj = cos[(j − 0.5)p/n].

ci ¼ k
n

Xn
j¼1

FðtjÞTiðtjÞ ð3Þ

However, the employed Chebyshev polynomials are defined over the interval [−1, 1].
If the subsequences are factorized with this “interval function”, they must be scaled
into the time interval [−1, 1]. Besides, the Chebyshev polynomials are defined every-
where in the interval, but time series is a discrete function, whose values are defined
only at the sample moments. To compute the Chebyshev coefficients, we would process
each subsequence with the method proposed in [18], which can extend time series into an
interval function. Given a scaled subsequence S = {(v1, t1), …, (vm, tm)}, where
−1 � t1 < … < tm � 1, we first divide the interval [−1, 1] into m disjoint subintervals
as follows:

Ii ¼
½�1; t1 þ t2

2 Þ; i ¼ 1
½ti�1;ti

2 ; ti þ tiþ 1
2 Þ; 2� i�m� 1

½tm�1 þ tm
2 ; 1�; i ¼ m

8<
:

Then, the original subsequence can be extended into a step function as Formula (4),
where each subinterval [ti, ti+1] is divided by the mid-point (ti + ti+1)/2. The first half
takes the value vi, and the second half takes vi+1.

FðtÞ ¼ vi; t 2 Ii; 1� i�m ð4Þ

After the above processing, the Chebyshev coefficients ci can be computed. For the
sake of dimension reduction, we only take the first several coefficients to approximate
the raw data, which can reflect the principal fluctuation components of time series.

Figure 5 shows the examples of (a) PAA, (b) APCA, (c) PLA, and (d) PCHA
representations for the stock time series of Google Inc. (symbol: GOOG) from
The NASDAQ Stock Market, which consists of the close prices at 800 consecutive
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trading days (2010/10/4-2013/12/5). As shown in Fig. 5(a), PAA extracts the mean
values of the subsequences with equal-length as features. In Fig. 5(b), APCA takes the
mean values and spans of the subsequences with adaptive-length as features, e.g.,
[−0.62, 134] for the first subsequence. In Fig. 5(c), PLA takes the linear fitting slopes
and spans of the subsequences with adaptive-length as features, e.g., [−0.0035, 96] for
the first subsequence. In Fig. 5(d), PCHA factorizes each subsequence and takes the
first four Chebyshev coefficients as features, e.g., [−3.8, 0.34, 3, −0.39] for the first
subsequence. It is obvious that the approximation of PCHA is different from the others,
which can well fit the local fluctuation characteristics of time series.

In the entire procedure, the time series only needs to be scanned once for the
adaptive segmentation and factorization. Thus, the computational complexity of PCHA
is O(kn), where k is the extracted Chebyshev coefficient number and much less than the
time series length n.

5 Similarity Measure

DTW is one of the most prevalent similarity measures for time series [5]. It exploits the
one-to-many aligning scheme to find the optimal alignment between time series, as
shown in Fig. 6. Thus, DTW can deal with the intractable basic shape variations, e.g.,
time warping and phase-shift, etc. Given a sample space F, time series T = {t1,
t2, …, ti, …, tm} and Q = {q1, q2, …, qj, …, qn}, ti, qj 2 F, a local distance measure
d: (x, y) ! R+ should be first set in DTW for measuring two samples. Then, a distance

(a) (b)

(c)     (d)

Fig. 5. PAA/APCA/PLA/PCHA representation examples.
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matrix C 2 Rm�n is computed, where each cell records the distance between each pair
of samples from T and Q respectively, i.e., C(i, j) = d(ti, qj). There is an optimal
warping path in C, which has the minimal sum of cells.

Definition 4. (Warping Path): Given the distance matrix C 2 Rm�n, if the sequence
p = {c1, …, cl, …, cL}, where cl = (al, bl) 2 [1: n] � [1: m] for l 2 [1: L], satisfies the
conditions that:

(i) c1 = (1, 1) and cL = (m, n);
(ii) cl+1 − cl 2 {(1, 0), (0, 1), (1, 1)} for l 2 [1: L − 1];
(iii) a1 � a2 � … � aL and b1 � b2 � … � bL;

Then, p is called warping path. The sum of cells in p is defined as Formula (5).

Up ¼ Cðc1ÞþCðc2Þþ � � � þCðcLÞ ð5Þ

Definition 5. (Dynamic Time Warping Distance): Given the distance matrix C 2 Rm�n

over time series T and Q, and its warping path set P = {p1, …, pi, …, px}, i, x 2 R+,
the minimal sum of cells in the warping paths Umin = {Un |Un � Uk, n, k 2 P} is
defined as the DTW distance between T and Q.

The computation of DTW performs with dynamic programming algorithm, which
would lead to the quadratic computational complexity to the time series length, i.e., O
(n2). Figure 7(a) shows the dynamic programming table with the optimal warping path
in DTW computation.

Based on PCHA, we propose a novel PA-DTW measure, named ChebyDTW,
which contains two layers: subsequence matching and dynamic programming com-
putation. Figure 7(b) shows the dynamic programming table with the optimal-aligned
path (red shadow) of ChebyDTW, where each cell records the subsequence matching
result over the Chebyshev coefficients. By the intuitive comparison with Fig. 7(a),
ChebyDTW would have much lower computational complexity than the original DTW.

With high computational efficiency, the squared Euclidean distance is a proper
measure for the subsequence matching. Given d Chebyshev coefficients are employed
in PCHA, for the subsequences S1 and S2, respectively approximated as C = [c1, …,
cd] and Ĉ = [ĉ1, …, ĉd], the squared Euclidean distance between them can be com-
puted as Formula (6).

T

Q

Fig. 6. One-to-many aligning scheme of DTW.
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DðC; ĈÞ ¼
Xd
i¼1

ðci � ĉiÞ2 ð6Þ

Over the subsequence matching, the dynamic programming computation performs.
Given that time series T with length m is segmented into M subsequences, and time
series Q with length n is segmented into N subsequences, ChebyDTW can be computed
as Formula (7). CT and CQ are the PCHA representations of T and Q respectively; C1

T

and C1
Q are the first coefficient vectors of CT and CQ respectively; rest(CT) means the

rest coefficient vectors of CT except for C1
T; the same meaning is taken for rest(CQ).

ChebyDTWðT ;QÞ ¼
0; if m ¼ n ¼ 0

1; if m ¼ 0 or n ¼ 0

DðCT
1 ;C

Q
1 Þþmin

ChebyDTW ½restðCTÞ;CQ�;
ChebyDTW ½CT ; restðCQÞ�;
ChebyDTW ½restðCTÞ; restðCQÞ�

8><
>:

9>=
>;

; otherwise

8>>>>>>>><
>>>>>>>>:

ð7Þ

6 Experiments

We evaluate the 1NN classifier based on ChebyDTW from the aspects of accuracy and
efficiency respectively. 12 real-world datasets provided by the UCR time series archive
[17] are employed, which come from the various application domains and are char-
acterized by the different series profiles and dimensionality. All the datasets have been

(a) (b)

Fig. 7. (a) Dynamic programming table with the optimal-aligned path (red shadow) of DTW,
(b) against that of ChebyDTW. (Color figure online)
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z-normalized and partitioned into the training and testing sets by the provider. Figure 8
shows the sample representative instances from each class of the datasets.

All parameters in the measures are learned on the training datasets by the DIRECT
global optimization algorithm [19], which is used to seek for the global minimum of
multivariate function within a constraint domain. The experiment environment is Intel
(R) Core(TM) i5-2400 CPU @ 3.10 GHz; 8G Memory; Windows 7 64-bit
OS; MATLAB 8.0_R2012b.

6.1 Classification Accuracy

Firstly, we take four PA-DTWs based on the statistical features as baselines, i.e.,
PDTW [14], SDTW [10], DTWAPCA [8], and DTWDSA [9], which are based on PAA,
PLA, APCA, and DSA representations respectively. Secondly, since PA-DTW is
computed over the approximate representation, its precision is regarded lower than the
measures computed on the raw data. To test this assumption, we also take 4 DTW
measures computed on the raw data as baselines, including the original DTW and its
variations, i.e., CDTW [3], CIDDTW [20], DDTW [21].

Tables 1 and 2 present the 1NN classification accuracy based on ChebyDTW and
the baselines respectively. The best results on each dataset are highlighted in bold. The
learned parameters are also presented, which could make each classifier achieve the
highest accuracy on each training dataset, including the segment threshold (q), the
smooth degree (sd), and the extracted Chebyshev coefficient number (h). For the sake of
dimension reduction, we learn the parameter h in the range of [1, 10] for ChebyDTW.

By the comparison, we find that, (1) the 1NN classifier based on ChebyDTW wins
all datasets over that based on the PA-DTW baselines. The superiority mainly derives
from the distinctive features extracted in ChebyDTW, which can capture the fluctuation
information for similarity measure. Concretely, as shown in Fig. 8, the practical time
series in the datasets have the relatively complicated fluctuation that can be transformed
into the wide Chebyshev domain, thus the difference between time series can be easily
captured by the Chebyshev coefficients. Whereas the statistical features extracted in the
baselines only focus on the aggregation characteristics of time series, which would
result in much fluctuation information loss.
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Fig. 8. Sample representative instances from each class of 12 datasets.
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(2) The classifier based on ChebyDTW has higher accuracy on more datasets than
the original DTW and its variations. The reason is apparent that, the noise mixed in the
time series can be filtered out by the Chebyshev factorization effectively, which is one
of the principal factors affecting the precision of similarity measures. Thus, the above
assumption that ChebyDTW has lower precision than the measures computed on the
raw data is not supported.

6.2 Computational Efficiency

The speedup of computational complexity gained by PA-DTW over the original DTW
is O(n2/w2), where n is the time series length and w is the segment number. It is
positively correlated with the data compression rate (DCR = n/w) of piecewise

Table 1. The accuracy of 1NN classifiers based on ChebyDTW and four PA-DTW baselines.

Dataset q sd h Cheby DTW PDTW SDTW DTWAPCA DTWDSA

Adiac 0.21 22 9 0.72 0.61 0.34 0.28 0.38
Beef 0.18 17 5 0.57 0.50 0.57 0.57 0.47
CBF 0.98 8 10 0.98 0.98 0.95 0.91 0.50
Chlorine. 0.73 25 8 0.65 0.60 0.55 0.56 0.62
CinC_ECG. 0.29 4 9 0.81 0.65 0.63 0.61 0.63
Coffee 0.51 14 9 0.89 0.79 0.75 0.82 0.61
ECG200 0.80 7 9 0.89 0.80 0.83 0.77 0.81
ECGFive. 0.73 17 9 0.91 0.79 0.68 0.68 0.57
FaceAll 0.51 29 10 0.73 0.63 0.50 0.63 0.71
FacesUCR 0.51 4 6 0.80 0.60 0.57 0.72 0.70
ItalyPower. 0.51 7 5 0.94 0.93 0.80 0.90 0.87
SonyAI. 0.95 25 6 0.80 0.76 0.73 0.76 0.70

Table 2. The accuracy of 1NN classifiers based on ChebyDTW and four DTW baselines.

Dataset Cheby DTW DTW CDTW CIDDTW DDTW

Adiac 0.72 0.60 0.61 0.61 0.47
Beef 0.57 0.50 0.53 0.50 0.47
CBF 0.98 1.00 1.00 1.00 0.54
Chlorine. 0.65 0.65 0.65 0.64 0.69
CinC_ECG. 0.81 0.65 0.93 0.70 0.66
Coffee 0.89 0.82 0.82 0.82 0.79
ECG200 0.89 0.77 0.88 0.81 0.80
ECGFive. 0.91 0.77 0.80 0.76 0.65
FaceAll 0.73 0.81 0.81 0.85 0.80
FacesUCR 0.80 0.90 0.91 0.83 0.76
ItalyPower. 0.94 0.91 0.91 0.88 0.96
SonyAI. 0.80 0.95 0.96 0.92 0.87
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approximation over the raw data. In Table 3, we present the segment numbers and the
DCRs of five PA-DTWs on all datasets. As above, the optimal segment numbers for the
1NN classifiers based on PDTW, SDTW, and DTWAPCA are learned on the training
datasets, while the average segment numbers on each dataset are computed for Che-
byDTW and DTWDSA.

As shown in Table 3, the DCRs of ChebyDTW are not only much larger than the
baselines on all datasets, but also robust to the time series length. Thus, it has the
highest computational efficiency among the five PA-DTWs. The efficiency superiority
of ChebyDTW mainly derives from the precise approximation of PCHA over the raw
data, and the data-adaptive segment method, which can segment time series into the
less number of subsequences with the adaptive lengths.

Table 3. The DCR results of five PA-DTWs.

Dataset n Cheby DTW PDTW SDTW DTWAPCA DTWDSA

w DCR w DCR w DCR w DCR w DCR

Adiac 176 3.99 44.13 36 4.89 13 13.54 43 4.10 70 2.51

Beef 470 5.18 90.68 61 7.70 10 47 61 7.70 192.32 2.44

CBF 128 1 128.0 30 4.27 27 4.74 15 8.53 46.19 2.77

Chlorine. 166 2 83.00 36 4.61 29 5.72 34 4.88 64.77 2.56

CinC. 1639 4 409.9 103 15.91 94 17.44 84 19.51 655.49 2.50

Coffee 286 2 143.0 60 4.77 33 8.67 40 7.15 117.34 2.44

ECG200 96 1.93 49.74 14 6.86 19 5.05 23 4.17 35.84 2.68

ECGFive. 136 1.61 84.43 9 15.11 9 15.11 5 27.20 48.24 2.82

FaceAll 131 2 65.50 32 4.09 32 4.09 32 4.09 53.96 2.43

FacesUCR 131 2 65.50 24 5.46 32 4.09 31 4.23 54.43 2.41

ItalyPower. 24 1.98 12.13 5 4.80 6 4.00 6 4.00 10.61 2.26

SonyAI. 70 1 70.00 13 5.38 9 7.78 8 8.75 27.41 2.55

Table 4. The average runtime of 1NN classification based on DTW and ChebyDTW (ms).

Dataset DTW ChebyDTW X

Adiac 172.21 5.36 32.11
Beef 105.02 0.54 194.95
CBF 9.34 0.37 25.40
Chlorine. 231.23 5.47 42.24
CinC_ECG 1721.93 0.79 2175.49
Coffee 38.17 0.40 96.05
ECG200 16.15 1.18 13.69
ECGFive. 6.89 0.29 23.60
FaceAll 169.94 8.26 20.57
FacesUCR 61.61 2.37 26.00
ItalyPower. 1.3 0.73 1.78
SonyAI. 2.1 0.25 8.38
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In addition, the average runtime of 1NN classification based on DTW and Che-
byDTW are presented in Table 4. According to the results, the efficiency speedup (X)
of ChebyDTW over DTW can achieve as much as 3 orders of magnitude.

7 Conclusions

We proposed a novel piecewise factorization model for time series, i.e., PCHA, where
a novel adaptive segment method was proposed, and the subsequences were factorized
with the Chebyshev polynomials. We employed the Chebyshev coefficients as features
for PA-DTW measure, and thus proposed the ChebyDTW for 1NN classification. The
comprehensive experimental results show that ChebyDTW can support the accurate
and fast 1NN classification.
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Abstract. Data and Information Visualization is becoming strategic for
the exploration and explanation of large data sets due to the great impact
that data have from a human perspective. The visualization is the closer
phase to the users within the data life cycle’s phases, thus, an effective,
efficient and impressive representation of the analyzed data may result
as important as the analytic process itself. In this paper, we present our
experiences in importing, querying and visualizing graph databases tak-
ing one of the most spread lexical database as case study: WordNet. After
having defined a meta-model to translate WordNet entities into nodes
and arcs inside a labeled oriented graph, we try to define some crite-
ria to simplify the large-scale visualization of WordNet graph, providing
some examples and considerations which arise. Eventually, we suggest
a new visualization strategy for WordNet synonyms rings by exploiting
the features and concepts behind tag clouds.

Keywords: Graph database · Big Data · NoSQL · Data visualization ·
WordNet · Neo4J

1 Introduction

We are increasingly confronting with a data deluge in every field and in every
human activity. With data we explore, we understand and get insights from
the whole world. More importantly, with the information coming from data, we
explain and communicate facts or knowledge about the world. Not surprisingly,
with the advent of Big Data paradigm, also Data and Information Visualiza-
tion have become an interesting and wide research field. If the main goal of
Data Visualization is to communicate information clearly and efficiently to users,
involving the creation and study of the visual representation of data – i.e., “infor-
mation that has been abstracted in some schematic form, including attributes
or variables for the units of information” [1] – the Information Visualization
c© Springer International Publishing AG 2016
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main task is the study of (interactive) visual representations of abstract data
to reinforce human cognition. The abstract data may include both numerical
and non-numerical data, such as text and geographic information. According to
[2], it is possible to distinguish Information Visualization (InfoVis), when the
spatial representation is chosen, from Scientific Visualization (SciVis) when the
spatial representation is given due to the intrinsic spatial layout of data (e.g., a
flow simulation in 3D space). The study presented in this work belongs to the
first category being the data we represent abstract and not linked to physical
entities, i.e., they do not have pre-defined spatialization, such as, for example, in
the case of maps or geographic informative systems. Besides, the challenges that
the Big Data imperative [3–5] imposes to data management severely impact on
data visualization. The “bigness” of large data sets and their complexity in term
of heterogeneity contribute to complicate the representation of data, making the
drawing algorithms quite complex: just to make an example, let us consider the
popular social network Facebook, in which the nodes represent people and the
links represent interpersonal connections; we note that nodes may be accompa-
nied by information such as age, gender, and identity, and links may also have
different types, such as colleague relationships, classmate relationships, and fam-
ily relationships. The effective representation of all the information at the same
time is really challenging. A most important solution can be using visual cues,
such as color, shape, or transparency to encode different attributes. Also the
choice of the graph model is important to fit the nature of the information to be
visualized. The Labeled Property Graph model, for example, seems to fit well
most of the common scenario from the real life and that why we use this model
to convert WordNet synsets in a graph. The availability of large data coming
from human activities, exploration and experiments, together with the investi-
gations of new and efficiently ways of visualizing them, open new perspectives
from which to view the world we live in and to make business. The Infographics
become Infonomic, a composite term between the term Information and Eco-
nomics that wield information as a real asset, a real opportunity to make business
and to discover the world. Various techniques have been proposed for graph visu-
alization for the last two decades and they will be presented in the next section.
The principled representation methodology we agree on is the Visual Informa-
tion Seeking Mantra presented by Scheiderman in [6]. It can be summarized as
follows: “overview first, zoom and filter, then details-on-demand”. The reminder
of the paper is organized as follows. After a literature review on the Graph Visu-
alization techniques and methodologies, contained in Sect. 2, a description of the
proposed WordNet meta-model is provided in Sect. 3. Afterward, starting from
a description of the approach used for the WordNet importing procedure within
Neo4j, in Sect. 4, the attempts made in querying and visualizing WordNet are
described in Sects. 5 and 6. Section 7 extends the study presented in the previous
sections by proposig the adoption of a tag clouds based methodology in order
to visualize the WordNet synonims rings in Neo4J. Finally, Sect. 8 draws the
conclusion summarizing the major findings and outlining future investigations.
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2 Related Works

Since the study conducted in this paper consists in the visual representation of
WordNet inside the Neo4j graph DB, this section focuses mainly on a litera-
ture review in Graph Visualization, referring to other well-known works in the
literature for a complete review of the techniques and theories in Information
Visualization [7–10]. Graphs are traditional and powerful tools that visually rep-
resent sets of data and the relations among them. In the most common sense of
the term, a graph is an ordered pair G=(V,E) comprising a set V of vertices
or nodes together with a set E of edges or lines, which are 2-element subsets
of V (i.e., an edge is related with two vertices, and the relation is represented
as an unordered pair of the vertices with respect to the particular edge). Graph
visualization usually refers to representation of interconnected nodes arranged in
space and navigation through a visual representation to help users understand
the global or local original data structures [11]. Graphs are represented visually
by drawing a dot or circle for every vertex, and drawing an arc between two
vertices if they are connected by an edge. If the graph is directed, the direction
is indicated by drawing an arrow. A graph drawing should not be confused with
the graph itself (the abstract, non-visual structure) as there are several ways to
structure the graph drawing. All that matters is which vertices are connected
to which others by how many edges and not the exact layout. In practice it is
often difficult to decide if two drawings represent the same graph. Depending on
the problem domain some layouts may be better suited and easier to understand
than others. The pioneering work of Tutte [12] was very influential in the subject
of graph drawing, in particular he introduced the use of linear algebraic meth-
ods to obtain graph drawings. The basic graph layout problem is very simple:
given a set of nodes with a set of edges, it only needs to calculate the positions
of the nodes and draw each edge as curve. Despite the simplicity of the prob-
lem, to make graphical layouts understandable and useful is very hard. Basically
there are generally accepted aesthetic rules [13,14], which include: distribute
nodes and edges evenly, avoid edge crossing, display isomorphic substructures
in the same manner, minimize the bends along the edges. However, since it is
quite impossible to meet all rules at the same time, some of them conflict with
each other or they are very computationally expensive, practical graphical lay-
outs are usually the results of compromise among the aesthetics. Another issue
about graph layout is predictability. Due to the task of graph visualization, it
is important and necessary to make the results of layout algorithm predictable
[15], which means two different results of running the same algorithm with the
same or similar data inputs should also look the same or alike.

Below is a brief overview of graph layouts and visualization techniques
grouped by categories:

– Node-link layouts.
• Tree Layout. It uses links between nodes to indicate the parent-child rela-

tionships. A very satisfactory solution for node-link layout comes from
Reingold and Tilford [16]. Their classical algorithm is simple, fast, pre-
dictable, and produces aesthetically pleasing trees on the plane. However,
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it makes use of screen space in a very inefficient way. In order to overcome
this limitation, some compact tree layout algorithms have been developed
to obtain more dense tree, while keeping the classical tree looks [17]. Eades
[18] proposes another node-link layout called radial layout that recursively
positions children of a sub-tree into a circular wedge shape according to
their depths in the tree. Generally, radial views, including its variations
[19], share a common characteristic: the focus node is always placed at
the center of the layout, and the other nodes radiate outward on sepa-
rated circles. Balloon layout [20] is similar to radial layout and are formed
where siblings of sub-trees are placed in circles around their father node.
This can be obtained by projecting cone tree onto the plane.

• Tree Plus Layout. Since large graphs are much more difficult to handle
than trees, tree visualization is often used to help users understand graph
structures. A straightforward way to visualize graphs is to directly layout
spanning trees for them. Munzner [21] finds a particular set of graphs
called quasi-hierarchical graphs, which are very suitable to be visualized
as minimum spanning trees. However, for most graphs, all links are impor-
tant. It could be very hard to choose a representative spanning tree. Arbi-
trary spanning trees can also possibly deliver misleading information.

• Spring Layout. This layout, also known as Force-Directed layout, is
another popular strategy for general graph layouts. In spring layout,
graphs are modeled as physical systems of rings or springs. The attrac-
tive idea about spring layout is that the physical analogy can be very
naturally extended to include additional aesthetic information by adjust-
ing the forces between nodes. As one of the first few practical algorithms
for drawing general graphs, spring layout is proposed by Eades in 1984
[22]. Since then, his method is revisited and improved in different ways
[23,24]. Mathematically, Spring layout is based on a cost (energy) func-
tion, which maps different layouts of the same graph to different non-
negative numbers. Through approaching the minimum energy, the layout
results reaches better and better aesthetically pleasing results. The main
differences between different spring approaches are in the choice of energy
functions and the methods for their minimization.

– Space Division Layout. In this case, the parent-child relationship is indicated
by attaching child node(s) to the parent node. Since the parent-child and
sibling relationships are both expressed by adjacency, The layout should have
a clear orientation cue to differentiate these two relationships.

– Space Nested Layout. Nested layouts, such as Treemaps [25], draw the hierar-
chical structure in the nested way. They place child nodes within their parent
node.

– 3D Layout. In this case, the extra dimension can give more space and it
would be easier to display large structures. Moreover, Due to the general
human familiarity with 3D in the real world, there are some attempts to map
hierarchical data to 3D objects we are familiar with

– Matrix Layout. Graphs can be presented by their connectivity matrixes. Each
row and each column corresponds to a node. The glyph at the interaction of
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(i, j) encodes the edge from node i to node j. Edge attributes are encoded as
visual characteristics of the glyphs, such as color, shape, and size. The major
benefit of adjacency matrices is the scalability.

Specifically regarding the visualization of WordNet, there are not many works
in the literature. In [26], the authors makes an attempt to visualize the Word-
Net structure from the vantage point of a particular word in the database, this
in order to overcome the down-side of the large coverage of WordNet, i.e., the
difficulty to get a good overview of particular parts of the lexical database. An
attempt to apply design paradigms to generate visualizations which maximize
the usability and utility of WordNet is made in [27], whereas, in [28] a radial,
space-filling layout of hyponymy (IS-A relation) is presented with interactive
techniques of zoom, filter, and details-on-demand for the task of document visu-
alization, exploiting the WordNet lexical database. Finally, regarding the com-
parison between Neo4J Cypher language performances against the traditional
SQL-based technologies, an interesting experience has been described in [29]
where the authors compare Neo4j back-end different alternatives to each other
and to the JPA-based sample back-end running on MySQL.

3 WordNet Case Study

The case study presented in this paper consists in the reification of the WordNet
database inside the Neo4J GraphDB [30,31]. WordNet [32,33] is a large lexical
database of English. Nouns, verbs, adjectives and adverbs are grouped into sets
of cognitive synonyms (synsets), each expressing a distinct concept. Synsets are
interlinked by means of conceptual-semantic and lexical relations.

In this context we have defined and implemented a meta-model for the Word-
Net reification using a conceptualization as much as possible close to the way
in which the concepts are organized and expressed in human language [34]. We
consider concepts and words as nodes in Neo4J, whereas semantic, linguistic and
semantic-linguistic relations become Noeo4J links between nodes. For example,
the hyponymy property can relate two concept nodes (nouns to nouns or verbs
to verbs); on the other hand a semantic property links concept nodes to con-
cepts and a syntactic one relates word nodes to word nodes. Concept and word
nodes are considered with DatatypeProperties, which relate individuals with a
predefined data type. Each word is related to the represented concept by the
ObjectProperty hasConcept while a concept is related to words that represent it
using the ObjectProperty hasWord. These are the only properties able to relate
words with concepts and vice versa; all the other properties relate words to words
and concepts to concepts. Concepts, words and properties are arranged in a class
hierarchy, resulting from the syntactic category for concepts and words and from
the semantic or lexical type for the properties.

Figures 1(a) and (b) show that the two main classes are: Concept, in which
all the objects have defined as individuals and Word which represents all the
terms in the ontology.



Experiences in WordNet Visualization with Labeled Graph Databases 85

(a) Concept (b) Word

Fig. 1. Concept and word.

(a) Lexical Properties (b) Semantic Properties

Fig. 2. Linguistic properties.

The subclasses have been derived from the related categories. There are some
union classes useful to define properties domain and co-domain. We define some
attributes for Concept and Word respectively: Concept hasName that represents
the concept name; Description that gives a short description of concept. On the
other hand Word has Name as attribute that is the word name. All elements have
an ID within the WordNet offset number or a user defined ID. The semantic and
lexical properties are arranged in a hierarchy (see Fig. 2(a) and (b)). In Table 1
some of the considered properties and their domain and range of definition are
shown.

Table 1. Properties.

Property Domain Range

hasWord Concept Word

hasConcept Word Concept

hypernym NounsAnd NounsAnd

VerbsConcept VerbsConcept

holonym NounConcept NounConcept

entailment VerbWord VerbWord

similar AdjectiveConcept AdjectiveConcept
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The use of domain and codomain reduces the property range application. For
example, the hyponymy property is defined on the sets of nouns and verbs; if it
is applied on the set of nouns, it has the set of nouns as range, otherwise, if it
is applied to the set of verbs, it has the set of verbs as range. In Table 2 there
are some of defined constraints and we specify on which classes they have been
applied w.r.t. the considered properties; the table shows the matching range too.

Table 2. Model constraints.

Constraint Class Property Constraint range

AllValuesFrom NounConcept hyponym NounConcept

AllValuesFrom AdjectiveConcept attribute NounConcept

AllValuesFrom NounWord synonym NounWord

AllValuesFrom AdverbWord synonym AdverbWord

AllValuesFrom VerbWord also see VerbWord

Sometimes the existence of a property between two or more individuals entails
the existence of other properties. For example, being the concept dog a hyponym
of animal, we can assert that animal is a hypernymy of dog. We represent this
characteristics in OWL, by means of property features shown in Table 3.

Table 3. Property features.

Property Features

hasWord inverse of hasConcept

hasConcept inverse of hasWord

hyponym inverse of hypernym; transitivity

hypernym inverse of hyponym; transitivity

cause transitivity

verbGroup symmetry and transitivity

4 Importing WordNet into Neo4J

The importing process of WordNet database within Neo4J graphDB [30] has
been implemented according to the scheme shown in Fig. 3. The process involves
three phases and three components: the importing from WordNet module, the
serializer module and the importing within Neo4J module. The first phase has
been implemented using a Java-based script that access the WordNet database
through JWI (MIT Java Wordnet Interface) API [35,36] and passes all the
information related to synsets, words, semantic relations and lexical relations to
the serializer module, producing appropriate serialized data, following a proper
schema that will be described in the following.
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Fig. 3. High-level view of the WordNet importing architecture.

The last component, which is related to the third phase of the process, is
responsible for importing the previously serialized information into Neo4J data-
base. The importing from WordNet takes place via five different sub-operations
which respectively retrieve: the information related to synsets, the semantic rela-
tions among synsets, the words, the lexical relations among words and finally
the links between the semantic and the lexical world, i.e., how a word is related
to its concepts (or its meaning) and viceversa.

The intentional schema of each serialized data is shown as follow:

1. The synset file contains the following fields:
(a) Id : the univoque identifier for the synset;
(b) SID : the Synset ID as reported in the WordNet database;
(c) POS : the synset’s part of speech;
(d) Gloss: the synset’s gloss which express its meaning.

2. The semantic relations file contains the following fields:
(a) Prop: the semantic relation linking the source and the destination synsets;
(b) Src: the source synset;
(c) Dest : the destination synset;

3. The words file contains the following fields:
(a) Id : the univoque indentifier for the word;
(b) WID : the Word ID as reported in the WordNet database;
(c) POS : the word’s part of speech;
(d) Lemma: lexical representation of the word;
(e) SID : the synset Id whose the word is related.

4. The lexical relations file contains the following fields:
(a) Prop: the lexical relation linking the source and the destination words;
(b) Src: the source word;
(c) Dest : the destination word;

5. The lexical-semantic relations file contains the following fields:
(a) Word Id : the word id of the word that is linked to the synset on the right

via the hasConcept relation;
(b) Synset Id : the synset id of the synset that is linked to the word on the

left via the hasWord relation;
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In order to import all the information contained in the serialized data and
translate them into a graph data structure, the meta-model described in the
previous section has been used: each synset and word has been converted into
a node of the graph with label respectively: Concept and Word. Each semantic
relation has become an edge between two concept nodes with the type property
expressing the specific semantic relation holding between the concepts. Each
lexical relation has been converted into an edge between two word nodes with
a type property expressing the specific lexical relation between the word nodes.
Finally, the word nodes have been connected to their related concept nodes
through the hasConcept relation.

The Cypher query code used to import all the serialized information stored
into csv lines is shown as follows:

USING PERIODIC COMMIT 1000
LOAD CSV WITH HEADERS FROM”PATH TO THE FIRST FILE”
AS csvLine

CREATE ( c : Concept {
id : to In t ( csvLine . id ) ,
s i d : csvLine . SID , POS:
csvLine .POS,
g l o s s : csvLine . g l o s s })

CREATE CONSTRAINT ON ( c : Concept )
ASSERT c . id IS UNIQUE

USING PERIODIC COMMIT 1000
LOAD CSV WITH HEADERS FROM”PATH TO THE SECOND FILE”
AS csvLine
MATCH ( s r c : Concept { id : to In t ( csvLine . Src ) }) ,
( dest : Concept { id : to In t ( csvLine . Dest ) })

CREATE ( s r c ) −[: s emant ic property
{ type : csvLine . Prop }]−>(dest )

USING PERIODIC COMMIT 1000
LOAD CSV WITH HEADERS FROM”PATH TO THE THIRD FILE”
AS csvLine

CREATE (w: Word {
id : to In t ( csvLine . id ) ,
wid : csvLine .WID,
POS: csvLine .POS,
lemma : csvLine . lemma ,
s id : to In t ( csvLine . SID) })

CREATE CONSTRAINT ON (w: Word)
ASSERT w. id IS UNIQUE

USING PERIODIC COMMIT 1000
LOAD CSV WITH HEADERS FROM”PATH TO THE FOURTH FILE”
AS csvLine

MATCH ( s r c :Word { id : to In t ( csvLine . Src ) }) ,
( dest :Word { id : to In t ( csvLine . Dest ) })

CREATE ( s r c ) −[: l e x i c a l p r o p e r t y
{ type : csvLine . Prop }]−>(dest )

USING PERIODIC COMMIT 1000
LOAD CSV WITH HEADERS FROM”PATH TO THE FIFTH FILE”
AS csvLine

MATCH ( s r c :Word { id : to In t ( csvLine .Word) }) ,
( dest : Concept { id : to In t ( csvLine . SID) })
CREATE ( s r c ) −[: hasConcept]−>(dest )

Having identified each synset and word with a unique and sequential inte-
ger, it has been possible for Neo4J to efficiently create nodes and arcs from
csv lines. Furthermore, since the csv file contains a significant number of rows
(approaching hundreds of thousands) USING PERIODIC COMMIT can be used
to instruct Neo4j to perform a commit after a number of rows. This reduces the
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memory overhead of the transaction state. Table 4 shows the time performance
in importing all the csv file on a laptop computer with an Intel Core i7-4800MQ
processor at 2.70 GHz (64-bit) and 8 GB RAM.

Table 4. Neo4J query execution times for each importing query.

Query no Q1 Q2 Q3 Q4 Q5

[ms] 13015 23779 25787 17358 36907

Listing 1.1. A comparison between Cypher language and standard SQL.

// First query comparison

MATCH ( w src : Word {lemma : ’ p o l i t i c s ’ })−[ r : hasConcept]−>(c : Concept ) − [∗ . .N]−>(d :
Concept )<−[s : hasConcept ]−(w dst : Word) return w src , c , d , w dst

SELECT Word . lemma AS src lemma , Word . hasConcept AS s rc concept , SemanticRelat ion . type
AS Property 1 , SemanticRelat ion . dst AS Intermediate Concept1 , . . . ,

SemanticRelat ion . type AS Property N , SemanticRelat ion . dst AS
Intermediate ConceptN , Word . lemma AS dst lemma

FROM Word JOIN Concept ON Word . conceptID = Concept . SID JOIN SemanticRelat ion ON
SemanticRelat ion . s r c = Concept . SID JOIN SemanticRelat ion ON SemanticRelat ion . dst
= SemanticRelat ion . s r c . . . JOIN SemanticRelat ion ON SemanticRelat ion . dst =

SemanticRelat ion . s r c
WHERE word . wid = (SELECT Word . wid FROM Word WHERE Word . lemma =” p o l i t i c s ” )

// Second query comparison

MATCH (n : Concept {words : ’{ p o l i t i c s } ’ })−[ r : s emant ic property ∗ . .N { type : ’Hyponym ’ }]−(m
: Concept ) RETURN COUNT( r )

SELECT SemanticRelat ion . s r c AS Source , COUNT(∗)
FROM SemanticRelat ion Re la t i on 1 JOIN SemanticRelat ion Re la t i on 2 ON Rela t i on 1 . dst =

Re la t i on 2 . s r c . . . . JOIN SemanticRelat ion Relat ion N
ON Relation N −1. dst = Relat ion N . s r c
WHERE Source . words =’ p o l i t i c s ’ AND Rela t i on 1 . type =’Hyponym ’ . . . AND Relat ion N . type

=’Hyponym ’

// Third query comparison

MATCH (w:Word { lemma : ” food ”}) , ( v :Word { lemma : ” lunch”}) ,
p = shortestPath ( (w) −[∗]−(v ) )
RETURN p

(No equ iva l en t )

5 Querying the WordNet Graph

The first attempt to visualize the graph-based version of the WordNet data-
base within Neo4j has been carried out using the Neo4j built-in web visualizer.
Although it is a power and flexible tool allowing the user to easily customize
the view according to her preferences, it suffers a lot when the number of ele-
ments to be visualized approaches few hundreds. Figure 4 shows the first result
obtained with a simple customization involving the usage of two different colors
for the two type of nodes, namely, the green for the Word node and the blue for
the Concept (or Synset) node. Semantic relations have been represented with
an edge thicker than the one used for the lexical relations or for the hasConcept
relations.

Each Concept node is labeled with the lexical chain of the synonyms related
to such concept. A set edges ends to the synset node and comes from all the
words belonging to the synset. These ones also are connected one with each other
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Fig. 4. First view of Neo4j WordNet graph excerpt. (Color figure online)

through the synonymy lexical relation. The concept nodes, in blue, are mainly
connected through the hypernym-hyponym semantic relations. The greatest value
of importing WordNet database into a Neo4j graph, it is not related to the
graph visualization capabilities of the web visualizer, but, mainly, to the power
of the Cypher query language, a declarative graph query language that allows
for expressive and efficient querying and updating of the graph store. Since very
complicated database queries can easily be expressed through Cypher, this allows
the user to focus on the data model domain instead of getting lost in database
access. Most of the keywords like WHERE and ORDER BY are inspired by SQL,
while pattern matching borrows expression approaches from SPARQL [37].

In the attempt to extract some useful information from the WordNet imple-
mentation in Neo4j, we have run few queries and have compared them to an
equivalent version expressed in SQL languages. Listing 1.1 reports a compar-
ison of the Cypher-based and SQL-based version of each query. It is not a
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Fig. 5. Second view of Neo4j WordNet graph excerpt. (Color figure online)

quantitative comparison but just a qualitative one that clearly shows how com-
plex (or in some circumstances impossible at all) is to translate a query from
the graph query language into the relational-based SQL language.

The objective of the first query is to get all concept nodes between the source
and the target synset, where the source concept is fixed and has a lemma equal to
politics, whereas the target node can be any node of the network. The only con-
straint is that between the first and the last synset there may be N (depth level)
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relations (semantic relations in this case) and N − 1 intermediate nodes. The
Neo4j web-based tool provides two ways of visualizing results: the table-based
and the graph-based. By analysing the query structure in the two columns, it
appears quite clear that a graph-based query language is most suitable in order
to select sub-graphs, as in this case. In fact, it comes very natural to select
a bunch of nodes and relations just by using patterns and pattern-matching,
expressed in an intuitive and iconic syntax, to describe the shape of the data
you are looking for [29]. On the contrary, the SQL-based version requires more
and more intricate combination of JOIN clauses to link synsets from the Seman-
ticRelation and Concept tables. Each JOIN clause involves a cartesian product
between the SemanticRelation table, which contains 283.836 rows, and itself
with an order that increases with the degree of separation between the source
and the target node (N). The second query in table, uses the COUNT aggrega-
tion function both in the Cypher and SQL-based version. It gets the number of
the Hyponym relations holding between the politics source concept and any other
concept that is at most N hops from the source. According to [38], aggregation
operators make worse the performances of the SQL-based query especially when
N increases (N < 6) with respect to the equivalent queries in Cypher. Also in
this case, the SQL-based query require N JOIN clauses which corresponds to an
equal number of cartesian products. Finally, the last query gets the shortest path
between the food and lunch concepts. While the Cypher language offers utility
functions like shortestPath() or AllShortestPath() making very easy to respond
to such queries, the SQL language do not has similar ready-to-use functions.
Furthermore, a graph-based data structure allows users to use Traversal API to
specify desired movements through a graph in a programmatic way (Fig. 5).

6 Large-Scale Representation of WordNet Graph

The proposed representation of WordNet, within Neo4j, approaches very closely
the Big Data challenges. In particular, the volume dimension must be taken into
consideration here: this version of the WordNet graph, in fact, includes near
to 2 millions different relations linking more than 3 hundred thousand nodes
with each other. With these big numbers, the manipulation, the querying and
the visualization of the graph become quite challenging. Before describing the
attempts made in this direction, it is important to note that the visualization
of the entire structure of WordNet in terms of all synsets, words, semantic and
lexical relations in a way that is elegant and human friendly at the same time, is
a chimera, due to the performance issues of the visualization tools, in particular
when sophisticated drawing algorithms are used, and to the strongly connected
nature of information to be represented, which often results in a messy and dense
structure of nodes and edges. Figure 6 shows a representation of near 15,000
nodes and 30,000 relations of WordNet using the Cytoscape v. 3 graph visual-
ization tool [38]. The image has been obtained by limiting to 30,000 relations
a simple cypher query that gets some data from the Neo4j implementation of
WordNet. The Neo4j running instance has been accessed via the cyNeo4j plugin,
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Fig. 6. WordNet graph excerpt with 30000 edges and about 15000 nodes. (Color figure
online)

that converts the query results into Cytoscape table format. Afterward, start-
ing from the query tables, a view has been created by defining a custom style
and the default layout. This latter is the Force-directed graph drawing algorithm
that draws graphs in an aesthetically pleasing way by positioning the nodes of
a graph in two-dimensional or three-dimensional space, so that all the edges are
of more or less equal length and there are as few crossing edges as possible [39].
The resulting figure is more considerable for global analysis than for informa-
tion that you can retrieve from it. Nevertheless, thanks to the force-directed
algorithm, it is possible to observe agglomerates of nodes and edges which cor-
respond to specific semantic categories. The figure also shows a zoomed area
selection where it is possible to visualize and read the synset labels belonging
to the selected semantic zone. Figure 6 shows only synsets and their semantic
relations; an attempt to add also the lexical relations and the Word nodes results
in an even more confused tangle of points and arcs. Thus, it is necessary to sim-
plify the representation of the network by following some functional and esthetic
criteria. In this regards, we have selected two simple criteria:

1. the efficiency of the visualization; i.e., avoid the information redundancy and
the proliferation of useless signs and graphics as much as possible;

2. the effectiveness of the visualization; i.e., grant that the graphical represen-
tation of the network covers the whole informative content of the WordNet
graph-based implementation.
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3. the clearness of visualization, i.e., use light colors, such as gray, light blue,
dark green, etc. with a proper level of brightness and with an appreciable
contrast.

Fig. 7. First layout of WordNet graph excerpt. (Color figure online)

Along the efficiency criteria, we decided to visualize only Words labels, avoid-
ing to show again the lexical chain of words representing the corresponding con-
cept into the synset nodes. These ones only show the synset ID as retrieved from
the WordNet database inside the stretched blue oval. Furthermore, since for
each Hyponym relation between synsets corresponds an Hypernym relation, we
decided to show only one of the two, namely the Hypernym, in order to increase
the clearness of the representation. The same approach has been adopted for
the other pairs of antinomical relations like Meronym-Holonym. This approach
also satisfies the effectiveness criteria, in fact, even if there is not an explicit
representation of the Hyponym relations, these ones can be inferred from the
corresponding Hypernym ones. Each synset is linked to the corresponding lem-
mas through the hasConcept relation which has been represented with a dashed
line with a light gray color without an explicit label. This improves the effi-
ciency of the visualization and the effectiveness, since no informative contents
is sacrificed for clearness. Figure 7 shows an excerpt of the WordNet representa-
tion using the previously described style and layout. It appears evidently clearer
than the representation in Fig. 4 (also with respect to the zoomed selected area),
also adding the words nodes and the hasConcept relations. Figure 7 makes some
changes compared to the Fig. 8, mainly regarding the shape of the synset and
words nodes, its color and try to distinguish semantic relation by using different
colors.
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Fig. 8. Second layout of WordNet graph excerpt. (Color figure online)

7 The Tag Cloud-Based Representation of WorNet
Synonyms Rings

In addition to the large scale representation previously explained, an advance-
ment in the visualization of WordNet will be proposed in this section as a new
exploration path investigated by the authors: the adoption of tag cloud based
representation for the WordNet synonyms rings. By using the statistical linguis-
tics measures of polisemy and frequency of a term as visual cues in drawing
the word signs attached to a certain synset, we have improved the visualization
style of the WordNet graph in Neo4J. Technically, higher the frequency of the
word sense, larger is the font used to represent such word in the corresponding
synonym ring, as well as, higher is the polysemy of a word in the whole Word-
Net, lighter is the shade of gray used to tag such word. All the word senses
are connected to the corresponding synset through a blank gray line and each
synset is represented through a short text containing its gloss. Semantic relations
between synsets are represented through a transparent green arc showing a label
that report the type of the semantic link (e.g., hypernym, hyponim, meronym,
etc.). Figure 9 shows the application of the style rules described above to the
same cypher query from home mentioned in the previous section. For each sense
of the term home, the figure shows the tag cloud based representation. Some con-
siderations arise from the figure above. The lighter gray used for the term ‘home’
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Fig. 9. WordNet synset rings containing the ‘home’ word with the customized style in
Cytoscape.

is due to its high polysemy (9). This color is intentionally weak to demonstrate
how vague is the term alone without a context making it meaningful. Things
get worse, for example, with terms like head or line with a polysemy equal to
33 and 29 respectively. On the contrary, the term home plate is large in size and
as a strong gray shade because of its low polysemy (1) and high frequency when
used in the context of baseball.

Figures 10(a) and (b) show more representations of WordNet excerpts to
fully demonstrating the customized style resulting from this work. The figure
are obtained through the following Cypher query where ‘keyword’ is substituted
with book and time:

The figures above also highlights the semantic relations existing between
synsets showing a more complete representation of WordNet with the new visu-
alization style described in this work.

(a) Something about book. (b) Something about time.

Fig. 10. WordNet excerpts in Cytoscape with custom style. (Color figure online)
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8 Conclusions

In this paper we have described an experience of importing, exploring and visual-
izing WordNet into a graphDB. To achieve this objective we have faced different
issues involving Big Data challenges through all the phases of graph management.
The import procedure has been accomplished using he Cypher import functions;
queries running has also resulted quite simple by exploiting the potentiality of
the Cypher language (such as, its iconicity, the pattern-matching mechanism
and the built-in functions to traverse the graph), with respect to the equivalent
queries in SQL language. Eventually, the visualization task has resulted more
challenging, due to the intricate nature of the WodrNet graph and its “Big”
dimensions in terms of nodes and edges, particularly, when it is requested a
large-scale visualization. Thus, if we want to simplify the visualization of Word-
Net, a redefinition of the custom style and also the layout manager is needed. In
this regard, we have introduced three criteria to simplify the view, with respect
to efficiency, effectiveness and clearness and have adopted them in order to obtain
two different representation of WordNet, which results more clear at first glance.
In addition, an advancement in the visualization of WordNet has been proposed
as a new explanation path by adopting a tag cloud based representation for the
WordNet synonyms rings.

Starting from the consideration emerged in this work, at least two different
directions could be taken for future investigations or researches. From the one
hand, it worth to deepen the comparison between Cypher and SQL languages
also through a performance analysis, in order to appreciate the efficiency of
the language, in addition to the immediacy of the first language; on the other
hand, an improved characterization of the criteria to simplify the view could
be investigated, and validated by usability tests in which the user can express
a consensus whether the representation is friendly or not, and the information
inside WordNet is easily accessible or not. Finally, we think that the adoption of
a labeled directed property graph model for the representation of WordNet, as
an external and generalistic knowledge base, can be exploited in many contexts,
for example, Information Retrieval systems [40] to improve their performance
measures or in multimedia knowledge modeling [41,42] to enhance the expressive
power of representations.
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Abstract. The key to the success of the analysis of petabytes of textual data
available at our fingertips is to do it in the cloud. Today, several extensions exist
that bring Lucene, the open-source de facto standard of textual search engine
libraries, to the cloud. These extensions come in three main directions: imple-
menting scalable distribution of the indices over the file system, storing them in
NoSQL databases, and porting them to inherently distributed ecosystems. In this
work, we evaluate the existing efforts in terms of distribution, high availability,
fault tolerance, manageability, and high performance. We are committed to
using common open-source technology only. So, we restrict our evaluation to
publicly available open-source libraries and eventually fix their bugs. For each
system under investigation, we build a benchmarking system by indexing the
whole Wikipedia content and submitting hundreds of simultaneous search
requests. By measuring the performance of both indexing and searching oper-
ations, we report of the most favorable constellation of open-source libraries that
can be installed in the cloud.

Keywords: Full-text searching � Indexing � Distributed ecosystems � NoSQL �
Cloud

1 Introduction

Since the early 2010s, search engines took over the job of performing intelligent textual
analytics of petabytes of data. The most prominent open-source projects in this area are
Solr [29] and Elasticsearch [14]. While Solr seems to be more commonly used in
information retrieval domains, Elasticsearch is gaining more popularity in the area of
data analysis due to its data visualization tool Kibana [9]. Both have Lucene [19] at
their heart. Lucene is the de-facto standard search engine library. It is based on research
dating back to 1990 [5].

The first attempt to scale Lucene beyond the classical file system is presented in
[20]. Lucene storage classes are extended to store the index to and traverse the index
from the relational database management systems, such as MySQL. Back then, the
storage API was not standardized and undergone many changes. After the wide-spread
of NoSQL database management systems and distributed BigData systems, such as
Hadoop, the mean-time standardized Lucene storage API is ported to these emerging
technologies in several open-source prototypes. A good overview of these efforts are
found in [11].
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In this work, we investigate these open-source implementations as we believe that
the key to the success of any large-scale search engine will remain openness. We
explicitly refrain from adding any customized implementation to the off-the-shelf
open-source components. In the case of the presence of bugs in these publicly available
systems, we attempt to solve them. Other than fixing bugs, we apply only the tweaks
supplied by the official performance tuning recommendations from the providers.

Our contribution is the independent evaluation of the existing approaches in terms
of support for distribution. The main focus is the evaluation of the performance of both
indexing and searching of these systems. Moreover, a robust distributed search engine
must support data partitioning, replication and must be always consistent. So,
we investigate the effect of node failures. Furthermore, we take into consideration the
ease of management of the cluster.

The rest of the paper is organized as follows. In Sect. 2, we describe the properties
of a distributed highly-scalable search engine. We also give a background of the
technologies. In Sect. 3, we describe the architecture of each system under investiga-
tion. In Sect. 4, we present the performance evaluation based on the benchmarking
scenario that we constructed. Section 5 concludes the paper.

2 Background and Related Work

The following properties must be available in any cloud-based large-scale search
engine:

• Partitioning (sharding): It is splitting the index into several independent sections,
usually called shards. Each shard is a separate index and is usually indexed inde-
pendently. Depending on the sharding strategy, a search query is directed to the
corresponding shard(s) and each result is merged and returned to the user.

• Replication: It means storing various copies of the same data to increase the data
availability. On a system built over commodity hardware, such as Amazon EC2 [1]
or Microsoft Azure [3], replication protects against the loss of data. Additionally,
replication is also used to increase the throughput of index reads.

• Consistency: Depending on a relaxed definition of consistency, a newly indexed
document is not necessarily made available to the next search request. However, the
index data structure must be consistent under whatever storage model used to store
it. Consistency between the internal blocks of a single index must be guaranteed all
the time, whereas consistency across the independent shards is not a must.

• Fault-Tolerance: It means the absence of any Single Point of Failure (SPoF) in the
system. In case of the failure of a node, the whole search engine should not be go
offline.

• Manageability: The administration of the nodes of a cloud-based search engine must
be made easily: either through a Command Line Interface (CLI), programmatically
embeddable interface, e.g., JMX, or most preferably via web administration consoles.

• High Performance: It means that the response time for query processing should be
under a couple of seconds under a full load of concurrent search requests. Indexing
of new documents should be done in parallel.
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2.1 Lucene-Based Search Engines

A full text search index is usually a variation of the inverted index structure [5]. Indexing
begins with collecting the available set of documents by the crawler. A crawler consists
in general of several hundreds of data gathering threads. The parser in these threads
converts the collected documents to a stream of plain text. In the analysis phase, the
stream of data is tokenized according to predefined delimiters, such as blank, tab,
hyphen, etc. Then, all stop words are removed from the tokens. A stem analyzer usually
reduces the tokens to their roots to enable phonetic searches. Searching begins with
parsing the user query using the same parser used in the indexing process. This is a must
or else the matching documents will not be exactly the ones needed. The tokens have to
be analyzed by the same analyzer used for indexing as well. Then, the index is traversed
for possible matches. The fuzzy query processor is responsible for defining the match
criteria and the score of the hit according to a calculated distance vector.

Lucene [19] is at the heart of almost every full-text search engine. It provides
several useful features, such as ranked searching, fielded searching and sorting.
Searching is done through several query types including: phrase queries, wildcard
queries, proximity queries, range queries. It allows for simultaneous indexing and
searching by implementing a simple pessimistic locking algorithm [17].

An important internal feature of Lucene is that it uses a configurable storage engine.
It comes with a codec to store the index on the disc or maintain it in-memory for
smaller indices. The internal structure of the index file is public and is platform
independent [16]. This ensures its portability. Back in 2007, this concept was used to
store the index efficiently into Relational Database Management Systems [20]. The
same technique is used today to store the index in other NoSQL databases, such as
Cassandra [15] and mongoDB [23].

Apache Solr [29] is built on-top of Lucene. It is a web application that can be
deployed in any servlet container. It adds the following functionality to Lucene:

• XML/HTTP/JSON APIs,
• Hit highlighting,
• Faceted search and filtering,
• Range queries,
• Geospatial search,
• Caching,
• Near Real-Time (NRT) searching of newly indexed documents, and
• A web administration interface.

SolrCloud [29] was released in 2012. It allows for both sharding and replication of
the Lucene indexes. The management of this distribution is seamlessly integrated into
an intuitive web administration console. Figure 1 illustrates the configuration of one of
our setups in the web administration console.

Elasticsearch [14] evolved almost in parallel to Solr and SolrCloud. Both bring the
same set of features. Both are very performant. Both are open-source and use a different
combination of open-source libraries. At their hearts, both have Lucene. In general,
Solr seems to be slightly more popular than Elasticsearch in information retrieval
domains; whereas Elasticsearch is expanding more in the direction of data analytics.
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2.2 NoSQL Databases

The main strength of NoSQL databases comes from their ability to manage extremely
large volumes of data. For this type of applications, ACID transaction properties are too
restrictive. More relaxed models emerged such as the CAP theory or eventually con-
sistent emerged [4]. It means that any large-scale distributed DBMS can guarantee for
two of three aspects: Consistency, Availability, and Partition tolerance. In order to
solve the conflicts of the CAP theory, the BASE consistency model (BAsically, Soft
state, Eventually consistent) is defined for modern applications [4]. This principle goes
well with information retrieval systems, where intelligent searching is more important
than consistent ones.

A good overview of existing NoSQL database management systems can be found
in [8]. Mainly, NoSQL database systems fall into four categories:

• graph databases,
• key-value systems,
• column-family systems, and
• document stores.

Graph databases concentrate on providing new algorithms for storing and pro-
cessing very large and distributed graphs. They are often faster for associative data sets.
They can scale more naturally to large data sets as they do not require expensive join
operations. Neo4j [21] is a typical example of a graph databases.

Key-value systems use associative arrays (maps) as their fundamental data structure.
More complicated data structures are often implemented on top of the maps. Redis [25]
is a good example of a basic key-value systems.

The data model of column-family systems provides a structured key-value store
where columns are added only to specified keys. Different keys can have different
number of columns in any given family. A prominent member of the column
family stores is Cassandra [15]. Apache Cassandra is a second generation of
distributed key value stores; developed at Facebook. It is designed to handle very large
amounts of data spread across many commodity servers without a single point of

Fig. 1. Screenshot of the web administration console.

Open-Source Search Engines in the Cloud 103



failure. Replication is done even across multiple data centers. Nodes can be added to
cluster without downtime.

Document-oriented databases are also a subclass of key-value stores. The difference
lies in the way the data is processed. A document-oriented system relies on internal
structure in the document order to extract metadata that the data-base engine uses for
further optimization. Document databases are schema-less and store all related infor-
mation together. Documents are addressed in the database via a unique key. Typically,
the database constructs an index on the key and all kinds of metadata. mongoDB [23],
first developed in 2007, is considered to be the most popular NoSQL nowadays [6].
mongoDB provides high availability with replica sets.

In all attempts to store Lucene index files in NoSQL databases, the contributors
take the logical index file as starting point. The set of logical files are broken into
logical blocks that are stored in the database. It is therefore clear that plain key-value
data stores and graph databases are not suitable for storing a Lucene index. On the other
hand, document stores, such as mongoDB, are ideal stores for Lucene indices. One
Lucene logical file maps easily to a mongoDB document. Similarly, the Lucene logical
directory (files) is mapped to a Cassandra column family (rows), which is captured
using an inherited implementation of the abstract Lucene Directory class. The files
of the directory are broken down into blocks (whose sizes are capped). Each block is
stored as the value of a column in the corresponding row.

2.3 Highly Distributed Ecosystems

After the release of [7], Doug Cutting worked on a Java-based MapReduce imple-
mentation to solve scalability issues on Nutch [13]; which is an open-source web
crawler software project to feed the indexer of the search engine with textual content.
This was the base for the Hadoop open source project; which became a top-level
Apache Foundation project. Currently, the main Hadoop project includes four modules:

• Hadoop Common: It supports the other Hadoop modules.
• Hadoop Distributed File System (HDFS): A distributed file system.
• Hadoop YARN: A job scheduler and cluster resource management.
• Hadoop MapReduce: A YARN-based system for parallel processing of large data

sets.

Each Hadoop task (Map or Reduce) works on the small subset of the data it has
been assigned so that the load is spread across the cluster. The map tasks generally
load, parse, transform, and filter data. Each reduce task is responsible for handling a
subset of the map task output. Intermediate data is then copied from mapper tasks by
the reducer tasks in order to group and aggregate the data. It is definitely appealing to
use the MapReduce framework in order to construct the Lucene index using several
nodes of a Hadoop cluster.

The input to a MapReduce job is a set of files that are spread over the Hadoop
Distributed File System (HDFS). In the end of the MapReduce operations, the data is
written back to HDFS. HDFS is a distributed, scalable, and portable file system.
A Hadoop cluster has one namenode and a set of datanodes. Each datanode serves up
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blocks of data over the network using a block protocol. HDFS achieves reliability by
replicating the data across multiple hosts. Hadoop recommends a replication factor of
3. Since the release of Hadoop 2.0 in 2012, several high-availability capabilities, such
as providing automatic failover of the namenode, are implemented. This way, HDFS
comes with no single point of failure. HDFS was designed for mostly immutable files
[22] and may not be suitable for systems requiring concurrent write-operations. Since
the default storage codec for Solr is append-only, it matches HDFS. With the extreme
scalability, robustness and widespread of Hadoop clusters, it offers the perfect store for
Solr in Cloud-based environments.

Additionally, there are three ecosystems that can be used in building distributed
search engines: Katta, Blur and Storm.

Katta [12] brings Apache Hadoop and Solr together. It brings search across a
completely distributed MapReduce-based cluster. Katta is an open-source project that
uses the underlying Hadoop HDFS for storing the indices and providing access to
them. Unfortunately, the development of Katta has been stopped. The main reason is
the inclusion of several of the Katta features within the SolrCloud project.

Apache Blur [2] is a distributed search engine that can work with Apache
Hadoop. It is different from the traditional big data systems in that it provides a
relational data model-like storage on top of HDFS. Apache Blur does not use Apache
Solr; however, it consumes Apache Lucene APIs. Blur provides data indexing using
MapReduce and advanced search features; such as a faceted search, fuzzy, pagination,
and a wildcard search. Blur shard server is responsible for managing shards. For
Synchronization, it uses Apache ZooKeeper [32]. Blur is still in the apache incubator
status. The current release version 0.2.3 works with Hadoop 1.x and is not validated
using the scalability features coming with Hadoop 2.x.

The third project Storm [30] is also in its incubator state at Apache. Storm is a real
time distributed computation framework. It processes huge data in real time. Apache
Storm processes massive streams of data in a distributed manner. So, it would be a
perfect candidate to build Lucene indices over large repositories of documents once it is
reaches the release state. Apache Storm uses the concept of Spout and Bolts. Spouts are
data inputs; this is where data arrives in the Storm cluster. Bolts process the streams
that get piped into it. They can be fed data from spouts or other bolts. The bolts can
form a chain of processing, with each bolt performing a unit task in a concept similar to
MapReduce.

3 Systems Under Investigation

3.1 Solr on Cassandra

Solandra is an open-source project that uses Cassandra, the column-based NoSQL
database, instead of the file system for storing indices in the Lucene index format [16].
The project is very stable. Unfortunately, the last commit dates back to 2010. The
current Solandra version available for download uses Apache Solr 3.4 and Cassandra
0.8.6. Solandra does not use SolrCloud since it was not present at the time of the
development of the open-source project. The Cassandra-based distributed data storage

Open-Source Search Engines in the Cloud 105



is implemented behind the Façade CassandraDirectory. Solandra uses its own
index reader called SolandraIndexReaderFactory by overriding the default
index reader.

In the Solandra project, Solr and Cassandra run both within the same JVM.
However, with change in the configuration and the source code, we run a Cassandra
cluster instead of the single database. In a small implementation, the Cassandra cluster
spreads over 3 nodes as illustrated in Fig. 2. The larger cluster contains 7 nodes. On
Cassandra, each node exchanges information across the cluster every second. This
value can be change in its configuration file to match the hardware requirement.
A sequentially written commit log on each node captures write activity to ensure data
durability. Data is then indexed and written to an in-memory structure. Once the
memory structure is full, the data is written to disk in the SSTable data file. All writes
are automatically partitioned and replicated throughout the cluster. A cluster is arranged
as a ring of nodes. Clients send read/write requests to any node in the ring; that takes on
the role of coordinator node, and forwards the request to the node responsible for
servicing it. A partitioner decides which nodes store which rows.

Both sharding and replication are automatically made available by the Casandra
cluster. Cassandra also guarantees the consistency of the blocks read by its various
nodes. Although fault-tolerance is a strong feature of Cassandra, Solr itself is the single
point of failure in this implementation, due to the absence of the integration with
SolrCloud. Unfortunately, Solandra does not support the administration console of
Solr. The only management option is through the Cassandra CLI.

3.2 Lucene on mongoDB

Another open-source NoSQL-based project is LuMongo [18]. LuMongo is a simple
JAVA library that implements Lucene APIs and stores the index in mongoDB. All
data, including indices and documents, is stored in mongoDB. mongoDB supports
sharding and replication out of the box. LuMongo itself operates as another indepen-
dent cluster. On error, clients can fail to another cluster node. The exchange of the

Fig. 2. Our Solandra installation.
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cluster management information is done through an in-memory database called
Hazelcast. Nodes in the cluster can be added and removed dynamically through a
simple CLI command. Using the CLI, the user can perform the following operations:

• query the health status of cluster,
• list available indices, get their counts,
• submit simple queries, and
• fetch documents.

For example, the following CLI command registers a node in the cluster:

bash clusteradmin.sh --command registerNode --mongoConfig
mongo.properties --nodeConfig node.properties 

--address 10.0.0.10

The following command starts a node:

bash startnode.sh --mongoConfig mongo.properties --
address 10.0.0.10 --hazelcastPort 5702 

LuMongo indices are broken down into shards called segments. Each segment is an
independent Lucene standard index. A hash of the document’s unique identifier
determines which segment a document’s indexed fields will be stored into. In our
smaller implementation, illustrated in Fig. 3, the segments are stored in a 3 � 3
mongoDB cluster for the small setup and 7 shards and 3 replicas for the larger setup to
match the number of LuMongo servers; which is 3 and 7 respectively.

Fig. 3. Our LuMongo implementation.
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In this setup, sharding is implemented in both LuMongo and mongoDB. The
mongoDB takes care of partitioning seamlessly. mongoDB guarantees the consistency
of the index store, while LuMongo guarantees the consistency of the search result.
There is no single point of failure in mongoDB and LuMongo.

While running our experiments under heavy load of concurrent search requests, we
discover a memory leak within the LuMongo code. The problem causes the LuMongo
node to crash at approx. 60 concurrent search per node. On the positive side, the whole
distributed system does not fail. Load is distributed evenly among the available nodes.
However, the cost is degrading the performance. We track down the problem to be in
fetching the content of the documents after returning the document ids from the search
engine. Consequently, we fix the problem and deploy a patched LuMongo to our
experiments to eliminate this malefaction.

3.3 Solrcloud

SolrCloud [29] contains a cluster of Solr nodes. Each node runs one or more collec-
tions. A collection holds one or more shards. Each shard can be replicated among the
nodes. Apache ZooKeeper [32] is responsible for maintaining coordination among
various nodes, similar to Hazelcast in the LuMongo project. It provides load-balancing
and failover to the Solr cluster. Synchronization of status information of the nodes is
done in-memory for speed and is persisted on the disk at fixed checkpoints. Addi-
tionally, the ZooKeeper maintains configuration information of the index; such as
schema information and Solr configuration parameters. Together, they build a Zoo-
keeper ensemble. When the cluster is started, one of the Zookeeper nodes is elected as a
leader. Although distributed in reality, all Solr nodes retrieve their configuration
parameters in a central manner through the Zookeeper ensemble. Usually, there are
more than one Zookeeper for redundancy. All Zookeeper IPs are stored in a config-
uration file that is given to each Solr node at startup.

The following commands start ZooKeeper and Solr nodes respectively:

./bin/zkServer.sh start conf/zoo.cfg 

./bin/solr restart -cloud -z 
196.204.178.62:2181,196.204.178.63:2181,196.204.178.65:21
81 -p 9120 -s example/cloud/node2/solr -m 5g 

SolrCloud distributes search across multiple shards transparently. The request gets
executed on all leaders of every shard involved. Search is possible with near-real time
(NRT); i.e., after a document is committed. Figure 4 illustrates our small cluster
implementation. We build the cluster using a Zookeeper ensemble consisting of 3
nodes. We install 3 SolrCloud instances on three different machines, define 3 shards
and replicate them 3 times. In the larger cluster, we extend the Zookeeper ensemble to
spread 7 machines. We use 7 SolrCloud instance to master 7 shards while keeping the
replication factor at 3.
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3.4 Solrcloud on Hadoop

Building SolrCloud on Hadoop is an extension to the implementation described in
Sect. 3.3. The same Zookeeper ensemble and SolrCloud instances are used. Solr is then
configured to read and write indices in the HDFS of Hadoop by implementing an
HdfsDirectoryFactory and implementing a lock type based on HDFS. Both the
directory factory and the lock implementation come with the current stable version of
Solr [26]. The following command starts SolrCloud with Hadoop as its storage
backend.

./bin/solr start -cloud -z 196.204.178.62:2181, 
196.204.178.63:2181, 196.204.178.65:2181 -p 9152 -m 5g  
-Dsolr.directoryFactory=HdfsDirectoryFactory  
-Dsolr.lock.type=hdfs  
-Dsolr.hdfs.home=hdfs://196.204.178.66:9161/user/nagi/62 

Figure 5 illustrates our small cluster implementation. We leave replication to the
HDFS. We set the replication factor on HDFS to 3 to be consistent with the rest of the
setups. For the small cluster, we also use a 3 node Hadoop installation. For the large
cluster, we use a 7 node cluster.

Solr provides indexing using MapReduce in two ways. In the first way, the
indexing is done at the map side [27]. Each Apache Hadoop mapper transforms the
input records into a set of (key, value) pairs, which then get transformed into
SolrInputDocument. The Mapper task then creates an index from
SolrInputDocument. The Reducer performs de-duplication of different indices
and merges them if needed. In the second way, the indices are generated in the reduce

Fig. 4. Our SolrCloud implementation.
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phase [28]. Once the indices are created using either ways, they can be loaded by
SolrCloud from HDFS and used in searching. We use the first way and employ 20
nodes in the indexing process.

3.5 Functional Comparison

Table 1 summarizes the functional differences between all 4 systems under
investigation.

Fig. 5. Our SolrCloud implementation over Hadoop.

Table 1. Functional comparison of the systems under investigation.

Solr on
Cassandra

Lucene on
mongoDB

SolrCloud SolrCloud on
Hadoop

Sharding Done by
Cassandra

Done by
mongoDB

Done by Solr Done by Solr

Replication Done by
Cassandra

Done by
mongoDB

Sync. on the level of the
file system under to
coordination of Zookeeper

Done by HDFS

Consistency Guaranteed
by
Cassandra

Guaranteed by
LuMungo and
mongonDB

Done by Solr and managed
by Zookeeper

Guaranteed by
HDFS, Solr and
Zookeeper

Fault-tolerance Solr is
SPoF

No SPoF No SPoF No SPoF

Manageability CLI CLI Web Web for
Solr + web for
Hadoop

110 K. Nagi



4 Benchmarking

We build a full text search engine of the English Wikipedia [31] to evaluate the
performance of the system described in the previous Section. The index is built over
49 GB of textual content. We develop a benchmarking platform on top of each search
engine under investigation as illustrated in Fig. 6.

The searching workload generator composes queries of single terms, which are
randomly extracted from a long list of common English words. It submits them in
parallel to the application. The indexing workload generator parses the Wikipedia
dump and sends the page title, the timestamp, and most important the content to the
benchmarking platform workers. They pass them to the search engine cluster to be
indexed, thus simulating a web crawler. The benchmarking platform manages two
connection pools of worker threads. The first pool consists of several hundreds of
searching workers threads that process the search queries coming from the searching
workload generator. The second pool consists of indexing workers threads that process
the updated content coming from the indexing workload generator. Both worker types
submit their requests over http to the search engine cluster under investigation. The
performance of the system including that of the search engine cluster is monitored
using the performance monitor unit.

4.1 Input Parameters and Performance Metrics

We choose the maximum number of fetched hits to be 50. This is a realistic assumption
taking into consideration that no more than 25 hits are usually displayed on a web page.

Fig. 6. Components of the benchmarking platform.
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We choose to read the content of these 50 hits and not only the title while fetching the
resultset. This exaggerated implementation is intended to artificially stress test the
search engines clusters under investigation. The number of search threads is varied
from 32 to 320 to match the size of connection pool for the searching worker threads.
By relaxing the requirement of prefetching all the pages of the resultset, the number of
concurrent searching threads can be increased enormously. In case of high load, the
workload generator distributes its searching search threads over 4 physical machines to
avoid throttling the requests by the hosting client. Due to locking restrictions inherent
in Lucene, we restrict our experiments to maximum one indexing worker per node in
the search engine cluster.

In all our experiments, we monitor the response time of the search operations from
the moment of submitting the request till receiving the overall result. We also monitor
the system throughput in terms of:

• searches per second, and
• index inserts per hour.

Additionally, the performance monitor constantly monitors CPU and memory
usages of the machines running the search engine cluster.

4.2 System Configuration

In order to neutralize the effect of using virtualized nodes in globalized data cloud
centers, we conduct our experiments in an isolated cluster available at the Internet
Archive of the Bibliotheca Alexandrina [10]. The Bibliotheca Alexandrina possesses a
huge dedicated computer center for archiving the Internet, digitizing material at Bib-
liotheca Alexandrina and other digital collections.

The Internet Archive at the Bibliotheca Alexandrina has about 35 racks each rack is
comprised of 30 to 40 nodes and a gigabit switch connecting them. The 35 racks are
connected also with a gigabit switch. The nodes are based on commodity servers with a
total capacity of 7000 TB.

The Bibliotheca Alexandrina dedicated one rack with 20 nodes to our research for
approx. one month. The nodes are connected with a gigabit switch and are isolated
from the activities of the Internet Archive during the period of our experiments. Each
node has an Intel i5 CPU 2.6 GHz, 8 GB RAM, 4 SATA hard disks 3 TB each.

For each search engine cluster, we construct a small version and a larger one as
described in Sect. 3. The small cluster consists of three nodes each containing a shard
(a portion of the index) while the larger one is built over 7 nodes. In all installations
have a replication factor of 3.

4.3 Indexing

Indexing speed varies largely with the number of nodes involved in the index building
operation. Lucene; and hence Solr; employs a pessimistic locking mechanism while
inserting data into the index. This locking mechanism is being kept for all backend
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implementations. From our current experiments and from previous ones [20], we
conclude that there is no benefit in having more than one indexing thread per Lucene
index (or Solr shard).

This means that the increase in number of shards and their dedicated indexing
Lucene/Solr yields to a proportional increase in the speed of indexing. The increase is
also linear for all systems under investigation. In other words, the indexing speed of a 3
nodes cluster is 3 times that’s of a cluster consisting of a single node. Respectively, the
indexing speed of a 7 nodes cluster is 2.3 times that’s of a cluster consisting of 3 nodes.
A clear winner in this contest is SolrCloud on Hadoop that employs MapReduce in
indexing. Using all 20 nodes available in the MapReduce operation increases the speed
by factor of 18. A minimum overhead is wasted later on in merging the indices into 3
and 7 nodes, respectively.

In order to normalize a comparison between all systems, we plot the throughput of
using one indexing thread on a 3 shards, 3 replica cluster in Fig. 7. These numbers are
roughly multiplied by the number of nodes involved to get the overall indexing speed.

On the normalized scale, NoSQL backends bring very different results. Casandra
has by far the fastest rate of insertion (60% faster than SolrCloud). This experiment
confirms the results reported by [24] proving the high throughput of Cassandra as
compared to other NoSQL databases. On the other hand, mongoDB-based storage is
the slowest. SolrCloud brings very good results on the file system. The overhead of
storage on HDFS is about 26% which is very acceptable taking into consideration the
advantages of storing data on Hadoop clusters in cloud environments and the huge
speed-ups due to the use of MapReduce in indexing.

4.4 Searching

Searching is more important than indexing. We repeat the search experiments with the
number of search threads varying from 32 to 320. The duration of each experiment is
set to 15 min to eliminate any transient effect.

Fig. 7. Normalized indexing speed.

Open-Source Search Engines in the Cloud 113



The set of experiments is repeated for both the small cluster and the large cluster. The
response time for the small cluster is illustrated in Fig. 8 and the large cluster in Fig. 9.
The throughput in terms of number of searches per second versus the number of searching
threads is plotted in Fig. 10 for the small cluster and in Fig. 11 for the larger one.

The bad news is that the response time of the single Solr on the Cassandra cluster is
far higher than the other systems (>10 s). So, we dropped plotting its values for both
clusters. The same applies to the throughput, which was much lower than its coun-
terparts (<50 searches/second). Again this matches the findings in [24], where the high
throughput of Cassandra comes at the cost of read latency.

The good news is that the response time for the other systems is very much below
the usual 3 s threshold tolerated by a searching user. The maximum search time
measured on the small cluster is below 1.8 s and 1.4 s for the larger cluster. The curves

Fig. 8. Search time on the small cluster.

Fig. 9. Search time on the large cluster.
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also show that the response time of the larger cluster is better than the smaller cluster
under all settings. This means that the performance of the system is enhanced by the
increase of the number of nodes. The system did not achieve its saturation yet.

The figures also illustrate the impact of HDFS on the response time and the overall
throughput of the search. Although the search time is increased by almost 40% and the
throughput is almost halved, the absolute values remain far below the user threshold of
3 s by retrieving the hits and the contents of each hit for a result-set size of 50 in less
than 2 s.

Another important remark is that the performance of all systems degrade gracefully
including LuMongo after fixing the memory leak problem found in the original
implementation.

The throughput curves, Figs. 10 and 11, illustrate that the throughput saturates after
a certain number of concurrent search threads. In the small cluster, Fig. 10, the three
setups saturate at 64 concurrent threads. On the large cluster, Fig. 11, this number
increases to 128.

Fig. 10. Throughput of the small cluster.

Fig. 11. Throughput of the large cluster.
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5 Conclusion

In this paper, we investigate the available options for building large-scale search
engines that we deploy in a private Cloud. We restrict ourselves to open-source
libraries and do not add extra implementation other that publicly available. Never-
theless, we allow ourselves to fix bugs that we encounter in the available code. We
investigate each variation, in terms of scalability through data partitioning, redundancy
through replication, consistency, and the ease of management. We build a bench-
marking platform on top of the systems under investigation. For each variation, we
construct a small and a large cluster. The results of the experiments show that the
combination of Solr and Hadoop provide the best tradeoff in terms of scalability,
stability and manageability. Search engines based on NoSQL databases offer either a
superior indexing speed, or fast searching times, which seem to be mutually exclusive
in our settings.

Acknowledgements. We Would like to Thank the Bibliotheca Alexandrina for Providing Us
with the Necessary Hardware for Conducting the Benchmarking Experiments.
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Abstract. Nowadays understanding people’s opinions is the way to suc-
cess, whatever the goal. Sentiment classification automates this task,
assigning a positive, negative or neutral polarity to free text concerning
services, products, TV programs, and so on. Learning accurate models
requires a considerable effort from human experts that have to prop-
erly label text data. To reduce this burden, cross-domain approaches are
advisable in real cases and transfer learning between source and target
domains is usually demanded due to language heterogeneity. This paper
introduces some variants of our previous work [1], where both transfer
learning and sentiment classification are performed by means of a Markov
model. While document splitting into sentences does not perform well
on common benchmark, using polarity-bearing terms to drive the classi-
fication process shows encouraging results, given that our Markov model
only considers single terms without further context information.

Keywords: Transfer learning · Sentiment classification · Markov chain ·
Opinion mining · Polarity-bearing terms · Sentence classification

1 Introduction

When an understanding is required of whether a plain text document has a pos-
itive, negative or neutral orientation, sentiment classification is involved. This
supervised approach learns a model from a training set of documents, labeled with
the categories (or classes) we are interested in, then applies it to the test set whose
sentiment orientation has to be discovered. Sentiment classification differs from
text categorization in the set of classes to be considered: whereas the former usu-
ally relies on the same labels (i.e. positive, negative and possibly neutral), in the
latter topics are typically what we are interested in and they can range from music
to games, to literature, to art, and so on and so forth. However, in both tasks the
classification accuracy depends on how much the test documents reproduce the
patterns emerged when learning the model on the training set.
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In order to achieve this goal, the most natural approach consists in con-
sidering as training set documents belonging to the same domain of those to
be classified. The just outlined course of action, referred in literature as in-
domain, is the most profitable in terms of accuracy, because documents within
a unique domain are likely to be lexically and semantically similar. Neverthe-
less, the implicit assumption in-domain classification relies on in order to build
a model, is to always have labeled documents from the same domain of the text
set whose sentiment orientation is required to be predicted. This is quite difficult
in practice due to some reasons: on the one hand real text sets, like for instance
Facebook posts, tweets, discussions in fora, are usually unlabeled. On the other
hand, labeling text sets is an onerous activity if manually performed by human
experts.

Therefore cross-domain approaches are attractive in real cases, because if
a model has been built on a certain domain, its reuse in a different domain
is definitely desirable due to the aforementioned reasons. For example, let us
suppose to have learned a model on a set of reviews about movies and now to be
interested in understanding people’s thoughts about kitchen appliances. Instead
of manually labeling a part of the kitchen appliances reviews and building a
different model from scratch, we would exploit the one we already have. However,
the test documents might not reflect the regularity of the training set because
of language heterogeneity. In fact if a movie review is set to include terms like
“amusing” or “boring”, a kitchen appliance review is more likely to contain
“clean” or “broken”. Hence, a transfer learning phase is typically demanded to
bridge the inter-domain gap.

Many methods have been proposed in literature to transfer knowledge across
domains, by either adapting source data to the target domain or representing
both in a common space, using approaches such as for example feature expansion
and clustering. Remarkable levels of accuracy are reported in experimental eval-
uations of these methods on topic [2–4] and sentiment classification [5–7]. Given
their complexity, these methods often have the drawback of requiring poten-
tially burdensome parameter tuning in order to yield good results in real use
cases: at this extent, [8] presents a more straightforward method which obtains
comparable experimental results with fixed parameter values.

In our previous work [1], transfer learning was performed along with senti-
ment classification by folding terms from both source and target domains into
the same graph, characterized by a vertex for each term and an edge among
terms occurring together in documents. It deserves to be noted that classes were
also included into our representation. In this way, since the graph can easily be
interpreted as a Markov chain, information flows step by step from source spe-
cific terms to target specific ones and reaches categories, allowing both transfer
learning and sentiment classification.

In this paper we extend the aforementioned approach with two variants,
namely, considering documents as aggregates of sentences rather than as a whole
block and using polarity-bearing terms in order to drive state transitions in the
Markov chain. The first proposal deals with the idea that not every sentence



120 G. Domeniconi et al.

bears the same sentiment orientation of the document where it appears. Thus,
classification is performed sentence by sentence and then results are combined
in order to assign the final label to the document. Instead, the second variant
aims to classify document sentiment through polarity-bearing terms. Whereas
in the basic Markov chain method state transitions are only proportional to
the semantic relationships between terms, now they also are function of the
terms capability in predicting category. This means that polarity-bearing terms
actually are those that contribute the most to the classification process.

Experiments have been performed to compare the underlying variants with
the previous version of our Markov chain method. The same benchmark text sets
have been chosen to assess performance in 2-classes (i.e. positive and negative)
in-domain and cross-domain sentiment classification. On the one hand, results
obtained by splitting documents into sentences are unsatisfying; on the other
hand, the outcome with polarity-driven state transitions is comparable with both
our basic algorithm and other works. Besides preserving the same benefits of our
foregoing Markov method, the latter technique improves the way classification is
carried out, that is, by taking advantage of polarity-bearing terms. Results are
encouraging, especially if considering that the model currently takes only single
terms into account, without relying on any kind of context information.

The rest of the paper is organized as follows. Section 2 analyzes the literature
about transfer learning, sentiment classification and Markov chains. Section 3
first of all recaps our preceding Markov chain based approach, then explains
the variants we introduce in this paper. Section 4 describes the experiments and
compares the outcome with other works. Finally, Sect. 5 sums results up and
outlines future work.

2 Related Work

Transfer learning generally entails learning knowledge from a source domain
and using it in a target domain. Specifically, cross-domain methods are used to
handle data of a target domain where labeled instances are only available in a
source domain, similar but not equal to the target one. While these methods are
used in image matching [9], genomic prediction [10] and many other contexts,
classification of text documents by either topic or sentiment is perhaps their
most common application. Two major approaches can be distinguished in cross-
domain classification [11]: instance-transfer directly adjusts source instances to
the target domain, while feature-representation-transfer maps features of both
domains to a different common space. In text categorization by topic, transfer
learning has been fulfilled in some ways, for example by clustering together
documents and words [2], by extending probabilistic latent semantic analysis also
to unlabeled instances [3], by extracting latent words and topics, both common
and domain specific [4], by iteratively refining target categories representation
without a burdensome parameter tuning [8,12].

Apart from the aforementioned, a number of different techniques have been
developed solely for sentiment classification. For example, [13] draw on informa-
tion retrieval methods for feature extraction and to build a scoring function based
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on words found in positive and negative reviews. In [5,6], a dictionary contain-
ing commonly used words in expressing sentiment is employed to label a portion
of informative examples from a given domain, in order to reduce the labeling
effort and to use the labeled documents as training set for a supervised classifier.
Further, lexical information about associations between words and classes can
be exploited and refined for specific domains by means of training examples to
enhance accuracy [7]. Finally, term weighting could foster sentiment classifica-
tion as well [14], just like it happens in other mining tasks, from the general
information retrieval to specific contexts, such as prediction of gene function
annotations in biology [15]. For this purpose, some researchers propose different
term weighting schemes: a variant of the well-known tf-idf [16], a supervised
scheme based on both the importance of a term in a document and the impor-
tance of a term in expressing sentiment [17], regularized entropy in combination
with singular term cutting and bias term in order to reduce the over-weighting
issue [18].

With reference to cross-domain setting, a bunch of methods has been
attempted to address the transfer learning issue. Following works are based on
some kind of supervision. In [19], some approaches are tried in order to customize
a classifier to a new target domain: training on a mixture of labeled data from
other domains where such data is available, possibly considering just the features
observed in target domain; using multiple classifiers trained on labeled data from
diverse domains; including a small amount of labeled data from target. [20] sug-
gest the adoption of a thesaurus containing labeled data from source domain and
unlabeled data from both source and target domains. [21] discover a measure
of domain similarity contributing to a better domain adaptation. [22] advance
a spectral feature alignment algorithm which aims to align words belonging to
different domains into same clusters, by means of domain-independent terms.
These clusters form a latent space which can be used to improve sentiment clas-
sification accuracy of target domain. [23] extend the joint sentiment-topic model
by adding prior words sentiment, thanks to the modification of the topic-word
Dirichlet priors. Feature and document expansion are performed through adding
polarity-bearing topics to align domains.

On the other hand, document sentiment classification may be performed
by using unsupervised methods as well. In this case, most features are words
commonly used in expressing sentiment. For instance, an algorithm is introduced
to basically evaluate mutual information between the given sentence and two
words taken as reference: “excellent” and “poor” [24]. Furthermore, in another
work not only a dictionary of words annotated with both their semantic polarity
and their weights is built, but it also includes intensification and negation [25].

Markov chain theory, whose a brief overview can be found in Sect. 3, has
been successfully applied in several text mining contexts, such as information
retrieval, sentiment analysis, text classification.

Markov chains are particularly suitable for modeling hypertexts, which in
turn can be seen as graphs, where pages or paragraphs represent states and
links represent state transitions. This helps in some information retrieval tasks,
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because it allows discovering the possible presence of patterns when humans
search for information in hypertexts [26], performing link prediction and path
analysis [27] or even defining a ranking of Web pages just dealing with their
hypertext structure, regardless information about page content [28].

Markov chains, in particular hidden Markov chains, have been also employed
to build information retrieval systems where firstly query, document or both are
expanded and secondly the most relevant documents with respect to a given
query are retrieved [29,30], possibly in a spoken document retrieval context [31]
or in the cross-lingual area [32]. Anyhow, to fulfil these purposes, Markov chains
are exploited to model term relationships. Specifically, they are used either in
a single-stage or in a multi-stage fashion, the latter just in case indirect word
relationships need to be modeled as well [33].

The idea of modeling word dependencies by means of Markov chains is also
pursued for sentiment analysis. In practice, hidden Markov models (HMMs) aim
to find out opinion words (i.e. words expressing sentiment) [34], possibly trying to
correlate them with particular topics [35,36]. Typically, transition probabilities
and output probabilities between states are estimated by using the Baum-Welch
algorithm, whereas the most likely sequence of topics and related sentiment is
computed through the Viterbi algorithm. The latter algorithm also helps in Part-
of-speech (POS) tagging, where Markov chain states not only model terms but
also tags [37,38]. In fact, when a tagging for a sequence of words is demanded,
the goal is to find the most likely sequence of tags for that sequence of words.

Following works are focused on text classification, where the most widespread
approach based on Markov models consists in building a HMM for each different
category. The idea is, for each given document, to evaluate the probability of
being generated by each HMM, finally assigning to that document the class
corresponding to the HMM maximizing this probability [39–41]. Beyond directly
using HMMs to perform text categorization, they can also be exploited to model
inter-cluster associations. For instance, words in documents can be clustered for
dimensionality reduction purposes and each cluster can be mapped to a different
Markov chain state [42]. Another interesting application is the classification of
multi-page documents where, modeling each page as a different bag-of-words, a
HMM can be exploited to mine correlation between documents to be classified
(i.e. pages) by linking concepts in different pages [43].

3 Method Description

This Section firstly recaps the method based on the Markov chain theory we
advanced in [1] to accomplish both in-domain and cross-domain sentiment clas-
sification. Then two variants of the underlying approach are proposed, which
can also be combined together.

In order for non-expert readers to have a complete understanding, we would
like to remind that a Markov chain is a mathematical model that is subject to
transitions from one state to another in a states space S. In particular, it is a
stochastic process characterized by the so called Markov property, namely, future
state only depends on current state, whereas it is independent of past states.
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3.1 Basic Approach

Before going into details, notice that the entire algorithm can be split into three
main stages, namely, the text pre-processing phase, the learning phase and the
classification phase. We argue that the learning phase and the classification phase
are the most innovative parts of the whole algorithm, because they accomplish
both transfer learning and sentiment classification by means of only one abstrac-
tion, that is, the Markov chain.

Text Pre-processing Phase. The initial stage of the algorithm is text pre-
processing. Starting from a corpus of documents written in natural language,
the goal is to transform them in a more manageable, structured format.

Firstly, standard techniques are applied to the plain text, such as word tok-
enization, punctuation removal, number removal, case folding, stopwords removal
and the Porter stemming algorithm [44]. Notice that stemming definitely helps
the sentiment classification process, because words having the same morpholog-
ical root are likely to be semantically similar.

The representation used for documents is the common bag-of-words, that is,
a term-document matrix where each document d is seen as a multiset (i.e. bag)
of words (or terms). Let T = {t1, t2, . . . , tk}, where k is the cardinality of T , be
the dictionary of terms to be considered, which is typically composed of every
term appearing in any document in the corpus to be analyzed. In each document
d, each word t is associated to a weight wd

t , usually independent of its position
inside d. More precisely, wd

t only depends on term frequency f(t, d), that is, the
number of occurrences of t in document d, and in particular, represents relative
frequency rf(t, d), computed as follows:

wd
t = rf(t, d) =

f(t, d)∑
τ∈T

f(τ, d)
(1)

After having built the bags of words, a feature selection process is performed
to fulfil a twofold goal: on the one hand, feature selection allows selecting only the
most profitable terms for the classification process. On the other hand, being k
higher the more the dataset to be analyzed is large, selecting only a small subset
of the whole terms cuts down the computational burden required to perform
both the learning phase and the classification phase.

Among the feature selection methods analyzed in [1], the one that performs
better was chi-square χ2, defined as in [45], which is a supervised scoring function
able to find the most relevant features with respect to its ability to characterize
a certain category. The ranking obtained as output is used on the one hand to
select the best n features and on the other hand to change term weighting inside
documents. In fact, this score s(t) is a global value, stating the relevance of a
certain word, whereas relative frequency, introduced by Eq. 1, is a local value
only measuring the relevance of a word inside a particular document. Therefore,
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these values can be combined into a different term weighting to be used for the
bag-of-words representation, so that the weight wd

t comes to be

wd
t = rf(t, d) · s(t) (2)

Thus, according to the Eq. 2, both factors (i.e. the global relevance and the
local relevance) may be taken into account.

Learning Phase. The learning phase is the second stage of our algorithm. As in
any categorization problem, the primary goal is to learn a model from a training
set, so that a test set can be accordingly classified. Though, the mechanism
should also allow transfer learning in cross-domain setting.

The basic idea consists in modeling term co-occurrences: the more words
co-occur in documents the more their connection should be stronger. We could
represent this scenario as a graph whose nodes represent words and whose edges
represent the strength of the connections between them. Considering a document
corpus D = {d1, d2, . . . , dN} and a dictionary T = {t1, t2, . . . , tk}, A = {aij} is
the set of connection weights between the term ti and the term tj and each aij

can be computed as follows:

aij = aji =
N∑

d=1

wd
ti · wd

tj (3)

The same strategy could be followed to find the polarity of a certain word,
unless having an external knowledge base which states that a word is intrinsi-
cally positive, negative or neutral. Co-occurrences between words and classes are
modeled for each document whose polarity is given. Again, a graph whose nodes
are either terms or classes and whose edges represent the strength of the con-
nections between them is suitable to represent this relationship. In particular,
given that C = {c1, c2, . . . , cM} is the set of categories and B = {bij} is the set of
edges between a term ti and a class cj , the strength of the relationship between
a term ti and a class cj is augmented if ti occurs in documents belonging to the
set Dj = {d ∈ D : cd = cj}.

bij =
∑

d∈Dj

wd
ti (4)

Careful readers may have noticed that the graph representing both term co-
occurrences and term-class co-occurrences can be easily interpreted as a Markov
chain. In fact, graph vertices are simply mapped to Markov chain nodes and
graph edges are split into two directed edges (i.e. the edge linking states ti and
tj is split into one directed edge from ti to tj and another directed edge from tj to
ti). Moreover, for each state a normalization step of all outgoing arcs is enough
to satisfy the probability unitarity property. Finally, the Markov property surely
holds because each state only depends on directly linked states, since we evaluate
co-occurrences considering just two terms (or a term and a class) at a time.

After having explained again the basic idea behind our method, we recap how
the learning phase was performed in [1]. Basically, we relied on the assumption
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that there exist a subset of common terms between source and target domains
that can act as a bridge between domain specific terms, allowing and supporting
transfer learning. So, these common terms are the key to let information about
classes flow from source specific terms to target specific terms, exploiting term
co-occurrences, as shown in Fig. 1.

Fig. 1. Transfer learning from book-specific terms to kitchen appliances-specific terms
through common terms.

We would like to point out that the just described transfer learning process
is not an additional step to be added in cross-domain problems; on the contrary,
it is implicit in the Markov chain mechanism and, as such, it is performed in
in-domain problems as well. Obviously, if both training set and test set are
extracted from the same domain, it is likely that most of the terms in test set
documents already have a polarity.

Apart from transfer learning, the Markov chain we propose also fulfils the
primary goal of the learning phase, that is, to build a model that can be sub-
sequently used in the classification phase. Markov chain can be represented as
a transition matrix (MCTM), composed of four logically distinct submatrices,
as shown in Table 1. It is a (k + M) × (k + M) matrix, having current states as
rows and future states as columns. Each entry represents a transition probabil-
ity, which is computed differently depending on the type of current and future
states (term or class), as described below.

Table 1. This table shows the structure of MCTM. It is composed of four submatrices,
representing the transition probability that, starting from a current state (i.e. row), a
future state (i.e. column) is reached. Both current states and future states can be either
terms or classes.

t1, . . . , tk c1, . . . , cM

t1, . . . , tk A
′

B
′

c1, . . . , cM E F
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Let Dtrain and Dtest be the subsets of document corpus D chosen as training
set and test set respectively. The set A, whose each entry is defined by Eq. 3, is
rewritten as

aij = aji =

⎧
⎨

⎩
0, i = j∑
d∈Dtrain∪Dtest

wd
ti · wd

tj , i �= j (5)

and the set B, whose each entry is defined by Eq. 4, is rewritten as

bij =
∑

d∈Dj
train

wd
ti (6)

where Dj
train = {d ∈ Dtrain : cd = cj}. The submatrices A

′
and B

′
are the

normalized forms of Eqs. 5 and 6, computed so that each row of the Markov chain
satisfies the probability unitarity property. Instead, each entry of the submatrices
E and F looks like as follows:

eij = 0 (7)

fij =

{
1, i = j

0, i �= j
(8)

Notice that E and F deal with the assumption that classes are absorbing
states, which can never be left once reached.

Classification Phase. The last step of the algorithm is the classification phase.
The aim is classifying test set documents by using the model learned in the
previous step. According to the bag-of-words representation, a document dt ∈
Dtest to be classified can be expressed as follows:

dt = (wdt
t1 , . . . , wdt

tk
, c1, . . . , cM ) (9)

wdt
t1 , . . . , wdt

tk
is the probability distribution representing the initial state of the

Markov chain transition matrix, whereas c1, . . . , cM are trivially set to 0. We
initially hypothesize to be in many different states (i.e. every state ti so that
wdt

ti > 0) at the same time. Then, simulating a single step inside the Markov chain
transition matrix, we obtain a posterior probability distribution not only over
terms, but also over classes. In such a way, estimating the posterior probability
that dt belongs to a certain class ci, we could assign the most likely label ci ∈ C to
dt. The posterior probability distribution after one step in the transition matrix,
starting from document dt, is:

d∗
t = (wd∗

t
t1 , . . . , w

d∗
t

tk
, c∗

1, . . . , c
∗
M ) = dt × MCTM (10)
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where dt is a column vector having size (k + M) and MCTM is the Markov
chain transition matrix, whose size is (k + M) × (k + M). At this point, the
category that will be assigned to dt is computed as follows:

cdt
= arg max

i∈C∗
c∗
i (11)

where C∗ = {c∗
1, . . . , c

∗
M} is the posterior probability distribution over classes.

Computational Complexity. The computational complexity of our method
is the time required to perform both the learning phase and the classification
phase. Regarding the learning phase, the computational complexity overlaps the
time needed to build the Markov chain transition matrix, say time(MCTM),
which is

time(MCTM) = time(A) + time(B)

+time(A
′
+ B

′
) + time(E) + time(F ) (12)

Remember that A and B are the submatrices representing the state tran-
sitions having a term as current state. Similarly, E and F are the submatrices
representing the state transitions having a class as current state. time(A

′
+ B

′
)

is the temporal length of the normalization step, mandatory in order to observe
the probability unitarity property. On the other hand, E and F are simply a null
and an identity matrix, requiring no computation. Thus, since time complexity
depends on these factors, all should be estimated.

The only assumption we can make is that in general |T | >> |C|. The time
needed to compute A is O( |T |2

2 · (|Dtrain| + |Dtest|)), which in turn is equal to
O(|T |2 ·(|Dtrain|+|Dtest|)). Regarding transitions from terms to classes, building
the submatrix B requires O(|T | · |C| · |Dtrain|) time. In sentiment classification
problems we could also assume that |D| >> |C| and, as a consequence, the
previous time becomes O(|T | · |Dtrain|). The normalization step, which has to
be computed one time only for both A and B, is O(|T | · (|T |+ |C|)+ |T |+ |C|) =
O((|T |+1) · (|T |+ |C|)), which can be written as O(|T |2) given that |T | >> |C|.
Further, building the submatrix E requires O(|T |2) time, whereas for submatrix
F O(|T | · |C|) time is needed, which again can be written as O(|T |) given that
|T | >> |C|. Therefore, the overall complexity of the learning phase is

time(MCTM) � time(A)

= O(|T |2 · (|Dtrain| + |Dtest|)) (13)

In the classification phase, two operations are performed for each document
to be categorized: the matrix product in Eq. 10, which requires time(MatProd),
and the maximum computation in Eq. 11, which requires time(Max). Hence, as
we can see below

time(CLASS) = time(MatProd) + time(Max) (14)
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the classification phase requires a time that depends on the previous mentioned
factors. The matrix product can be computed in O((|T | + |C|)2 · |Dtest|) time,
which can be written as O(|T |2·|Dtest|) given that |T | >> |C|. On the other hand,
the maximum requires O(|C|·|Dtest|) time. Since the assumption that |T | >> |C|
still holds, the complexity of the classification phase can be approximated by the
calculus of the matrix product.

Lastly, the overall complexity of our algorithm, say time(Algorithm), is as
follows:

time(Algorithm) = time(MCTM) + time(CLASS)

� time(MCTM) = O(|T |2 · (|Dtrain| + |Dtest|)) (15)

This complexity is comparable with the best performing state of the art
methods.

3.2 Document Splitting into Sentences

The first variant we advance in this work consists in considering the sentence
granularity rather than the document granularity. In fact documents can be
composed of many sentences, possibly characterized by a different sentiment
orientation. It is not seldom to encounter documents expressing positive (resp.
negative) opinions about a list of aspects and ending with an overall opposite
sentiment summarized in few words. Examples of the underlying behavior are
“My car’s steering wheel always vibrates because of [. . . ] The seat is not so com-
fortable [. . . ] But in general I like my car.” or even “I read that book. Characters
are well described, their psychological profile is meticulously portrayed. However,
the plot is definitely boring and I always fall asleep while reading!”

During the text pre-processing phase, documents are split into sentences
using the set of characters Tok = {., ;, !, ?} as tokenizers. In this process, we
should be careful of some exceptions that can occur and invalidate the splitting.
We only handle the most straightforward cases, like for example Ph.D., Dr.,
websites and emails. Anyway we are aware that, depending on the training set,
many nontrivial cases could negatively affect the splitting.

In this context, co-occurrences between terms are no longer to be evaluated
inside the same document, but within the same sentence. More formally, consid-
ering each document dz as a set of sentences dz = {pz

1, p
z
2, . . . , p

z
h}, Eq. 3 can be

rewritten as follows:
aij = aji =

∑

d∈D

∑

p∈d

wp
ti · wp

tj (16)

Consequently, Eq. 5 becomes

aij = aji =

⎧
⎨

⎩
0, i = j∑
d∈Dtrain∪Dtest

∑
p∈d

wp
ti · wp

tj , i �= j (17)
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Similarly, the transition from a term to a class in Eq. 4 can be rewritten as

bij =
∑

d∈D

∑

pj∈d

wpj

ti (18)

where pj = {pt ∈ d : cpt
= cj}. Likewise, Eq. 6 comes to be

bij =
∑

d∈Dtrain

∑

pj∈d

wpj

ti (19)

In the classification phase, we modify Eqs. 10 and 11 to label the single sen-
tences inside a document rather than the document itself:

p∗
t = (wp∗

t
t1 , . . . , w

p∗
t

tk
, c∗

1, . . . , c
∗
M ) = pt × MCTM (20)

cpt
= arg max

i∈C∗
c∗
i (21)

where pt is a column vector having size (k + M).
The output labels for each sentence are finally combined by voting in order

to obtain the final category for the document to be classified:

cd = arg max
i∈C

|cd
i | (22)

where |cd
i | = |{pt ∈ d : cpt

= ci}|. The computational complexity is now function
of the number of sentences in the corpus, rather than of the number of documents
as in the basic version.

3.3 Polarity-Driven State Transitions

A second alternative, orthogonal to the previous one, has been developed to
establish how much a term should be linked with the others and with classes.
To this purpose we have to take into account that the probability that the
current state has at time t will be redistributed to the other states at time
t + 1. So far this takes place based on co-occurrences, as stated by Eqs. 5 and 6.
Although it might seem reasonable, it is not enough because the capability of
both the current state and the future state in discriminating among categories
is completely overlooked during state transitions. Some issues related to this
behavior could occur. For example, if the current state is not well polarized,
not only it will not be able to distinguish among classes, but it will likely be
connected to terms having conflicting sentiment. On the other hand, if a term
semantically related to the current state is not well polarized, it should not be
selected as future state because it will not be useful for classification.

In order to solve the just explained issues, we focus on what it should take
place during state transitions. The intuition is that the more the current state is
capable of discriminating among categories (i.e. it is polarity-bearing) the more
its probability will be given to classes. The remaining part will be distributed
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to the other terms in a proportional way not only to the semantic relationship
between the current state and the future state, but also to the capability of the
latter in distinguishing among classes. Everything we need to fulfil this twofold
goal already is in our basic version of the Markov chain. In fact, the capability
fi of a term ti in discriminating among categories can be defined as:

fi =
|bi+ − bi−|
bi+ + bi−

(23)

where bij is what has been defined by Eq. 6 and we can notice that 0 ≤ fi ≤ 1. In
other words, fi is the portion of probability that ti will redistribute to classes in
a proportional way to the values computed by Eq. 6. This means that polarity-
bearing terms are those that contribute the most to the classification process.
The remaining (1 − fi) will be split among terms according to the following
relation:

aij =

⎧
⎨

⎩
0, i = j

fj · ∑
d∈Dtrain∪Dtest

wd
ti · wd

tj , i �= j (24)

Notice that the transition probability depends not only on the semantic rela-
tionship among terms, but also on the capability of the destination term in
detecting categories.

We would like to remind that, according to Eq. 9, when classifying a docu-
ment dt the initial state of the Markov chain was represented by wdt

t1 , . . . , wdt
tk

.
Each weight wti has to be multiplied by fi as well, since only polarity-bearing
terms should drive sentiment classification, spreading their probability when
performing a step in the Markov chain. The overall computational complexity is
aligned with that of the aforementioned basic approach.

4 Experiments

The Markov chain based methods have been implemented in a framework
entirely written in Java. Algorithms performance has been evaluated through
the comparison with Spectral feature alignment (SFA) by Pan et al. [22] and
Joint sentiment-topic model with polarity-bearing topics (PBT ) by He et al.
[23], which, to the best of our knowledge, currently are the two best performing
approaches in cross-domain sentiment classification.

We used common benchmark datasets to be able to compare results, namely,
a collection of Amazon1 reviews about four domains: Book (B), DVD (D), Elec-
tronics (E) and Kitchen appliances (K). Each domain contains 1000 positive
and 1000 negative reviews written in English. The text pre-processing phase
described in Sect. 3.1 is applied to convert plain text into the bag-of-words rep-
resentation, possibly splitting documents into sentences when dealing with the
variant introduced in Sect. 3.2. Before the learning phase and the classification
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phase, we perform feature selection by means of χ2, which turned out to be the
best performing technique for this purpose in [1].

Performance of every presented variant is shown below and compared with
the state of the art. Differently, the Kitchen domain is ruled out from the analysis,
in order for the results to be comparable with those reported in our previous
work.

4.1 Setup and Results

From now on we will use MCS when referring to the Markov chain variant char-
acterized by splitting documents into sentences, MCP for the polarity-driven
transitions one, MCSP for the combination between them, whereas MCB indi-
cates the basic approach.

In order to compare performance with MCB, we replicate the same experi-
ment that gave the best outcome in our previous work. Therefore, the training
set is composed of 1600 documents and the test set of 400 documents. The best
250 features are selected in the text pre-processing phase by means of χ2 scor-
ing function. The goodness of results is measured by accuracy, averaged over
10 random source-target splits and evaluated for each particular source-target
combination, namely B → D, D → B, B → E, E → B, D → E, E → D, even
including in-domain configurations, such as B → B, D → D, E → E.

As we can notice in Fig. 2, both the variants relying on sentence splitting
(i.e. MCS and MCSP ) do not perform well. The reason for this outcome is to
be found in the learning phase, where the polarity of each sentence should be
taken into account, as stated by Eq. 18. However, in the Amazon corpus we are
only aware of the whole document polarity and not of the sentiment at sentence
level. Consequently we had to make the strong assumption that each sentence
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Fig. 2. Cross-domain classification by comparing all the proposed Markov chain based
variants. The best 250 features are selected in accordance with the score output by χ2.

1 www.amazon.com.

www.amazon.com
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in a training set document has the same sentiment of the document itself, even
if this is definitely false in general. This could trivially bring to erroneously
consider sentiment at term level and, as a consequence, to bad performance.

On the other hand, looking at Fig. 3 we can see a qualitative comparison
between MCP and MCB. The reported examples show that polarity-driven
state transitions could be helpful for the classification process when there are
some polarity-bearing terms within the document to be classified. In fact, in such
cases MCP classifier is much more confident with its prediction than MCB . This
could also bring (as in example B) to correctly predict test instances failed by
the basic classifier.

Anyway even if MCP is able to take advantage of polarity-bearing terms, its
accuracy does not outperform that of MCB. This outcome could be explained
considering that there is no constraint that forces terms to redistribute their
probability to others having the same sentiment. Moreover, a document not con-

Fig. 3. Two examples of documents (A and B), represented as selected features with
associated weights, classified by using either MCB or MCP . Each of the rightmost
boxes only shows the 5 terms with the highest weights after the transition.
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taining most terms bearing its own polarity is likely to be misclassified because,
although terms are semantically related, they separately contribute to classi-
fication. This happens for example when a positive (resp. negative) document
expresses opposite opinions about some aspects before summarizing in few words
its overall polarity. Actually the context inside the document to be classified is
neglected, because the classification starts assuming to be in many different
states at the same time corresponding to the terms occurring in the document
itself. Then the step by step evolution of each state is independent of the others;
it is only determined by the semantic relationships between each term and the
others, learned when training the model.

Table 2 shows a comparison between our Markov chain based methods and
other works, namely SFA and PBT . Whereas MCS and MCSP are far away
from the state of the art, MCB and MCP achieve comparable results, despite
both SFA and PBT perform better on average. On the other side, we would like
to emphasize that our algorithms require much fewer features than the others,
i.e. 250 with respect to the 2000 needed by PBT and the more than 470000
needed by SFA. Therefore, since the computational complexity quadratically
grows with the number of features in all methods, the convergence of both MCB

and MCP is supposed to be dramatically faster than that of SFA and PBT .
Lastly, we can see that similar considerations can be done in an in-domain

setting. Nothing needs to be changed in our methods to perform in-domain
sentiment classification, whereas other works use standard classifiers completely
bypassing the transfer learning phase.

Table 2. Performance of all the Markov chain based methods in both in-domain and
cross-domain sentiment classification, compared with other works. For each dataset,
the best accuracy is in bold.

Domain(s) Other methods Markov chain method variants

SFA PBT MCS MCSP MCB MCP

Cross-domain experiments (source → target)

B → D 81.50% 81.00 % 73.21% 70.92 % 76.92 % 77.95 %

D → B 78.00 % 79.00% 72.91% 73.67 % 78.79 % 77.27 %

B → E 72.50 % 78.00% 66.24% 64.45 % 74.80 % 72.68 %

E → B 75.00% 73.50 % 65.56% 63.52 % 71.65 % 71.13 %

D → E 77.00 % 79.00 % 70.54% 70.28 % 79.21% 76.58 %

E → D 77.50% 76.00 % 65.15% 57.32 % 73.91 % 74.68 %

Average 76.92 % 77.75 % 68.94% 66.69 % 75.88 % 75.05 %

In-domain experiments

B → B 81.40% 79.96 % 73.72% 72.45 % 76.77 % 77.78 %

D → D 82.55 % 81.32 % 78.34% 79.60 % 83.50% 82.49 %

E → E 84.60% 83.61 % 77.78% 78.54 % 80.90 % 79.55 %

Average 82.85 % 81.63 % 76.61% 76.86 % 80.39 % 79.94 %



134 G. Domeniconi et al.

5 Conclusions

In this work we presented some variants of the Markov chain based method
already advanced in [1] to accomplish sentiment classification in both in-domain
and cross-domain settings.

The first one consists in considering documents at the sentence granularity
instead of perceiving them as a whole. Results dealing with this expedient are
not good, probably because we made the strong assumption that, when learning
the model, sentences have the same polarity of the document including them.
A possible walk around is introducing a threshold parameter that establishes
the probability that a sentence has the same polarity of the document where
it appears. Another viable improvement consists in changing the way sentence
labels are folded together to output the final category for the test document.
Moreover, when a review is long, the final part usually bears the same sentiment
of the entire text, because it contains a summary of the author’s thought. On the
contrary when it is short, it is likely that the author immediately summarizes
his opinion without using terms bearing conflicting sentiment. In both cases,
taking only the last few sentences into account could be profitable. A further
alternative is using document splitting into sentences just to limit co-occurrences
among terms rather than to change the connection between terms and classes.

The second illustrated approach addresses the problem of steering the prob-
ability each state has at time t to other states at time t + 1 that are capable of
discriminating among categories. Although being comparable, this variant does
not outperform our basic Markov chain approach. The outcome is somewhat sur-
prising if we think that the classification is driven by polarity-bearing terms. The
reason is probably to be found in the fact that there is no constraint that forces
terms to redistribute their probability to others having the same sentiment. To
overcome this problem we might limit terms spreading their probability to others
in a way such that the more the current term is able in discriminating among
categories the more it should give its probability to other terms having the same
sentiment orientation.

Apart from the mentioned flaws, both the presented variants preserve all
the advantages of our basic Markov chain based method. Indeed, they not only
act as classifiers, but also allow transfer learning from source domain to target
domain in cross-domain problems. The polarity-driven state transitions variant
achieves comparable performance in terms of accuracy with the state of the art,
whereas the document splitting based ones are outperformed, perhaps due to
the strong assumption made. On the other side, all the introduced techniques
require lower parameter tuning than previous works. Furthermore, in spite of
having a comparable computational complexity, growing quadratically with the
number of features, much fewer terms are demanded to obtain good accuracy.

Future work should aim to improve the algorithm effectiveness. In addition to
the specific aspects proposed to enhance the particular variants, we believe that
the hypotheses we rely on should be better analyzed. For example, the algorithm
could suffer from the assumption to be in many different states at the same time,
made when a test document is required to be classified. In fact the step by step
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evolution of each state is independent of the others and consequently context
information ends up being overlooked. A possible way to walk could take into
account ngram features rather than just unigrams. Another option in order to
introduce context information is to consider grammatical relations among terms
for the sake of detecting patterns.

After having enhanced the algorithms accuracy, performance in a 3-classes
setting (i.e. adding the neutral category) could also be tested. On the other hand,
due to their generality, our methods might be applied as is in text categorization
problems. Finally, their applicability could be easily extended to other languages,
because they only depend on co-occurrences among terms.
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Abstract. This work introduces a two steps methodology for the prediction of
missing words in incomplete sentences. In a first step the number of candidate
words is restricted to the ones fulfilling the predicted part of speech; to this aim a
novel algorithm based on “posgrams” analysis is also proposed. Then, in a
second step, a word prediction algorithm is applied on the reduced words set.
The work quantifies the advantages in predicting a word part of speech before
predicting the word itself, in terms of accuracy and execution time. The
methodology can be applied in several tasks, such as Text Autocompletion,
Speech Recognition and Optical Text Recognition.

1 Introduction

Word prediction is a well-known challenging task with vast applications in Natural
Language Processing. One of the oldest word prediction software described in literature
was “The reactive keyboard” [1, 2]: it employed a tree structure to store the frequencies
of common ngrams (i.e. sequences of words) typed by the user; suggestions were
therefore shown while the user was typing. This was very similar to another software,
Profet [3]: for the same task it also used frequency lists of unigrams and bigrams (i.e.
ngrams composed by one and two words respectively), but reverted to unigrams when
the user started to type a new word. Scientific research on ngrams has focused on
improving one of the most important problems of the approach: data sparsity. In fact,
even in very large corpora there are legitimate sequences of words that are very rare
and do not appear at all. The so-called Laplace smoothing method of assigning a
unitary frequency to each ngram whose frequency is zero may lead to an overesti-
mation of those rare ngrams. Therefore new estimation methods have been proposed, in
particular: Good-Turing smoothing [4], Kats smoothing [5], Jelinek-Mercer smoothing
[6] and Kneser-Ney smoothing [7]. Skipgrams [8] are another approach to data spar-
sity: one or more words can be “skipped” from the sequence.

In [9] Microsoft released a novel questionnaire to stimulate research on word
prediction methods not based on ngrams: the Sentence Completion Challenge ques-
tionnaire is composed by 1040 questions; each question consists in a sentence having a
missing word and in five candidate words as possible answers. According to the
authors, it have been “explicitly designed to be non-solvable using purely N-gram
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based methods”. Several alternative methods to ngrams have been developed. In [10] a
novel language model is devised that predicts a word on the basis of its estimated
syntactic dependency tree probability. Latent Semantic Analysis [11] has been used in
[12] and in [13] to create language models by mapping each word in a geometric space.
In [14] neural networks are used instead to generate word embeddings for a language
model. Noise-contrastive estimation is proposed in [15] as a replacement for impor-
tance sampling to reduce neural networks training time requirements. A simplified
recurrent neural network called Impulse-Response Language Model (IRLM) is pro-
posed in [16]: overfitting is reduced by employing the random dropout regularization
method. However, the best-performing method to date for the Microsoft Sentence
Completion Challenge has been proposed in [17]: skipgrams and neural networks are
both used.

The questionnaire developed for the Challenge specifically addresses the problem
of completing a sentence having a missing word. This task is particularly useful for
Text Autocompletion, Speech Recognition and Optical Text Recognition. However,
the questionnaire simplifies the task in several ways. First of all, the five possible
answers to a given question always have the same part of speech (e.g. adjective).
Secondly, some parts of speech are never present in the answers set, stopwords in
particular: conjunctions, prepositions, determinants and pronouns. Thirdly, in a real
application the entire dictionary should be considered, not just five words. Therefore,
real word applications involve processing a larger and more heterogeneous set of
candidate words. To handle the general task better, we propose an innovative
methodology for predicting a missing word of a sentence. We focused our study on the
Italian and English languages, even though the proposed approach is in principle
general. The methodology consists in two steps. In the first step the number of can-
didate words is reduced. In particular, a novel algorithm based on posgrams has been
developed for predicting the part of speech of the missing word. Candidate words can
therefore be reduced to the ones fulfilling the predicted part of speech. In the second
step a word predictor is applied on this reduced words set. This can be accomplished by
using any of the word prediction algorithms described in literature. The following
sections describe the proposed methodology in more detail, which is also illustrated in
Fig. 1.

Section 2 demonstrates why the two steps prediction is advantageous: formulae for
the estimation of the success probability of the word prediction and for the estimation
of the execution time reduction are derived.

Section 3 quantifies the advantages for the Italian language: a tagged Italian corpus
is parsed and statistics about each part of speech of the tagset are collected; the a priori
probability of each tag is estimated; the formulae derived in Sect. 2 are then used to
estimate the gains in terms of accuracy and execution time.

Section 4 describes how the part of speech prediction step can be accomplished: a
novel algorithm based on posgrams is proposed.

Section 5 describes how to use the information achieved in the first step to predict
the missing word: a training procedure is described to assert which is the best action to
take for a given predicted part of speech.

140 C. Spiccia et al.



Section 6 applies the methodology to the English language: the Brown corpus [18]
is parsed and similar considerations to Sects. 3 and 5 are devised.

Section 7 shows the final results: the accuracy of the part of speech prediction
algorithm is compared to some baseline methods; the accuracy of the two steps word
prediction method is compared to the single step method on two novel questionnaires
of incomplete sentences.

2 Missing Word Prediction in Two Steps

Given a sentence having a missing word, predicting the part of speech of the word
before predicting the word itself may be convenient. First of all, in the following
paragraphs we will consider each word as belonging to one part of speech only: a
dictionary which associates each word to its most probable one will be used. While this
is a strong assumption, we will show that the methodology works nevertheless, leaving
the handling of the more general case for future works. To quantify the advantage, a
question is created on the basis of that incomplete sentence, by adding n candidate
words as possible answers. Let nc be the number of candidate words having the part of
speech c. Let us suppose that for any part of speech the number of words in the
dictionary having that part of speech is far greater than n. When building the answer
set, the effect of choosing a word on the probability that the next word will have the

Fig. 1. The two steps word prediction methodology.
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same part of speech can be therefore ignored. We will show that this hypothesis is
conservative. If the part of speech of the missing word is c, the probability that the
answers set contains k words having the same part of speech is:

P nc ¼ kjcð Þ ffi PðcÞk�1 1� PðcÞð Þn�k n� 1

k � 1

 !
: ð1Þ

Suppose c is known when answering the question. This gives an advantage to the
word predictor. Let S be the success at predicting the word. The probability of the
event, by choosing a random word among the answers having the part of speech c, is:

P Sjcð Þ ¼
Xn
k¼1

P nc ¼ kjcð Þ
k

: ð2Þ

The success probability, regardless of c, will be:

P Sð Þ ¼
X
c2C

PðcÞP Sjcð Þ; ð3Þ

where C is the set of the parts of speech. If the previous hypothesis is false, e.g. if the
number of words of the dictionary having a specific part of speech is very small or if
n is huge, the above formula will give a lower bound estimate of the success proba-
bility. This happens because the components P(nc = k|c) are increasingly overestimated
as k grows and they are weighted by the inverse of k.

Knowing the part of speech in advance gives two advantages. First of all, accuracy
is improved since:

P Sð Þ� 1
k
: ð4Þ

The second advantage is the required execution time: by reducing the cardinality of
the answers set, less candidate words must be evaluated by the prediction algorithm. In
the next section we analyze these advantages in detail for the prediction of the missing
word of an Italian incomplete sentence.

3 Prediction of an Italian Word in Two Steps

In order to apply the two steps prediction model to the Italian language, we consider the
WaCky Italian Wikipedia Corpus [19, 20], freely available in the CoNLL format. It
uses two tagsets conforming to the EAGLES standard [21, 22]: a coarse-grained one
(14 tags) and a fine-grained tagset (69 tags). The first tagset is shown in Table 1. It
assigns a letter to each part of speech.

For testing the model, we set to five the number n of candidate words per question.
Table 2 shows, for each part of speech c, from left to right: the tag; the a priori
probability P(c), computed by analyzing the corpus; the probability P(nc = k|c) of
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obtaining k answers having the same part of speech of the missing word, for k = 1… 5,
conditioned to c being that part of speech; the probability of success P(S|c) at pre-
dicting the missing word by choosing among the answers having part of speech c,
conditioned to c being the part of speech of the missing word; the probability of c being
the part of speech of the missing word and to succeed, at the same time, at predicting
that word.

The sum of the values of the last column is 0.7102. It represents the probability
P(S) of success at predicting the missing word by using the two steps methodology.
This means that by solving the problem of predicting the part of speech of a missing
word, the problem of predicting the word among five possible answers is solved with at
least 71% of accuracy. To provide a comparison, the current state of the art single step
algorithm achieves an accuracy of 58.9% at predicting the missing word among five
possible choices [17].

Table 2. Probabilities related to the construction and usage of a five-answers question.

c P(c) P(nc = 1|c) P(nc = 2|c) P(nc = 3|c) P(nc = 4|c) P(nc = 5|c) P(S|c) P(c)P(S|c)

S 0.2803 0.2683 0.4180 0.2442 0.0634 0.0062 0.5000 0.1401
E 0.1712 0.4719 0.3898 0.1207 0.0166 0.0009 0.6726 0.1151
F 0.1380 0.5521 0.3536 0.0849 0.0091 0.0004 0.7320 0.1010
V 0.1030 0.6474 0.2974 0.0512 0.0039 0.0001 0.7974 0.0821
A 0.0837 0.7051 0.2575 0.0353 0.0021 0.0000 0.8345 0.0698
R 0.0799 0.7166 0.2490 0.0325 0.0019 0.0000 0.8418 0.0673
B 0.0399 0.8498 0.1412 0.0088 0.0002 0.0000 0.9205 0.0367
C 0.0381 0.8560 0.1357 0.0081 0.0002 0.0000 0.9239 0.0352
P 0.0305 0.8834 0.1112 0.0053 0.0001 0.0000 0.9391 0.0287
N 0.0245 0.9056 0.0910 0.0034 0.0001 0.0000 0.9511 0.0233
D 0.0093 0.9631 0.0364 0.0005 0.0000 0.0000 0.9813 0.0092
T 0.0013 0.9947 0.0053 0.0000 0.0000 0.0000 0.9974 0.0013
X 0.0002 0.9990 0.0010 0.0000 0.0000 0.0000 0.9995 0.0002
I 0.0000 0.9998 0.0002 0.0000 0.0000 0.0000 0.9999 0.0000

Table 1. The coarse-grained tagset.

Tag Part of speech Tag Part of speech

A Adjective N Number
B Adverb P Pronoun
C Conjunction R Article
D Determinant S Noun
E Preposition T Predeterminant
F Punctuation V Verb
I Interjection X Other
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Figure 2 and 3 show the obtainable advantage in terms of accuracy at different
answers set size n for the Italian language. The graph in Fig. 2 compares the two steps
model with the single step model: both models use random choice for word prediction,
but the first model performs a part of speech prediction step to reduce the number of
answers. Accuracy levels are reported. The graph in Fig. 3 shows the ratio between the
accuracy of the first model and of the second model. The two steps model always
outperforms the single step model, with up to 10 times or greater accuracy.

Table 3 shows, for each part of speech: the tag; the a priori probability; the number of
unique words in a dictionary; the percentage of unique words in the dictionary; the
product of the a priori probability with the percentage of unique words. The sum of the
values of the last column is 15.11%. It represents the average percentage of the answers set
to be processed when the set is a casual sample of the whole dictionary. This can lead to a
speedup of about 6.6x (e.g. for LSA five times less scalar products must be computed).

Fig. 2. Accuracy of prediction strategies as the size of the answers set grows; single step (dotted
red) and two steps (blue) random choice word predictors are compared. (Color figure online)

Fig. 3. Accuracy ratio between the two steps and the single step prediction strategies.
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4 The First Step: Prediction of the Part of Speech

In order to predict the part of speech of the missing word, the first 100,000 words of
the corpus have been parsed with a moving window: the frequency of every sequence
of one to five parts of speech has been saved to a lookup table. We will refer to
these sequences as “posgrams” [23, 24]. The most frequent ones are reported in
Tables 4a and 4b.

Given a sentence having a missing word, the part of speech can be predicted by
using the posgrams lookup table. The window of five words centered on the missing
word is considered: each of the known words is replaced by the corresponding most

Table 3. Parts of speech a priori probabilities and distribution.

c P(c) Words Words % P(c) � (Words %)

S 0.2803 32575 30.87% 8.65%
E 0.1712 116 0.11% 0.02%
F 0.1380 18 0.02% 0.00%
V 0.1030 44528 42.20% 4.35%
A 0.0837 25242 23.92% 2.00%
R 0.0799 11 0.01% 0.00%
B 0.0399 1889 1.79% 0.07%
C 0.0381 93 0.09% 0.00%
P 0.0305 128 0.12% 0.00%
N 0.0245 751 0.71% 0.02%
D 0.0093 68 0.06% 0.00%
T 0.0013 5 0.00% 0.00%
X 0.0002 7 0.01% 0.00%
I 0.0000 97 0.09% 0.00%

Table 4a. Most common posgrams by length and their frequencies on the first 100,000 words of
the WaCky Italian Wikipedia Corpus. The length spans from one to three.

1-posgram Freq. 2-posgram Freq. 3-posgram Freq.

S 28039 ES 10072 SES 5201
E 16283 SF 7336 ESE 2657
F 13600 SE 7312 ESF 2587
V 10692 RS 6278 RSE 2260
A 8574 SA 4142 ESA 1678
R 8169 SS 3001 SAF 1663
B 4033 VE 2944 VRS 1606
C 4021 AF 2538 VES 1600
P 3175 SV 2385 ERS 1341
N 2200 AS 2277 SSF 1317
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common part of speech; the predicted part of speech of the missing word is the one
which maximizes the frequency of the posgram.

In order to improve the prediction accuracy in case of infrequent or absent pos-
grams in the corpus, an ad-hoc smoothing algorithm has been developed. First of all we
define the “centrality” of a window with respect of the part of speech to be predicted as
the number of parts of speech, plus one, between the missing element and the nearest
extremity of the window. Table 5 shows the centrality of each window up to size five.
The part of speech to be predicted is represented by an underscore; the known parts of
speech are represented by an “X”.

The pseudo-code in Fig. 4 illustrates the smoothing algorithm. It takes in input
three parameters: the maximum size p of a posgram; the extended window composed
by the concatenation of the p − 1 tags on the left of the missing word, an underscore
and the p − 1 tags on the right of the missing word; a vector α of weights. Subwindows
of progressively lower size are processed: the score of each part of speech is incre-
mented for each posgram found in the lookup table. The increment is the product of:
the frequency of the posgram; the centrality of the subwindow; the weight ai, where i is
the difference between the size of the first posgram matched and the size of the current
subwindow.

Table 4b. Most common posgrams by length and their frequencies on the first 100,000 words
of the WaCky Italian Wikipedia Corpus. The length spans from four to five.

4-posgram Freq. 5-posgram Freq.

ESES 1835 SESES 844
RSES 1639 ESESF 529
SESF 1546 VRSES 457
SESE 1191 ESESE 453
SESA 850 RSESF 421
ESAF 733 SESAF 379
VRSE 713 RSESE 372
SAES 641 ERSES 366
ASES 536 VESES 336
SESS 519 RSESA 288

Table 5. Posgram windows, up to the length of five, and their centrality.

Window Centrality Window Centrality Window Centrality

X 1 XX_ 1 _XXXX 1
_X 1 _XXX 1 X_XXX 2
X_ 1 X_XX 2 XX_XX 3
_XX 1 XX_X 2 XXX_X 2
X_X 2 XXX_ 1 XXXX_ 1
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5 The Second Step: Prediction of the Missing Word

Given the predicted part of speech, this information can be used to improve the
accuracy of the word prediction. First of all, it’s convenient to assert the best action to
take for each possible part of speech of the tagset. Therefore, the training phase is split
into two steps. In the first step, the part of speech predictor and the word predictor are
trained. In the second step, a questionnaire is automatically created from the corpus:
from each sentence a question is built, by removing a random word; the other candidate
words are chosen randomly from the nearby sentences; these words and the removed
word constitute the answers set for the question. For each question the part of speech is
predicted and the word predictor is invoked on the full answers set. Afterwards, the
word predictor is invoked again on the restricted answers set composed by the words
having the predicted part of speech. Results statistics are collected and aggregated by
the predicted part of speech. After this second step of training, the achieved statistics
provide information on which action to take. In particular they tell whether to restrict
the answers set to the predicted part of speech, i.e. if the prediction of that part of
speech is sufficiently reliable to actually improve word prediction.

6 Application to the English Language

In order to assess the applicability of the approach to the English language, we ana-
lyzed the Brown corpus. It consists in 500 English documents taken from different
sources covering nine topics: news, religion, hobbies, folklore, literature, government,
science, fiction, humor. Its tagset is composed by 226 different tags and it has been
mapped to the coarse-grained tagset (14 tags) shown in Table 1.

Function predictPos(maxPosgramSize, window, weights) 
   bestScore = 0 
   mostProbablePos = "S" 
   w = 0 
   For size = maxPosgramSize To 1 
      For Each pos In tagset 
         subwindows = findSubwindows(window, size) 
         For Each subwindow In subwindows 
            posgram = Replace "_" In window With pos 
            scores[pos] += frequency(posgram)  
                         * centrality(subwindow) 
                         * weights[w] 
            If scores[pos] >= bestScore Then 
               bestScore = scores[pos] 
               mostProabablePos = pos 
            End If 
         End For Each 
      If bestScore > 0 Or w > 0 Then 
         w = w + 1 
         If w = length(weights) Then Break 
      End if 
   End For 
   Return mostProbablePos 
End Function 

Fig. 4. Pseudocode of the smoothing algorithm employed for part of speech prediction.
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As for the Italian language, a five-answers question test has been considered. The
involved probabilities are shown in Table 6, for each part of speech c, from left to right:
the tag; the a priori probability P(c), computed by analyzing the corpus; the probability
P(nc = k|c) of obtaining k answers having the same part of speech of the missing word,
for k = 1 … 5, conditioned to c being that part of speech; the probability of success
P(S|c) at predicting the missing word by choosing among the answers having part of
speech c, conditioned to c being the part of speech of the missing word; the probability
of c being the part of speech of the missing word and to succeed, at the same time, at
predicting that word.

This can be compared to Table 2. Surprisingly, the sum of the values of the last
column is 0.7115, leading to the same success probability achieved for Italian, i.e. 71%.
This probability considers a perfect part of speech predictor for the first step and the
worst word predictor (random choice) for the second step. The a priori probabilities of
the tags are also very similar among the two languages.

Table 7 shows, for each part of speech: the tag; the a priori probability; the number
of unique words in a dictionary; the percentage of unique words in the dictionary; the
product of the a priori probability with the percentage of unique words.

The sum of the values of the last column is 21.69%. It represents the average
percentage of the answers set to be processed when the set is a casual sample of the
whole dictionary. This result is similar to the percentage obtained for the Italian lan-
guage (15.11%). However while the most common part of speech in the English
dictionary is “S” (noun), the most common part of speech in the Italian dictionary is
“V” (verb). This happens because in Italian verbs can be inflected in several ways.
However in any real usage, e.g. in a corpus, nouns are the most common part of speech
in Italian too; in fact, this is reflected into the a priori probabilities.

Table 6. Probabilities related to the construction and usage of a five-answers question.

c P(c) P(nc = 1|c) P(nc = 2|c) P(nc = 3|c) P(nc = 4|c) P(nc = 5|c) P(S|c) P(c)P(S|c)

S 0.2908 0.2531 0.4150 0.2551 0.0697 0.0071 0.4856 0.1412
E 0.1532 0.5142 0.3721 0.1010 0.0122 0.0006 0.7045 0.1079
V 0.1396 0.5482 0.3556 0.0865 0.0093 0.0004 0.7292 0.1017
F 0.1108 0.6252 0.3116 0.0582 0.0048 0.0002 0.7827 0.0867
R 0.0816 0.7115 0.2528 0.0337 0.0020 0.0000 0.8386 0.0684
A 0.0619 0.7743 0.2045 0.0203 0.0009 0.0000 0.8769 0.0543
P 0.0396 0.8508 0.1403 0.0087 0.0002 0.0000 0.9210 0.0365
B 0.0360 0.8635 0.1291 0.0072 0.0002 0.0000 0.9281 0.0334
C 0.0359 0.8640 0.1287 0.0072 0.0002 0.0000 0.9284 0.0333
D 0.0310 0.8817 0.1128 0.0054 0.0001 0.0000 0.9381 0.0291
N 0.0185 0.9279 0.0701 0.0020 0.0000 0.0000 0.9630 0.0178
X 0.0010 0.9959 0.0041 0.0000 0.0000 0.0000 0.9980 0.0010
I 0.0001 0.9997 0.0003 0.0000 0.0000 0.0000 0.9998 0.0001
T 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
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As for the WaCky Italian Wikipedia Corpus, the first 100,000 words of the Brown
corpus have been parsed with a moving window: the frequency of every sequence of
one to five parts of speech has been saved to a lookup table. The most frequent
posgrams are reported in Tables 8a and 8b.

The results shown in Tables 8a and 8b can be compared with the results in
Tables 4a and 4b for Italian. In particular, while posgrams of size one exhibits similar
frequencies, higher order posgrams are more language-sensitive: for example, the most
common 5-posgram in Italian (“SESES”) is not common in English; similarly, the most
common 5-posgram in English (“SSSSS”) is rare in Italian. Therefore, a different part
of speech predictor should be employed on the first step for each language needed.

Table 7. Parts of speech a priori probabilities and distribution.

c P(c) Words Words % P(c) � (Words %)

S 0.2908 51490 64.36% 18.71%
E 0.1532 191 0.24% 0.04%
V 0.1396 9011 11.26% 1.57%
F 0.1108 16 0.02% 0.00%
R 0.0816 5 0.01% 0.00%
A 0.0620 16022 20.03% 1.24%
P 0.0396 119 0.15% 0.01%
B 0.0360 2135 2.67% 0.10%
C 0.0359 19 0.02% 0.00%
D 0.0310 70 0.09% 0.00%
N 0.0186 654 0.82% 0.02%
X 0.0010 84 0.10% 0.00%
I 0.0000 184 0.23% 0.00%
T 0.0000 0 0.00% 0.00%

Table 8a. Most common posgrams by length and their frequencies on the first 100,000 words of
the Brown corpus. The length spans from one to three.

1-posgram Freq. 2-posgram Freq. 3-posgram Freq.

S 29075 SS 7494 ERS 3124
E 15321 SE 7468 SSS 2899
V 13955 SF 6615 RSE 2249
F 11080 RS 5578 SER 2246
R 8158 ER 4464 SES 2237
A 6195 AS 4308 SSF 1858
P 3691 ES 3817 ASE 1501
B 3603 SV 3486 RAS 1431
C 3590 VE 3318 RSS 1353
D 3099 VV 3063 ASF 1189
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7 Results

The proposed part of speech prediction method employed on the first step is not
directly comparable with general Part of Speech Tagging (POST) algorithms. In fact
those algorithms are concerned with finding the most probable sequence of parts of
speech for a complete sentence. While several approaches has been described in lit-
erature for handling unknown words, i.e. words not present in the training dataset, no
studies have been done, at the best of our knowledge, on handling missing words.
POST algorithms address a different task since they assume that no words are missing
in the middle of the sentence. For unknown words, they generally take advantage of the
word morphology, e.g. prefixes or suffixes, for predicting the part of speech. This
cannot be done for missing words. Therefore, Tables 9a and 9b compare the proposed
part of speech prediction method with two very baseline methods: random choice and

Table 8b. Most common posgrams by length and their frequencies on the first 100,000 words
of the Brown corpus. The length spans from four to five.

4-posgram Freq. 5-posgram Freq.

SERS 1613 SSSSS 691
SSSS 1276 SERSS 505
ERSE 1129 RSERS 479
ERSS 839 SERSE 477
ERAS 749 SERAS 363
VERS 682 ERSSS 352
RSER 668 ERSES 347
RSES 662 ASERS 335
SSSF 649 ERSER 324
RASE 644 SERSF 303

Table 9a. Accuracy of various part of speech prediction methods for missing words for the
Italian language.

Method Accuracy

Posgrams 43.2%
Always noun 28.0%
Random choice 7.1%

Table 9b. Accuracy of various part of speech prediction methods for missing words for the
English language.

Method Accuracy

Posgrams 45.0%
Always noun 29.1%
Random choice 7.1%
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choice of the most probable part of speech, i.e. noun (“S”). The best results are
obtained with p ¼ 5, a0 ¼ 0:5, a1 ¼ 16:7, a2 ¼ 0:2, achieving an accuracy of 43.2%
for the Italian language and of 45.0% for the English language.

State of the art algorithms for word prediction reported in literature have been tested
with the Microsoft Sentence Completion Challenge dataset. This is currently the only
complete training-test dataset specifically developed for measuring automatic sentence
completion algorithms. However, because of its limits exposed in Sect. 1 (uniformity
of the part of speech in the answer set of any given question and unrepresented parts of
speech among missing words), this dataset could not be employed. Therefore, in order
to test the full word prediction methodology two new questionnaires has been built.
Their format is the same of the one used for the Microsoft Sentence Completion
Challenge: each question is composed by a sentence having a missing word and by five
candidate words as answers. However our questionnaires are more general, since they
address the aforementioned limits. First of all, each word of the same answers set may
belong to a different part of speech. Secondly, the missing word can belong to any part
of speech, including: conjunctions, prepositions, determinants and pronouns. The two
questionnaires have been built by selecting 368 Italian sentences from the Paisà [25]
dataset and 612 English sentences from the book “The adventures of Sherlock Holmes”
[26]. From each sentence a question is built, by removing a random word; the other
candidate words are chosen randomly from the nearby sentences; these words and the
removed word constitute the answers set for the question. We employed three different
word prediction methods for the second step: ngrams, Latent Semantic Analysis
(LSA) and random choice. Tables 10a and 10b show the results in term of accuracy.

Table 10a. Accuracy of various word prediction methods on the Italian questionnaire, with (2
steps) and without (1 step) employing the proposed part of speech prediction algorithm.

Method Accuracy

ngrams (2 steps) 51.1%
ngrams (1 step) 50.3%
LSA (2 steps) 30.7%
Random choice (2 steps) 29.3%
LSA (1 step) 25.5%
Random choice (1 step) 20.4%

Table 10b. Accuracy of various word prediction methods on the English questionnaire, with (2
steps) and without (1 step) employing the proposed part of speech prediction algorithm.

Method Accuracy

ngrams (2 steps) 57.8%
ngrams (1 step) 57.8%
LSA (2 steps) 33.0%
LSA (2 steps) 27.9%
Random choice (1 step) 27.0%
Random choice (1 step) 20.6%
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Each two steps method always provides better or equal results than its single step
counterpart. Since any part of speech, except punctuation, is admissible in a question
answers set, the obtained results are not directly comparable with those reported for the
Microsoft Completion Challenge. Furthermore, most stopwords such as conjunctions,
prepositions and determiners had to be included during the training phase. This has
undermined the quality of the semantic spaces employed by LSA, leading to lower
results than those reported in literature for English. Results show that word prediction
methods with lower accuracy exhibit greater improvements (up to +8.9% for Random
choice) than methods with higher accuracy (up to +0.8% for ngrams). In general, the
greater the accuracy of the word prediction method, the greater the part of speech
prediction accuracy step is required to be advantageous. While this is not surprising, it
should be noted that even a 50.3% accuracy word prediction algorithm (i.e. ngrams for
Italian) can be improved by a 43.2% accuracy part of speech predictor: in fact,
depending on the predicted part of speech the accuracy of the first step may be greater
and therefore still advantageous; when this is not the case the part of speech prediction
will be automatically discarded, as described in Sect. 5.

8 Conclusion

In this work we discussed the issues concerning the prediction of missing words in
incomplete sentences. As a matter of fact, sentence completion remains one of the more
difficult problems within the domain of natural language processing; the best results are
achieved when a restricted and well built set of possible completions is given. We
therefore proposed an additional step of analysis and prediction with respect to tradi-
tional algorithms. The additional preparatory step is aimed at predicting the part of
speech of the missing word. This solution allows for an automatic reduction of the
number of candidate words and leads to an improvement of the results accuracy and a
reduction of the execution time. Experimental results showed that the two steps
methodology has always given better or equal results than its single step counterpart. It
is important to highlight that small improvements can be obtained even when the
average accuracy of the part of speech predictor is relatively low.

In particular the methodology has been tested according to two different experi-
mental settings: one for the Italian language and one for English. To this aim, two
different questionnaires have been built and results proved to be consistent among the
two languages. They are also consistent with the results of the preliminary analysis
conducted on two different corpora, the WaCky Italian Wikipedia corpus and the
Brown corpus. From this preliminary analysis resulted that for both languages a priori
probabilities for each part of speech were similar; furthermore, the expected theoretical
success probability and speedup of the methodology also resulted to be comparable.
However, since higher order posgrams showed different statistics among the two
languages, two different part of speech predictors has been trained. Experimental
results on these first step predictors showed an accuracy of 43.2% for Italian and of
45.0% for English, against a baseline of 7.1% (14 tags). Tests on the full two steps
word prediction methodology resulted in accuracy improvements of up to 8.9%.
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Future works will focus primarily on improving the first step, i.e. the prediction of
the part of speech of the missing word. In particular, we ignored the fact that each word
may belong to more parts of speech: while the methodology worked nevertheless,
extending the model to handle the general case may improve the results. Secondarily,
other word prediction algorithms can be tested for the second step.
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Abstract. In recent years, Internet has completely changed the way
real life works. In particular, it has been possible to witness the online
emergence of web 2.0 services that have been widely used as communi-
cation media. On one hand, services such as blogs, tweets, forums, chats,
email have gained wide popularity. On the other hand, due to the huge
amount of available information, searching has become dominant in the
use of Internet. Millions of users daily interact with search engines, pro-
ducing valuable sources of interesting data regarding several aspects of
the world. Bitcoin, a decentralized electronic currency, represents a radi-
cal change in financial systems, attracting a large number of users and a
lot of media attention. In this work we studied whether Bitcoin’s trading
volume is related to the web search and social volumes about Bitcoin.
We investigated whether public sentiment, expressed in large-scale col-
lections of daily Twitter posts, can be used to predict the Bitcoin market
too. We achieved significant cross correlation outcomes, demonstrating
the search and social volumes power to anticipate trading volumes of
Bitcoin currency.

Keywords: Bitcoin · Web search media · Social media · Twitter ·
Sentiment analysis · Google trends · Cross correlation analysis

1 Introduction

The advent of the Internet has completely changed the way real life works. By
enabling practically all Internet users to interact at once and to exchange and
share information almost cost-free, more efficient decisions on several fields are
possible.

The majority of daily activities radically changed, moving towards a “vir-
tual sector”, such as web actions, credit card transactions, electronic currencies,
navigators, games, and so on. In recent years, web search and social media have
emerged online. On one hand, services such as blogs, tweets, forums, chats, email
have gained wide popularity. Social media data represent a collective indicator
of thoughts and ideas regarding every aspect of the world. It has been possible
to assist to deep changes in habits of people in the use of social media and social
network [1]. Social media technologies have produced completely new ways of
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interacting [2], bringing the creation of hundreds of different social media plat-
forms (e.g., social networking, shared photos, podcasts, streaming videos, wikis,
blogs).

On the other hand, due to the huge amount of available information, search-
ing has become dominant in the use of Internet. Millions of users daily interact
with search engines, producing valuable sources of interesting data regarding
several aspects of the world.

Recent studies demonstrated that web search streams could be used to ana-
lyze trends about several phenomena [3–5]. In one of the seminal works, Ginsberg
et al. proved that search query volume is a sophisticated way to detect regional
outbreaks of influenza in USA almost 7 days before CDC surveillance [6].

Kristoufek [7] studied the popularity of the Dow Jones stocks, measured by
Google search queries for portfolio diversification. Curme et al. [8] clustered
the online searches into groups and showed that mainly politics and business
oriented searches are connected to the stock market movements. Preis et al. [9]
demonstrated that Google searches, for financial terms, can support profitable
trading strategies. Dimpfl et al. found a strong relationship between internet
search queries and the leading stock market index. In addition they found a
strictly correlation between the Dow Jones’ realised volatility and the volume of
search queries [10].

There are also studies that report another use of a search engine, namely
as a possible predictor of market trends. Bollen et al. showed that search vol-
umes on financial search queries have a predictive power. They compared these
volumes with market indexes such as Dow Jones Industrial Average, trading vol-
umes and market volatility, demonstrating the possibility to anticipate financial
performances [11]. In this work, Granger causality analysis and a Self Orga-
nizing Fuzzy Neural Network are used to investigate the hypothesis that public
mood states, as measured by the Opinion Finder and GPOMS mood time series,
are predictive of changes in DJIA closing values. Kristoufek proposed the study
of Power-law correlations for Google searches queries for Dow Jones Industrial
Average (DJIA) component stocks, and their cross-correlations with volatility
and traded volume [12].

Bordino et al. proved that search volumes of stocks highly correlate with
trading volumes of the corresponding stocks, with peaks of search volume antic-
ipating peaks of trading volume by one day or more [5]. In his work [13], Bulut
described that internet search data, via Google Trends, is utilized to nowcast the
known variates of two structural exchange rate determinations models. By using
internet search data, the author aims to get a timely description of the state of
the economy way before the official data are released to the market participants.
Kim et al. [14] introduced an analysis system to predict the value fluctuations
of virtual currencies used in virtual worlds, and based on user opinion data in
selected online communities. In their proposed method, data of user opinions on
a predominant community are collected by employing a simple algorithm and
guaranteeing a stable prediction of value fluctuations of more than one virtual
currency.
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Search queries prove to be a useful source of information in financial appli-
cations, where the frequency of searches of terms related to the digital currency
can be a good measure of interest in the currency [15]. Mondria et al. proved that
the number of clicks on search results stemming from a given country correlates
with the amount of investment in that country [16]. Further studies showed that
changes in query volumes for selected search terms mirror changes in current
volumes of stock market transactions [17].

In recent years, social media data assume the role of a collective indicator
of thoughts and ideas regarding every aspect of the world. It has been possible
to assist to deep changes in habits of people in the use of social media and
social network. In particular, we deeply analysed the transmitted sentiment of
users regarding a particular topic. Twitter1, an online social networking website
and microblogging service, has become an important tool for businesses and
individuals to communicate and share information with a rapid growth and
significant adoption. In fact, Java et al. affirmed that it seems to be used to
share data and to describe minor daily activities [18].

Twitter and other social media offer a plethora of opportunities to reveal
business intuitions, where it remains a challenge to identify the potential social
audience. In their work Ling et al. [19] analyzed the Twitter content of an account
owner and its list of followers through various text mining methods and machine
learning approaches in order to identify a set of users with high-value social
audience members. In their paper, Ciulla et al. [20] assessed the usefulness of
open source data that come from Twitter for prediction of societal events by
analysing in depth the microblogging activity surrounding the voting behaviour
on a specific event. Mocanu et al. performed a comprehensive survey of the
worldwide linguistic landscape emerging from mining the Twitter microblogging
platform [21]. Hick et al. explored the opportunities and challenges in the use of
Twitter as platform for playing games, through crawling game that uses Twitter
for collaborative creation of game content [22].

Additionally, Twitter has rapidly grown as a mean to share ideas and
thoughts on investing decisions. Analyzing in deep the literature related to dif-
ferent uses of social media, and Twitter in particular, we collected information
about its use for seeking real world emotions that could predict real financial
markets trend [23]. In their paper, Rao and Srivastava studied the complex rela-
tionship that exists between tweet board literature (like bullishness, volume,
agreement etc.) with the financial market instruments (like volatility, trading
volume and stock price) [24].

One of the fascinating phenomena of the Internet era is the emergence of
digital currencies. Bitcoin, the most popular among these, has been created in
2008 by Satoshi Nakamoto [25] for the purpose to replace cash, credit cards
and bank wire transactions. A digital currency can be defined as an alternative
currency which is exclusively electronic and thus has no physical form.

Bitcoin is based on advancements in peer-to-peer networks [26] and cryp-
tographic protocols for security. Due to its properties, Bitcoin is completely

1 https://twitter.com/.

https://twitter.com/
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decentralized and is not managed by any government or central bank. More-
over, it ensures anonymity. So, it is practically detached from the real economy.
Bitcoin is based on a distributed register known as “block-chain” to save trans-
actions carried out by users. Like any other currency, a peculiarity of Bitcoin is
to facilitate transactions of services and goods with vendors that accept Bitcoins
as payment [27], attracting a large number of users and a lot of media attention.

The Bitcoin represents an important new phenomenon in financial markets.
Mai et al. examined predictive relationships between social media and Bitcoin
returns by considering the relative effect of different social media platforms
(Internet forum vs. microblogging) and the dynamics of the resulting relation-
ships using auto-regressive vector and error correction vector models [28]. Matta
et al. examined the striking similarity between Bitcoin price and the number of
queries regarding Bitcoin recovered on Google search engine [29]. In their work,
Garcia et al. [30] proved the interdependence between social signals and price
in the Bitcoin economy, namely a social feedback cycle based on word-of-mouth
effect and a user-driven adoption cycle. They provided evidence that Bitcoins
growing popularity causes an increasing search volumes, which in turn result a
higher social media activity about Bitcoin. A growing interest inspires the pur-
chase of Bitcoins by users, driving the prices up, which eventually feeds back on
the search volumes. There are several works that present predictive relationships
between social media and Bitcoin volumes where the relative effects of different
social media platforms (Internet forum vs. microblogging) and the dynamics
of the resulting relationships, are analyzed using cross-correlation [31] or linear
regression analysis [32]. Social factors, that are composed of interactions among
market actors, may strongly drive the dynamics of Bitcoins economy [30].

In this work we decided to investigate whether social media activity or infor-
mation collected by web search media could be profitable and used by investment
professionals. We also evaluated the possibility to find a relationship between
Bitcoins trading volumes and volumes of exchanges tweets.

We first studied the relationship that exists between trading volumes of Bit-
coin currency and the volumes of search engine, then we analyzed a corpus of
2,353,109 tweets in order to discover if the chatter of the community can be
used to make qualitative predictions about Bitcoin market, attempting to estab-
lish whether there is any correlation between tweets sentiment and the Bitcoins
trading volume. The frequency of searches of terms about Bitcoin could have
a good explanatory power, so we decided to examine Google, one of the most
important search engine. We studied whether web search media activity could
be helpful and used by investment professionals, analyzing the search volumes
power of anticipate trading volumes of the Bitcoin currency.

We compared USD trade volumes about Bitcoin with search volumes using
Google Trends. This is a feature of Google search engine that illustrates how
frequently a fixed search term was looked for. Following this kind of approach,
we evaluated how much “Bitcoin” term, for the specific time interval, is looked
for using Googles search engine.
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Simultaneously, we decided to apply automated Sentiment Analysis on shared
short messages of users on Twitter in order to automatically analyze peoples
opinions, sentiments, evaluations and attitudes. We wondered whether public
sentiment, as expressed in large-scale collections of daily Twitter posts, can be
used to predict the Bitcoin market. The results of our previous analysis suggest
that a significant relationship with future Bitcoins price and volume of tweets
exists on a daily level. We found a striking correlation between Bitcoins price
spread and changes in query volumes for the “Bitcoin” search term [29].

The body of this paper is organized in five major sections. Section 2, describes
the methodology applied in our study, Sect. 3 summarizes and discusses our
results and, finally, Sect. 4 presents conclusions and suggestions for future work.

2 Methodology

2.1 Google Trends

Google Trends2 is a feature of Google Search engine that illustrates how fre-
quently a fixed term is looked for. Through this, you can compare up to five
topics at one time to view their relative popularity, allowing you to gain an
understanding of the hottest search trends of the moment, along with those
developing in popularity over time. This system provides a time series index of
the volume of queries made by the users with Google.

Query index is based on the number of web searches, performed with a specific
term, and compared to the total amount of searches done over time. Absolute
search volumes are not shown, because the data are normalized on a scale from
0 to 100.

Google classifies search queries into 27 categories at the top level and 241
categories at the second level through an automatic classification engine. Indeed,
queries are given out to fixed categories, due to natural language processing
methods.

The query index data are available as a CSV file in order to facilitate
research activities. Figure 1 depicts an example from Google Trends for the query
“Bitcoin”.

2.2 Blockchain.info

Blockchain.info3 is an online system that provides detailed information about
Bitcoin market. Launched in August 2011, this system shows data on recent
transactions, plots on Bitcoin economy and several statistics. It allows users to
analyze different Bitcoin aspects:

– Total number of Bitcoins in circulation
– Number of Transactions

2 http://trends.google.com.
3 http://www.blockchain.info.

http://trends.google.com
http://www.blockchain.info
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Fig. 1. Example of Google Trends usage for the query “Bitcoin”.

– Total output volume
– USD Exchange Trade volume
– Market price (USD)

We decided to study a time series regarding the USD trade volume from top
exchanges, analyzing its trends.

2.3 Twitter API

The Twitter space can be explored by means of its Application Programming
Interface (API)4, implementing a simple crawler that allows developers to collect
the required data. Twitter servers send back XML or JSON responses, that are
parsed and processed by the implemented system. Twitter gives the opportunity
to work with its API with three different approaches that are listed below.

– Original REST API allows users to analyze the Twitter core, in order to
update their statuses or profile information in realtime.

– Search API is read-only in the search database, and search queries return
up to 1500 tweets from up to seven/eight days before.

– Streaming API provides real time data access to tweets in filtered forms that
return public statuses that match with one or more filters. This approach
doesn’t allow developers to find all the historical tweets, but it enables the
access to data as it is being tweeted.

While Twitter REST API is available and suitable for different applications,
we decided to monitor tweets with Twitter Streaming API, that provides imme-
diate updates. As soon as tweets come in, Twitter notifies the implemented
system allowing us to store them into the database without the delay of polling
the REST API.
4 https://dev.twitter.com/overview/documentation.

https://dev.twitter.com/overview/documentation
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2.4 Opinion Mining

The opinion mining is a particular technique that detects automatically the
sentiment and subjectivity transmitted in written texts. The user’s tweets could
express the opinion regarding different topic, trends or brands [33]. For this
reason, we decided to monitor the sentiment expressed, day after day, by users
on the matter of Bitcoin.

Since the goal of this research is neither to develop a new sentiment analysis
nor to improve an existing one, we used “SentiStrenght”, a tool developed by
a team of researchers in the UK that demonstrated good outcomes [34]. Sen-
tiStrength estimates the strength of positive and negative sentiments in short
texts. It is based on a dictionary of sentiment words, each one associated with a
weight, which is its sentiment strength. In addition, this method uses some rules
for non-standard grammar.

Based on the formal evaluation of this system on a large sample of comments
from MySpace.com, the accuracy of predicting positive and negative emotions
was something similar to that of other systems (72.8% for negative emotions
and 60.6% for positive emotions, based on a scale of 1–5). Compared to other
methods, SentiStrenght showed the highest correlation with human coders [35].
The tool is able to assess each message separately and, at the end, it returns one
singular value.

– +1 if the system identifies a positive sentiment
– −1 if the system identifies a negative sentiment
– 0 if a neutral opinion is identified

2.5 Data Collection

Search query volumes regarding Bitcoin were collected from Google Trends web-
site, capturing all searches, inserted from June 2014 to July 2015, with “Bitcoin”
word as keyword.

Trading volume data were gathered from blockchain.info website, in order to
evaluate daily trends of Bitcoin currency. We assessed the relationship over time
between number of daily queries and trading volume of Bitcoin.

We collected a dataset of tweets regarding Bitcoin in the period between
January and April 2015 using Streaming Twitter API, achieving almost two
millions of statuses. The system has been set to raise in real time the tweets
that contain “Bitcoin” word in the sentence. Twitter API provides several fields
in JSON format. We decided to hold the following tweet’s information, saving it
in our database.

– Tweet ID
– Tweet text
– Date of creation
– User who posted the status
– User location

https://myspace.com/
https://blockchain.info/
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For each collected tweet, we detected the language in order to use the correct
sentiment dictionary. “Language-detection” is a particular library, implemented
in Java language, able to identify the language of a given sentence using Naive
Bayesian filter5. The system has been tested, achieving a 99% precision for 53
languages. After this step, the sentiment was calculated using the correct lan-
guage dictionary by means of SentiStrength.

To better understand whether a search engine can be a good predictor of
trading volumes, we analysed the correlation between these data expressed as
time series, performing a time-lagged cross-correlation study, and a Granger-
causality test. We applied the same analysis to the number of tweets, and to
the sentiment expressed by users. These analyses based on Twitter have been
applied on a shorter period than the search media analysis.

3 Results

We extracted from Google Trends and Blockchain.info data sources time series
composed by daily values in the time intervalranging from June 2014 to July
2015, in order to evaluate their relationship and prediction capability. The same
approach has been applied to the Twitter, dataset but in the time interval rang-
ing from January 2015 to April 2015. We run statistical analysis and the com-
putation of correlation, cross-correlation and Granger causality test, obtaining
interesting results.

3.1 Tweets Analysis

We collected 2,353,109 tweets covering the period between January and April
2015. Using Sentistrength, we computed the sentiment of each tweet, obtaining
418,949 positive tweets and 270,669 negative ones. The remaining tweets are
neutral. There are more positive messages than negative ones. We also found that
positive messages are almost 2 times more likely to be forwarded than negative
ones. After a careful analysis, it was observed that the number of neutral tweets
is very high because people very often write non-expressive comments, the price
of Bitcoin or simple links that lead to other web pages.

Figure 2 shows the two time series for the period under consideration, rep-
resenting the positive tweets with a dotted line and the negative tweets with a
solid line. Taking a look to the two time series it’s possible to see some negative
or positive peaks, corresponding to price variations6. For instance, the peak of
January 26th is due to the top price of the Bitcoin for the same day, 278$. An
other example can be seen on 12 February when there is a negative peak, cor-
responding to a price decrease at 221.85 dollars. This Figure clearly shows that,
most of the times, positive and negative time series grow up and decrease with
the same pace in a given day. This is related to the total amount of tweets of

5 https://code.google.com/p/language-detection/.
6 https://blockchain.info/it/charts/market-price.

https://blockchain.info/
https://code.google.com/p/language-detection/
https://blockchain.info/it/charts/market-price
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Fig. 2. Representation of the positive tweets with a dotted line and the negative tweets
with a solid line for the period between January and April 2015.

the evaluated day. To solve this problem, we developed a simple metric called
PT-NT ratio x to predict the trends of the Bitcoin trading volume. We defined
the sentiment score xt of day t as the ratio of positive versus negative messages
on the Bitcoin topic. A message is defined as positive if it contains more positive
then negative words, and negative in the opposite case.

xt =
countt(pos.tweet ∧ Bitcoin topic)
countt(neg.tweet ∧ Bitcoin topic)

(1)

=
p(pos.tweet | Bitcoin topic, t)
p(neg.tweet | Bitcoin topic, t)

(2)

With this approach, it’s possible to determine the ratio of positive versus
negative tweets on a fixed day. The resulting time series were used to study their
correlation with the Bitcoin trading volume over a given period of time.

3.2 Pearson Correlation

Pearson’s correlation r is a statistical measure that evaluate the strength of a
linear association between two time series G and T. Initially, we assumed G as
query data and T as trading volumes.

r =
∑

i (Gi − G)(Ti − T )√∑
i (Gi − G)

2
√∑

i (Ti − T )
2

(3)

The Pearson correlation coefficient has values between −1 and +1, the bounds
denoting maximum anti-correlation or correlation, respectively, whereas 0 indi-
cates no correlation. We calculated the Pearson correlation between queries
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Fig. 3. Correlation between Trading Volume and Queries Volume about Bitcoin.

Fig. 4. Bitcoin Trading Volume and Queries Volume about Bitcoin.

search data and trading volume and we found a result equal to 0.60, which
is quite high. The correlation is also clearly visible in the Fig. 3.

This result is confirmed by Fig. 4, that shows the two time series. Here peaks
in one time series typically occur close to peaks in the other. The solid line, that
represents search volumes, very often anticipates the dotted line, that represents
trading volumes. The most significant peaks occurred in the interval between
August and September 2014, between September and October 2014, between
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Fig. 5. Pearson Correlation coefficient between Trading Volume and the Volume of
Tweets about Bitcoin.

November and December 2014 and between January and February 2015. During
other periods, this phenomenon is less evident, but anyway it is present.

Radical changes in peaks are due to several factors. One of the most evident
peaks in Fig. 4 corresponds to the interval between end of June and beginning
of July. This is the period of the Greek crisis acme, that caused changes also in
the Bitcoin market. Indeed, a lot of people started to invest in Bitcoin because
people tried to move money out of the country, and Greek government tried to
block this process. Bitcoins were seen by many as the only way to move their
wealth to other currencies. In fact, Greeks would use Bitcoin to protect the
value of their money at home. Ten times more Greek than usual were found at
the company ‘German Bitcoin.de’ 7 to buy electronic currency. This situation
is clearly visible in the right part of Fig. 4, where the curve corresponding to
the volumes of queries regarding Bitcoin considerably increases, followed by an
increase of the curve of trading volumes after some days. This is confirmed by
correlation values.

Comparing the PT-NT ratio of tweets volume with the trading volume of
Bitcoins, we found a Pearson correlation equals to 0.37, which is still a remarkable
value. The two time series are again quite similar, and this is shown in Fig. 5, that
shows a fair correlation, with some points far from the line of best fit. Figure 6
highlights the period between January and February 2015, where we can notice
how social peaks correspond to following peaks in the trading volume. This is
particularlt evident on January, 25 and on February, 14. The prediction power
of the PT-NT ratio on Bitcoin trading volumes, however, is lower than that of
web search volumes.

7 https://www.bitcoin.de/.

https://www.bitcoin.de/
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Fig. 6. Bitcoin Trading Volume and PT-NT ratio in the period January, 23 to February,
22, 2015.

3.3 Cross Correlation

We investigated whether query or search volumes can anticipate trading volumes
of Bitcoin. We calculated the cross correlation comparing the trading volume T
with the query volume G as the time lagged Pearson cross correlation between
two time series G and T for all delays d between −5 and 5. We also applied
the same analysis, substituting the search data with the social data, according
to Eq. 4.

r(d) =
∑

i (Gi − G)(Ti−d − T )√∑
i (Gi − G)

2
√∑

i (Ti−d − T )
2

(4)

We chose to evaluate a maximum lag of five days and, also in this case, the
correlation ranges from −1 to 1.

In Table 1 we report the results obtained from these experiments. Each col-
umn shows the cross-correlation corresponding to different time lags. We can
observe that cross-correlation for positive lags is always higher than for negative
lags. Taking a look to the raw search volume, the results with positive delays take
values always higher than 0.64, whereas those with negative delays take values
always lower than 0.55. This means that query volumes are able to anticipate
trading volumes of 3 days, or even more.

Different outcomes are visible in the bottom raw, corresponding to the PT-
NT ratio social volume, where the highest cross correlation result is given with a
delay equal to 1. It means, that the social volume is able to anticipate the trading
volume in one or two days with 0.37 as the best result. The results with positive
delays achieve outcomes always higher than 0.35 and with negative delays report
values always lower than 0.22. Although we achieved good outcomes with both
search and Twitter functions, the search volume has better predictive power.
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Table 1. Cross-correlation with the trading volume of Bitcoin, compared to the search
volume, and to the PT-NT ratio.

Delay −5 −4 −3 −2 −1 0 1 2 3 4 5

Search volume 0.363 0.402 0.447 0.502 0.559 0.609 0.649 0.670 0.682 0.674 0.645

PT-NT ratio
volume

0.058 0.122 0.165 0.169 0.221 0.353 0.379 0.374 0.373 0.366 0.343

Fig. 7. Cross-Correlation between Trading Volume and Queries Volume about Bitcoin,
with a maximum lag of 30 days.

Fig. 8. Cross-Correlation between Trading Volume and PT-NT ratio of social volume
about Bitcoin, with a maximum lag of 30 days.

Figures 7 and 8 show the cross correlation results with a maximum lag of 30
days, just to highlight that the media volume (social or search) anticipates the
trading volume and that the best result is given by a lag of almost 3 in the Fig. 7
and by a lag of one in the other picture.

3.4 Granger Causality

We performed a Granger causality test in order to verify whether web search
queries or the PT-NT ratio of social volume, regarding Bitcoin, are able to cause
particular trends in some days. The Granger-causality test is used to determine
whether a time series G(t) is a good predictor of another time series T(t) [36].
If G Granger-causes T, then Gpast should significantly help predicting T future

via T past alone.
We compared the two media volumes G, one after the other, with trading

volume T with the null hypothesis being that T is not caused by G. An F-test
is then used to determine if the null hypothesis can be rejected.
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We computed two auto-regression vectors as follows in the Eqs. 5 and 6, where
L represents the maximum time lag.

T (t) =
L∑

l=1

alT (t − l) + ε1 (5)

T (t) =
L∑

l=1

a′
lT (t − l) +

L∑

l=1

b′
lG(t − l) + ε2 (6)

We can affirm that G causes T if Eq. 6 is statistically better significant than
Eq. 5. We applied the test in both directions, as an instance G → T means that
the null hypothesis is “G doesn’t Granger-cause T”.

Tables 2 and 3 show the results of the Granger causality test, applied to the
different media, social and web search. The first column represents the direction
of the applied test, the second one the delay, and then the F-test result with its
p-value. This parameter represents the probability that statistic test would be
at least as extreme as observed, if the null hypothesis were true. So, we reject
the null hypothesis if p value is inferior to a certain threshold (p < 0.05).

Table 2 demonstrates that trading volumes can be considered Granger-caused
by the query volumes. It is clearly shown that time-series G influences T, given
by the p value <0.001 for lags ranging from 1 to 5. So, the null hypothesis is
strongly rejected. On the other hand, the F-value test applied to the direction
T→G reported a p-value always greater than 0.1. Trading volume T doesn’t have
significant casual relations with changes in queries volumes on Google search
engine G. So, null hypothesis cannot be rejected.

Table 3 shows that the Granger causality tests report a p value always higher
than 0.25, meaning that the null hypothesis cannot be rejected, so the PT-NT
ratio of social volume cannot cause the trading volume. Also in this case, the
main problem could be the short temporal period that we took in account, not

Table 2. Granger-causality tests between trading volume T and web search volume G.

Direction of causality Delay F-value test P-value

G→T 1 41.8135 p< 0.001

2 15.1435 p< 0.001

3 12.9332 p< 0.001

4 15.1546 p< 0.001

5 12.9279 p< 0.001

T→G 1 0.5450 p= 0.46

2 2.3006 p= 0.10

3 1.4878 p= 0.21

4 1.5336 p= 0.19

5 1.2297 p= 0.29
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Table 3. Granger-causality tests between PT-NT ratio of social volume G and trading
volume T.

Direction of causality Delay F-value test P-value

G→T 1 2.5175 p= 0.1173

2 0.1210 p= 0.8863

3 0.2512 p= 0.8602

4 1.3807 p= 0.2519

5 1.1938 p= 0.3243

T→G 1 1.3501 p= 0.24

2 0.4841 p= 0.61

3 0.6937 p= 0.55

4 0.0899 p= 0.98

5 0.7991 p= 0.55

enough to evaluate the predictive power of anticipation or causation. Never-
theless, we can confirm that search volume is the best predictor, able to cause
changes in the trading volume.

4 Conclusions

In this work we studied the relationship that exists between trading volumes
of Bitcoin currency and the volumes of search engine. Then we analyzed a cor-
pus of tweets in order to discover if the chatter of the community can be used
to make qualitative predictions about Bitcoin market, attempting to establish
whether there is any correlation between tweets sentiment and the Bitcoins trad-
ing volume.

Initially, we presented an analysis of a collection of queries index about Bit-
coin compared to its trading volume. We selected a corpus that lasts the period,
between June 2014 and July 2015, using Google Trends media to analyze Bit-
coins popularity under the perspective of web search. We examined the Bitcoin
trading behaviour comparing its variations with Google Trends data.

We first considered the Pearson correlation analysis and we found that the
trading volumes follow the same direction pace of queries volumes. It reveals an
obvious correlation due to peaks in one time series that occur close to peaks in the
other. Then we continued with cross-correlation and the outcome reports that
query volumes is able to anticipate trading volumes in almost 3 days. Finally,
we used Granger causality test, confirming that trading volumes can be con-
sidered Granger-caused by the query volumes. From results of these analysis,
we can affirm that Google Trends is a good predictor, because of its high cross
correlation value, where we individuated a value of 0.68.

Then, we analysed a collection of tweets about Bitcoin, considering a total
amount of 2,353,109 tweets. The corpus lasts a period of 120 days between
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January 2015 and April 2015. We applied automated Sentiment Analysis on
these tweets in order to evaluate whether public sentiment could be used to
predict Bitcoins market.

We applied the same kind of correlation analysis to the corpus of tweets com-
paring its variations with the trading volumes of Bitcoin. From results of cross
correlation analysis between the time series, we found that the ratio between pos-
itive and negative tweets may contribute to predict the movement of Bitcoins
trading volume in a few days, achieving 0.37 as outcome. The Granger-causality
tests reported that the analyzed PT-NT ratio of social volume cannot cause
changes in the trading volume. This can be probably due to the short temporal
period that we took in account, not able enough to evaluate the predictive power
of anticipation or causation. Anyway, we can confirm that Google Trends can be
seen as the best predictor, because of its high cross correlation value with three
days of lag.

As future improvements, we are working on the possibility to apply a similar
approach to other contexts, in order to better understand the predictive power
of web search and social media. We are also working to extend our analysis to
evaluate the correlation of Bitcoin Market Volatility.
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The Twitter of babel: mapping world languages through microblogging platforms.
PloS One 8, e61981 (2013)

22. Hicks, K., Gerling, K., Kirman, B., Linehan, C., Dickinson, P.: Exploring Twitter
as a game platform; strategies and opportunities for microblogging-based games.
In: Proceedings of the 2015 Annual Symposium on Computer-Human Interaction
in Play, pp. 151–161. ACM (2015)

23. Kaminski, J., Gloor, P.: Nowcasting the bitcoin market with twitter signals. arXiv
preprint arXiv:1406.7577 (2014)

24. Rao, T., Srivastava, S.: Analyzing stock market movements using Twitter senti-
ment analysis. In: Proceedings of the 2012 International Conference on Advances
in Social Networks Analysis and Mining (ASONAM 2012), pp. 119–123. IEEE
Computer Society (2012)

25. Nakamoto, S.: Bitcoin: a peer-to-peer electronic cash system. Consulted 1, 28
(2008)

26. Ron, D., Shamir, A.: Quantitative analysis of the full bitcoin transaction graph.
In: Sadeghi, A.-R. (ed.) FC 2013. LNCS, vol. 7859, pp. 6–24. Springer, Heidelberg
(2013). doi:10.1007/978-3-642-39884-1 2

27. Grinberg, R.: Bitcoin: an innovative alternative digital currency. Hastings Sci. Tech.
LJ 4, 159 (2012)

28. Mai, F., Bai, Q., Shan, Z., Wang, X.S., Chiang, R.H.: From bitcoin to big coin:
the impacts of social media on bitcoin performance (2015)

29. Matta, M., Lunesu, I., Marchesi, M.: Bitcoin spread prediction using social and
web search media. In: Proceedings of DeCAT (2015)

http://dx.doi.org/10.1007/978-3-319-13359-1_26
http://arxiv.org/abs/1406.7577
http://dx.doi.org/10.1007/978-3-642-39884-1_2


172 M. Matta et al.

30. Garcia, D., Tessone, C.J., Mavrodiev, P., Perony, N.: The digital traces of bubbles:
feedback cycles between socio-economic signals in the bitcoin economy. J. Roy. Soc.
Interface 11, 20140623 (2014)

31. Constantinides, E., Romero, C.L., Boria, M.A.G.: Social media: a new frontier for
retailers? In: Swoboda, B., Morschett, D., Rudolph, T., Schnedlitz, P., Schramm-
Klein, H. (eds.) European Retail Research. European Retail Research, pp. 1–28.
Springer, Heidelberg (2009)

32. Mittal, A., Goel, A.: Stock prediction using Twitter sentiment analysis. Standford
University, CS229 (2012)

33. Pang, B., Lee, L.: Opinion mining and sentiment analysis. Found. Trends Inf.
Retrieval 2, 1–135 (2008)

34. Thelwall, M., Buckley, K., Paltoglou, G.: Sentiment in Twitter events. J. Am. Soc.
Inf. Sci. Technol. 62, 406–418 (2011)

35. Thelwall, M., Buckley, K., Paltoglou, G., Cai, D., Kappas, A.: Sentiment strength
detection in short informal text. J. Am. Soc. Inf. Sci. Technol. 61, 2544–2558 (2010)

36. Granger, C.W.: Investigating causal relations by econometric models and cross-
spectral methods. Econom.: J. Econom. Soc. 37, 424–438 (1969)



Knowledge Engineering and Ontology
Development



A Visual Similarity Metric
for Ontology Alignment

Charalampos Doulaverakis(B), Stefanos Vrochidis, and Ioannis Kompatsiaris

Information Technologies Institute, Centre for Research and Technology Hellas,
Thessaloniki, Greece

{doulaver,stefanos,ikom}@iti.gr

Abstract. Ontology alignment is the process where two different ontolo-
gies that usually describe similar domains are ‘aligned’, i.e. a set of cor-
respondences between their entities, regarding semantic equivalence, is
determined. In order to identify these correspondences several methods
have been proposed in literature. The most common features that these
methods employ are string-, lexical-, structure- and semantic-based fea-
tures for which several approaches have been developed. However, what
hasn’t been investigated is the usage of visual-based features for deter-
mining entity similarity. Nowadays the existence of several resources that
map lexical concepts onto images allows for exploiting visual features
for this purpose. In this paper, a novel method, defining a visual-based
similarity metric for ontology matching, is presented. Each ontological
entity is associated with sets of images. State of the art visual feature
extraction, clustering and indexing for computing the visual-based sim-
ilarity between entities is employed. An adaptation of a Wordnet-based
matching algorithm to exploit the visual similarity is also proposed. The
proposed visual similarity approach is compared with standard metrics
and demonstrates promising results.

1 Introduction

Semantic Web is providing shared ontologies and vocabularies in different
domains that can be openly accessed and used for tasks such as semantic anno-
tation of information, reasoning, querying, etc. The Linked Open Data (LOD)
paradigm shows how the different exposed datasets can be linked in order to
provide a deeper understanding of information. As each ontology is being engi-
neered to describe a particular domain for usage in specific tasks, it is common
for ontologies to express equivalent domains using different terms or structures.
These equivalences have to be identified and taken into account in order to enable
seamless knowledge integration. Moreover, as an ontology can contain hundreds
or thousands of entities, there is a need to automate this process. An example
of the above comes from the cultural heritage domain where two ontologies are
being used as standards, one is the CIDOC-CRM1, used for semantically anno-
tating museum content, and the other is the Europeana Data Model2, which
1 CIDOC-CRM, http://www.cidoc-crm.org.
2 Europeana Data Model, http://labs.europeana.eu.
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is used to semantically index and interconnect cultural heritage objects. While
these two ontologies have been developed for different purposes, they are used in
the cultural heritage domain and correspondences between their entities should
exist and be identified.

In ontology alignment the goal is to automatically or semi-automatically dis-
cover correspondences between the ontological entities, i.e. their classes, prop-
erties or instances. An ‘alignment’ is a set of mappings that define the similar
entities between two ontologies. These mappings can be expressed e.g. using the
owl:equivalentClass or owl:equivalentProperty properties so that a reasoner can
automatically access both ontologies during a query. More formally, if O = (S,A)
is the definition of an ontology with S being the ontology signature consisting
of the lexical terms of concepts and relations, and A being the axioms that
restrict the meaning of these terms, then for two ontologies O1 = (S1, A1) and
O2 = (S2, A2) a mapping is defined as a morphism f : S1 → S2 such that
A2 |= f(A1), i.e. all interpretations that satisfy O1’s axioms also satisfy the
translated O2’s axioms [13].

While the proposed methodologies in literature have proven quite effective,
either alone or combined, in dealing with the alignment of ontologies, there
has been little progress in defining new similarity metrics that take advantage of
features that haven’t been considered so far. In addition existing benchmarks for
evaluating the performance of ontology alignments systems, such as the Ontology
Alignment Evaluation Initiative3 (OAEI) have shown that there is still room for
improvement in ontology alignment.

In the last 5 years the proliferation of multimedia has generated several
annotated resources and datasets that are associated with concepts, such as
ImageNet4 or Flickr5 thus making their visual representations easily available
and retrievable so that they can be further exploited, e.g. for image recognition.

In this paper we propose a novel ontology matching metric that is based
on visual similarities between ontological entities. The visual representations
of the entities are crafted by different multimedia sources, namely ImageNet
and web-based image search, thus assigning each entity to descriptive sets of
images. State of the art visual features are extracted from these images and
vector representations are generated. The entities are compared in terms of these
representations and a similarity value is extracted for each pair of entities, thus
the pair with the highest similarity value is considered as valid. The approach
is validated in experimental results where it is shown that when it’s combined
with other known ontology alignment metrics it increases precision and recall of
the discovered mappings.

The main contribution of the paper is the introduction of a novel similar-
ity metric for ontology alignment based on visual features. To the best of the
authors knowledge this is the first attempt to exploit visual features for ontology

3 OAEI, http://oaei.ontologymatching.org.
4 ImageNet, http://www.image-net.org/.
5 Flickr, https://www.flickr.com/.

http://oaei.ontologymatching.org
http://www.image-net.org/
https://www.flickr.com/
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alignment purposes. We also propose an adaptation of a popular lexical-based
matching algorithm where lexical similarity is replaced with visual similarity.

The paper is organized as follows: Sect. 3 describes the methodology in detail,
while Sect. 5 presents the experimental results on the popular OAEI conference
track dataset. In Sect. 4 an metric that exploits the proposed visual similarity and
lexical features is proposed and described. Related work in ontology alignment
is documented in Sect. 2. Finally, Sect. 6 concludes the paper and a future work
plan is outlined.

2 Related Work

In order to accomplish the automatic discovery of mappings, numerous
approaches have been proposed in literature that rely on various features. Ontol-
ogy matching goes as far back as 2000 where in [18] the Chimaera ontology
mapping tool is described. [13] presented a comprehensive ontology alignment
methods, approaches and tools. Of the most common are methods that compare
the similarity of two strings, e.g. comparing hasAuthor with isAuthoredBy, are
the most used and fastest to compute as they operate on raw strings. Exist-
ing string similarity metrics are being used, such as Levenshtein distance, Edit
distance, Jaro-Winkler similarity, etc., while string similarity algorithms such
as [28] have been developed especially for ontology matching. Other mapping
discovery methods rely on lexical processing in order to find synonyms, hyper-
nyms or hyponyms between concepts, e.g. Author and Writer, where Wordnet
is most commonly used. In [16] a survey on methods that use Wordnet [20]
for ontology alignment, is carried out. Approaches for exploiting other external
knowledge sources have been presented [2,7,24,25]. Other similarity measures
rely on the structure of the ontologies by treating ontologies as schemas since
schemas can be thought of as ontologies with a reduced relationship type set.
Such an approach is the Similarity Flooding [19] algorithm that stems from the
relational databases world but has been successfully used for ontology alignment,
while others exploit both schema and ontology semantics for mapping discov-
ery. Other works in this field can be found in [17,21]. A comprehensive study
of such methods can be found at [26]. Machine learning has also been employed
for ontology matching where features as the ones mentioned above are combined
in order to train a machine algorithm to decide which pairs of ontology entities
will be considered as semantically similar. One can refer to works such as [10]
where Support Vector Machines (SVM) are used, [22] where an adaptation of
the AdaBoost algorithm which uses Decision Trees as base classifiers is proposed
or [4] where a multi-level learning strategy is presented.

In terms of matching systems, there have been proposed numerous
approaches that combine matchers or include external resources of the gener-
ation of a valid mapping between ontologies. Most available systems have been
evaluated in the OAEI benchmarks that are held annually. In [11] the authors
use a weighted approach to combine several matchers in order to produce a final
matching score between the ontological entities. In [23] the authors go a step fur-
ther and propose a novel approach to combine elementary matching algorithms
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using a machine learning approach with decision trees. The system is trained
from prior ground truth alignments in order to find the best combination of
matchers for each pair of entities. Other systems, such as AML [8,14], make use
of external knowledge resources or lexicons to obtain ground truth structure and
entity relations. This is especially used when matching ontologies in specialized
domains such as in biomedicine. Finally, semantic-based matching is exploited
in S-Match [9].

In contrast to the above we have proposed a novel ontology matching frame-
work that corresponds entities with images and makes use of visual features in
order to compute similarity between entities. To the authors knowledge, this is
the first approach in literature where a visual-based ontology matching algo-
rithm is proposed. Throughout the paper, the term “entity” is used to refer to
ontology entities, i.e. classes, object properties, datatype properties, etc.

3 Visual Similarity for Ontology Alignment

The idea for the development of a visual similarity algorithm for ontology align-
ment originated from the structure of ImageNet where images are assigned to
concepts. For example, Fig. 1 shows a subset of images that is found in Ima-
geNet for the words boat, ship and motorbike. Obviously, boat and ship are more
semantically related than boat and motorcycle. It is also clear from Fig. 1 that
the images that correspond to boat and ship are much more similar in terms of
visual appearance than the images of motorbike. One can then assume that it
is possible to estimate the semantic relatedness of two concepts by comparing
their visual representations.

In Fig. 2 the proposed architecture for visual-based ontology alignment is
presented. The source and target ontologies are the ontologies to be matched.
For every entity in the ontologies, sets of images are assigned through ImageNet
by identifying the relevant Wordnet synsets. A synset is a set of words that
have the same meaning and these are used to query ImageNet. A single entity
might correspond to a number of synsets, e.g. “track” has different meaning in
transport and in sports as can be seen in Fig. 3. Thus for each entity a number
of image sets are retrieved. For each image in a set, low level visual features are
extracted and a numerical vector representation is formed. Therefore for each
concept different sets of vectors are generated. Each set of vectors is called a
“visual signature”. All visual signatures between the source and target ontology
are compared in pairs using a modified Jaccard set similarity in order to come
up with a list of similarity values assigned to each entity pair. The final list of
mappings is generated by employing an assignment optimization algorithm such
as the Hungarian method [15].



A Visual Similarity Metric for Ontology Alignment 179

(a) Images for “boat” (b) Images for “ship”

(c) Images for “motorbike”

Fig. 1. Images for different synsets. (a) and (b) are semantically more similar than with
(c). The visual similarity between (a) and (b) and their difference with (c) is apparent.

Fig. 2. Architecture of the proposed ontology alignment algorithm.
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(a) Images for “track (running)” (b) Images for “track (train)”

Fig. 3. Images that correspond to different meanings of concept “track”. Since we can’t
be certain of a word meaning (word sense), each concept is associated with all relevant
synsets and corresponding image sets from ImageNet.

3.1 Assigning Images to Entities

The main source of images in the proposed work is ImageNet, an image database
organized according to the WordNet noun hierarchy in which each node of the
hierarchy is associated with a number of images. Users can search the database
through a text-search web interface where the user inputs the query words,
which are then mapped to Wordnet indexed words and a list of relevant synsets
(synonym sets, see [20]) are presented. The user selects the desired synset and
the corresponding images are displayed. In addition, ImageNet provides a REST
API for retrieving the image list that corresponds to a synset by entering the
Wordnet synset id as input and this is the access method we used.

For every entity of the two ontologies to be matched, the following process
was followed: A preprocessing procedure is executed where each entity name
is first tokenized in order to split it to meaningful words as it is common for
names to be in the form of isAuthorOf or is author of thus after tokenization,
isAuthorOf will be split to the words is, Author and of. The next step is to filter
out stop words, words that do not contain important significance or are very
common. In the previous example, the words is and of are removed, thus after
this preprocessing the name that is produced is Author.

After the preprocessing step, the next procedure is about identifying the
relevant Worndet synset(s) of the entity name and get their ids, which is a
rather straightforward procedure. Using these ids, ImageNet is queried in order
to retrieve a fixed number of relevant images. However trying to retrieve these
images might fail, mainly due to two reasons: either the name does not cor-
respond to a Wordnet synset, e.g. due to misspellings, or the relevant Ima-
geNet synset isn’t assigned any images, something which is not uncommon since
ImageNet is still under development and is not complete. So, in order not to end
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up with empty image collections, in the above cases the entity name is used to
query Yahoo

TM
image search6 in order to find relevant images. The idea of using

web-based search results has been employed in computer vision as in [1] where
web image search is used to train an image classifier.

The result of the above-described process is to have each ontological entity
C associated with n sets of images IiC , with i = 1, . . . , n, where n is the number
of synsets that correspond to entity C.

3.2 Extracting the Visual Signatures of Entities

For allowing a visual-based comparison of the ontological entities, each image set
IiC has to be represented using appropriate visual descriptors. For this purpose,
a state of the art approach is followed where images are represented as compact
numerical vectors. For extracting these vectors the approach which is described
in [27] is used as it has been shown to outperform other approaches on standard
benchmarks of image retrieval and is quite efficient. In short, SURF (Speeded
Up Robust Features) descriptors [?] are extracted for each image in a set. SURF
descriptors are numerical representations of important image features and are
used to compactly describe image content. These are then represented using
the VLAD (Vector of Locally Aggregated Descriptors) representation [12] where
four codebooks of size 128 each, were used. The resulting VLAD vectors are
PCA-projected to reduce their dimensionality to 100 coefficients, thus ending
up with a standard numerical vector representation vj for each image j in a set.
At the end of this process, each image set IiC will be numerically represented
by a corresponding vector set. This vector set is termed “visual signature” ViC

as it conveniently and descriptively represents the visual content of IiC , thus
ViC = {vj}, with j = 1, . . . , k and k being the total number of images in IiC .

The whole processing workflow is depicted in Fig. 4.

Fig. 4. Block diagram of the process for extracting the visual signatures of an entity.

Algorithm 1 outlines the steps to create visual signatures VC of entities in an
ontology.
6 Yahoo search, https://images.search.yahoo.com.

https://images.search.yahoo.com
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Algorithm 1. Pseudocode for extracting visual signature VC of an entity C in ontol-

ogy O.

Ensure: VC = ∅, C is an entity of ontology O
Ct ← removeStopWords(tokenize(C))
W ← find Wordnet synsets of Ct

for all synsets Wi in W do
IiC ← download k images from ImageNet
if IiC = ∅ then

download k images from web
end if
ViC ← ∅
for all images j in IiC do

vj ← extractV isualDescriptors(j)
ViC ← add vj

end for
VC ← add ViC

end for
return VC

3.3 Comparing Visual Signatures for Computing Entity Similarity

Having the visual signatures for each entity, the next step is to use an appropriate
metric in order to compare these signatures and estimate the similarity between
image sets. Several vector similarity and distance metrics exist, such as cosine
similarity or euclidean distance, however these are mostly suitable when compar-
ing individual vectors. In the current work, we are interested in establishing the
similarity value between vector sets so the Jaccard set similarity measure is more
appropriate as it is has been defined exactly for this purpose. It’s definition is

JViCs,VjCt
=

|ViCs ∩ VjCt|
|ViCs ∪ VjCt| (1)

where ViCs and VjCt are the i and j different visual signatures of entities Cs

and Ct, |ViCs ∩ VjCt| is the intersection size of the two sets, i.e. the number of
identical images between the sets, and |ViCs∩VjCt| is the total number of images
in both sets. It holds that 0 ≤ JViCs,VjCs

≤ 1. For defining if two images A and B
are identical, we compute the angular similarity of their vector representations.

AngSimA,B = 1 − arccos (cosineSim(A,B))
π

(2)

with cosineSim(A,B) equal to

cosineSim(A,B) =

n=100∑

k=1

Ak · Bk

√√√√
n=100∑

k=1

A2
k ·

√√√√
n=100∑

k=1

B2
k

(3)
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For AngSim, a value of 0 means that the two images are completely irrele-
vant and 1 means that they are identical. However, two images might not have
AngSimA,B = 1 even if they are visually the same but they are acquired from
different sources due to e.g. differences in resolution, compression or stored for-
mat, thus we risk of having |ViCs∩VjCt| = ∅. For this reason instead of aiming to
find truly identical images we introduce the concept of “near-identical images”
where two images are considered identical if the have a similarity value above a
threshold T , thus

IdenticalA,B =

{
0 if AngSimA,B < T

1 if AngSimA,B ≥ T
(4)

T is experimentally defined. Using the above we are able to establish the Jac-
card set similarity value of two ontological entities by corresponding each entity
to an image set, extracting the visual signature of each set and comparing these
signatures. The Jaccard set similarity value JVi,Uj

is computed for every pair
i, j of synsets that correspond to the examined entities, V,U . Visual Similarity
is defined as

V isualSim(Cs, Ct) = max
i,j

(JViCs,VjCt
) (5)

4 Combining Visual and Lexical Features

The Visual Similarity algorithm can either be exploited as a standalone measure
or it can be used as complementary to other ontology matching measures as
well. Since in order to construct the visual representation of entities Wordnet
is used, one approach is to combine visual with lexical-based features. Lexical-
based measures have been used in ontology matching systems in recent OAEI
benchmarks, such as in [23] where, among others, the Wu-Palmer [29] Wordnet-
based measure has been integrated. The Wu-Palmer similarity value between
concepts C1 and C2 is defined as

WuPalmerC1,C2 =
2 · N3

N1 + N2 + 2 · N3
(6)

where C3 is defined as the least common superconcept (or hypernym) of both C1

and C2, N1 and N2 are the number of nodes from C1 and C2 to C3, respectively,
and N3 is the number of nodes on the path from C3 to root. The intuition behind
this metric is that since concepts closer to the root have a broader meaning which
is made more specific as one moves to the leaves of the hierarchy, if two concepts
have a common hypernym closer to them and further from the root, then it’s
likely that they have a closer semantic relation.

Based on this intuition we have defined a new similarity metric that takes
into account the visual features of both concepts and of their least common
superconcept. Using the same notation and meaning for C1, C2, C3, the measure
we have defined is expressed as

LexiV isC1,C2 =
V3

3 − (V1 + V2)
(7)
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Boat Hydroplane Craft
Boat-Hydroplane=0.49, Boat-Craft=0.24,

Hydroplane-Craft=0.35
LexiVis (Boat-Hydroplane) = 0.20

Fig. 5. Visual similarity values between the concepts “Boat” and “Hydroplane” which
are semantically irrelevant but visually similar. Their common hypernym is “Craft”.
The LexiVis measure, by taking advantage of lexical features, lowers their similarity
value.

where V3 is the visual similarity value between C1 and C2 and V1,V2 are the
visual similarity values between C1,C3 and C2,C3 respectively. V1,V2 and V3 are
calculated according to Eq. 5. In all cases, 0 ≤ LexiV isC1,C2 ≤ 1. The intu-
ition behind this measure is that semantically related concepts will be each
other highly visually similar to each other and also highly similar visually with
their closest hypernym. The incorporation of the closest hypernym in the overall
similarity estimation of two concepts will allow for corrections in cases where
concepts might be visually similar but semantically irrelevant, e.g. “boat” and
“hydroplane” pictures depict an object surrounded by a body of water, how-
ever when they are visually compared against their common superconcept, in
the previous example it is the concept “craft”, their pair-wise visual similarity
value will be low thus lowering the concepts’ similarity. This example is depicted
in Fig. 5.

5 Experimental Results

For analyzing the performance of the Visual Similarity ontology matching algo-
rithm we ran it against the Ontology Alignment Evaluation Initiative (OAEI)
Conference track of 2014 [5]7. The OAEI benchmarks are organized annually and
have become a standard in ontology alignment tools evaluation. In the conference
track, a number of ontologies that are used for the organization of conferences
have to be aligned in pairs. The conference track was chosen as, by design, the
proposed algorithm requires meaningful entity names that can be visually rep-
resented. Other tracks, such as benchmark and anatomy, weren’t considered due
to this limitation which is further discussed in Sect. 6. Reference alignments are
available and these are used for the actual evaluation in an automated manner.

7 OAEI 2014, http://oaei.ontologymatching.org/2014.

http://oaei.ontologymatching.org/2014
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The reference alignment that was used is “ra1” since this was readily available
for the OAEI 2014 website.

The V isualSim and LexiV is ontology matching algorithms were integrated
in the Alignment API [6] which offers interfaces and sample implementations in
order to integrate matching algorithms. The API is recommended from OAEI for
participating in the benchmarks. In addition, algorithms to compute standard
information retrieval measures, i.e. precision, recall and F-measure, against ref-
erence alignments can be found in the API, so these were used for the evaluation
of the tests results. In these tests we changed the threshold, i.e. the value under
which an entity matching is discarded, and registered the precision, recall and
F1 measure values.

In order to have a better understanding of the proposed algorithms we com-
pared it against other popular matching algorithms. Ideally the performance
of these would be evaluated against other matching algorithms that make use
of similar modalities, i.e. visual or other. This wasn’t feasible as the proposed
algorithms are the first that makes use of visual features, so we compare it
with standard algorithms that exploit traditional features such as string-based
and Wordnet-based similarity. For this purpose we implemented the ISub string
similarity matcher [28] and the Wu-Palmer Wordnet-based matcher which is
described in Sect. 4. These matchers have been used in the YAM++ ontology
matching system [23] which was one of the top ranked systems in OAEI 2012.

All aforementioned algorithms, ISub, Wu-Palmer, VisualSim and LexiVis,
are evaluated using Precision, Recall and F1 measure, with

F1 =
2 · Precision · Recall

Precision + Recall
(8)

The results of this evaluation are displayed in Fig. 6.
It can be seen from Fig. 6 that V isualSim and the LexiV is algorithms per-

forms better in all measures than the Wu-Palmer alignment algorithm which
confirms with our initial assumption that the semantic similarity between enti-
ties can be reflected in their visual representation using imaging modalities. This
allows a new range of matching techniques based on modalities that haven’t been
considered so far to be investigated. However, the string-based ISub matcher
displays superior performance, which was expected as string-based matchers are
very effective in ontology alignment and matching problems, which points out
that the aforementioned new range of matchers should work complementary
to the existing and established matchers as these have proven their reliability
though time.

An additional performance factor that should be mentioned is the compu-
tational complexity and overall execution time for the Visual based algorithm
which is much greater than the simpler string-based algorithms. Analyzing Fig. 4,
of all the documented steps by far the most time consuming are the image
download and visual descriptor extraction. However, ImageNet is already offer-
ing visual descriptors which are extracted from the synset images and are freely
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(a) Precision

(b) Recall

(c) F1 measure

Fig. 6. Precision, Recall and F1 diagrams for different threshold values using the con-
ference track ontologies of OAEI 2014.
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available to download8. The range of images that have been processed is not yet
complete but as ImageNet is still in development, the plan is to have the whole
image database processed and have the visual descriptors extracted. This avail-
ability will make the calculation of the proposed visual-based ontology alignment
algorithms faster.

5.1 In Combination with Other Ontology Alignment Algorithms

As a further test, using the Alignment API we integrated the LexiVis matching
algorithm and aggregated the matching results with other available matching
algorithms in order to have an understanding on how it would perform in a real
ontology matching system. We used the LexiVis algorithm as it was shown to
perform better than the original Visual Similarity algorithm (Fig. 6). The other
algorithms that were used are the ISub and Similarity Flooding matchers in
addition to the baseline NameEq matcher. These were used in order to have
a combination of matchers that exploit different features, i.e. string, structural
and visual. The matchers were combined using an adaptive weighting approach
similar to [3]. For this test we again used the conference track benchmark dataset
of OAEI 2014. For this dataset, results regarding the performance of the partic-
ipating matching systems are published in OAEI’s website and in [5]. It can be
seen from Table 1, in the line denoted with italic font, that the inclusion of the
LexiVis ontology matching algorithm in the matching system results in better
overall performance than running the system without it. The added value of 0.01
in F1 results in an overall F1 value of 0.60 which brings our matching system

Table 1. Performance of the LexiVis matching algorithm in combination with other
matching algorithms (ISub, Name Equality, Similarity Flooding [19]), and how the per-
formance is compared to matching systems that participated in OAEI 2014 conference
track.

System Precision Recall F1-measure

AML 0.85 0.64 0.73

LogMap 0.80 0.59 0.68

LogMap-C 0.82 0.57 0.67

XMap 0.87 0.49 0.63

NameEq + ISub + SimFlood + LexiVis 0.71 0.53 0.60

NameEq + ISub + SimFlood 0.81 0.47 0.59

OMReasoner 0.82 0.46 0.59

Baseline (NameEq) 0.80 0.43 0.56

AOTL 0.77 0.43 0.55

MaasMtch 0.64 0.48 0.55

8 ImageNet visual features download,
http://image-net.org/download-features.

http://image-net.org/download-features
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in the top 5 performances. The rather small added value of 0.01 is mainly due
to the fact that the benchmark is quite challenging as can be seen from the
results of Table 1. For example the XMap system, which is ranked 4th, man-
aged to score 0.07 more in F1 than the baseline NameEq matcher which simply
compares strings and produces a valid pair if the names are equal. Even this
small increase of F1 just by including the LexiVis algorithm proves that it can
improve results in such a challenging benchmark thus showing its benefit.

6 Conclusions

In this paper a novel ontology matching algorithm which is based on visual fea-
tures is presented. The algorithm exploits ImageNet’s structure which is based
on Wordnet in order to correspond image sets to the ontological entities and state
of the art visual processing is employed which involves visual feature descrip-
tors extraction, codebook-based feature representation, dimensionality reduction
and indexing. The visual-based similarity value is taken by calculating a modi-
fied version of the Jaccard set similarity value. A new matcher is also proposed
which combines visual and lexical features in order to determine entity similar-
ity. The proposed algorithms have been evaluated using the established OAEI
benchmark and has shown to outperform Wordnet-based approaches. In addition
it was shown that the combination of the LexiVis algorithm with other standard
ontology matchers and metrics in a matching system has led to increase mapping
accuracy compared to the same matching system but without including LexiVis.
This proves the increased efficiency of our approach.

A limitation of the proposed visual-based matching algorithm is that since it
relies of visual depictions of entities, in cases where entity names are not words,
e.g. alphanumeric codes, then its performance will be poor as images will be
able to be associated with it. A way to tackle this is to extend the approach
to include other data, such as rdfs:label, which are more descriptive. Another
limitations of this approach would be the mapping of concepts that are visually
hard to express, e.g. “Idea” or “Freedom”, however this is partly leveraged by
employing web-based search which likely retrieves relevant images for almost any
concept.

Future work will be directed to the optimization of the processing pipeline
in order to have visual similarity results in a more timely manner and other
approaches such as word sense disambiguation in order to reduce the image sets
that correspond to each entity. Finally, as it has already been mentioned, since
the current version of the algorithm only uses entity names, we will also consider
using additional features such as entity labels and comments.
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Abstract. Model-intersection (MI) problems are a very large class of
logical problems that includes many useful problem classes, such as proof
problems on first-order logic and query-answering (QA) problems in pure
Prolog and deductive databases. We propose a general schema for solv-
ing MI problems by equivalent transformation (ET), where problems
are solved by repeated simplification. The correctness of this solution
schema is shown. This general schema is specialized for formalizing solu-
tion schemas for QA problems and proof problems. The notion of a target
mapping is introduced for generation of ET rules, allowing many possible
computation procedures, for instance, computation procedures based on
resolution and unfolding. This theory is useful for inventing solutions for
many classes of logical problems.

Keywords: Model-intersection problem · Query-answering problem ·
Equivalent transformation · Problem solving

1 Introduction

This paper introduces a model-intersection problem (MI problem), which is a pair
〈Cs, ϕ〉, where Cs is a set of clauses and ϕ is a mapping, called an exit mapping ,
used for constructing the output answer from the intersection of all models of Cs.
More formally, the answer to a MI problem 〈Cs, ϕ〉 is ϕ(

⋂
Models(Cs)), where

Models(Cs) is the set of all models of Cs. The set of all MI problems constitutes
a very large class of problems and is of great importance.

MI problems includes as an important subclass query-answering problems
(QA problems), each of which is a pair 〈Cs, a〉, where Cs is a set of clauses
and a is a user-defined query atom. The answer to a QA problem 〈Cs, a〉 is
defined as the set of all ground instances of a that are logical consequences of
Cs. Characteristically, a QA problem is an “all-answers finding” problem, i.e.,
all ground instances of a given query atom satisfying the requirement above are
to be found. Many logic programming languages, including Datalog, Prolog, and
other extensions of Prolog, deal with specific subclasses of QA problems.

c© Springer International Publishing AG 2016
A. Fred et al. (Eds.): IC3K 2015, CCIS 631, pp. 191–212, 2016.
DOI: 10.1007/978-3-319-52758-1 12
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The class of proof problems is also a subclass of MI problems. In contrast
to a QA problem, a proof problem, is a “yes/no” problem; it is concerned with
checking whether or not one given logical formula is a logical consequence of
another given logical formula. Formally, a proof problem is a pair 〈E1, E2〉, where
E1 and E2 are first-order formulas, and the answer to this problem is defined
to be “yes” if E2 is a logical consequence of E1, and it is defined to be “no”
otherwise.

Historically, among these three kinds of problems, proof problems were first
solved, e.g., the tableaux method [8] and the resolution method [12] have been
long well known. After that, QA problems on pure Prolog were solved based on
the resolution principle. The theory of SLD-resolution was used for the correct-
ness of Prolog computation. So it has been believed that Prolog computation
is an inference process. This approach can be called a proof-centered approach.
Many solutions proposed so far for some other classes of logical problems are
also basically proof-centered.

In this paper, we prove that a QA problem is a MI problem (Theorem 3), and
a proof problem is also a MI problem (Theorem 4). Together with the inclusion
relation between proof problems and QA problems shown in [2], we have

Proof ⊂ QA ⊂ MI,

where Proof, QA, and MI denote the class of all proof problems, the class of
all QA problems, and the class of all MI problems, respectively. The class of all
MI problems is larger than the class of all QA problems and that of all proof
problems. It is a more natural class to be solved by the method presented in
this paper. A general solution method for MI problems can be applied to any
arbitrary QA problem and any arbitrary proof problem. This can be called a
MI-centered approach.

MI problems are axiomatically constructed on an abstract structure, called
a specialization system. It consists of abstract atoms and abstract operations
(extensions of variable-substitution operations) on atoms, called specializations.
These abstract components can be any arbitrary mathematical objects as long as
they satisfy given axioms. Abstract clauses can be built on abstract atoms. This
is a sharp contrast to most of the conventional theories in logic programming,
where concrete syntax is usually used. In Prolog, for example, usual first-order
atoms and substitutions with concrete syntax are used, and there is no way to
give a foundation for other forms of extended atoms and for various specialization
operations other than the usual variable-substitution operation.

An axiomatic theory enables us to develop a very general theory. By instan-
tiating a specialization system to a specific domain and by imposing certain
restrictions on clauses, our theory can be applied to many subclasses of MI
problems.

We propose a general schema for solving MI problems by equivalent transfor-
mation (ET), where problems are solved by repeated simplification. We introduce
the concept of target mapping and propose three target mappings. Since trans-
formation preserving a target mapping is ET, target mappings provide a strong
foundation for inventing many ET rules for solving MI problems on clauses.
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An ET-based solution consists of the following steps: (i) formalize an initial
MI problem on some specialization system, (ii) prepare ET rules, (iii) construct
an ET sequence, and (iv) compute an answer mapping for deriving a solution.

To begin with, Sect. 2 recalls the concept of specialization system and formal-
izes MI problems on a specialization system. QA problems and proof problems
are embedded into the class of all MI problems. Section 3 defines the notions of
a target mapping and an answer mapping, and introduces a schema for solving
MI problems based on ET preserving answers/target mappings. The correctness
of this solution schema is shown. Section 4 introduces three target mappings for
clause sets. Among them, MM is a target mapping that associates with each
clause set a collection of its specific models computed in a bottom-up manner.
Section 5 presents solution schemas for QA problems and proof problems based
on the solution schema for MI problems in Sect. 3. Section 6 shows examples of
solutions of a QA problem and a proof problem based on the solution schemas
in Sect. 5. Section 7 concludes the paper.

The notation that follows holds thereafter. Given a set A, pow(A) denotes
the power set of A and partialMap(A) the set of all partial mappings on A (i.e.,
from A to A). For any partial mapping f from a set A to a set B, dom(f) denotes
the domain of f , i.e., dom(f) = {a | (a ∈ A) & (f(a) is defined)}.

2 Clauses and Model-Intersection Problems

2.1 Specialization Systems

A substitution {X/f(a), Y/g(z)} changes an atom p(X, 5, Y ) in the term domain
into p(f(a), 5, g(z)). Generally, a substitution in first-order logic defines a total
mapping on the set of all atoms in the term domain. Composition of such map-
pings is also realized by some substitution. There is a substitution that does
not change any atom (i.e., the empty substitution). A ground atom in the term
domain is a variable-free atom.

Likewise, in the string domain, substitutions for strings are used. A substi-
tution {X/“aY bc”, Y/“xyz”} changes an atom p(“X5Y ”) into p(“aY bc5xyz”).
Such a substitution for strings defines a total mapping on the set of all atoms
that may include string variables. Composition of such mappings is also realized
by some string substitution. There is a string substitution that does not change
any atom (i.e., the empty substitution). A ground atom in the string domain is
a variable-free atom.

A similar operation can be considered in the class-variable domain. Con-
sider, for example, an atom p(X : animal, Y : dog, Z : cat) in this domain,
where X : animal, Y : dog, and Z : cat represent an animal object, a dog
object, and a cat object, respectively. When we obtain additional informa-
tion that X is a dog, we can restrict X : animal into X : dog and the atom
p(X : animal, Y : dog, Z : cat) into p(X : dog, Y : dog, Z : cat). By contrast, with
new information that Z is a dog, we cannot restrict Z : cat and the above atom
since Z cannot be a dog and a cat at the same time. More generally, such a
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restriction operation may not be applicable to some atoms, i.e., it defines a
partial mapping on the set of all atoms. Composition of such partial mappings is
also a partial mapping, and we can determine some composition operation cor-
responding to it. An empty substitution that does not change any atom can be
introduced. A ground atom in the class-variable domain is a variable-free atom.

In order to capture the common properties of such operations on atoms, the
notion of a specialization system was introduced around 1990.

Definition 1. A specialization system Γ is a quadruple 〈A,G,S, μ〉 of three
sets A, G, and S, and a mapping μ from S to partialMap(A) that satisfies the
following conditions:

1. (∀s′, s′′ ∈ S)(∃s ∈ S) : μ(s) = μ(s′) ◦ μ(s′′).
2. (∃s ∈ S)(∀a ∈ A) : μ(s)(a) = a.
3. G ⊆ A.

Elements of A, G, and S are called atoms, ground atoms, and specializations,
respectively. The mapping μ is called the specialization operator of Γ . A special-
ization s ∈ S is said to be applicable to a ∈ A iff a ∈ dom(μ(s)). 
�

Assume that a specialization system Γ = 〈A,G,S, μ〉 is given. A specializa-
tion in S will often be denoted by a Greek letter such as θ. A specialization θ ∈ S
will be identified with the partial mapping μ(θ) and used as a postfix unary (par-
tial) operator on A (e.g., μ(θ)(a) = aθ), provided that no confusion is caused.
Let ε denote the identity specialization in S, i.e., aε = a for any a ∈ A. For any
θ, σ ∈ S, let θ ◦ σ denote a specialization ρ ∈ S such that μ(ρ) = μ(σ) ◦ μ(θ),
i.e., a(θ ◦ σ) = (aθ)σ for any a ∈ A.

2.2 User-Defined Atoms, Constraint Atoms, and Clauses

Let Γu = 〈Au,Gu,Su, μu〉 and Γc = 〈Ac,Gc,Sc, μc〉 be specialization systems
such that Su = Sc. Elements of Au are called user-defined atoms and those of
Gu are called ground user-defined atoms . Elements of Ac are called constraint
atoms and those of Gc are called ground constraint atoms. Hereinafter, assume
that S = Su = Sc. Elements of S are called specializations. Let TCon denote
the set of all true ground constraint atoms.

A clause on 〈Γu, Γc〉 is an expression of the form

a1, . . . , am ← b1, . . . , bn,

where m ≥ 0, n ≥ 0, and each of a1, . . . , am, b1, . . . , bn belongs to Au ∪ Ac. It is
called a definite clause iff m = 1 and a1 ∈ Au. It is called a positive unit clause
iff it is a definite clause and each of b1, . . . , bn belongs to Ac. It is a ground clause
on 〈Γu, Γc〉 iff each of a1, . . . , am, b1, . . . , bn belongs to Gu ∪ Gc. Let Cls denote
the set of all clauses on 〈Γu, Γc〉.
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2.3 Interpretations and Models

An interpretation is a subset of Gu. Unlike ground user-defined atoms, the truth
values of ground constraint atoms are predetermined by TCon (cf. Sect. 2.2)
independently of interpretations. A ground constraint atom g is true iff g ∈
TCon. It is false otherwise.

A ground clause C = (a1, . . . , am ← b1, . . . , bn) is true with respect to an
interpretation G ⊆ Gu (in other words, G satisfies C) iff at least one of the
following conditions is satisfied:

1. There exists i ∈ {1, . . . ,m} such that ai ∈ G ∪ TCon.
2. There exists j ∈ {1, . . . , n} such that bj /∈ G ∪ TCon.

A clause C is true with respect to an interpretation G ⊆ Gu (in other words, G
satisfies C) iff for any specialization θ such that Cθ is ground, Cθ is true with
respect to G. A model of a clause set Cs ⊆ Cls is an interpretation that satisfies
every clause in Cs.

Note that the standard semantics is taken in this paper, i.e., all models of a
formula are considered instead of specific ones, such as those considered in the
minimal model semantics [6,11] (i.e., the semantics underlying logic program-
ming) and those considered in stable model semantics [9,10] (i.e., the semantics
underlying answer set programming).

2.4 Model-Intersection (MI) Problems

Let Models be a mapping that associates with each clause set the set of all of
its models, i.e., Models(Cs) is the set of all models of Cs for any Cs ⊆ Cls.

Assume that a person A and a person B are interested in knowing which
atoms in Gu are true and which atoms in Gu are false. They want to know the
unknown set G of all true ground atoms. Due to shortage of knowledge, A still
cannot determine one unique true subset of Gu. The person A can only limit pos-
sible subsets of true atoms by specifying a subset Gs of pow(Gu). The unknown
set G of all true atoms belongs to Gs. One way for A to inform this knowledge
to B compactly is to send to B a clause set Cs such that Gs ⊆ Models(Cs).
Receiving Cs, B knows that Models(Cs) includes all possible intended sets of
ground atoms, i.e., G ∈ Models(Cs). As such, B can know that each ground
atom outside

⋃
Models(Cs) is false, i.e., for any g ∈ Gu, if g /∈ ⋃

Models(Cs),
then g /∈ G. The person B can also know that each ground atom in

⋂
Models(Cs)

is true, i.e., for any g ∈ Gu, if g ∈ ⋂
Models(Cs), then g ∈ G. This shows the

importance of calculating
⋂

Models(Cs).
A model-intersection problem (MI problem) is a pair 〈Cs, ϕ〉, where Cs ⊆ Cls

and ϕ is a mapping from pow(Gu) to some set W . The mapping ϕ is called an exit
mapping . The answer to this problem, denoted by ansMI(Cs, ϕ), is defined by

ansMI(Cs, ϕ) = ϕ(
⋂

Models(Cs)),

where
⋂

Models(Cs) is the intersection of all models of Cs. Note that when
Models(Cs) is the empty set,

⋂
Models(Cs) = Gu.
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2.5 Query-Answering (QA) Problems

Let Cs ⊆ Cls. For any Cs′ ⊆ Cls, Cs′ is a logical consequence of Cs, denoted
by Cs |= Cs′, iff every model of Cs is also a model of Cs′. For any a ∈ Au, a is a
logical consequence of Cs, denoted by Cs |= a, iff Cs |= {(a ←)}.

A query-answering problem (QA problem) in this paper is a pair 〈Cs, a〉,
where Cs ⊆ Cls and a is a user-defined atom in Au. The answer to a QA
problem 〈Cs, a〉, denoted by ansQA(Cs, a), is defined by

ansQA(Cs, a) = {aθ | (θ ∈ S) & (aθ ∈ Gu) & (Cs |= (aθ ←))}.

Theorem 1. For any Cs ⊆ Cls and a ∈ Au,

ansQA(Cs, a) = rep(a) ∩ (
⋂

Models(Cs)),

where rep(a) denotes the set of all ground instances of a.

Proof: Let Cs ⊆ Cls and a ∈ Au. By the definition of |=, for any ground atom
g ∈ Gu, Cs |= g iff g ∈ ⋂

Models(Cs). Then

ansQA(Cs, a) = {aθ | (θ ∈ S) & (aθ ∈ Gu) &(Cs |= (aθ ←))}
= {g | (θ ∈ S) & (g = aθ)&(g ∈ Gu)&(Cs |= (g ←))}
= {g | (g ∈ rep(a)) & (Cs |= (g ←))}
= {g | (g ∈ rep(a)) & (g ∈ (

⋂
Models(Cs)))}

= rep(a) ∩ (
⋂

Models(Cs)).


�
Theorem 1 shows the importance of the intersection of all models of a clause

set. By this theorem, the answer to a QA problem can be rewritten as follows:

Theorem 2. Let Cs ⊆ Cls and a ∈ Au. Then ansQA(Cs, a) = ansMI(Cs, ϕ1),
where for any G ⊆ Gu, ϕ1(G) = rep(a) ∩ G.

Proof: It follows from Theorem 1 and the definition of ϕ1 that ansQA(Cs, a) =
ϕ1(

⋂
Models(Cs)) = ansMI(Cs, ϕ1). 
�

This is one way to regard a QA problem as a MI problem, which can be
understood as follows: The set

⋂
Models(Cs) often contains too many ground

atoms. The set rep(a) specifies a range of interest in the set Gu. The exit mapping
ϕ1 focuses attention on the part rep(a) by making intersection with it.

Theorem 3 below shows another way to formalize a QA problem as a MI
problem.

Theorem 3. Assume that the specialization system for first-order logic is used.
Let Cs ⊆ Cls and a ∈ Au. Then

ansQA(Cs, a) = ansMI(Cs ∪ {(p(x1, . . . , xn) ← a)}, ϕ2),
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where p is a predicate that appears in neither Cs nor a, the arguments x1, . . . , xn

are all the mutually different variables occurring in a, and for any G ⊆ Gu,

ϕ2(G) = {aθ | (θ ∈ S) & (p(x1, . . . , xn)θ ∈ G)}.

Proof: By Theorem 1 and the definition of ϕ2,

ansQA(Cs, a) = rep(a) ∩ (
⋂

Models(Cs))

= ϕ2(
⋂

Models(Cs ∪ {(p(x1, . . . , xn) ← a)}))

= ansMI(Cs ∪ {(p(x1, . . . , xn) ← a)}, ϕ2).


�
In logic programming [11], a problem represented by a pair of a set of definite

clauses and a query atom has been intensively discussed. In the description logic
(DL) community [4], a class of problems formulated as conjunctions of DL-based
axioms and assertions together with query atoms has been discussed [13]. These
two problem classes can be formalized as subclasses of QA problems considered
in this paper.

2.6 Proof Problems

A proof problem is a pair 〈E1, E2〉, where E1 and E2 are first-order formulas,
and the answer to this problem, denoted by ansPr(E1, E2), is defined by

ansPr(E1, E2) =
{

“yes” if E2 is a logical consequence of E1,
“no” otherwise.

It is well known that a proof problem 〈E1, E2〉 can be converted into the
problem of determining whether E1 ∧ ¬E2 is unsatisfiable [5], i.e., whether E1 ∧
¬E2 has no model. As a result, ansPr(E1, E2) can be equivalently defined by

ansPr(E1, E2) =
{

“yes” if Models(E1 ∧ ¬E2) = ∅,
“no” otherwise.

Theorem 4. Let 〈E1, E2〉 be a proof problem. Let Cs be the set of clauses
obtained by transformation of E1 ∧ ¬E2 preserving satisfiability. Let ϕ3 :
pow(Gu) → {“yes”, “no”} be defined by: for any G ⊆ Gu,

ϕ3(G) =
{

“yes” if G = Gu,
“no” otherwise.

Then ansPr(E1, E2) = ansMI(Cs, ϕ3).

Proof: Let b be a ground user-defined atom that is not an instance of any user-
defined atom occurring in Cs. If m is a model of Cs, then m − {b} is also a
model of Cs. Obviously, m − {b} �= Gu. Therefore, (i) if Models(Cs) �= ∅, then⋂

Models(Cs) �= Gu, and (ii) if Models(Cs) = ∅, then
⋂

Models(Cs) =
⋂{} = Gu.

Hence ansPr(E1, E2) = ansMI(Cs, ϕ3). 
�
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3 Solving MI Problems by Equivalent Transformation

A general schema for solving MI problems based on equivalent transformation
is formulated and its correctness is shown (Theorem 9).

3.1 Preservation of Partial Mappings and Equivalent
Transformation

Terminologies such as preservation of partial mappings and equivalent transfor-
mation are defined in general below. They will be used with a specific class of
partial mappings called target mappings, which will be introduced in Sect. 3.2.

Assume that X and Y are sets and f is a partial mapping from X to Y .
For any x, x′ ∈ dom(f), transformation of x into x′ is said to preserve f iff
f(x) = f(x′). For any x, x′ ∈ dom(f), transformation of x into x′ is called
equivalent transformation (ET ) with respect to f iff the transformation preserves
f , i.e., f(x) = f(x′).

Let F be a set of partial mappings from a set X to a set Y . Given x, x′ ∈ X,
transformation of x into x′ is called equivalent transformation (ET ) with respect
to F iff there exists f ∈ F such that the transformation preserves f . A sequence
[x0, x1, . . . , xn] of elements in X is called an equivalent transformation sequence
(ET sequence) with respect to F iff for any i ∈ {0, 1, . . . , n − 1}, transformation
of xi into xi+1 is ET with respect to F. When emphasis is placed on the initial
element x0 and the final element xn, this sequence is also referred to as an ET
sequence from x0 to xn.

3.2 Target Mappings and Answer Mappings

Given a MI problem 〈Cs, ϕ〉, since ansMI(Cs, ϕ) = ϕ(
⋂

Models(Cs)), the answer
to this MI problem is determined uniquely by Models(Cs) and ϕ. As a result,
we can equivalently consider a new MI problem with the same answer by
switching from Cs to another clause set Cs′ if Models(Cs) = Models(Cs′).
According to the general terminologies defined in Sect. 3.1, on condition that
Models(Cs) = Models(Cs′), transformation from x = Cs into x′ = Cs′ pre-
serves f = Models and is called ET with respect to f = Models, where (i)
x, x′ ∈ pow(Cls) and (ii) Models(x),Models(x′) ∈ pow(pow(Gu)). We can also
consider an ET sequence [Cs0,Cs1, . . . ,Csn] of elements in pow(Cls) with respect
to a singleton set {Models}. MI problems can be transformed into simpler forms
by ET preserving Models.

In order to use more partial mappings for simplification of MI problems, we
extend our consideration from the specific mapping Models to a class of partial
mappings, called GSetMap, defined below.

Definition 2. GSetMap is the set of all partial mappings from pow(Cls) to
pow(pow(Gu)). 
�
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As defined in Sect. 2.4, Models(Cs) is the set of all models of Cs for any
Cs ⊆ Cls. Since a model is a subset of Gu, Models is regarded as a total mapping
from pow(Cls) to pow(pow(Gu)). Since a total mapping is also a partial mapping,
the mapping Models is a partial mapping from pow(Cls) to pow(pow(Gu)), i.e.,
it is an element of GSetMap.

A partial mapping M in GSetMap is of particular interest if
⋂

M(Cs) =⋂
Models(Cs) for any Cs ∈ dom(M). Such a partial mapping is called a target

mapping .

Definition 3. A partial mapping M ∈ GSetMap is a target mapping iff for
any Cs ∈ dom(M),

⋂
M(Cs) =

⋂
Models(Cs). 
�

It is obvious that:

Theorem 5. The mapping Models is a target mapping. 
�
The next theorem provides a sufficient condition for a mapping in GSetMap

to be a target mapping.

Theorem 6. Let M ∈ GSetMap. M is a target mapping if the following con-
ditions are satisfied:

1. M(Cs) ⊆ Models(Cs) for any Cs ∈ dom(M).
2. For any Cs ∈ dom(M) and any m2 ∈ Models(Cs), there exists m1 ∈ M(Cs)

such that m1 ⊆ m2.

Proof: Assume that Conditions 1 and 2 above hold. Let Cs ∈ dom(M). By
Condition 1,

⋂
M(Cs) ⊇ ⋂

Models(Cs). We show that
⋂

M(Cs) ⊆ ⋂
Models(Cs)

as follows: Assume that g ∈ ⋂
M(Cs). Let m2 ∈ Models(Cs). By Condition 2,

there exists m1 ∈ M(Cs) such that m1 ⊆ m2. Since g ∈ ⋂
M(Cs), g belongs

to m1. So g ∈ m2. Since m2 is any arbitrary element of Models(Cs), g belongs
to

⋂
Models(Cs). It follows that

⋂
M(Cs) =

⋂
Models(Cs). Hence M is a target

mapping. 
�
Definition 4. A partial mapping A from pow(Cls) to a set W is an answer map-
ping with respect to an exit mapping ϕ iff for any Cs ∈ dom(A), ansMI(Cs, ϕ) =
A(Cs). 
�

If M is a target mapping, then M can be used for computing the answers to
MI problems. More precisely:

Theorem 7. Let M be a target mapping and ϕ an exit mapping. Suppose that
A is a partial mapping such that dom(A) = dom(M) and for any Cs ∈ dom(M),
A(Cs) = ϕ(

⋂
M(Cs)). Then A is an answer mapping with respect to ϕ.

Proof: Let Cs ∈ dom(A). Since dom(A) = dom(M), Cs belongs to dom(M).
Since M is a target mapping,

⋂
M(Cs) =

⋂
Models(Cs). Thus ansMI(Cs, ϕ) =

ϕ(
⋂

Models(Cs)) = ϕ(
⋂

M(Cs)) = A(Cs). So A is an answer mapping with
respect to ϕ. 
�
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3.3 ET Steps and ET Rules

Next, a schema for solving MI problems based on equivalent transformation (ET)
preserving answers is formulated. The notions of preservation of answers/target
mappings, ET with respect to answers/target mappings, and an ET sequence
are obtained by specializing the general definitions in Sect. 3.1.

Let π be a mapping, called state mapping , from a given set State to the set
of all MI problems. Elements of State are called states.

Definition 5. Let 〈S, S′〉 ∈ State×State. 〈S, S′〉 is an ET step with respect to
π iff if π(S) = 〈Cs, ϕ〉 and π(S′) = 〈Cs′, ϕ′〉, then ansMI(Cs, ϕ) = ansMI(Cs′, ϕ′).


�
Definition 6. A sequence [S0, S1, . . . , Sn] of elements of State is an ET
sequence with respect to π iff for any i ∈ {0, 1, . . . , n − 1}, 〈Si, Si+1〉 is an
ET step with respect to π. 
�

The role of ET computation constructing [S0, S1, . . . , Sn] is to start with
S0 and to reach Sn from which the answer to the given problem can be easily
computed.

The concept of ET rule on State is defined by:

Definition 7. An ET rule r on State with respect to π is a partial mapping
from State to State such that for any S ∈ dom(r), 〈S, r(S)〉 is an ET step with
respect to π. 
�

We also define ET rules on pow(Cls) as follows:

Definition 8. An ET rule r with respect to a target mapping M is a partial
mapping from pow(Cls) to pow(Cls) such that for any Cs ∈ dom(r), M(Cs) =
M(r(Cs)). 
�

We can construct an ET rule on State based on target mappings.

Theorem 8. Assume that M is a target mapping and r is a partial mapping
from pow(Cls) to pow(Cls). Let r̄ be defined as a partial mapping from State
to State such that for any S ∈ State, if π(S) = 〈Cs, ϕ〉, then π(r̄(S)) =
〈r(Cs), ϕ〉. If r is an ET rule with respect to M , then r̄ is an ET rule on State.

Proof: Assume that r is an ET rule with respect to M . Let S ∈ State such that
π(S) = 〈Cs, ϕ〉. Then

ansMI(Cs, ϕ) = ϕ(
⋂

Models(Cs))

= (since M is a target mapping)

= ϕ(
⋂

M(Cs))

= (since r is an ET rule with respect to M)

= ϕ(
⋂

M(r(Cs)))
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= (since M is a target mapping)

= ϕ(
⋂

Models(r(Cs)))

= ansMI(r(Cs), ϕ).


�

3.4 Correct Solutions Based on ET Rules

Assume that

– ϕ is an exit mapping,
– Prob = pow(Cls) × {ϕ},
– State is a set of states and π is a state mapping for State such that for any

S ∈ State, the second component of π(S) is ϕ, and
– A is an answer mapping with respect to ϕ.

The proposed solution schema for MI problems consists of the following steps:

1. Assume that a MI problem 〈Cs, ϕ〉 in Prob is given as an input problem.
2. Prepare a set R of ET rules on State with respect to π.
3. Take S0 such that π(S0) = 〈Cs, ϕ〉 to start computation from S0.
4. Construct an ET sequence [S0, . . . , Sn] by applying ET rules in R, i.e., for

each i ∈ {0, 1, . . . , n − 1}, Si+1 is obtained from Si by selecting and applying
ri ∈ R such that Si ∈ dom(ri) and ri(Si) = Si+1.

5. Assume that π(Sn) = 〈Csn, ϕ〉. If the computation reaches the domain of A,
i.e., Csn ∈ dom(A), then compute the answer by using the answer mapping
A, i.e., output A(Csn).

Given a set Cs of clauses and an exit mapping ϕ, the answer to the MI
problem 〈Cs, ϕ〉, i.e., ansMI(Cs, ϕ) = ϕ(

⋂
Models(Cs)), can be directly obtained

by the computation shown in the leftmost path in Fig. 1. Instead of taking this
computation path, the above solution takes a different one, i.e., the lowest path
(from Cs to Cs′) followed by the rightmost path (through A) in Fig. 1.

The selection of ri in R at Step 4 is nondeterministic and there may be many
possible computation paths for each MI problem. Every output computed by
using any arbitrary computation path is correct. When the set R gives at least
one correct computation path for each MI problem in Prob, R can be regarded
as an algorithm for Prob.

Theorem 9. The above procedure gives the correct answer to 〈Cs, ϕ〉.
Proof. Since [S0, . . . , Sn] is an ET sequence, ansMI(Cs, ϕ) = ansMI(Csn, ϕ). Since
A is an answer mapping with respect to ϕ, ansMI(Csn, ϕ) = A(Csn). Hence
ansMI(Cs, ϕ) = A(Csn). 
�
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Fig. 1. Target mappings, an answer mapping, and ET computation paths.

3.5 Computation Cost for Solving MI Problems

We next explain the basic structure of computation cost of the solution in
Sect. 3.4. For the discussion below, the following notation is assumed:

– For any S, S′ ∈ State, let trans(S, S′) denote the transformation of S into S′,
and time(trans(S, S′)) denote the computation time required for this transfor-
mation step.

– Let π be a state mapping. For any answer mapping A and S ∈ State, let
comp(A,S) denote the computation of A(Cs), where π(S) = 〈Cs, ϕ〉, and let
time(comp(A,S)) denote the amount of time required for this computation.

With this notation, the time of the solution in Sect. 3.4 using an ET sequence
[S0, S1, . . . , Sn] and an answer mapping A is evaluated by

TMI = Σn
i=1time(trans(Si−1, Si)) + time(comp(A,Sn)).

A basic strategy to obtain an efficient solution is to minimize (i) the time for
final computation, i.e., time(comp(A,Sn)), (ii) the computation time of each
transformation step in the ET sequence from S0 to Sn, i.e., time(trans(Si−1, Si))
for each i ∈ {1, . . . , n}, and (iii) the total number of computation steps, i.e., n.

4 Target Mappings for Clauses

Next, three target mappings are introduced, i.e., τ1 for sets of positive unit
clauses, τ2 for sets of definite clauses, and MM for sets of arbitrary clauses.
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4.1 A Target Mapping for Sets of Positive Unit Clauses

Let PUcl denote the set of all positive unit clauses. A partial mapping τ1 ∈
GSetMap is defined as follows:

1. For any F ⊆ PUcl, τ1(F ) is the singleton set {mF }, where

mF = {aθ |((a ← b1, . . . , bn) ∈ F ) & (θ ∈ S) &
(aθ ∈ Gu) & ({b1θ, . . . , bnθ} ⊆ TCon)}.

2. For any Cs ⊆ Cls such that Cs �⊆ PUcl, τ1(Cs) is undefined.

Theorem 10. τ1 is a target mapping.

Proof: Assume that F ⊆ PUcl. Let τ1(F ) = {mF }. Obviously, mF is a model
of F . Hence τ1(F ) = {mF } ⊆ Models(F ). So the first condition of Theorem 6 is
satisfied for τ1.

Now assume that F ⊆ PUcl and m ∈ Models(F ). Let τ1(F ) = {mF }. Then
mF ∈ τ1(F ) and mF ⊆ m. So the second condition of Theorem 6 is also satisfied
for τ1. Thus τ1 is a target mapping by Theorem 6. 
�

4.2 A Target Mapping for Sets of Definite Clauses

Let Dcl denote the set of all definite clauses. Given a definite clause C, the atom
in the left-hand side of C is called the head of C, denoted by head(C), and the
set of all user-defined atoms and constraint atoms in the right-hand side of C
is called the body of C, denoted by body(C). Assume that D is a set of definite
clauses in Dcl. The meaning of D, denoted by M(D), is defined as follows:

1. A mapping TD on pow(G) is defined by: for any set G ⊆ G, TD(G) is the set

{head(Cθ) |(C ∈ D) & (θ ∈ S) &
(each user-defined atom in body(Cθ) is in G) &
(each constraint atom in body(Cθ) is true)}.

2. M(D) is then defined as the set
⋃∞

n=1 Tn
D(∅), where T 1

D(∅) = TD(∅) and for
each n > 1, Tn

D(∅) = TD(Tn−1
D (∅)).

Then a partial mapping τ2 ∈ GSetMap is defined below.

1. For any D ⊆ Dcl, τ2(D) is the singleton set {M(D)}.
2. For any Cs ⊆ Cls such that Cs �⊆ Dcl, τ2(Cs) is undefined.

Theorem 11. τ2 is a target mapping.

Proof: Let D ⊆ Dcl. Since M(D) is a model of D, τ2(D) = {M(D)} ⊆
Models(D). So the first condition of Theorem 6 is satisfied for τ2. Let m ∈
Models(D). Since M(D) is the least model of D, M(D) ⊆ m. So the second
condition of Theorem 6 is satisfied for τ2. By Theorem 6, τ2 is a target mapping.


�
Theorem 12. For any F ⊆ PUcl, τ2(F ) = τ1(F ).

Proof: For any F ⊆ PUcl, τ2(F ) = {M(F )} = {mF } = τ1(F ). 
�
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4.3 A Target Mapping for All Clause Sets

Given a clause C, the set of all user-defined atoms and constraint atoms in the
left-hand side of C is denoted by lhs(C) and the set of all those in the right-hand
side of C is denoted by rhs(C). A clause is said to be positive if there is at least
one user-defined atom in its left-hand side; it is said to be negative otherwise.

It is assumed henceforth that (i) for any constraint atom c, not(c) is
a constraint atom; (ii) for any constraint atom c and any specialization θ,
not(c)θ = not(cθ); and (iii) for any ground constraint atom c, c is true iff not(c)
is not true.

The following notation is used for defining a target mapping MM for arbitrary
clauses in Cls (Definition 9).

1. Let Cs be a set of clauses possibly with constraint atoms. mvRhs(Cs) is
defined as the set {mvRhs(C) | C ∈ Cs}, where for any clause C ∈ Cs,
mvRhs(C) is the clause obtained from C as follows: For each constraint atom
c in lhs(C), remove c from lhs(C) and add not(c) to rhs(C).

2. Let Cs be a set of clauses with no constraint atom in their left-hand sides.
For any G ⊆ G, Ginst(Cs, G) is defined as the set

{rmCon(Cθ) |(C ∈ Cs) & (θ ∈ S) &
(each user-defined atom in Cθ is in G) &
(each constraint atom in rhs(Cθ) is true)},

where for any clause C ′, rmCon(C ′) is the clause obtained from C ′ by remov-
ing all constraint atoms from it.

3. Let Cs be a set of clauses possibly with constraint atoms. For any G ⊆ G,
Inst(Cs, G) is defined by

Inst(Cs, G) = Ginst(mvRhs(Cs), G).

4. Let Cs be a set of ground clauses with no constraint atom. We can construct
a set of definite clauses from Cs as follows: For each clause C ∈ Cs,
– if lhs(C) = ∅, then construct a definite clause the head of which is ⊥ and

the body of which is rhs(C), where ⊥ is a special symbol not occurring in
Cs;

– if lhs(C) �= ∅, then (i) select one arbitrary atom a from lhs(C), and (ii)
construct a definite clause the head of which is a and the body of which
is rhs(C).

Let Dc(Cs) denote the set of all definite-clause sets possibly constructed from
Cs in the above way.

Proposition 1. Let Cs ⊆ Cls. For any m ⊆ G, m is a model of Cs iff m is a
model of Inst(Cs,G).

Proof: Inst(Cs,G) is obtained from Cs by (i) moving constraint atoms in the left-
hand sides of clauses into their right-hand sides, (ii) instantiation of variables into
ground terms, (iii) removal of clauses containing false constraint atoms in their
right-hand sides, and (iv) removal of true constraint atoms from the remaining
clauses. Each of the operations (i), (ii), (iii), and (iv) preserves models. 
�
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A mapping MM is defined below.
Definition 9. A mapping MM ∈ GSetMap is defined by

MM(Cs) = {M(D) | (D ∈ Dc(Inst(Cs,G))) & (⊥ /∈ M(D))}
for any Cs ⊆ Cls. 
�
Theorem 13. MM is a target mapping.

Proof: First, we show that the first condition of Theorem6 is satisfied for MM.
Let Cs ⊆ Cls. Suppose that m ∈ MM(Cs). Let Cs′ = Inst(Cs,G). Then there
exists D such that m = M(D), D ∈ Dc(Cs′), and ⊥ /∈ M(D). We show that m
is a model of Cs′ as follows:

– Let CP be a positive clause in Cs′. Since D ∈ Dc(Cs′), there exists C ∈ D
such that head(C) ∈ lhs(CP ) and body(C) = rhs(CP ). Since m satisfies C, m
also satisfies CP . Hence m satisfies every positive clause in Cs′.

– Let CN be a negative clause in Cs′. Since D ∈ Dc(Cs′), there exists C ′ ∈ D
such that head(C ′) = ⊥ and body(C ′) = rhs(CN ). Since ⊥ /∈ M(D), m does
not include body(C ′). So rhs(CN ) �⊆ m, whence m satisfies CN . Hence m
satisfies every negative clause in Cs′.

So m is a model of Cs′. By Proposition 1, m is a model of Cs, i.e., m ∈
Models(Cs).

Next, we show that the second condition of Theorem6 is satisfied for MM.
Let Cs ⊆ Cls. Suppose that m′ ∈ Models(Cs), i.e., m′ is a model of Cs. Let
Cs′ = Inst(Cs,G). By Proposition 1, m′ is also a model of Cs′. Let D be a set
of definite clauses obtained from Cs′ by constructing from each positive clause
C in Cs′ a definite clause C ′ as follows:
1. Select an atom a from lhs(C) as follows:

(a) If rhs(C) ⊆ m′, then select an atom a ∈ lhs(C) ∩ m′.
(b) If rhs(C) �⊆ m′, then select an arbitrary atom a ∈ lhs(C).

2. Construct C ′ as a definite clause such that head(C ′) = a and body(C ′) =
rhs(C).

It is obvious that m′ is a model of D. Let m′′ = M(D). Since m′′ is the least
model of D, m′′ ⊆ m′. Since m′ is a model of Cs′, m′ satisfies all negative clauses
in Cs′. Since m′′ ⊆ m′, m′′ also satisfies all negative clauses in Cs′. It follows
that ⊥ /∈ M(D). Hence m′′ ∈ MM(Cs).

So MM is a target mapping by Theorem 6. 
�
Theorem 14. For any D ⊆ Dcl, MM(D) = τ2(D).

Proof: Let D ⊆ Dcl. Then Dc(Inst(D,G)) is the singleton set {Inst(D,G)}.
Obviously, M(D) = M(Inst(D,G)) and ⊥ /∈ M(Inst(D,G)). It follows that

MM(D) = {M(D′) | (D′ ∈ Dc(Inst(D,G))) & (⊥ /∈ M(D′))}
= {M(Inst(D,G))}
= {M(D)}
= τ2(D).


�
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5 Solutions for QA Problems/Proof Problems

ET solutions for QA problems/proof problems on clauses are given by special-
izing the solution schema of Sect. 3.

5.1 A Solution for QA Problems

First, we solve a QA problem by using an answer mapping that is determined by
the target mapping τ1 given in Sect. 4.1 (i.e., τ1(F ) = {mF } for any F ⊆ PUcl).

1. Assume that a QA problem 〈Cs, a〉 is given.
2. Transform 〈Cs, a〉 into a MI problem 〈Cs ∪ {(p(x1, . . . , xn) ← a)}, ϕ2〉, where

p is a predicate that appears in neither Cs nor a, the arguments x1, . . . , xn are
all the mutually different variables occurring in a, and ϕ2 is the exit mapping
defined in Sect. 2.5, i.e., for any G ⊆ Gu, ϕ2(G) = {aθ | (θ ∈ S) & (p(x1,
. . . , xn)θ ∈ G)}.

3. Prepare a set R of ET rules to transform MI problems preserving their
answers. For simplicity, we only use rules that do not change the second
argument of a state (i.e., do not change the exit mapping).

4. Transform 〈Cs ∪ {(p(x1, . . . , xn) ← a)}, ϕ2〉 equivalently by using ET rules
in R.

5. If the transformation sequence reaches a MI problem of the form 〈F,ϕ2〉,
where F is a set of positive unit clauses with p-atoms in their heads, then the
answer ϕ2(mF ) is obtained.

5.2 A Solution for Proof Problems

Next, we apply the solution schema of Sect. 3 to proof problems. Since for any
clause set Cs, Models(Cs) = ∅ iff

⋂
Models(Cs) = Gu by the proof of Theorem 4,

we use here an answer mapping that maps obviously unsatisfiable clause sets to
“yes” and maps obviously satisfiable ones to “no”.

1. Assume that a proof problem 〈E1, E2〉 is given.
2. Transform E1 ∧ ¬E2 into a conjunctive normal form Cs in order to obtain a

MI problem 〈Cs, ϕ3〉, where ϕ3 is the exit mapping defined in Sect. 2.6, i.e.,
for any G ⊆ Gu, ϕ3(G) = “yes” if G = Gu, and ϕ3(G) = “no” otherwise.

3. Prepare a set R of ET rules to transform MI problems preserving their
answers. For simplicity, we only use rules that do not change the second
argument of a state (i.e., do not change the exit mapping).

4. Transform 〈Cs, ϕ3〉 equivalently by using ET rules in R.
5. If the transformation sequence reaches a MI problem of the form 〈Cs′, ϕ3〉,

where Cs′ is a clause set that contains the empty clause, then the answer
is “yes”. If the transformation sequence reaches a MI problem of the form
〈Cs′, ϕ3〉, where Cs′ is a set of positive clauses, then the answer is “no”.

For transformation to a conjunctive normal form at Step 2, the usual
Skolemization [5] is used. Since resolution and factoring are ET rules [1], the
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solution for proof problems here includes the usual proof method using
resolution. More precisely, for any computation path by the “resolution” proof
method using the resolution and factoring inference rules, there is a correspond-
ing MI-based computation path using resolution and factoring ET rules. We may
find a better computation path by using other sets of ET rules. For instance,
one disadvantage of using inference rules is an increase in the number of clauses,
and this disadvantage can be solved by the use of unfolding and definite-clause
removal ET rules.

6 Example

Usual first-order atoms are used for illustration below. To apply the proposed
theory in this section, a specialization system 〈Au,Gu,S, μu〉 corresponding to
the usual first-order space is used, where Au is the set of all first-order atoms,
Gu is the set of all ground first-order atoms, S is the set of all substitutions
on Au, and μu provides the specialization operation corresponding to the usual
application of substitutions in S to atoms in Au.

6.1 Problem Description

Let Cs be the set consisting of the clauses C1–C27 in Fig. 2. These clauses are
obtained from the mayDoThesis problem given in [7] with some modification.1

C1: FM(x) ← FP(x) C2: FP(john) ←
C3: FP(mary) ← C4: teach(john, ai) ←
C5: St(paul) ← C6: AC(ai) ←
C7: Tp(kr) ← C8: Tp(lp) ←
C9: curr(x, z) ← exam(x, y), subject(y, z), St(x),Co(y),Tp(z)

C10: mayDoThesis(x, y) ← curr(x, z), expert(y, z), St(x),Tp(z),FP(y),AC(w),
teach(y,w)

C11: mayDoThesis(x, y) ← St(x),NFP(y)

C12: exam(paul, ai) ← C13: subject(ai, kr) ←
C14: subject(ai, lp) ← C15: expert(john, kr) ←
C16: expert(mary, lp) ← C17: AC(x) ← teach(mary, x)
C18: ← AC(x),BC(x) C19: AC(x),BC(x) ← Co(x)
C20: Co(x) ← AC(x) C21: Co(x) ← BC(x)
C22: FP(x) ← NFP(x) C23: ← NFP(x), teach(x, y),Co(y)

C24: teach(y, x),NFP(y) ← FP(y), funcf0(y, x)
C25: Co(x),NFP(y) ← FP(y), funcf0(y, x)
C26: funcf0(john, ai) ←
C27: ← funcf0(mary, ai)

Fig. 2. Clauses representing the background knowledge of the modified mayDoThesis
problem.
1 To represent the original mayDoThesis problem in a clausal form, extended clauses
with function variables are used. To change atoms with function variables into user-
defined atoms, the funcf0 predicate is used in the clauses C24–C27.



208 K. Akama and E. Nantajeewarawat

All atoms appearing in Fig. 2 belong to Au. The unary predicates NFP, FP, FM,
Co, AC, BC, St, and Tp denote “non-teaching full professor,” “full professor,”
“faculty member,” “course,” “advanced course,” “basic course,” “student,” and
“topic,” respectively. The clauses C9–C11 together provide the conditions for a
student to do his/her thesis with a professor, where mayDoThesis(s, p), curr(s, t),
expert(p, t), exam(s, c), and subject(c, t) are intended to mean “s may do his/her
thesis with p,” “s studied t in his/her curriculum,” “p is an expert in t,” “s
passed the exam of c,” and “c covers t,” respectively, for any student s, any
professor p, any topic t, and any course c.

Let a be the atom mayDoThesis(paul, x). We consider the QA problem
〈Cs, a〉, which is to find all students who may do their theses with paul. Let
ϕ be defined by: for any G ⊆ Gu,

ϕ(G) = {mayDoThesis(paul, x) | ans(x) ∈ G},

where ans is a unary predicate denoting “answer.” The QA problem 〈Cs, a〉
above can then be transformed into a MI problem 〈Cs ∪ {C0}, ϕ〉, where C0 is
the clause given by:

C0 : ans(x) ← mayDoThesis(paul, x)

Using rules for transformation of clauses given in Sects. 6.2–6.3, how to com-
pute the answer to the MI problem 〈Cs ∪ {C0}, ϕ〉 is illustrated in Sect. 6.4.

6.2 Unfolding Operation

Assume that:

– Cs ⊆ Cls.
– D is a set of definite clauses in Cls.
– occ is an occurrence of an atom b in the right-hand side of a clause C in Cs.

By unfolding Cs using D at occ, Cs is transformed into

(Cs − {C}) ∪ (
⋃

{resolvent(C,C ′, b) | C ′ ∈ D}),

where for each C ′ ∈ D, resolvent(C,C ′, b) is defined as follows, assuming that
ρ is a renaming substitution for usual variables such that C and C ′ρ have no
usual variable in common:

1. If b and head(C ′ρ) are not unifiable, then resolvent(C,C ′, b) = ∅.
2. If they are unifiable, then resolvent(C,C ′, b) = {C ′′}, where C ′′ is the clause

obtained from C and C ′ρ as follows, assuming that θ is the most general
unifier of b and head(C ′ρ):
(a) lhs(C ′′) = lhs(Cθ)
(b) rhs(C ′′) = (rhs(Cθ) − {bθ}) ∪ body(C ′ρθ)

The resulting clause set is denoted by Unfold(Cs,D, occ).
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Theorem 15. Assume that:

1. Cs ⊆ Cls.
2. D is a set of definite clauses in Cs.
3. occ is an occurrence of an atom in the right-hand side of a clause in Cs − D.
4. ϕ is an exit mapping.

Then

– MM(Cs) = MM(Unfold(Cs,D, occ)), and
– ansMI(Cs, ϕ) = ansMI(Unfold(Cs,D, occ), ϕ). 
�

6.3 Other Transformations

Definite-Clause Removal. Assume that (i) D is a set of definite clauses in
Cs, (ii) the heads of all definite clauses in D are atoms with the same predicate
symbol, say p, (iii) no p-atom appears in any clause in Cs − D, and (iv) ϕ only
refers to q-atoms, where q �= p. Then Cs can be transformed into Cs − D.

Elimination of Subsumed Clauses and Elimination of Valid Clauses.
A clause C1 is said to subsume a clause C2 iff there exists a substitution θ for
usual variables such that lhs(C1)θ ⊆ lhs(C2) and rhs(C1)θ ⊆ rhs(C2). If a clause
set Cs contains clauses C1 and C2 such that C1 subsumes C2, then Cs can be
transformed into Cs − {C2}.

A clause is valid iff all of its ground instances are true. Given a clause C, if
some atom in rhs(C) belongs to lhs(C), then C is valid. A valid clause can be
removed.

Side-Change Transformation. Assume that p is a predicate occurring in a
clause set Cs and p does not appear in a query atom under consideration. The
clause set Cs can be transformed by changing the clause sides of p-atoms as
follows: First, determine a new predicate notp for p. Next, move all p-atoms in
each clause to their opposite side in the same clause (i.e., from the left-hand side
to the right-hand side and vice versa) with their predicates being changed from
p to notp.

Side-change transformation is useful for deriving a new set of clauses to which
unfolding with respect to p-atoms can be applied, when each clause C in Cs
satisfies the following two conditions: (i) there is at most one p-atom in the
right-hand side of C, and (ii) if there is exactly one p-atom in the right-hand
side of C, then all user-defined atoms in the left-hand side of C are p-atoms.

6.4 ET Computation

The clause set Cs∪ {C0}, consisting of C0–C27, given in Sect. 6.1 is transformed
using ET rules provided by Sects. 6.2–6.3 as follows:
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C28: teach(john, ai) ←
C29: AC(ai) ←
C30: AC(x) ← teach(mary, x)
C31: ← AC(x),BC(x)
C32: AC(x),BC(x) ← Co(x)
C33: Co(x) ← AC(x)
C34: Co(x) ← BC(x)
C35: ← NFP(x), teach(x, y),Co(y)
C36: ans(y) ← NFP(x)
C37: ans(john) ← AC(x), teach(john, x),Co(ai)
C38: ans(mary) ← AC(x), teach(mary, x),Co(ai)
C39: ans(john) ← AC(x), teach(john, x),NFP(john),Co(ai)
C40: ans(mary) ← AC(x), teach(mary, x),NFP(mary),Co(ai)
C41: teach(john, ai),NFP(john) ←
C42: Co(ai),NFP(john) ←

Fig. 3. Clauses obtained by application of unfolding and application of basic transfor-
mation rules

C43: ans(x), notNFP(x) ←
C44: notNFP(john) ←
C45: ans(john) ←
C46: ← BC(ai)

Fig. 4. Clauses obtained by further application of transformation rules

– By (i) unfolding using the definitions of the predicates mayDoThesis, FP, Tp,
curr, subject, expert, St, exam, funcf0, and FM, (ii) removing these definitions
using definite-clause removal, and (iii) removal of valid clauses, the clauses
C0–C27 are transformed into the clauses C28–C42 in Fig. 3.

– Side-change transformation for NFP enables (i) unfolding using the defini-
tions of teach, Co, and AC, (ii) elimination of these definitions using definite-
clause removal, (iii) removal of valid clauses, and (iv) elimination of subsumed
clauses. By such side-change transformation followed by transformation of
these four types, C28–C42 are transformed into the clauses C43–C46 in Fig. 4.

– Side-change transformation for notNFP enables unfolding using the defini-
tions of BC and NFP. By unfolding and definite-clause removal, C43–C46 are
transformed into C45, i.e., (ans(john) ←).

As a result, the MI problem 〈Cs ∪ {C0}, ϕ〉 in Sect. 6.1 is transformed equiv-
alently into the MI problem 〈{(ans(john) ←)}, ϕ〉. Hence

ansMI(Cs ∪ {C0}, ϕ) = ansMI({(ans(john) ←)}, ϕ)

= ϕ(
⋂

Models({(ans(john) ←)}))

= {mayDoThesis(paul, john)}.



Model-Intersection Problems and Their Solution Schema 211

6.5 A Proof Problem and Its Solution

By modifying the QA problem in Sect. 6.1, we have a proof problem that deter-
mines whether there is a student who may do his/her thesis with paul.

This proof problem is formalized as a MI problem 〈Cs ∪ {C0} ∪ {Cneg}, ϕ〉,
where Cneg is the negative clause (← ans(x)) and for any G ⊆ Gu, ϕ(G) = “yes”
if G = Gu, and ϕ(G) = “no” otherwise.

One way to solve this problem is to transform Cs ∪ {C0} ∪ {Cneg} in a way
similar to the transformation in Sect. 6.4. Even in the presence of the negative
clause Cneg, the same transformation rules can be applied and the clause set
Cs ∪ {C0} ∪ {Cneg} is transformed into {(ans(john) ←)} ∪ {Cneg}, from which
the clause set

{(ans(john) ←)} ∪ {(←)}
can be obtained by unfolding. Since this clause set contains the empty clause,
ansMI(Cs ∪ {C0} ∪ {Cneg}, ϕ) = “yes”.

7 Conclusions

A model-intersection problem (MI problem) is a pair 〈Cs, ϕ〉, where Cs is a set
of clauses and ϕ is an exit mapping used for constructing the output answer
from the intersection of all models of Cs. The class of MI problems considered in
this paper has many parameters, such as abstract atoms, specializations, restric-
tion on forms of clauses, etc. By instantiating these parameters, we can obtain
theories for subclasses of QA and proof problems corresponding to conventional
clause-based theories, such as datalog, Prolog, and many other extensions of
Prolog.

The proposed solution schema for MI problems comprises the following steps:
(i) formalize a given problem as an MI problem on some specialization sys-
tem, (ii) prepare ET rules from answers/target mappings, (iii) construct an ET
sequence preserving answers/target mappings, and (iv) compute the answer by
using some answer mapping (possibly constructed on some target mapping).

We introduced the concept of target mapping and proposed three target
mappings, i.e., τ1 for sets of positive unit clauses, τ2 for sets of definite clauses,
and MM for arbitrary sets of clauses. These target mappings provide a strong
foundation for inventing many ET rules for solving MI problems on clauses.
Many kinds of ET rules, including the resolution and factoring ET rules, are
realized by transformations that preserve these target mappings. For instance,
a proof based on the resolution principle can be regarded as ET computation
using the resolution and factoring ET rules. By introducing new ET rules, we
can devise a new proof method [2]. By inventing additional ET rules, we have
been successful in solving a large class of QA problems [3].

By instantiation, the class of MI problems on specialization systems produces,
among others, one of the largest classes of logical problems with first-order atoms
and substitutions. The ET solution has been proved to be very general and
fundamental since its correctness for such a large class of problems has been
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shown in this paper. By its generality, the theory developed in this paper makes
clear the fundamental and central structure of representation and computation
for logical problem solving.
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1 Université de Tunis El Manar, LIPAH, Tunis, Tunisia
Amel.Borgi@insat.rnu.tn

2 Université de Montpellier, LIRMM, Montpellier, France
{nouha.chaoued,anne.laurent}@lirmm.fr

Abstract. In Knowledge-Based Systems, experts should model human
knowledge as faithful as possible to reality. In this way, it is essential
to consider knowledge imperfection. Several approaches have dealt with
this kind of data. The most known are fuzzy logic and multi-valued
logic. These latter propose a linguistic modeling using linguistic terms
that are uniformly distributed on a scale. However, in some cases, we
need to assess qualitative aspects by means of variables using linguis-
tic term sets which are not uniformly distributed. We have noticed, in
the literature, that in the context of fuzzy logic many researchers have
dealt with these term sets. However, it is not the case for multi-valued
logic. Thereby, in our work, we aim to establish a methodology to repre-
sent and manage this kind of data in the context of multi-valued logic.
Two aspects are treated. The first one concerns the representation of
terms within an unbalanced multi-set. The second deals with the use of
symbolic modifiers within such kind of imperfect knowledge.

Keywords: Imperfect knowledge · Multi-valued logic · Unbalanced
terms · Symbolic modifiers

1 Introduction

Knowledge handled by humans is often imperfect. These imperfections may be
due to ambiguity, incompleteness, imprecision, uncertainty, inconsistency, etc.
Several approaches were suggested in the literature for such knowledge repre-
sentation and treatment. The most known are fuzzy logic [1] and multi-valued
logic [2,3].

Humans are able to perform reasoning without any exact measurements.
They mostly use abstract terms of natural language (young, old, mature, etc.)
and symbolic data rather than numerical values or qualitative ones. Terms can
also be composed by using adverbs, such as little, more or less and slightly. Both
fuzzy logic and multi-valued logic propose a linguistic term modeling to allow
using words in reasoning process. They use linguistic variables that take values
in a set of linguistic terms [4]. These latter express the various nuances of the
processed information using words.
c© Springer International Publishing AG 2016
A. Fred et al. (Eds.): IC3K 2015, CCIS 631, pp. 213–233, 2016.
DOI: 10.1007/978-3-319-52758-1 13
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Generally in Knowledge-Based Systems, experts use linguistic terms that are
uniformly and symmetrically distributed on a scale. However, in many cases,
linguistic information needs to be defined by unbalanced term sets whose terms
are not uniformly and/or not symmetrically distributed. For example, in the
evaluation process, we often consider a single negative term, e.g. Fail, and many
positive terms such as Medium, Good, Excellent, etc. The gap between these
terms is unequal. Herrera et al. [5,6] deal with this unbalanced linguistic term
set in the context of fuzzy logic.

In this paper, we focus on multi-valued logic. It allows to symbolically repre-
sent imprecise knowledge using ordered adverbial expressions of natural language
[2]. We have noticed that in the context of this logic, few studies have treated
unbalanced linguistic term sets [7,8]. The aim of this paper is to introduce a new
approach to represent and treat such data in the context of multi-valued logic.
It is based on our previous work [8] that expresses unbalanced terms using a
uniform multi-set. In the present work, we apply our proposal to an Information
Retrieval System (IRS). This latter aims to retrieve a set of documents that
satisfies a user query. This system is composed of three units [9]:

1. A documentary archive or a database including a set of documents. They
are represented by means of index terms describing their subject content.

2. A query subsystem presenting user needs by means of weighted queries. It
indicates the topics that he/she is asking for.

3. An evaluation subsystem allowing the evaluation of documents according
to their relevance compared to the user query.

Usually, users are interested in documents whose contents are the most
relevant to their queries. This implies the use of more precise labels in the
left (positive) interval than in the right (negative) one [9]. Thus, in IRS the
use of non-uniformly distributed term sets is recommended. Indeed, it is more
appropriate to use such kind of multi-sets to represent the relevance degrees
of the documents or to express the weights of index terms in the queries.
To achieve this, we will use the unbalanced set Sun = {None, Low,Medium,
High,QuiteHigh, V eryHigh, Total} = {N,L,M,H,QH, V H, T} [9] (Fig. 1).

Fig. 1. Unbalanced linguistic term set.

Two aspects are discussed in our work. The first concerns the representation
of terms within an unbalanced multi-set. The second deals with the manage-
ment of such a kind of knowledge. Figure 2 illustrates the different steps of this
process. In the first one, we apply the single scale algorithm [8] to express a term
belonging to a non uniform multi-set (L in the figure) using a uniform multi-set
(L is represented by τ

′
2). Afterwards, existing tools designed for balanced sets in
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Fig. 2. Management of unbalanced linguistic term set.

the context of multi-valued logic, as aggregation operators or modifiers, can be
applied to the obtained term (in this example τ

′
2 is modified into τ

′′
3 using the

modifier CR1). The last step aims to express the result of the computational
phase with a term from the initial unbalanced multi-set (Approximately L in the
figure).

This article is organized as follows. We start, in Sect. 2, with an explana-
tion of what is unbalanced term sets. In Sect. 3, we introduce the basic con-
cepts of multi-valued logic and of symbolic modifiers. Existing works that con-
cern the representation of unbalanced multi-sets are presented in Sect. 4. Then,
Sect. 5 introduces our approach to express terms within an unbalanced set (Fig. 2
Step 3). Finally, we propose a new way to use Generalized Symbolic Modifiers
(GSM) with unbalanced linguistic terms (Fig. 2 Step 2).

2 Preliminaries

Most Knowledge-Based Systems use linguistic sets with terms that are uniformly
and symmetrically distributed. However, there are other cases that need to assess
qualitative aspect by means of variables using linguistic terms which are not uni-
formly and/or symmetrically distributed, named unbalanced linguistic sets. In
many real-life situations, these latter are used as in project investment, negoti-
ation process, evaluation process, etc. Asymmetric linguistic information can be
a consequence of the nature of the linguistic variables involved in the problem
such as personal examination or evaluation system (Fig. 3) [10]. Terms are not
equidistant, e.g. the distance between Poor and Average is greater than between
Average and Good. This difference indicates the expert’s interest in having a
more precise definition of a part of the domain, that leads to the use of more
labels in this interval.
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Fig. 3. Set of 5 linguistic terms not uniformly distributed.

Moreover, in many problems, several decision makers are involved. In fact, it
is more reliable to obtain a decision based on the opinion of several experts than
on a single one. In a multi-experts decision making process, each expert may
assess his knowledge with a particular scale having a specific granularity (Fig. 4)
[10]. It indicates their different knowledge backgrounds or judging abilities. In
each used linguistic set, terms are uniformly distributed.

Fig. 4. Fuzzy multi-granular scales used by experts.

Herrera et al. [6] considered that an unbalanced fuzzy set is a set with a
minimum term, a maximum term and a central term sc called also midpoint.
The remaining terms are neither uniformly nor symmetrically distributed on
both side of central term:

S = SL ∪ SC ∪ SR (1)

With:

– SL: the subset including terms on the left of the central term sc and #(SL)
its cardinality;

– SC : the singleton containing the term sc;
– SR: the subset including terms on the right of the central term sc and #(SR)

its cardinality.

Hence, S is described by:

S = {(#(SL), densityL), 1, (#(SR), densityR)} (2)
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where 1 is the midpoint. The density corresponds to a high granularity around
the central term or the end of fuzzy partition. Therefore, the density value can
be middle or extreme.

For example, the set represented by Fig. 3 will be described by S =
{(1, extreme), 1, (3, extreme)}. In fact, the central term is {Average}. The left
subset includes only the term {Poor} which is the minimum term. While the
right subset includes {Good, Very Good, Excellent}. These terms are closer to
the maximum term Excellent. So the density corresponds to extreme for the two
subsets.

Xu [11] proposed to define the unbalanced set as a set of (2t−1) labels, with
t a positive integer, as follows:

S(t) = {s
(t)
β |β = (1−t),

2
3
(2−t),

2
4
(3−t), . . . , 0, . . . ,

2
4
(t−3),

2
3
(t−2), (t−1)} (3)

Thus, the central term has index 0 and other terms have positive or negative
indices. The main idea of this definition is that the absolute value of the deviation
between the indices of two successive terms increases regularly proceeding from
the center term to the end of the scale. Figure 5 [11] illustrates an unbalanced
set with t = 4. We notice that the terms are symmetrically distributed around
the central term.

Fig. 5. A set of seven linguistic labels S(4).

In this work, we propose to define an unbalanced linguistic term set Sun as a
set of degrees that includes a minimum degree, False, a maximum degree, True,
and the remaining ones are neither uniformly nor symmetrically distributed on
the scale. The gaps between adjacent terms may be unequal. Set granularity, i.e.
its cardinality, can be odd or even. Each term is defined by its position on the
scale. They are supplied directly (vi) or by specifying the gap (di) between each
successive terms. For example, we consider the set L5 = {A,B,C,D,E}. These
terms can be specified by they positions (Fig. 6-a):

– v0 = vA = 0
– v1 = vB = 0.15
– v2 = vC = 0.25
– v3 = vD = 0.5
– v4 = vE = 1
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They can also be defined using the gap (Fig. 6-b) between their positions vi+1

and vi calculated as follows:
di = vi+1 − vi (4)

In our example, the distances are:

– d0 = v1 − v0 = 0.15
– d1 = v2 − v1 = 0.1
– d2 = v3 − v2 = 0.25
– d3 = v4 − v3 = 0.5

(a) Terms position

(b) Distances between terms

Fig. 6. Terms definitions.

There are two important subjects to treat when dealing with imperfect knowl-
edge: (1) its representation and (2) its management. Many works have dealt
with these term sets in the fuzzy logic context [5,9–15]. Researchers have pro-
posed approaches for their representation [5,10,14] and their management, such
as operators for unbalanced aggregation [13,15]. In the context of multi-valued
logic, only Abchir and we, in [7,8] respectively, proposed algorithms to repre-
sent unbalanced term sets within a uniform set. Our present work, developed in
the multi-valued context, has two targets: the first one is to propose a new way
to represent uniform terms within unbalanced multi-sets; the second intends to
define an approach to use symbolic modifiers with such knowledge.

3 Multi-valued Logic and Generalized Symbolic Modifiers

Multi-valued logic is based on De Glas’s multi-set theory [2]. In this approach,
each linguistic term is represented by a multi-set. Knowledge is expressed thanks
to an ordered and finite scale of M symbols denoted by [2,16]:

LM = {τ0, τ1, . . . , τ(M−1)};M ≥ 2 (5)

τi is the membership degree to the multi-set (i ∈ [0,M − 1]).
It should be noted that symbolic degrees are connected only by the total

order relation ≤, defined by [17]:

τα ≤ τβ ⇐⇒ α ≤ β;∀α and β ∈ [0,M − 1] (6)
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In most existing works on multi-valued logic, these degrees are assumed to
be uniformly distributed on the scale. The membership relation in multi-valued
logic is partial:

x ∈α A ⇐⇒ x belongs to A at a degree α (7)

To express the imprecision of a predicate, a qualifier ϑα is associated with
each degree:

x is ϑα A ⇐⇒ (x is ϑα A) is true

⇐⇒ (x is A) is τα true

For example, saying that the climate is little humid means that the climate
satisfies the predicate humid with the degree τ2 as shown in the Fig. 7.

Fig. 7. Representation of a scale of 7 truth-degrees.

The works of Zadeh [18], in fuzzy logic, and more recently those of Akdag
et al. [19,20] and Truck [21], in multi-valued logic context, consider that any fuzzy
subset or multi-valued symbol can be considered as a modification of another
fuzzy subset or multi-valued symbol respectively. A modifier allows modeling
knowledge and gradual reasoning to build new terms from the initial ones, or to
compare two values by finding the modifier that allows the transformation from
one to another.

In multi-valued logic, a membership in a multi-set is characterized by a sym-
bolic membership degree τi defined on a scale of ordered degrees LM . Thus, the
data modification is a transformation of a degree and/or the scale of the multi-
set. Indeed, some linguistic modifiers preserve the same multi-set, but modify the
membership degree. Others transform a multi-set towards another one. Hence,
it leads to an expansion or erosion of the original scale.

Symbolic linguistic modifiers have been proposed by Akdag et al. [19,20] and
they were generalized and formalized by Truck [21,22]. They were named Gener-
alized Symbolic Modifiers (GSM). According to Truck [21], a GSM (Definition 1)
is a triplet of parameters: radius, nature (i.e. dilated, eroded or preserved) and
mode (i.e. reinforcing, weakening or central). The radius is denoted by ρ with
ρ ∈ N

∗. The higher ρ, the more powerful the modifier.

Definition 1 [21]. Let τi be a symbolic degree, such that i ∈ N, in a scale LM of
M terms (M ∈ N

∗\{1}) with i < M . Let m be a GSM with radius ρ denoted mρ.
The modifier mρ is a function that performs a linear transformation of τi to a
new degree τi′ ∈ LM ′ (where LM ′ is the linear transformation of LM ) according
to a radius ρ : mρ(i) = i′; mρ(M) = M ′.
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Table 1. Some examples of generalized symbolic modifiers (GSM) [21].

Mode Nature Modifier Effect

Weakening Erosion EWρ m(i) = max (0, i − ρ)
m(M) = max (2, M − ρ)

Dilatation DWρ m(i) = i
m(M) = M + ρ

DW ′
ρ m(i) = max (0, i − ρ)

m(M) = M + ρ

Conservation CWρ m(i) = max (0, i − ρ)
m(M) = M

Reinforcing Erosion ERρ m(i) = i
m(M) = max (i + 1, M − ρ)

ER′
ρ m(i) = min (i + ρ, M − ρ − 1)

m(M) = max (1, M − ρ)

Dilatation DRρ m(i) = i + ρ
m(M) = M − ρ

Conservation CRρ m(i) = min (i + ρ, M − 1)
m(M) = M

Central Erosion ECρ m(i) = max (� i
ρ
�, 1)a

m(M) = max (�M
ρ

� + 1, 2)a

Dilatation DCρ m(i) = iρ
m(M) = Mρ − ρ + 1

a�.� is the flour function.

For each linguistic degree, Akdag et al. [19] associate a numerical rate, i.e.
an intensity level. In fact, an item from the multi-set can be considered as a
precision degree of a proposition. This latter, named proportion, is the quotient
prop(τi) = p(τi)

M−1 associated with each τi such that p(τi) is its position in the scale,
i.e. i. Thus, Prop(τi) is the weight of the degree τi relatively to the linguistic set
granularity, i.e. its intensity compared to the truth degree τ(M−1) (True).

Symbolic modifiers are classified as: weakening when the proportion
decreases, i.e. prop(τi′) < prop(τi) (the four weakening modifiers defined in [21]
are EWρ,DWρ,DW ′

ρ and CWρ); reinforcing when it increases, i.e. prop(τi′) >
prop(τi) (the four reinforcing modifiers proposed in [21] are ERρ,DRρ,DR′

ρ and
CRρ) or central if prop(τi) does not change, such modifiers may act as a zoom
on the base (the four central modifiers presented in [21] are ECρ, EC ′

ρ,DCρ and
DC ′

ρ). Some examples of GSM are presented in Table 1.
The Fig. 8 shows the results of applying weakening and reinforcing modifiers

to the term τ3 in L7 with radius equals to 1.
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Fig. 8. Results of applying weakening and reinforcing modifiers [21].

4 Representing Unbalanced Multi-sets

In the context of multi-valued logic, few works have treated the non-uniformly
dis-tributed knowledge. Abchir proposed in the discussion of his thesis [7] a first
approach based on the use of Generalized Symbolic Modifiers (GSM). We also
proposed in a previous work [8] a modified version of the Abchir’s algorithm to
represent unbalanced degrees on a single uniform scale. These two algorithms
will be presented in the following subsections.

4.1 Abchir’s Algorithm

This approach aims to represent numerical input values v1, v2, . . . , representing
the position of terms on a scale, as symbolic degrees of a uniform multi-set LM .
The algorithm starts by calculating a γ coefficient multiplier to transform input
values (vi) to integer ones, denoted vali, if they are not. Then, each obtained
integer value is transformed into a couple (τi, LM ) according to the following rule:

M = max(2, vali+1); τi = τvali (8)

The procedure is iterative. It stops when all input values have been treated.
The author denotes the first M by M1. If the next value to treat cannot be
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integrated in this set, i.e. val2 ≥ M1, a new value M, denoted by M2, is calculated
such that: M2 = val2 + 1.

Thus, the couple (val2,M2) leads to (τval2 , LM2). When M changes, previ-
ously calculated couples must be represented within the new scale LM2 . The
weakening expanding modifier DW(M2−M1) (Table 1) is used to do this.

The process continues for each value, ensuring that the multiplier coefficient γ
always generates integer values. If this is not the case, the multiplier γ should be
changed in a new γ that allows transforming all considered values into integers,
and its old value will be denoted by γold. Then, all previous values must be
recalculated using the central expanding modifier DCc (Table 1). The multiplier
c allows to transform γold into γ. It is obtained as follows:

γ = c ∗ γold (9)

To illustrate this algorithm, let us consider the linguistic term set Sun =
L7 = {N, L, M, H, QH, VH, T} [9] (Fig. 1). We aim to represent each term of L7

using a term from a uniform linguistic set. As input, we consider the positions
of terms as:

– Term N: v0 = 0
– Term L: v1 = 0.25
– Term M: v2 = 0.5
– Term H: v3 = 0.625
– Term QH: v4 = 0.75
– Term VH: v5 = 0.875
– Term T: v6 = 1

Let us suppose that the first term to treat is (M, 0.5) then γ is equal to
10. Thus: valM = 0.5 ∗ 10 = 5; M = max(2, 5 + 1) = 6. So (M, 0.5) will be
represented by (τ5, L6).

Considering the couple (L, 0.25) as the second term treated, the correspond-
ing value is: valL = 0.25∗10 = 2.5. It is not an integer. Therefore, γold = 10 and
γ = c ∗ 10 = 100. Then we get c = 10 and valL = 25. Consequently, the modifier
DC10 is applied to the couple (τ5, L6). Hence, the term (M, 0.5) is represented
by (τ50, L51). While the term (L, 0.25) is represented by (τ25, L51) (Fig. 9).

Fig. 9. Example of applying Abchir’s approach using GSM.
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The corresponding value to the couple (QH, 0.75) is valQH = 0.75 ∗ 100 =
75 > 51 = M . The term QH cannot be incorporated into the set L51. There-
fore, M is changed from 51 to 76 and the couple (QH, 0.75) is represented by
(τ75, L76). It is then necessary to modify the terms L and M already calculated
by applying DW(76−51) = DW25 (Fig. 10). They become respectively (τ25, L76)
and (τ50, L76).

Fig. 10. Second example of applying Abchir’s approach using GSM.

The process continues for each value, ensuring that the multiplier coefficient
γ always generates integer values and that the value treated could be integrated
in the used multi-set. The result of this algorithm, assuming that the values
input order is: M, L, QH, H, VH, T, L is described in Fig. 11.

Fig. 11. Result of applying Abchir’s approach using GSM.

For this algorithm, neither considered values to treat nor their number is
known in advance. Partitioning will be done as the value is specified. The final
result remains the same if a change is made in input terms order. The main
criticism made to this approach is its iterative part for recalculating pairs rep-
resenting terms already treated. This is done each time that the used multi-set
or the value of the multiplier γ is modified.

4.2 Single Scale Algorithm

The difference between Abchir’s algorithm [7] and the single scale approach [8]
is in the input data as well as in their treatment. In the single scale approach,
input data can be the positions of the values to partition or the distances between
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them. This last case, not allowed with Abchir’s approach, offers more flexibility
to the users.

The gap between each pair of successive terms reflects a difference in their
meaning. In this proposal, inputs are expressed by numerical values which are
supplied directly (di) (Fig. 12-a) or specified by the position of each term on the
scale (vi) (Fig. 12-b). In the latter case, the distance between the terms (more
precisely their positions) vi+1 and vi are calculated using formula (4).

(a) Distances between terms

(b) Terms position

Fig. 12. Algorithm inputs.

This proposal is based on Espinilla et al.’s work [23]. The authors proposed a
new definition of linguistic hierarchies: Extended Linguistic Hierarchies (ELH),
within fuzzy logic. To build an ELH, they use a finite number of levels l(t, n(t))
with:

– t : the number indicating the hierarchy level with t = 1,. . . ,m; such as m is the
number of experts;

– n(t): the granularity, i.e., the number of terms, of the uniform linguistic term
set corresponding to the level t. Each linguistic term has a triangular mem-
bership function, uniformly and symmetrically distributed on [0, 1]. The gran-
ularity of each level is always odd.

To express his knowledge, each expert can use a specific level, i.e. a par-
ticular granularity [23]. Espinilla et al. proposed to add a new level l(t∗, n(t∗))
(Definition 2) to the hierarchy with t∗ = m + 1. This level retains all the modal
points of all the previous levels. The modal points have a membership degree
that is equal to one.

Definition 2 [23]. Let {Sn(1), . . . , Sn(m)} be the set of linguistic scales with any
odd value of granularity. A new level, l(t∗, n(t∗)) with t∗ = m+1, that keeps the
former modal points of the previous m levels can have the following granularity:

n(t∗) = 1 + LCM [(n(1) − 1), (n(2) − 1), . . . , (n(m + 1) − 1)]

With m the number of experts.
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Fig. 13. Extended Linguistic Hierarchy (ELH) with 3, 5, 7 and 13 terms.

Figure 13 [23] shows an ELH with three levels of 3, 5 and 7 terms. The fourth
level (t∗) has as granularity the LCM of the previous ones: 1 + LCM(3− 1, 5−
1, 7 − 1) = 13.

In a similar way, we proposed to express unbalanced terms within a new
uniform multi-set [8]. In fact, the granularity of the uniform multi-set equals
the LCM of the sets representing initial terms granularity. The input data are
unbalanced linguistic terms set Sun (LM , M the number of terms) and the
gap between terms. These are provided directly (Fig. 12-a) or by specifying the
position of each term (Fig. 12-b).

First, the granularity Mk of each uniformly distributed linguistic set LMK

used to represent each input term vk is calculated. In this set, the distance
between each two successive terms is denoted by dk.

Mk =
(1 + dk)

dk
; k = 1, ..., (M − 1) (10)

Once the sets LMK
including all the terms of the initial set are determined,

the granularity of the uniform set LM ′ is deduced as:

M ′ = 1 + LCMM−1
k=1 (Mk − 1) (11)

Each value will be expressed on the new uniform scale LM ′ as a couple
(τγk

, LM ′) according to the following rule:

dk = γk ∗ d′; k = 1, . . . , (M − 1) (12)

Where d
′

is the distance between any pair of successive degrees in LM ′ . For a
uniform linguistic set, this distance is:

d′ =
1

(M ′ − 1)
(13)



226 N. Chaoued et al.

Algorithm 1. Single Scale algorithm.

Input:
M unbalanced linguistic terms
Normalized distances dk with k=1, ..., (M-1)
begin

Calculate granularities Mk; Mk ∈ N
∗\{1} with k=1, ..., (M-1)

Calculate granularity:
M

′
= 1 + LCMM−1

k=1 (Mk − 1)

Deduce distance d
′
= 1

(M′−1)

s0 ← (τ
′
0, LM′)

Calculate γk = dk
d′ with k=1, ..., (M-1)

sk ← (τ
′
γk

, LM′)

Output: S
′

= {(τ
′
0, LM′),(τ

′
γ1 , LM′),..., (τ

′
γp−1 , LM′)}

To express the distances dk according to the distance d
′
, the multiplier γk is

calculated using the rule (12).
The minimum term is represented by (τ

′
0, LM ′) and denoted by s0. The

process, presented in Algorithm 1, continues for other values. The obtained cou-
ples (τ

′
γk

, LM ′) are denoted by sk. To ensure the succession of terms, the cal-
culated multiplier γk is added to the one calculated in the previous iteration
named γold. Thus, the comparison is always done regarding the first term of the
set LM ′ , i.e., τ

′
0.

This algorithm allows to bring us back to the uniform case which will give us
the capacity to use different existing tools as linguistic modifiers [24], aggregation
operators, etc.

Considering the complexity, this proposal is less complex (O(p)) than
Abchir’s (O(p2)), with p the number of input terms [8]. Indeed, in this approach
the treatment is done after introducing all data. Hence, the couples representing
terms are calculated once.

To illustrate this algorithm, let us consider an Information Retrieval System
(IRS) and the linguistic term set Sun = L7 = {N, L, M, H, QH, VH, T} [9]
(Fig. 1). This latter is used to express the relevance of documents in the retrieval
process. We aim to represent each term of L7 using a term from a uniform
linguistic set. As input, we consider the normalized distances in L7 as:

– Distance N − L : d1 = 1
4 = 0.25

– Distance L − M : d2 = 1
4 = 0.25

– Distance M − H : d3 = 1
8 = 0.125

– Distance H − QH : d4 = 1
8 = 0.125

– Distance QH − VH : d5 = 1
8 = 0.125

– Distance VH − T : d6 = 1
8 = 0.125

First, we calculate the values Mk:
M1 = 1+d1

d1
= 5 = M2;

M3 = 1+d3
d3

= 9 = M4 = M5 = M6
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Then, we determine the granularity M
′

of the uniform set and the distance
between any of its successive terms d

′
:

M
′
= 1 + LCM(5 − 1, 9 − 1) = 9;

d
′
= 1

M ′−1 = 0.125
We associate the couple (τ

′
0, L9) to the term N, and we treat the other terms:

– For L (k = 1): γold ← 0;
γ1 ← γold + d1

d′ = 2;
L ← (τ2, L9)

– For M (k = 2): γold ← 2;
γ2 ← γold + d2

d′ = 4;
M ← (τ4, L9)

– For H (k = 3): γold ← 4;
γ3 ← γold + d3

d′ = 5;
H ← (τ5, L9)

– For QH (k = 4): γold ← 5;
γ4 ← γold + d4

d′ = 6;
QH ← (τ6, L9)

– For VH (k = 5): γold ← 6;
γ5 ← γold + d5

d′ = 7;
V H ← (τ7, L9)

– For T (k = 6): γold ← 7;
γ6 ← γold + d6

d′ = 8;
T ← (τ8, L9)

The algorithm output is illustrated in Fig. 14.

Fig. 14. Result of the single scale algorithm.

5 Representation of Terms Within an Unbalanced Set

In the previous section, we have presented our previous work [8] to represent
an unbalanced term set Sun within a uniform term set LM ′ . Thereby, existing
symbolic modifiers or aggregation operators can be applied to its terms. The
obtained values are also expressed using the uniform set LM ′ . However, it is
more understandable for the user to represent these results using terms from the
initial set Sun.

In this section, we focus on the representation of a term τ
′
i from the uniform

set LM ′ with a term from Sun denoted by LM . We suppose that the used dis-
tances on both sets are normalized. For further precision, we denote the degrees
of the uniform set LM ′ by τ

′
0, . . . , τ

′
i ... and those of Sun by τ0, . . . , τi... (knowing

that τ0 and τ
′
0 correspond to the same position 0 and τM and τ

′
M ′ to 1). We



228 N. Chaoued et al.

propose a way to determine the nearest position, in Sun, to an initial term τ
′
i ,

represented by its position vi in LM ′ . For that purpose, we need to define the
proportion of an unbalanced degree from Sun.

Definition 3. Let τi be a symbolic degree of an unbalanced multi-set Sun(LM ).

Its proportion is defined as: Prop(τi) =
i∑

j=1

dj.

With d1, d2, dj , . . . di the normalized distances between each pair of successive
degrees in the unbalanced multi-set Sun.

We aim to identify the term τpos in Sun which distance between it and the
first term (τ

′
0) of L

′
M is the closest to vi (vi is the position of τ

′
i on L

′
M ). Thus,

we will compare vi with the sum lk of the distances separating successive terms

in LM : lk =
k∑

j=1

dj .

The process will stop when the value of lk is higher or equal to vi. If the
values vi and lk are equal, the position of τ

′
i in LM ′ is that of τk−1. If vi < lk,

we check the closest term to vi between τk−1 and τk. In this case, a proportion
error, denoted by α, exists and its value is the difference between the position
of a term τ

′
i and that of the closest term, i.e. τk−1 or τk. If these terms are

equidistant to τ
′
i , we choose the term with the smallest index. This approach is

described in Algorithm 2.
The inputs for this function are the position vi of the term τ

′
i , the M terms

of the unbalanced multi-set Sun and the normalized distances dk between its
successive terms. As output, we obtain the couple (τpos, α).

To illustrate our approach, let us continue with the IRS example already
described. Let us suppose that a document D is described in the database with
a set of 5 index ti(i ∈ {1, . . . , 5}) : D = 0.7/t1 +0.5/t2 +0.9/t3 +0.6/t4 +0.4/t5.

In fact, the system indicates for each index term a numeric value correspond-
ing to its importance in describing the subject discussed in the document. If the
index term ti is not linked to the document subject content, its value is equal to
0. However, the index value that is equal to 1 means that ti is too important in
the document subject. We aim to represent each index value, i.e. vi, by means
of a couple (τpos, α); such τpos is a membership degree from L7 (Sun).

The counter k is initialized to 1 and the distance lk to 0. For the first index
value v1:

– k = 1: l1 = 0.25 < 0.7 = v1
– k = 2: l2 = 0.25 + 0.25 = 0.5 < 0.7
– k = 3: l3 = 0.5 + 0.125 = 0.625 < 0.7
– k = 4: l4 = 0.625 + 0.125 = 0.75 > 0.7

In this case v1 is lower than l4 (=0.75). We can say that the index value is
between τ3, High (H), and τ4, Quite High (QH). So, we check the closest term
between τ3 and τ4 by comparing values of (l4 − v1) and (v1 − (l4 − d4)):

(0.75 − 0.7) < (0.7 − (0.75 − 0.125)).
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Hence, τ4 is closer than τ3 and the proportion error is α = −0.05. Thus, v1 is
represented by (QH,−0.05) (Fig. 15). We can say that the degree τ4 is weakened
of 0.05 or that v1 is little less than QH. In the present paper we will not treat the
use of adverbs to express proportion error but we only consider its numeric value.

Fig. 15. Representation of the index v1 within an unbalanced set.

We proceed using the same approach for the other index values. Thus, we
obtain:

D = (QH,−0.05)/t1+(M, 0)/t2+(VH, 0.025)/t3+(H,−0.025)/t4+(M,−0.1)/t5.

Algorithm 2. Representation of terms within unbalanced multi-set.
Input:
The position vi of the term τ

′
i , τ

′
i ∈ LM

′

M linguistic terms of LM (Sun)
Normalized distances dk in LM ; k=1, ..., (M-1)
begin

k = 1
l1 = 0
while lk ¡ vi do

lk =

k∑

j=1

dj

k ← k + 1

if lk = vi then
pos ← k-1
α ← 0

else
if lk - vi ¡ vi - (lk - dk) then

pos ← k
α ← - (lk - vi)

else
pos ← k-1
α ← vi - (lk - dk)

Output: The couple (τpos, α)

6 Linguistic Modifiers with Unbalanced Multi-sets

In multi-valued logic, any symbol can be considered as a modification of
another one. Thereby, modifiers allow to represent small variations of impre-
cise characterizations of a linguistic variable. Symbolic modifiers may transform
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simultaneously the membership degrees and the scale of the multi-set. We pro-
pose in this section to illustrate how to use symbolic modifiers with unbalanced
imperfect knowledge. We present an approach to apply Generalized Symbolic
Modifiers [21] (Table 1), initially designed for balanced sets, to unbalanced term
sets.

To perform this, first, we express the unbalanced term to modify with a
term from a balanced multi-set. Afterwards, we apply the GSM modifier on the
obtained term within a balanced set. Then, we look for the closest matching
term back in the original unbalanced multi-set. Our proposal has as input M
linguistic terms of the unbalanced multi-set Sun (represented on a scale LM ), a
term τi from this set, the normalized distances dk between its successive terms
and the GSM m to apply. The treatment will be as follows (Algorithm 3):

1. Express the term τi within a uniform multi-set LM ′ using the single uniform
scale approach (Subsect. 4.2). The new term is denoted by τ

′
i .

2. Apply the GSM m to the term τ
′
i . Thus, we get a new uniform linguistic set

L
′′
M , such that M

′′
= m(M

′
), and a new term τ

′′
i = m(τ

′
i ).

3. Represent the term τ
′′
i within the initial unbalanced linguistic set LM (Sun)

using the approximation function presented in Algorithm2.

Thus, for this last step, we have to determine the nearest position to τ
′′
i in

Sun (LM ). First, we calculate the position v
′′
i , i.e. the distance between the term

τ
′′
i and τ

′′
0 . Afterwards, we determine the term τpos by comparing v

′′
i to the sum

lk of the distances between each successive terms in LM (dk).

Algorithm 3. Using GSM with unbalanced multi-set.
Input:
M unbalanced linguistic terms of LM (Sun)
The term τi ∈ LM

Normalized distances dk of LM ; k=1, ..., (M -1)
The GSM m
begin

LM′ ← Single scale approach (M unbalanced terms, dk) (Algo. 1)
Identify the couple (τi′ , LM′) corresponding to (τi, LM ) in LM′

(τi
′′ , M

′′
) ← m (τi′ , M

′
)

vi
′′ ← i

′′

(M
′′ −1)

Calculate the closest term τpos to v
′′
i in Sun and the proportion error α

(Algo. 2)

Output: The couple (τpos, α)

To illustrate our approach, we use the same example of IRS previously pre-
sented. We consider the unbalanced set L7 of relevance degrees (Fig. 16). We
apply the reinforcing modifier CR1 to the relevance degree Medium, i.e. τ2. The
process is represented in Fig. 17.

As mentioned before, the distances dk are: d1 = d2 = 0.25; d3 = d4 = d5 =
d6 = 0.125.
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Fig. 16. Unbalanced set of relevance degrees.

The proportion of the term τ2 in the unbalanced term set L7 (Definition 3)
is: Prop (τ2) = d1 + d2 = 0.25 + 0.25 = 0.5.

The granularity of the uniform set, previously calculated in Subsect. 4.2, is
9 and the term τ2 from Sun is represented by τ

′
4 in L9. We notice that the

proportion is preserved Prop(τ
′
4) = 4

8 = 0.5.
For this example, we apply the GSM CR1 to the couple (τ

′
4, L9) (Table 1):

i
′′

= m(4) = min(4 + 1, 9 − 1) = min(5, 8) = 5
M

′′
= m(9) = 9.

The obtained couple is (τ
′′
5 , L9). We remind that the modifier CR is a rein-

forcing one, i.e. the proportion increases:
Prop (τ

′′
5 ) = 5

8 > Prop(τ
′
4) = 4

8 .
Finally, we must express the term τ

′′
5 within the initial set L7. We first

calculate the distance: v
′′
5 = i

′′

(M ′′ −1)
= 5

8 = 0.625.
The counter k is initialized to 1 and the distance l1 to 0.

– For k = 1; l1 ← 0.25 < v
′′
5

– For k = 2; l2 ← 0.25 + 0.25 = 0.5 < v
′′
5

– For k = 3; l3 ← 0.5 + 0.125 = 0.625 = v
′′
5

In this case, the value of l3 is equal to v
′′
5 . Thus, τ3 is the associated term

in the unbalanced set L7. The proportion of this term is Prop (τ3) = 0.625. It
corresponds to the proportion of the term τ

′′
5 in the balanced multi-set L9.

We can say that the result of applying CR with radius 1 to the relevance
degree Medium corresponds to the relevance degree High.

Fig. 17. The process of applying CR1 to relevance degree M.
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7 Conclusions

This work deals with the representation and management of unbalanced multi-
sets. These latter are a particular case of imperfect knowledge. The literature
does not propose a formal definition of unbalanced term sets. Besides that, works
that use these sets are only concerned with fuzzy logic. Hence, proposing one
could be a significant improvement in imperfect knowledge management.

We present in this paper an algorithm for the representation of uniform terms
within an unbalanced multi-set. This process uses an approximation function
providing the closest unbalanced term to the desired uniform one. Our solution
also calculates a proportion error that might exist in some cases. We also propose
another algorithm that allows to use symbolic modifiers, initially designed for
balanced terms, with unbalanced ones. This proposal is based on our previous
work [8] for the representation of unbalanced terms on a single uniform multi-set.

An immediate perspective of this work is to validate our proposals in a real
case and compare the obtained results to existing works. For example, we could
propose a model to evaluate documents in a retrieval process in the context
of multi-valued logic. The evaluation will be done by comparing our results to
those of the model proposed by Herrera-Viedma and López-Herrera in [9] in the
context of fuzzy logic.

As future work, we will work on a way to treat symbolic cases where the
distances between terms are expressed with words instead of numbers. It, also,
would be interesting and more understandable by users to express the proportion
error by using adverbs like little, more or less, slightly,...

Furthermore, another aspect treated in the literature is the approximate
reasoning [4]. It is based on the Generalized Modus Ponens (GMP) which aims
to deduce from an observation that is approximately equal to the premise rule,
a result similar to the conclusion rule. It would be valuable to propose a new
GMP rules dealing with unbalanced multi-sets.
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Abstract. Over the last decade, several ontology reasoners have been
proposed to overcome the computational complexity of inference tasks
on expressive ontology languages such as OWL 2 DL. Nevertheless, it
is well-accepted that there is no outstanding reasoner that can outper-
form in all input ontologies. Thus, deciding the most suitable reasoner
for an ontology based application is still a time and effort consuming
task. In this paper, we suggest to develop a new system to provide user
support when looking for guidance over ontology reasoners. At first, we
will be looking at automatically predict a single reasoner empirical per-
formances, in particular its robustness and efficiency, over any given
ontology. Later, we aim at ranking a set of candidate reasoners in a most
preferred order by taking into account information regarding their pre-
dicted performances. We conducted extensive experiments covering over
2500 well selected real-world ontologies and six state-of-the-art of the
most performing reasoners. Our primary prediction and ranking results
are encouraging and witnessing the potential benefits of our approach.

Keywords: Ontology · Reasoner · Robustness · Efficiency · Supervised
machine learning · Prediction · Ranking

1 Introduction and Related Works

Over the last decade, several semantic reasoning algorithms and engines have
been proposed to cope with the computational complexity of inference tasks
on expressive ontology languages such as OWL 2 DL [26]. Matentzoglu et al.
have recently conducted a detailed survey [24] scrutinizing this considerable
research and engineering efforts to design sophisticated reasoners with highly
optimized implementation. Nevertheless, it is well-accepted that there is no rea-
soning engine that can outperform in all input ontologies. It would be quite easy
to check this out from the results of the annual reasoner evaluation workshop,
ORE [8].

This work is an extension of our previous publication at the 7th International
Conference on Knowledge Engineering and Ontology Development KEOD 2015 [2].
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Generally speaking, the performances of a reasoner is closely depending on
the success or the failure of optimizations tricks, set up by reasoner designers to
solve hardness features in description logic [4]. Experts pre-established decision
rules about the appropriateness of a reasoner for a particular ontology are not
efficient in practice, except for trivial cases. In fact, the respective authors of
[16,32] have highlighted the lack of knowledge about the factors that are affecting
the performances of a specific reasoner on a specific ontology. Empirical results
are often surprising the experts as reasoner performances, may remarkably vary
on different ontologies standing at the same hardness level. All of these findings
gave rise to new challenges in the area of ontology reasoning: we would wonder
how to a priori predict a reasoner performances over an input ontology? And how
to assist users, with little or no experience about the sophisticated description
logic algorithms, in the choice of the most adequate reasoner for the ontology
under consideration?

Our first research question was primarily addressed by Kang et al. [20,21],
then by Sazonau et al. [31]. Each of the aforementioned authors have deployed
machine learning techniques [1] in order to train predictive models of a reasoner
runtime. The learning approach consists of using a learning algorithm to model
the relation between the ontologies’ characteristics, and the relative performance
of a specific reasoner. The focus of these authors was about automatically pre-
dicting how fast would be a reasoner in achieving a reasoning task over any input
ontology. However, they omitted the fact that reasoners can load and process an
ontology for some reasoning task, but they can also deliver quite distinct results.
Gardiner et al. [12] and more recently Lee et al. [22] have outlined the issue of rea-
soner disagreement over inferences or query answers, computed over one input
ontology. In fact, since ORE 2013 an empirical correctness checking method
was established to assess the reasoner derived inferences. The results were quite
unforeseen as there were no single reasoner that have correctly processed all
the ontologies. Even the fastest reasoner have failed to derive accurate results
for some ontologies, while other less performing engines, have succeeded to cor-
rectly process them. These findings motivated us to extend the work of reasoner
performances prediction by considering the correctness as an additional evalu-
ation criterion. In this chapter, we will describe our methodology of learning
reasoner robustness predictive models. By robustness, we assign the ability of a
reasoner to achieve a reasoning task within a fixed time limit while providing
correct results.

Our second research question is linked to the famous problem of algorithm
selection, discussed in the first place by John Rice since 1976 [29]. This issue has
been at the crossroads of many problem fields, such as machine learning (ML),
satisfiability solving (ST), and combinatorial optimization (CP). A common trait
among the proposed solutions is that they employ supervised machine learning
techniques, regression or ML classification1, to build an efficient predictor of an

1 It’s important to notice that “DL classification” stands for a reasoning task aiming
at inferring the subsumption relations between the classes and the properties in
given ontology, however the “ML classification” denotes the process of training a
predictive model from a labelled dataset.



236 N. Alaya et al.

algorithm’s runtime for each problem instance [33]. The final goal was to exploit
the complementarity of the algorithms by combining them into an algorithm
portfolio [13] in order to obtain improved performances in the average case. The
idea of building reasoner portfolio have recently seduced Kang et al. [19]. The
latter one have employed his previously proposed reasoner runtime predictive
models, to build R2O2 a kind of meta-reasoner which combines existing rea-
soners and tries to determine the most efficient one for a given ontology. Their
results were remarkable, claiming that R2O2 could outperform the most efficient
state of art reasoner. However, no rigorous evaluation under no idiosyncratic
conditions have been conducted to confirm the Kang’s et al. assertions. In fact,
the time overheard due to the prediction steps was not discussed. Hence, one
would wonder how R2O2, which computes 91 ontology metrics, invokes 5 ranking
algorithms, compares the predictions and finally, calls the most efficient reasoner
in order to process the input ontology, would be faster than straightly and simply
calling the reasoner in question?

Given these findings, we chose to address the problem of ontology reasoner
selection from a different perspective. We believe that to have reasoners selected
as being best suited from an input ontology is a kind of recommendation that
would be made for users seeking for guidance. The provided advise would be
in its basic form, a ranking of reasoners, in a most preferred order. As previ-
ously highlighted by [28], providing a ranking of candidate algorithms is a more
informative and flexible solution, than suggesting one single best algorithm. For
instance, a user may decide to continue using his favourite reasoner, if its per-
formance is slightly below the topmost one in the ranking. To compute the
reasoner ranking we decided to investigate how to take into account information
regarding both the robustness and the efficiency of the candidate reasoners. Our
proposed ranking method is a supervised one based on learned predictive models
of each of the aforementioned reasoner evaluation criteria. The method allows
ties between reasoners and follows rules from the bucket order principals. To the
best of our knowledge, we are the first to employ more than one criterion to rank
the reasoners and we believe it is one important step in the direction of multi-
criteria ranking of ontology reasoners. To show the effectiveness of our different
proposals, we carried out extensive experiments covering 2500 well selected real-
world ontologies and six state-of-the-art of the most performing reasoners. The
provided data was trained by known supervised ML algorithms. The obtained
assessment results show that we could build highly accuracy reasoner robustness
and reasoner efficiency predictive models. Owe to the effectiveness of our train-
ing method, accurate ranking of reasoners was obtained witnessing the potential
of our approach.

The remainder of this chapter is organized as follows. Section 2 specifies our
methodology for building reasoner robustness predictive models. Construction
details and evaluation results are given in Sect. 3. We then move to consider ways
of extending this prediction system. Section 4 presents our design ideas of a user
oriented guidance system for the selection of ontology reasoner. The primarily
assessments results are reported in Sect. 5. Finally, Sect. 6 concludes the chapter
and gives some of our future directions.
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2 Robustness Prediction of the Ontology Reasoners

2.1 Reasoner Empirical Robustness

The notion of robustness differs by the field of research. For instance in the soft-
ware field, Mikolàs̃ek [25] defined the robustness as the capability of the system
to deliver its functions and to avoid service failures under unforeseen conditions.
Recently, Gonçalves et al. [14] bought forward this definition in order to conduct
an empirical study about the robustness of DL reasoners. Authors underlined
the need to specify the robustness judgement constrains before assessing the
reasoners. These constraints would describe some reasoner usage scenario. The
authors highlighted that a reasoner may be considered as robust under a certain
scenario and non-robust under another.

Given the robustness specification by Gonçalves et al., we started by setting
our proper constrains in order to describe an online execution scenario of rea-
soners where ontologies should be classified as quick as possible. This scenario
yields to the following constraints: (I) any range of OWL ontologies should be
supported; (II) functional: the reasoner should be capable to classify the ontology
and deliver correct inferences; (III) non-functional: the reasoner should complete
classification within a fixed cut-off time; and (IV) the failure, w.r.t to the 2nd
and the 3rd requirements, means either a reasoner crashes when processing the
ontology, or exceeds the time limit or delivers unexpected results. To put it
a nutshell, we define the robustness of a reasoner given an input ontology as
follows:

Definition 1 (Reasoner Robustness). The robustness of a reasoner stands
for its ability to correctly achieve a reasoning task for a given ontology within a
fixed cut-off time.

Respectively, we can define the robustness of a reasoner over an ontology corpus
as follows:

Definition 2. The most robust reasoner over an ontology corpus would be the
one satisfying the correctness requirement for the highest number of ontologies
while maintaining the shortest computational time.

One major obstacle we faced when looking to empirically check the robustness
of reasoners was about automatically assessing the correctness of a reasoner’s
results. In fact, only a few attention has been paid to this issue. As previously
outlined by Gardiner et al. [12], manually testing the correctness of a reasoner’s
inferences would be relatively easy for small ontologies, but usually unfeasible
for real world ones. The authors claimed that the most straightforward way
to automatically determine the correctness is by comparing answers derived by
different reasoners for the same ontology. Consistency across multiple answers
would imply a high probability of correctness, since the reasoners have been
designed and implemented independently and using different algorithms. Luckily,



238 N. Alaya et al.

this testing approach was implemented in the ORE evaluation Framework [15].
The reasoner output was checked for correctness by a majority vote, i.e. the
result returned by the most reasoners was considered to be correct. Certainly,
this is not a faultless method. Improving it would be advantageous for our study,
however this issue is out of the scope of this chapter.

2.2 Learning Methodology

The first research question of this paper is to check whether it is feasible to auto-
matically predict the robustness of modern reasoners using the results of their
previous running. To accomplish this aim, we choose to work with supervised
ML techniques. In any standard machine learning process, every instance in a
training dataset is represented using the same set of features. In our case, the
instances are ontologies belonging to some corpus S(O) = {O1, . . . , ON}, with N
denoting the size of the corpus n =| S(O) |. The features are metrics character-
izing the ontology content and design. Thus, given a feature space Fd, where d
stands for the space dimension, each ontology is represented by a d-dimensional
vector X(Oi) = [x1

(i), x2
(i), . . . , xd

(i)] called a feature vector, where i refers to
the i-th ontology in the dataset, i ∈ [1, N ]. The features may be continuous, cat-
egorical or binary. The learning is called supervised as far as ontologies are given
with known labels. In our study, a label would describe a given reasoner robust-
ness when processing the considered ontology for DL classification2. Based on
the robustness specification given in Sect. 2.1, we designed four labels that would
describe the termination state of this reasoning task. The first label describes the
state of success and the other ones distinguish three types of failure. These labels
are: (1) Correct (C) standing for an execution achieved within the time limit
and delivered expected results; (2) Unexpected (U) in the case of termination
within the time limit but delivered results that are not expected; (3) Timeout
(T) in the case of violating the time limit; and (4) Halt (H) describing a sudden
stop of the reasoning process owing to some error. Thus, the set {C,U, T,H}
denotes our label space L admitted for the learning process.

The vector of all ontologies’ labels is specific to one reasoner R and denoted
by LR = [l(O1), l(O2), . . . , l(On)], where l(Oi) is the label of the i-th ontol-
ogy. By gathering the pairs (feature vectors, labels), a dataset is built in and
designed by DR = {(X(Oi), lR(Oi))}, i ∈ [1, N ]. This dataset illustrates the meta
knowledge about the reasoner previous running. Afterwards, the DR is provided
to a supervised learning algorithm in order to train its data and establish a
predictive model about the robustness of the corresponding reasoner. Roughly
speaking, a model MR is a mapping function from an ontology feature vector
X(O) to a specific label describing the reasoner robustness l̂R(X(O)). It would

2 It’s important to notice that “DL classification” designs a reasoning task aiming at
inferring the class and property subsumption relation in a given ontology, however
the “ML classification” denotes the process of training a predictive model from a
labeled dataset.
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be a mathematical function, a graph or a probability distribution, etc.

MR : X ∈ Fd �→ l̂R(X) ∈ L (1)

When a new ontology, which does not belong to the dataset is introduced, then
the task is to compute its features and then predict its exact label, using a
reasoner predictive model.

Unluckily, the performances of learning algorithms are highly sensitive to
quality of employed features. Uninformative or highly inter-correlated features
could deteriorate the accuracy of the learned models. Commonly, feature selec-
tion methods [7] are deployed in order to remove irrelevant and redundant fea-
tures. Plenty of these kind of methods are available in literature. In our study,
we will be investigating some of the well known techniques in feature selection.
The set of investigated methods is designed by FS. Consequently, different vari-
ants of the initial reasoner dataset will be established, called featured datasets,
each with an eventually reduced subset of features. Worth of cite, we will be
also investigate several supervised machine learning algorithms, within a given
set denoted by AL. These elaborated investigations would provide us a way to
identify the most effective combination, i.e. a learning algorithm associated to a
specific feature selection method, which could deliver the most accurate reasoner
robustness models. Therefore, the training steps will be repeated as far as the
number of algorithms and the number of datasets for a given reasoner. Then, the
established models will be evaluated against a bunch of assessment measures.
Further, we will introduce a method to compare these models and figure out their
“best” one. Details about the deployed ML techniques, assessment measures and
the selection procedure are given in Sect. 3.2.

Algorithm 1. A Single Reasoner Robustness Learning Procedure.

Input : S(O) = {O1, . . . , On} the set of the training ontologies,
LR = [l(O1), . . . , l(On)] the labels vector of the reasoner R, AL the
set of learning algorithms, FS the set of feature selection methods.

Output: MBest
R the reasoner R robustness best learned model.

1 [X(O1), . . . , X(ON )] ← computeOntologiesFeatureVectors(S(O));

2 DR ← getTheReasonerDataSet(LR, [X(O1), . . . , X(ON )]) ;
3 foreach F ∈ FS do
4 DF

R ← selectRelevantFeatures(F , DR);
5 foreach A ∈ AL do

6 < M (F,A), π(F,A) > ← trainAndAssessTheModel(A, DF
R) ;

7 MF ← MF ∪ {< M (F,A), π(F,A) >} ;

8 end

9 < M (F,best), π(F,best) > ← selectBestModelFromOneDataSet(MF ) ;

10 MBest ← MBest ∪ {< M (F,best), π(F,best) >} ;

11 end

12 MBest
R ← selectBestModelAccrossTheDataSets(MBest) ;

13 return MBest
R ;
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Algorithm 1 sum ups the main steps of the aforementioned reasoner robust-
ness learning methodology, where M (F,A) stands for a reasoner robustness pre-
dictive model trained by a machine learning algorithm A from a featured dataset
by the feature selection method F . The assessment score of this model is denoted
by π(F,A). Worth noting, the set FS contains the ⊥ element, which means no
feature selection method to be applied to the initial dataset. This configuration
would allow us to keep the initial dataset with its full set of features, denoted
by RAWD. Later on, models trained from RAWD will be compared to those
trained from the featured datasets (Algorithm 1, Line 10).

2.3 Ontology Features

There is no known automatic way of constructing “good” ontology feature sets.
Instead, distinct domain knowledge should be used to identify properties of
ontologies that appear likely to provide useful information about its complexity
level. To accomplish our study, we reused some of previously proposed ontology
features and defined new ones. Mainly, we discarded those computed based on
specific graph translation of the OWL ontology, as there is no agreement of the
way an ontology should be translated into a graph [31]. We organized the ontol-
ogy features into 4 main categories. Some of the latter ones are then refined by
splitting them in sub-categories. The categories are as follows:

1. The Size Description is a group of metrics characterizing the size of the
ontology considering both the amount of its terms and axioms.

2. The Ontology Expressivity Description is based on two main features,
namely the OWL profile3 and the DL family name.

3. Ontology Structural Description gathers various metrics commonly used
by the ontology quality evaluation community [23] to characterize the tax-
onomic structure of an ontology, i.e. its named class or named properties
inheritance hierarchy.

4. The Ontology Syntactic Description is a set of metrics proposed in order
to quantify some of the general theoretical knowledge about DL complexity
sources [4]. Features of the current category are divided in 6 subcategories.
Each one of these is specific to a particular OWL syntactic component.

To sum up, we have characterized almost 110 ontology features, described in
details in our previous work [3]. Table 1 illustrates the overall organisation of
our features and gives the definition of the main ones.

3 For further details about OWL 2 profiles, the reader is kindly referred to http://
www.w3.org/TR/owl2-profiles/.

http://www.w3.org/TR/owl2-profiles/
http://www.w3.org/TR/owl2-profiles/
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Table 1. OWL ontology features catalogue.

Category Subcategory Features Description

Ontology
size

Signature size SC, SOP, SDP, SI, SDT Respectively the nbr. of named classes, object properties,
data properties, individuals and data types

Axiom’s size SA, SLA Axioms count, Logical axioms count

Ontology
expressivity

DFN DL Family name (AL, ALC, SHIF, etc.)

OPR OWL Profile (EL, DL)

Ontology
structural
features

CHierarchy C(P) MD Max. depth of the class (property) hierarchy

PHierarchy C(P) MSB Max. nbr. of sub-classes (-properties) in the hierarchy

C(P) MTangledness Max. nbr. of super-classes (-properties) in the hierarchy

C(P) ASB Avg. nbr. named sub-classes (-properties)

C(P) Tangledness Avg. nbr. of classes (properties) with multiple direct
ancestors

Cohesion CCOH, PCOH Cohesion of respectively class hierarchy, property hierarchy

OPCOH,OCOH Cohesion of object property and the cohesion in the
ontology

Richness RRichness Ratio of rich relationships (non-hierarchical ones)

AttrRichness Ratio of classes having attributes

Ontology
syntactic
features

Axioms KBF(set) Ratio of axioms in TBox, RBox and ABox

ATF(set) Frequencies of each OWL axiom types (28 OWL Axiom
type)

AMP, AAP Respectively the Max. and Avg. parsing depth of axioms

Constructors CCF(set) Frequency of each type of constructors (11 OWL
constructors)

ACCM Max. nbr. of constructors per axiom

OCCD Density of class constructors in the ontology

CCP(set) Occurrences of Constructors Coupling Patterns (UI, EUI,

CUI)

Classes CDF(set) Ratio of class definilions PCD, NPCD and GCI

CCYC, CDISJ Ratio of respectively cyclic and disjoint classes

CNOM Ratio of classes defined using nominals

Properties OPCF(set) Avg. frequency of object property hard characteristic. (9
characteristics:transitivity, symmetry, functional, etc)

HVR(set) The highest value of each nbr. restriction type (min, max,
exact)

AVR Nbr. restriction Avg. value

Individuals NNF Ratio of nominals in the TB ox

INDISJ, ISAM Ratio of respectively disjoint and equal individuals

3 Evaluation of Reasoners’ Robustness Prediction

Before presenting the learning methods, we start by describing the collected data
for the assessment purpose.

3.1 Data Collection

In order to conduct experiments over reasoners in the most reliable way, we
have chosen to work with the evaluation Framework of the ORE workshop4.
The motivation behind our choice is multi-fold: first, the ORE event is widely
recognized by the Semantic Web community; the ontology corpus collected by

4 The ORE Framework is available at https://github.com/andreas-steigmiller/ore-20
14-competition-framework/.

https://github.com/andreas-steigmiller/ore-2014-competition-framework/
https://github.com/andreas-steigmiller/ore-2014-competition-framework/
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ORE community is well diversified and balanced throughout easy and hard cases;
and finally the description of the reasoner results is consistent with our definition
of the reasoner robustness specified Subsect. 2.1. Using this Framework, we will
conduct new DL and EL classification evaluations with 6 reasoners and 2500
ontologies described in the following.

Ontologies. We selected 2500 ontologies from the ORE corpora5. The ontolo-
gies fall into the OWL 2 DL (1200) and the OWL 2 EL (1300) profiles, binned
according to their sizes6 and cover almost 167 distinct expressivity families.
Figure 1 describes the ontologies distribution over size bins w.r.t the OWL pro-
files, then illustrated the most represented expressivity families in the dataset.
We can assert that our ontology sampling is representative of the different ranges
of OWL ontologies and it is richly diversified in size and expressivity. Thus, it
would reduce the probability for a given reasoner to encounter only problems it
is particularly optimized for. We further split up our set of ontologies into S(O)
having 2000 ontologies and T (O) gathering the remaining 500 ontologies. The
partition was carefully made in a stratified way in order to respect the overall
distribution of ontology size and expressivity. Hence, the S(O) set will be used to
train and assess the reasoner predictive models, however the T (O)’s ontologies
will be employed in the evaluation of our second contribution, i.e. the ranking
of reasoners.

Fig. 1. Ontologies distribution over size bins and expressivity families.

Reasoners. We investigated the 6 best ranked reasoners7 in both the DL and EL
classification challenges of the ORE’2014 competition. They are namely Kon-
clude , MORe , HermiT , TrOWL, FaCT++ and JFact . We excluded ELK
despite its good results and high rank, as far as it does not support the classifi-
cation of DL ontologies. We run the ORE Framework in the sequential mode on
a machine equipped with an Intel Core I7, CPU running at 3.4 GHz and having
32 GB RAM, where 12 GB were made available for each reasoner. We set the
condition of 3 min time limit to classify an ontology by a reasoner. This tight
5 The ORE corpus is available at http://zenodo.org/record/10791.
6 The size corresponds to the number of the logical axioms.
7 All ORE’2014 reasoners are available at https://zenodo.org/record/11145/.

http://zenodo.org/record/10791
https://zenodo.org/record/11145/
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schedule would be consistent with the chosen scenario, i.e. the online DL classifi-
cation of an ontology. Table 2 summarizes the results of the reasoner DL and EL
classification challenges8. By following Definition 2, reasoners are listed based
on their robustness rank over the selected ontology corpus. For each reasoner,
Table 2 shows the number of ontologies within each label class (Subsect. 2.1) and
the average reasoning runtime for the correctly classified ontologies.

Table 2. Summary of reasoner evaluation results. (Avg. time in milliseconds).

Reasoner #Correct #Unexpected #Timeout #Halt Avg. time (Correct)

Konclude 2408 44 2 6 1147.71

MORe 2182 71 241 6 3366.74

HermiT 2167 3 312 18 7918.18

TrOWL 2149 257 74 20 3246.37

FaCT++ 1968 18 419 95 4476.26

JFact 1679 41 636 144 8474.55

Building the Reasoner Datasets. Feature vector for each ontology in the
study set was computed and recorded. Having the evaluation results and the
ontology feature vectors, 6 datasets were established each for a specific reasoner.
It’s important to notice that our reasoner datasets are unbalanced ones. Based
on the description made by [18], a dataset is considered as unbalanced, if one
of the classes (minority class) contains much smaller number of examples than
the remaining classes (majority classes). In our context, the classes are reasoner
robustness labels. We take as an example the Konclude’s dataset described in
Table 2, we can easily notice the huge difference between the number of ontologies
labeled as Correct #C (the majority) and those labelled as Unexpected #U or
Timeout #T (the minority). However, its obvious that predicting the minor
cases is much more of interest for both ontology and reasoner designers, since
they highlight a situation of failure. In fact, a user would be interested in knowing
whether it would be safe to choose Konclude to classify its ontology. The learning
from unbalanced datasets is considered as one of the most challenging issue
in the data mining field [18] and could seriously affect the predictive models’
effectiveness. That’s why in the remainder, we paid attention to carefully select
the most resisting supervised machine learning algoritkhms to the unbalanced
data problem.

3.2 Learning Methods

It is worth of mention that all of the learning methods described in the following
are available in the machine learning working environment, Weka [17]. We have

8 Results of our experiments are available at https://github.com/PhdStudent2015/
Classification Results 2016.

https://github.com/PhdStudent2015/Classification_Results_2016
https://github.com/PhdStudent2015/Classification_Results_2016
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used the Java API of Weka9 as base tool to implement our prototype of automatic
learning of reasoner robustness models.

Feature Selection Methods (FS). In our study, we tried to track down the
subset of features, which correlate the most with the robustness of a given rea-
soner. To achieve this task, we first chose to investigate the utility of employing
supervised discretization [11], as a feature selection method. Basically, this tech-
nique stands for the transformation task of continuous data into discrete bins
while considering the distribution of the target labels. When no bins are identi-
fied for a given feature, this latter one is considered useless and could be safely
removed from the dataset. As an application method, we opted for the well
known Fayyad & Irani’s supervised discretization technique (MDL). For the
seek of validity, we decided to compare the MDL’s results to the ones computed
by more common feature selection methods. We chose two well known meth-
ods, each representative of a distinct category of feature selection approaches:
first, the Relief method (RLF)10, which finds relevant features based on a rank-
ing mechanism; then, the CfsSubset method (CFS), which selects subsets of
features that are highly correlated with the target label while having low inter-
correlations. In overall, the FS set is equal to {⊥, MDL, CFS, RLF}.

Supervised Machine Learning Algorithms (AL). We selected 5 candidate
algorithms, each one is representative of a distinct and widely recognized cat-
egory of machine learning algorithms [1]. All the used implementations were
applied with the default parameters of the Weka tool. They are namely: (1)
Random Forest (RF) a combination of C4.5 decision tree classifiers; (2) Sim-
ple Logistic (SL) a linear logistic regression algorithm; (3) Multilayer Percetron
(MP) a back propagation algorithm used to build an Artificial Neural Network
model; (4) SMO a Support Vector Machine learner with a sequential minimal
optimization; and finally (5) IBk a K-Nearest-Neighbour algorithm with nor-
malized euclidean distance. To sum it up, the AL set is equal to {RF, SL, MP,
SMO, IBK}.

Prediction Accuracy Measures and Selection Method. In previous works
[20], the accuracy standing for the fraction of the correct predicted labels out of
the total number of the dataset samples, was adopted as main assessment metric
of the predictive models. However, accuracy would be misleading in the case of
unbalanced datasets11. Thus, we looked for assessment measures known for their
appropriateness in the case of unbalanced data. Based on the comparative study
conducted by [18], we retained three main measures: (1) Kappa coefficient
(κ); (2) Matthews Correlation Coefficient (MCC); and (3) F-Measure
(FM). Values of Kappa and MCC vary between −1 and 1, where 0 represents
agreement due to chance. The value 1 represents a complete agreement between

9 The Weka API is available at www.cs.waikato.ac.nz/ml/weka/downloading.html.
10 RLF will be used with a ranking threshold equal to 0.01.
11 Accuracy places more weight on the majority class(es) than the minority one(s).

Consequently, high accuracy rates would be reported, even if the predictive model
is not necessarily a good one.

www.cs.waikato.ac.nz/ml/weka/downloading.html
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both the real and the predicted labels. FM ranges from 0 to 1, the higher is FM,
the more accurate the model is. However, Kappa and MCC are known to be more
effective than FM, whenever the dataset is unbalanced. We computed the FM
score as it is widely adopted by the machine learning community. In addition,
we made use of the standard stratified 10-fold cross-validation technique for the
evaluation process of the trained models. For the sake of simplicity, we only
retained the average values of the computed assessment measures over all the
cross-validation steps.

In order to select a reasoner best predictive model, we propose to com-
pute a score index per model that would enable us to establish a total order
through all the trained predictive models for a particular reasoner. We called it,
the Matthews Kappa Score (MKS). As the acronym would suggest, MKS is a
weighted aggregation of the MCC and the Kappa values computed to assess a
reasoner model MR.

MKS(MR) =
α ∗ MCC(MR) + β ∗ Kappa(MR)

α + β
(2)

such that (α + β) = 1. Thus, the best predictive model for a given reasoner is
the one having the maximal value of the MKS score:

MBest
R = arg max

Mi
R∈MR

(MKS(M i
R)) (3)

where MR denotes the set of predictive models learned for a reasoner R. In the
case where multiple maximal models are identified, the model with the highest
F-Measure (FM) is selected. Our aggregation is coherent as both MCC and
Kappa are ranging in [−1, 1].

3.3 Robustness Learning Results and Assessment Discussion

The selection of a reasoner best predictive model is achieved through two stages:
the best model given a specific reasoner dataset variant (RAWD, MDL, CFS or
RLF); then the best model across all the datasets. For the sake of brevity, we
only list the results of the second selection stage. In Table 3, the Mbest column

Table 3. Comparison and selection of a reasoner best learned robustness model across
the different datasets. #F standing for the number of ontology features used in MBest

R .

RAWD (⊥) MDL (discrete) CFS RLF MBest
R

Mbest MKS FM Mbest MKS FM Mbest MKS FM Mbest MKS FM #F

Konclude IBK 0.61 0.97 MP 0.63 0.97 RF 0.58 0.97 IBK 0.61 0.97 67

MORe RF 0.81 0.96 SMO 0.82 0.96 RF 0.79 0.95 RF 0.81 0.96 94

HermiT RF 0.86 0.96 MP 0.87 0.97 RF 0.85 0.96 RF 0.86 0.96 92

TrOWL RF 0.77 0.94 RF 0.79 0.95 RF 0.71 0.93 RF 0.75 0.94 95

FaCT++ RF 0.875 0.95 RF 0.879 0.95 RF 0.836 0.94 RF 0.871 0.95 95

JFact RF 0.900 0.95 RF 0.900 0.95 RF 0.886 0.94 RF 0.903 0.95 58
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illustrates the name of the learned algorithm corresponding to the identified rea-
soner best model given a dataset type. The assessment values of MKS and FM
presented in this table are the average across the 10 folds cross-validation. By
comparing the MKS score of the different models learned for a given reasoner, it
is easy to recognize the final best model MBest

R . This means identifying the most
suitable combination (learning algorithm, feature selection method) which have
led to the topmost accurate reasoner robustness predictive model. In Table 3, the
MBest

R models are highlighted in extra bold face. The number of ontology fea-
tures deployed within the MBest

R model is reported in the last column of Table 3
(the #F column). In overall, the learned reasoners’ best predictive models, i.e.
the MBest

R set of models, showed to be highly accurate, achieving in all cases,
an over to 0.95 FM value. In addition, they are well resisting to the problem
of minor classes, as in all cases, their respective MKS scores were over 0.63.
In particular, the MKS of the JFact best predictive model was 0.90, indicating
almost a perfect predictive model. All of these findings shed light on the high
generalizability of the learned model as well as its effectiveness in predicting
reasoner robustness for the ontology classification task. A number of impor-
tant observations can also be made from this table. First, not once the RAWD
dataset, with its entire set of almost 110 ontology features, was listed in the
final selection of the reasoners’ best models. In most cases, the MKS and FM
values of reasoner predictive models derived from featured datasets (MDL, CFS
or RLF) outperform those ones computed from RAWD models. Therefore, it is
quite expectable, that there is a restricted set of key ontology features that are
more correlated to the reasoner performances that the other features. It would
also be observed that the size of feature vectors of the MBest

R models varies from
58 in the case of JFact going to 95 in the case of TrOWL and FaCT++. This
observation pinpoints that the key ontology features, are close to the reasoner
under study. Reasoners implement different optimization techniques to overcome
particular ontology complexity sources and thus, indicators of their robustness
would also vary. In fact, we are not sure which feature selection method would
be the most suited in unveiling the ontology key features for all the reasoners.
The MDL method has outperformed in major cases, but beaten by the RLF’s
technique in one reasoner instance, i.e. JFact. On the other hand, SMO, MP
and RF have shared the podium of the outstanding ML algorithms. Neverthe-
less, it can easily be observed that the RF algorithm is the most dominant one
except when using the MDL discretization method. Obviously, the discretization
improves the predictive quality of the learning algorithms like MP, SMO and SL.
Throughout these observation, we would admit that there is no ultimate best
combination, (feature selection, ML algorithm), that suits for all the reasoners.
Accordingly, we confirm that even if the learning process may be maintained the
same, the learning techniques must be diversified to grasp, in a better way, the
reasoner-specific empirical behaviours.
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4 Ontology Reasoners Ranking with Ties

In the first part of this chapter, we focused on studying individual reasoners
seeking to a priori predict their robustness over a given ontology. Now, we put
the focus on providing advices to potential users regarding the best available
reasoners to their ontology based applications. The provided advices are in their
basic form, i.e. a ranking of reasoners in a most-preferred order. Our reasoner
ranking method allows ties and follows the principals of bucket order. In the
remainder, we describe our ranking approach after recalling some basic notions.

4.1 Preliminaries

Following Fagin et al. [10], given a set of data objects, a total order (or a lin-
ear order) is a binary relation of objects such that the relation satisfies the
three criteria of anti-symmetry, transitivity, and linearity. A bucket order is sim-
ply a total order that allows “ties” between objects in a bucket. Formally, let
B={B1, . . . ,Bt} be a set of non empty buckets that forms a partition of a set A
of alternatives12, i.e.

⋃t
i=1 Bi = A and Bi ∩ Bj = ∅ if i 	= j, and let ≺ be a strict

total order on B, i.e. B1 ≺ . . . ≺ Bt, we say (B, ≺) forms a bucket order on A.
≺ is a transitive, strict binary relation such that for any x, y ∈ A, x precedes y
denoted by x < y, if and only if there are i, j with i 	= j such that x ∈ Bi, y ∈ Bj

and Bi ≺ Bj . If x and y are in the same bucket, then x and y are incomparable
and said to be “tied”. A totally ordered set is a special case of a bucket ordered
set in which every bucket is of size 1. A ranking σ with ties over A is associated
with a bucket order (B, ≺) over A as σ = B1 ≺ . . . ≺ Bt, where i is the rank
of x ∈ A, i.e. σ(x) = i, if and only if x ∈ Bi. ∀x′ ∈ Bi ∧ x 	= x′, then x, x′

are equally ranked σ(x) = σ(x′) = i and hence a tie. When x precedes y, i.e.
σ(x) < σ(y), this means a preference for x over y. Following [27], given a bucket
order (B, ≺) over a set of alternatives A, CB is a pair ordered matrix capturing
the pairwise preferences over the elements of A. CB is |A| × |A| matrix such for
each xi, xj ∈ A that CB(i, j) = 1 if xi < xj , i.e. Bi ≺ Bj , CB(i, j) = 0.5 if xi

and xj belongs to the same bucket and CB(i, j) = 0 if xj < xi. By convention,
CB(i, i) = 0.5 and CB(i, j) satisfies that CB(i, j) + CB(j, i) = 1. For simplic-
ity, the terms rankings and orders are used interchangeably throughout this
chapter.

4.2 Overall Description of the Ranking Approach

We propose a method of ranking with ties over a set of reasoners, which are likely
to be good candidates to accomplish a reasoning task over a user input ontology.
Our ranking is a supervised one, mainly based on reasoners’ robustness models
described in Sect. 2. More in details, given a user ontology Ou characterized by a
feature vector (Subsect. 2.3) and a set of candidate reasoners R = {R1, . . . , Rm},

12 The alternatives are the objects, or elements to be ranked.
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we suggest to predict the robustness of each of these reasoners over the input
ontology and accordingly compute their ranking through a rigorous application
of the bucket order principals. Obviously, by comparing the prediction results of
the set of reasoners (i.e. the alternatives), 4 possible reasoner groups could be
identified, each corresponds to a robustness predictive label {C,U, T,H} (Sub-
sect. 2.2). These groups are disjoint ones, as we would predict only one label per
reasoner, their union is equal to the whole set of reasoners, and therefore, they
form a partition of R. Hence, we can define the buckets set {BC ,BU ,BT ,BH},
which matches these groups. In addition, a precedence order relation ≺ over the
described buckets can easily be specified. In our opinion, the most straightfor-
ward order is BC ≺ BU ≺ BT ≺ BH . Intuitively, reasoners belonging to BC

are the most preferred ones as they are robust over Ou. The BU ’s reasoners
could achieve the reasoning task within the time limit but the correctness of
their results was not approved by our correctness checking method13. Therefore,
we think that they are much preferred than reasoners falling in the BT bucket,
which won’t deliver any result to be assessed. Of course, the worse reasoners are
in BH bucket, as they are not even capable to process the ontology.

Given this configuration, two particular cases need special attention. First
when |BC | = 0, this means no reasoner would be suggested as robust over the
input ontology. However, the remaining ordered buckets could still be provided
to the user as a good tagging guidance as how reasoners would possibly behave
against the Ou ontology. Another interesting case is when |BC | > 1, here more
than one candidate reasoner, may be all of them, would be provided as equally
robust reasoners. However, we think that such a ranking would be of little help
for the user, since it does not distinguish the most suited reasoner over the set
of the robust ones. Wherefore, we need to break the tie at the top of the ranking
list, otherwise further partitioning the BC bucket.

For a better discrimination between reasoners falling in the BC bucket, we
chose to use an additional reasoner evaluation criterion, the efficiency. Applying
this method would require training further predictive models for each candidate
reasoner, more precisely regression models, which map the ontology feature vec-
tor X(Ou) to the reasoner’s estimated runtime, t̂R ∈ R. Having these models,
the BC bucket’s reasoners will be linearly ordered by a simple decreasing sorting
over their predicted computational times. The more efficient a robust reasoner is,
the smaller would be its ranking number. Henceforth, each of the robust reason-
ers will have its own corresponding bucket. Nevertheless, the order of reasoners
within the remaining buckets, BU ≺ BT ≺ BH , will be maintained the same and
their ranking numbers will be updated. For instance, if c reasoners were found
to be robust c =| Bc | and BU 	= ∅, then ∀Ru ∈ BU , σ(Ru) = c + 1. To meet the
aforementioned requirements, we are extending the definition of ranking with
ties with particular rules as follows:

13 However, the reasoner results correctness may be approved by a different checking
method.
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Definition 3 (Reasoners Ranking with Ties). Given a set of candidate rea-
soners R = {R1, . . . , Rm} and an ordered bucket partition over R, B = BC ≺
BU ≺ BT ≺ BH , a reasoner Ri precedes a reasoner Rj, i.e. σ(Ri) < σ(Rj)
and CB(i, j) = 1, if and only if, Ri ∈ Bi and Rj ∈ Bj ∧ Bi,Bj ∈ B such that
Bi ≺ Bj or Bi = Bj = BC and t̂Ri

< t̂Rj
. Consequently, Ri and Rj are tied, i.e.

σ(Ri) = σ(Rj) and CB(i, j) = 0.5, if and only if, Bi = Bj 	= BC . The remaining
conventions over CB matrix won’t be changed, this means CB(i, i) = 0.5 and
CB(i, j) + CB(j, i) = 1.

To sum it up, our reasoner ranking approach operates in two periods: (i) an
offline period for knowledge acquisition about a set of reasoners using state of
art supervised learning techniques; and (ii) an online period for users counselling
over the reasoners using our method of ranking with ties. Further details about
each period are given in the next subsections.

4.3 Description of the Offline Training Process

The main goal of this stage is to build meta-knowledge about a set of candi-
date reasoners R = {R1, . . . , Rm}, with m = |R|. The meta-knowledge will
be acquired using supervised ML techniques and recorded as reasoner profiles.
A reasoner profile is defined in the following:

Definition 4 (Reasoner Profile). Given the performance criteria space of the
ontology reasoners Cs, where s stands for the space dimension, a reasoner profile
P (R) is represented by a s-dimensional vector of predictive models, P (R) =
[MC1

R , . . . ,MCs

R ], where MCi

R stands for the predictive model which estimates the
quality of the reasoner R according to the performance criterion Ci, i ∈ [1, s].

In our case, a couple of reasoner performances criteria are under investigation:
the robustness and the efficiency. Thus, two predictive models are needed to
be trained for each reasoner: a classification model of the reasoner robustness
MB

R and a regression model of its computational time ME
R . Given R the set of

candidate reasoners and S(O) a sampling of n ontologies, reasoners evaluation
over these ontologies will be carried on and results will be recorded. Information
derived during the evaluation reflects a general empirical behaviour of reasoners,
which would serve as meta-knowledge for learning reasoner predictive models.

In fact, by labelling each ontology with the termination state of the reasoning
task accomplished by a particular reasoner Ri ∈ R, we proposed a methodology
to learn a predictive model of the overall robustness of this reasoner (details in
Subsect. 2.2). The same methodology will also be employed to build the regres-
sion models after making some adjustments to the input data and the learn-
ing techniques. The first modification to accomplish is about the sampling of
ontologies. We recall that a regression model of a reasoner Ri will be invoked
only after predicting its robustness over an input ontology. Otherwise, we need
to predict how fast would be the reasoner in successfully classifying an ontology.
Therefore, we removed from the sampling those ontologies which caused the fail-
ure of the reasoner. So, let Sc(O) ⊂ S(O) be the training set of ontologies for
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efficiency learning task. In a second step, ontologies within Sc(O) are labelled by
the logarithm of the Ri’s runtime. The log transformation of runtime was first
proposed by Lin et al. [33], whom found it to be of paramount importance to
improve the overall accuracy of regression model. The latter one could be dete-
riorated due to the large variation in runtimes across the ontologies. Thus, the
new label vector of the reasoner Ri would be LRi

= [log(t(O1)), . . . , log(t(On))],
with t(Oi) standing for the processing time spent by Ri to classify Oi. Hence-
forth, we will learn to approximate, t̂i, the logarithm of Ri’ runtime. The AL
set of learning algorithms will be restricted to Random Forest (RF), Logistic
Regression (LR) and the SVM based algorithm (SMO), since they are capable
to train regression models. On the other hand, the FS set of feature selection
methods will only include the CFS and the RLF methods in addition to the
⊥ element. The discretization can’t be used for regression, since we are learning
continuous values, rather than labels. The predictive accuracy of the trained
efficiency models will be adjudged using two well established indices, the root
mean squared error (RMSE) and the coefficients of determination (R2) also
known as the R-square [1]. Commonly known, a good regression model will have
a low RMSE and a high R2 close to 1. By referring to this rule, we will select
the best efficiency predictive model for each reasoner. The selection method is
similar to the one described in Subsects. 2.2 and 3.2, and having the following
selection formula:

MBest
R = arg max

Mi
R∈MR

(R2(M i
R)) ∧ arg min

Mi
R∈MR

(RMSE(M i
R)) (4)

where MR denotes the set of predictive models learned for a reasoner R. An
aggregation of RMSE and R2 can not be established since the both metrics have
different ranges of values.

As a final result to this knowledge acquisition stage, a set P of m reasoner
profiles, P = [P (R1), . . . , P (Rm)], is built in and stored in a knowledge base.

4.4 Description of the Online Ranking Process

Once a user introduces its ontology, Ou, to our reasoner recommendation system,
features of this ontology are computed, X(Ou), and stored reasoner profiles,
P = [P (R1), . . . , P (Rm)], are loaded in order to rank them following the former
specified ranking rules (c.f. Definition 3). The ranking procedure is detailed in
Algorithm 2. The main purpose of this algorithm is to partition the candidate
set into ordered buckets BC ≺ BU ≺ BT ≺ BH and accordingly encoding the
reasoner pair order matrix CB (|P| × |P| matrix). Let B be a vector of size |P|
recording for each reasoner the bucket it belongs to. For instance, if a reasoner
Ri is predicted to be robust over the ontology Ou, then B[i] ← ‘C’14. Initially,
the buckets of the reasoners are unknown.

14 We recall that each of the buckets BC ≺ BU ≺ BT ≺ BH corresponds to a predictable
label {C, U, T, H} computed by the robustness classification model.
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Algorithm 2. The Reasoner Ranking with ties.

Input : The user input ontology Ou.
Output: The CB matrix encoding the pairwise preferences over the candidate

reasoners.

1 X(Ou) ← computeTheOntologyFeatureVector(Ou);
2 P ← loadTheReasonerProfiles() ; //P = [P (R1), . . . , P (Rm)]
3 B ← [F, F, . . . , F ] ; //B is of size m
4 T ← [+∞, +∞, . . . , +∞] ; //T is of size m
5 Initialize the pairs of the CB matrix with 0.5 ;
6 for i ← 1 to |P| do
7 l̂i ← predictTheReasonerRobustness(P[i], X(Ou));

8 B[i] ← l̂i ;

9 if l̂i = ’C’ then
10 //the reasoner is robust

11 T[i] ← predictTheReasonerRuntime(P[i], X(Ou));

12 end
13 for j ← 1 to |P| do
14 if (B[i] ≺ B[j]) or (B[i] = B[j] =’C’ and T[i] < T[j]) then
15 CB[i][j] ← 1 ;
16 else if (B[i] = B[j] �=’C’) then
17 CB[i][j] ← 0.5 ;
18 end
19 CB[j][i] ← 1 − CB[i][j] ;

20 end

21 end
22 return CB;

Thus, the B vector is initialized as a sequence of ‘F’, standing for full, this means
the full bucket gathering all the candidates. This particular bucket is placed at
the bottom of the buckets, i.e. BC ≺ BU ≺ BT ≺ BH ≺≺ BF . Respectively, we
can induce that all the reasoners are initially tied and having the same rank,
that’s why all the pairs of the CB matrix are initialized by 0.5. The partitioning
of the reasoners set into disjoint buckets as well as the encoding of CB matrix
are progressively computed while iterating over the set of reasoners. We recall
that reasoners within the BC bucket are further ordered according to their pre-
dicted runtime. Let T be the vector of size |P| recording for each reasoner its
predicted runtime. The T vector is initialized with a sequence of +∞, standing
for the maximal possible computing time. This configuration would guarantee
that reasoners within any bucket different from BC , will always be tied at the
bottom of the reasoner ranking list.

A step by step example is given in Fig. 2 explaining our algorithm running
mode. Given 5 reasoner profiles P = [P (R1), P (R2), P (R3), P (R4), P (R5)] and
an ontology Ou, Fig. 2 depicts the different iterations processed in order to
encode the CB matrix. In each iteration, we show the reasoner Ri predicted
label and eventually its predicted runtime, then the corresponding changes over
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Fig. 2. Reasoner ranking steps with Hasse Diagram representation of the result.

the data structures, B,T and CB. The computed reasoner pair order matrix
could be illustrated using the well known Hasse Diagram [30] or by a simple
string representation.

5 Evaluation of the Reasoners Ranking Approach

In this section, we describe the results of the empirical evaluation of our proposed
rea-soner ranking approach. First, we report the assessment of the training stage,
then the experimental validation of the ranking method.

5.1 Assessment of the Training Stage

As earlier specified, the prime goal of this stage is to build a set of reasoner pro-
files. Each profile is composed of two reasoner predictive models: the robustness
and the efficiency one. In Sect. 3, we described the collected data for the evalu-
ation, then, we reported and discussed the assessment of the trained robustness
predictive models of these reasoners. Using the same data and under identical
experimental environment, we trained the efficiency predictive models for the
each candidate reasoner. Table 4 illustrated the assessment of the best efficiency
predictive models trained from a specific reasoner dataset variant. The presented
R2 and RMSE values are the average across the 10 folds cross-validation. The
final selection of reasoners’ best predictive models across all the datasets, MBest

R ,
are highlighted in extra bold face. The number of ontology features deployed
within the MBest

R is reported in the last column of Table 4 (the #F column).
Three main observations could be drawn from Table 4. First, Random Forest

(RF) have beaten Logistic Regression (LR) and SVM (SMOreg) in all dataset
variants and for all the reasoners. RF associated to the feature selection method
(RLF), have delivered the reasoners’ topmost accurate regression models, MBest

R .
This is according to both quality measures R2 and RMSE. Nevertheless, we



Ranking with Ties of OWL Ontology Reasoners 253

Table 4. Comparison and selection of a reasoner best learned efficiency models across
the different datasets. #F standing for the number of ontology features used in MBest

R .

FS
Reasoner RAWD (⊥) CFS RLF MBest

R

Mbest R2 RMSE Mbest R2 RMSE Mbest R2 RMSE #F

Konclude RF 0.961 0.506 RF 0.961 0.502 RF 0.962 0.497 26

MORe RF 0.933 0.301 RF 0.921 0.322 RF 0.937 0.289 37

HermiT RF 0.941 0.451 RF 0.937 0.465 RF 0.942 0.450 36

TrOWL RF 0.945 0.427 RF 0.943 0.431 RF 0.947 0.413 27

FaCT++ RF 0.921 0.604 RF 0.924 0.587 RF 0.926 0.579 32

JFact RF 0.947 0.467 RF 0.948 0.457 RF 0.952 0.439 36

would observe that in most cases, the R2 on the RLF’s models differed only in the
third decimal place from the R2 on the RAWD’s and on the CFS’s models. The
same observation also holds with respect to RMSE values. This would indicate
that the reduction of the ontology feature space did not remarkably improve the
accuracy of the regression models. This may be due to the operating mode of the
RF algorithm which by default deploys an internal feature selection mechanism,
whatever the initial dataset is featured or not. Nevertheless, the little accuracy
boosting obtained thanks to the RLF method is certainly worthwhile. Besides,
it provided useful insights about the core ontology features needed to train an
accurate regression model. This would be recognized by scrutinizing the number
of the final selected features depicted in the last column of Table 4.

Finally, the most important observation that we would make from Table 4
is that our reasoners’ best efficiency predictive models are highly accurate. The
reported R2 values are ranging over 0.92 and going to 0.96. We should like to
point out that the R2 values on the regression models of the meta-reasoner R2O2

[19] are below our values and vary from 0.73 up to 0.91. This would evidently
provide an insight into how well our regression models for the 6 reasoners are
fitting the data. This observation would further be confirmed by analysing the
RMSE values. We recall the RMSE represents the sample standard deviation of
the differences between predicted and observed values. Hence, the smaller the
RMSE value, the more accurate the prediction model is. In our case, the RMSE
was low on all the MBest

R models predicting the log10 of a reasoner runtime. More
in details, the lowest reported RMSE is about 0.29 in the case of MORe, which
means an average misprediction of a factor of 100.29 < 2, whereas the largest
RMSE is 0.58 in the case of FaCT++, i.e. a factor of 100.58 < 4. Worth of cite,
the RMSE values on the regression models deployed in the portfolio-based algo-
rithm selector SATzilla [33] were ranging in [0.49, 1.01], and this was sufficient to
enable SATzilla to win various medals in SAT competitions. Our RMSE values
are below those of SATzilla, and this is a valuable proof of the effectiveness of
our regression models. Though, it must be noted that currently our goal is not
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to outperform neither R2O2 nor SATZilla, but only to demonstrate that our rea-
soner runtime regression models could reach sufficiently satisfactory results. The
above inspections assert that the trained reasoner efficiency predictive models
can be used to accurately predict a given reasoner classification time for a wide
spectrum of OWL ontologies.

5.2 Assessment of the Ranking Stage

The empirical evaluation of the reasoner rankings is based on a leave-one-out
procedure. We recall that from the beginning of our study we have held out
500 ontologies from the original corpus, for ranking assessment purposes. This
is the set of the unforeseen ontologies, designed by T (O), that we will use to
evaluate our ranking method. The ranking of reasoners recommended for a test
ontology is compared to an ideal one computed for the same ontology. The ideal
ranking should represent, as accurately as possible, the correct ordering of the
reasoners on the ontology at hand. In our case, it is built by applying rules of
Definition 3 on the basis of the actual known reasoner performances acquired
during the reasoner evaluation on that ontology. Then, the agreement between
both of the rankings is measured using known state-of-the-art metrics. To assess
the quality of our recommended ranking, we need to compare it versus a baseline
method. This would be a trivial solution of ranking known as the default ranking.
The latter one is a ranking that remains the same one regardless of the ontology
under examination. It is computed on the basis of the reasoner evaluation results
described in Subsect. 3.1, this means the overall robustness of a reasoner over
the T (O)’s ontologies. The default ranking starting from the best reasoner is:
Konclude ≺ MoRE ≺ HermiT ≺ TrOWL ≺ FaCT++ ≺ JFact. A ranking method
is interesting, whenever it performs significantly better than this default ranking
method.

The agreement between our recommended rankings (resp. the default ones)
and the ideal rankings is computed according to five quality measures falling
into 2 categories describes in the following:

Correlation Metrics: to assess the agreement on the full computed rankings,
we compute the generalized Kendall Tau correlation coefficient for ranking
with ties, denoted as τx, proposed by Emond and Mason [9] and the Spearman
rank correlation coefficient known as the Spearman’s rho [6]. In the latter met-
ric, tied reasoners are assigned a rank equal to the average of their positions
in the ascending order of the values. For instance, a recommended ranking
rσ = (2, 1, 3, 3, 4) is transformed into rσ′ = (2, 1, 3.5, 3.5, 5). According to the
both correlation measures, a value of 1 represents perfect agreement, whereas
−1 stands for a perfect disagreement. A correlation of 0 means that the rank-
ings are not related.

Information Retrieval Based Metrics [5]: by following the evaluation style
of search engines, we will examine how well we are ranking the reasoners at
the top of the list. Hence, for each ranking list provided for a test ontology
Ot, we measure the Precision at position K, denoted as P@K(Ot), which
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stands for the percentage of correctly predicted ranking of reasoners at that
position. Then, we compute the Average of Precision at position K, denoted
as AP@K (i.e. AP@K =

∑K
i=1 P@i(Ot)

K )15. To obtain an overall idea of preci-
sion considering the whole test set, we compute the Mean Average Precision,

denoted as MAP@K (i.e. MAP@K =
∑M

j=1 AP@K(Oj)

M , where M = |T (O)|).
More specifically, our focus is on the 3 first positions since they are most
likely to be examined by a user. Thus, we record for each test ontology, the
P@1 since it reflects how well we are predicting the most performing reasoner,
the AP@3 and finally to sum up the evaluation, we compute MAP@1 and
MAP@3.

Table 5 illustrates the mean and standard deviation of the assessment measures
computed on our recommended ranking and on the default one. This gives a
general idea about the ranking quality across the different ontologies in the test
set.

Table 5. Evaluation summary of reasoner ranking methods over T (O)’s ontologies.

Method Kendall Tau X τx Spearman Rho MAP@1 MAP@3

Recommended (rσ) 0.67 ± 0.29 0.77 ± 0.26 0.92 ± 0.27 0.76 ± 0.27

Default (dσ) 0.25 ± 0.26 0.37 ± 0.26 0.92 ± 0.27 0.60 ± 0.17

As it can be seen, the rankings generated by our method, i.e. the recom-
mended, are more correlated to the ideal ranking according to both Spearman’s
Rho and Kendall’s Tau X. The difference with the values of the default rank-
ing is significantly high, witnessing the good quality of our provided rankings.
This would further be asserted by looking at the value of MAP@1. The lat-
ter one indicates that in 92% of the test cases, our method have succeeded to
predict and to correctly rank the topmost performing reasoner. Our value is
even better than the MAP@1 achieved by the ranking algorithms deployed in
the meta-reasoner R2O2 [19]. The authors reported a MAP@1 varying between
88.7% and 90.6%. On the other hand, the value of the mean average precision at
position 3, MAP@3, is less good than MAP@1, revealing in some way troubles in
ranking reasoners at positions higher than the first place. However, our MAP@3
remains sufficiently higher than the MAP@3 computed for the default rankings.

Even though a good overall ranking accuracy is achieved, we were curious
about the behaviour of our method at the individual level of the testing ontolo-
gies. To get more insights, we plotted per ontology the assessment values achieved
by each ranking method. Figure 3 scrutinizes the comparison established accord-
ing to the aforementioned assessment measures and having as counterparts our
recommended rankings and the default ones. As it can be observed from Fig. 3(a)
and (b) in major cases our curve is higher than the one of the default method
showing better accuracy. However for some ontologies, with the number varying

15 It is to be noted that when K = 1, P@1 is equal to AP@1.
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(a) (b)

(c) (d)

Fig. 3. Per ontology comparison between our recommended rankings (in blue) and the
default ones (in red). (Color figure online)

from 50 to 150, we didn’t succeed to outperform the default ranking in terms
of the correlation with the ideal ranking. Moreover by analysing Fig. 3(c), we
notice that our values of P@1 are equal to the ones of the default ranking. We
recall, in the latter method, the best reasoner is always Konclude. So, this would
indicate that for 50 ontologies over 500 we are still unable to accurately predict
the failure of Konclude and most important to predict the alternative reasoner.
Worth noting, the Konclude’s robustness dataset described in Table 2 is the most
biased one towards the correct cases that’s why the MKS score of its robustness
predictive model is the lowest one 0.63. These observations would pinpoint that
our ranking method is closely depending on the accuracy of the robustness pre-
dictive models of each candidate reasoner. Overpassing the unbalanced nature
of the reasoners’ datasets is a challenging issue not only in our case but for the
whole ML community. The advantage of this kind of analysis is that it enables
us to mark off the hard ontologies, which have yield to inaccuracies. Hence, our
investigations would be better focussed. On the other hand, our observations
would motivate us to inspect different ranking methods like the ones relying on
preferences learning approaches.

6 Conclusions

In this work, we proposed a new approach looking at providing knowledge for
the selection of ontology reasoners. We can point out our contributions to two



Ranking with Ties of OWL Ontology Reasoners 257

distinct but complementary fields: (i) we applied supervised leaning concepts
to the problem of empirically predicting reasoner performances. We proposed
a learning methodology relying on a rich set of advanced ontology features.
Owing to the benefits of this proposal, we modelled the performance profile of
a reasoner, in terms of predictive models of its robustness and efficiency. (ii)
we provided a novel framework to support non-expert users in reasoner selec-
tion task. Our method applies principals of bucket order to establish reasoners’
ranking with ties for any given ontology. We conducted a rigorous investigation
about 6 well known reasoners and over 2500 ontologies. We put into compar-
ison various supervised learning algorithms and feature selection techniques in
order to train best reasoner predictive models. Our trained reasoner predictive
models showed to be highly accurate outperforming state-of-art solutions. More-
over, the carried out experiments about our introduced ranking method revealed
good results in terms of correlation to the ideal rankings comparing to the default
ranking method. However, we point out some difficulties to accurately rank the
reasoners for a particular category of ontologies. We designed the latter one
as the top hardest ontologies. Predicting the reasoner performances over these
ontologies remains a hard task needing more investigation efforts. Therefore, we
are intended to establish a method that would enables us to identify these strin-
gent ontologies. We believe that by categorizing the ontologies according to their
hardness level, we would be capable to train more targeted and accurate rea-
soner performances predictive models. Moreover, we are minded to experiment
learning preference techniques and learning to rank methods in order to further
improve our approach of ontology reasoner selection. The ultimate purpose of
our reasoner learning and ranking methods is to build an efficient ontology rea-
soner portfolio. Nevertheless, we are convinced that more optimization stages
are still needed to be achieved.
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Abstract. Researches on emotion estimation from text mostly use
machine learning method. Because machine learning requires a large
amount of example corpora, how to acquire high quality training data
has been discussed as one of its major problems. The existing language
resources include emotion corpora; however, they are not available if
the language is different. Constructing bilingual corpus manually is also
financially difficult. We propose a method to convert a training data
into different language using an existing Japanese-English parallel emo-
tion corpus. With a bilingual dictionary, the translation candidates are
extracted against every word of each sentence included in the corpus.
Then the extracted translation candidates are narrowed down into a set
of words that highly contribute to emotion estimation and we used the
set of words as training data. Moreover, when one language’s unanno-
tated linguistic resources can be obtained, the words can be expanded
based on the word distributed expression. By using this expressions,
we can improve accuracy without decreasing information volume of one
sentence. Then, we tried the corpus expansion without translating tar-
get linguistic resource. As the result of the evaluation experiment using
the machine learning algorithm, we could clear the effectiveness of the
emotion corpus which expanded based on the original language’s unan-
notated sentences and based on similar sentence. Moreover, when large
amount of linguistic resources without annotation can be obtained in
one language, their words can be expanded based on distributed expres-
sions of the words. By using distributed expressions, we can improve
accuracy without decreasing information volume of one sentence. Then,
we attempted to expand corpus without translating target linguistic
resource. The result of the evaluation experiment using the machine
learning algorithm showed the effectiveness of the expanded emotion
corpus based on the original language’s unannotated sentences and their
similar sentences.

1 Introduction

Recently, there have been a lot of studies on emotion estimation from text such
as utterance or weblog articles in the field of sentiment analysis or opinion mining
[17,19–23]. Many of them adopted machine learning methods that used words
c© Springer International Publishing AG 2016
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as a feature. When the type of the target sentence for emotion estimation and
the type of the sentence prepared as training data are different, as in the case
of terminology in the problem of domain adaptation for document classifica-
tion, the appearance tendency of the emotion words differs. This often causes
a problem in fluctuation of accuracy. On the other hand, when a word is used
as a feature for emotion estimation, the sentence structure does not have to be
considered. As a result, it is easy to apply the method to other languages. Only
if we prepare a large number of corpora with annotation of emotion tags on
each sentence, emotion would be easily estimated by using the machine learning
method. In the machine learning method, because manual definition of a rule
is not necessary, we can reduce costs to apply the method to other languages.
However, just like the problem in the domain, depending on the types of the
languages, sometimes it is difficult to prepare a sufficient amount of tagged cor-
pus. For example, in comparison to English or Chinese, there are not enough
tagged corpora in Japanese or Korean, as the people who use such languages are
relatively small.

To solve the shortage problem of Chinese emotion corpus, Wan [27] used
English emotion corpus as training data that was openly available for free, and
attempted to classify Chinese emotions. He proposed a co-training model that
combined a method translating the training data and a method translating the
test data. Inui et al. [7] mechanically translated Japanese sentences into English
sentences and used them as test data or training data to classify review articles
into positive or negative by using SVM. They checked whether or not the sen-
tences included evaluation expressions. Then, based on the results, they selected
the sentences by judging if the sentence should be added in the training data
or in the test data. The experiment obtained approximately 80% accuracy. This
accuracy was higher than the accuracy obtained when the untranslated training
data was used.

Their method summarizes a document by exclusively using the sentences
in a review article that have evaluation expressions. Because the method does
not confirm the reliability of the translation results to summarize, it is difficult
to deal with the problem of estimation failure caused by low translation accu-
racy. Because our study does not aim at emotion estimation in document incre-
ments, their proposed document summarization technique cannot be applied to
our study. We refined the translation candidates of each word in a sentence by
narrowing them down under certain condition. Then, because only using nar-
rowing down, it cause lack of versatility, we expanded the training data based
on the word similarity. Moreover, we proposed the method to expanding corpus
by adding the unannotated sentence similar to sentence which included in the
training data.

In this paper, we attempted emotion estimation by our proposed method
with machine learning. In the sentences of Japanese-English parallel emotion
corpus the translation candidates for each word were obtained in reference to
the bilingual dictionary. We used them as training data for machine learning and
conducted an emotion estimation experiment. If bilingual dictionaries are used
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to obtain translation candidates, erroneous translations might be caused as often
as or more often than when machine translation is conducted. For that reason,
we proposed a refining method that narrowed down the translation candidates
according to whether the kind of the sentence’s emotion and the word’s emotion
matched or not. By removing the words that were not likely to contribute to sen-
tence emotion, the translation candidates were refined. The aim of this method is
to minimize the effects by translation error. Then, we discussed the effectiveness
of the proposed method by evaluating the word expansion method and sentence
expansion method. Section 2 describes the related works about emotion estima-
tion based on word feature and emotion estimation based on different languages.
To remove noise feature, we propose a method for refining translation candidates
extracted from bilingual dictionaries in Sect. 3 and conduct an evaluation exper-
iment in Sect. 4. Then, we discussed the results in Sect. 5. Finally, we summarize
this study in Sect. 7.

2 Related Works

The researches on emotion estimation often adopted machine learning method
that used words as a feature [10,18,28]. Many of these methods do not consider
the meanings of the words. Actually, in the task of judging a word’s or a phrase’s
emotion polarity (positive/negative), a certain level of accuracy can be obtained
without considering the word’s meaning [25,26].

There are also researches that judge emotion categories of emotional words
in a sentence [8]. In the machine learning, the quality or kind of source data used
for training data is one of the most important factors that affect the classification
accuracy.

To judge the emotion polarity of a sentence belonging to a different domain
from the training data, Saiki et al. [24] adapted each domain by using the
weighted maximum entropy model to add weight to case. Minato et al. [15]
estimated sentence emotion by using appearance frequency weight of word for
each emotion category according to Japanese-English parallel emotion corpus.
The evaluation result showed that emotion estimation accuracies varied due to
small size of the corpus and bias of the number of the sentences in each emotion
category.

Balahur et al. [1] treated the problem of sentiment detection in several differ-
ent languages such as French, German and Spanish. They translated each lan-
guage resources into English by using the existing machine translation techniques
and classified sentence emotion by training the n-gram feature of the translated
resources based on Support Vector Machines Sequential Minimal Optimization
(SVM SMO).

From the experimental result for the multilingual resources, they concluded
that the statistical machine translation (SMT) was mature enough as preprocess-
ing for sentiment classification. However, it is considered that the languages used
in their study were easier to translate into English compare to translate Japanese
into English. In Japanese language, with only difference of notation or intonation
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of the word, sense of the word sometimes changes. On the other hand, sentence
structure is more complex than English or the other western languages.

Moreover, even if the machine translation system can translate Japanese
into English successfully, with a little difference of the translation candidate,
the nuance becomes different from the original meaning and the emotion to be
conveyed might be changed.

To confirm this, it is necessary to conduct an experiment of emotion estima-
tion by using the translation results based on Japanese-English emotion tagged
corpus. Preprocessing was conducted by converting Japanese or English emotion
tagged corpora into other language data by machine translation or parallel dic-
tionary. We confirmed whether emotion estimation accuracy could be improved
by refining translation candidates or not by the evaluation experiment.

3 Proposed Method

The basic flow of our proposed method is described in Fig. 1. EW Dictionary
means a dictionary that stored the words expressing emotion included in the
Japanese-English parallel emotion corpus [14]. SW List is a dictionary of stop
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Lang-B Data
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Lang-A Corpus

Lang-B Emotion 
Estimation Model
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Lang-B
Test Data Emotion  

Morphological 
Analysis

Select
Words

EW
Dictionary SW List EPC
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Test Phase

Machine
Learning

Extract 
Translation 
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Input output

Fig. 1. Emotion estimation in different languages.
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word that includes nonsense words (unnecessary words). EPC Table indicates
Emotion Polarity Correspondence Table constructed by Takamura [25,26].

Emotion Tagged 
Lang-B Data

Emotion Tagged 
Lang-A Corpus

Lang-B Emotion 
Estimation Model

Estimate
Emotion

Lang-B
Test Data Emotion

Morphological 
Analysis

Filter
Candidates

EPC Table

Training Phase

Test Phase

Machine
Learning

Extract Translation 
Candidates

input output

Lang-A Tweet Corpus

Lang-A word 
vector DB Lang A-B Translation-

Pair Dictionary

Obtain Synonyms 
based on word 

vector

Fig. 2. Synonym based word expansion.
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Fig. 3. Sentence similarity based corpus expansion.

In the Training Phase, each sentence in the emotion tagged corpus of language
A is morphologically analyzed to obtain the basic forms of the words. Then, for
the basic forms of the words the translation candidates are obtained in language
B with reference to the bilingual dictionary. The candidate words are refined by
our proposed method and the data in language B is created that has annotation
of emotion tags in sentence basis. Based on the created data in language B, the
emotion estimation model for language B is made by machine learning.

Next, Fig. 2 indicates the method which obtain the synonyms of the word
included in sentence translation candidate.
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Then, we proposed the method to increase corpus directly by collecting tweets
including similar sentence of same language from tweet corpus without trans-
lating by sentence or word. The tweet corpus is previously refined into emo-
tion expressed tweets. We expand the corpus based on the emotional polarity
of the sentence in original emotion tagged corpus and similarity between sen-
tences. Figure 2 indicates the outline of the method to acquire the translation
candidates from the expanded corpus by obtaining the synonyms of the word
included in the sentence based on word vector similarity. We also proposed a
method to directly increase corpus without translating any sentence or word.
In the method the tweets including the similar sentences of the same language
were collected from the tweet corpus. The tweet corpus was previously refined
into the tweets expressing any emotion. We expanded the corpus based on the
emotional polarity of the sentence in the original emotion tagged corpus and the
similarity between the sentences (Fig. 3).

3.1 Japanese-English Parallel Emotion Corpus

This section describes the Japanese-English Parallel Emotion Corpus used in this
research. The Japanese-English Parallel Emotion Corpus constructed by Minato
et al. [14] is a tagged corpus based on a Japanese-English Emotion Expression
Dictionary [6].

In the corpus emotion tags are annotated on the Japanese-English bilin-
gual conversation sentences to indicate the speaker’s emotion and the emotional
expression. In total, 1,190 pairs of the sentences are registered in the corpus.

There are two kinds of tags: sentence emotion tags annotated to sentences
and word emotion tags annotated to words or idioms. There are nine kinds of
emotion categories: (joy, anger, sorrow, surprise, hate, love, respect, anxiety and
neutral).

3.2 Japanese-English Bilingual Dictionary

In this research we used the dictionaries of Eijiro Ver.2.01, Edict and Edict22 as
the Japanese-English bilingual dictionaries. We selected these three dictionaries
because these dictionaries included relatively newer words and a larger number
of words compared to other dictionaries such as the EDR dictionary.

3.3 Tweet Positive/Negative Corpus

Recently, Twitter is one of the SNS from which can obtain large data. If we can
collect the huge amount of tweet corpus for each language, those can be used for
expansion of word or expansion of corpus.

In our study, we collected positive tweets and negative tweets of Japanese
and English by using the two kinds of symbols such as ‘:)’ and ‘:(’. The number

1 http://www.eijiro.jp/.
2 http://www.edrdg.org/jmdict/edict.html.

http://www.eijiro.jp/
http://www.edrdg.org/jmdict/edict.html
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of the collected tweet data is shown in Table 1. However the number of tweets
is different by language or positive/negative, these data were obtained at nearly
the same time. Recently, Twitter is one of the SNS from which numerous of data
are obtainable. If we can collect large scale tweet corpus for each language, they
will be able to be used to expand word or corpus.

In our study, we collected positive tweets and negative tweets of Japanese
and English by using the two symbols as ‘:)’ and ‘:(’. The number of the collected
tweet data is shown in Table 1. Although the numbers of tweets were different
depending on languages or positive/negative, these data were obtained at nearly
the same time.

Table 1. Positive/Negative tweet corpus.

Japanese English

Positive 85,170 144,231

Negative 151,975 179,848

3.4 Refining Translation Candidates

When training data and test data are constructed by extracting translation
candidates from the dictionary, the problem is that the translation candidates
include unnecessary words that cause estimation error. We considered the fol-
lowing perspectives to refine the translation candidates.

– The stop words included in translations should be removed from training data.
– When the sentence’s (writer’s) emotion and the emotion of the word included

in the sentence are different, the word should be removed from training data.
– The more the word contributes to the emotion expressed by the sentence, the

more the weight is added to the word and the word should be included in
training data.

We made the training data as shown in Table 2. In Table 2 “Dictionary for
Refining” indicates the kind of the dictionaries used for refining the translation
candidates. “EW” represents Emotion Word Dictionary, “SW” represents Stop
Word List, and “EPC” represents Emotion Polarity Correspondence Table. In
these columns, J, E indicates whether the dictionary is Japanese or English. The
column of Code represents the abbreviation of each model. In the paper, J → E
represents extracting English translation candidates from Japanese sentences
and E → J represents extracting Japanese translation candidates from English
sentences. For ME→J ,MJ→E in Baseline Model and Machine Translated Model,
translation candidates were not refined. The following subsections elaborate the
training data used in this paper.



Refinement by Filtering Translation Candidates and Similarity 267

Table 2. Definition of training data.

Model name Code Target lang. Dictionary for refining

EW SW EPC

Baseline model ME→J J - - -

MJ→E E - - -

M ′
E→J J J - -

M ′
J→E E E - -

Machine translated model GE→J J - - -

GJ→E E - - -

Stop word model RE→J J - J -

RJ→E E - E -

Polarity model PE→J J - - J

PJ→E E - - E

P ′
E→J J - - J

P ′
J→E E - - E

Baseline Method. The Japanese translation candidates corresponding to each
word in the English sentences were extracted from the three kinds of bilingual
dictionaries. Then, these candidates were used as the feature for creating training
data ME→J .

In the same way, MJ→E was created by extracting English translation can-
didates of each word in Japanese sentence and using these candidates as the
feature. Training data M ′

E→J and M ′
J→E was also created by extracting specific

translation candidates of the words that had been marked as emotion expression
in the corpus from a bilingual dictionary.

Machine Translated Model. To compare the proposed method and the
method using the result of machine translation as training data, the words in
Japanese-English sentences were translated by Google translation3 and used
them as feature to create the training data GE→J , GJ→E . Google translation
is based on a statistical machine translation method. However, its translation
accuracy is not very high. To judge the quality of translation various measures
have been proposed.

One of the famous measures is BLEU [16] that uses the word’s N-gram pre-
cision. IMPACT [5] has a relatively high correlation with evaluation by human
in adequacy and fluency. METEOR [2,9] was proposed as an evaluation method
without using a word’s N-gram. The details of METEOR are described in the
paper written by Banerjee et al. [2]. To investigate the accuracy of Google trans-
lation in corpus translation, the average score of IMPACT, METEOR and BLEU
was calculated. The obtained scores were shown in Table 3.

3 https://translate.google.com.

https://translate.google.com
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Table 3. Evaluation of machine translation (Google MT) (METEOR used parameters:
α = 0.9; β = 3.0; γ = 0.5)

Evaluation method J → E E → J

IMPACT 0.48 0.35

METEOR 0.28 0.34

BLEU 0.19 0.15

The quality of web translation system such as Google translation is highly
controversial. However, the average scores obtained were not especially low.

Stop Word Model. Besides the problem of a simple translation error, there is
another problem that decreases the accuracy of emotion estimation. The problem
is caused by the words that do not contribute to the speaker’s (writer’s) emotion.

These words should be removed from the training data by refining according
to the rule. Therefore, we focused on a method based on stop words. SMART
[4] is a famous list of unnecessary words. However, it is an English word list and
we cannot apply it to Japanese language. Therefore, we attempted to refine the
words by parts of speech for Japanese language. If the part of speech of the word
annotated by morphological analysis was not included in Table 4, the word was
regarded as an unnecessary word.

Table 4. Part of speech regarded as necessary word.

Part of speech Sub category

Prefix Adjective connection, Noun connection

Conjunction -

Adnominal adjective -

Noun General, “Sa”−connection, “Nai”−adjective connection,
Adverb-possible, Adjective verb stem

Verb Independent

Adjective Independent

Adverb General, auxiliary word connection

Interjection -

If the translation candidates of the word w included the unnecessary word
sw, the word sw was removed from the training data. In this way, the training
data were created and defined as RE→J , RJ→E .

Polarity Model. To refine the translation, we also focused on the emotion
polarity of words. If the candidates of the word w include ew, whose emotion
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polarity is different from the sentence’s emotion polarity, the word ew should be
removed from the training data. The correspondence between emotion polarity
and emotion category is shown in Table 5.

Table 5. Emotion polarity and emotion category.

Positive (+) Joy, Love, Respect

Negative (-) Anger, Sorrow, Hate, Anxiety

Neutral (0) Surprise, Neutral

We used the emotion polarity correspondence table created by Takamura
et al. [25] to judge the word’s emotion polarity. Because many of the words
with extremely small emotion polarity value actually do not express emotion,
the threshold value was set for the emotion polarity value. In this paper, the
threshold value was set as th = 0.5. If the absolute emotion polarity value of a
word is smaller than this threshold value, the emotion polarity of the word was
set as 0 (neutral). The created training data were PE→J , PJ→E .

However, above method cannot extract features if there are no words that
match to the emotion polarity of the sentence. For that reason, we also considered
another method to judge whether the word to be included as feature or not
according to the degree of contribution to the emotion expression of the sentence.

In this method we used the words that did not match to the emotion polarity
of the sentence as feature and we did not to set the threshold for emotion polarity.
In this research, the words whose degree of contribution is ranked in the top rc
are used as features. How to calculate the contribution degree of the word wj to
the sentence Si is shown in Eqs. 1–4.

EM(wj , Si) =
{

1 if EMP(wj) = EMP(Si)
0 otherwise

(1)

EMS(wj , Si) =
{

1 if EMP(wj) = EMP(Si)
0.5 otherwise

(2)

α =
|Si|∑

wk∈Si
EM(wk, Si)

(3)

CScore(wj ∈ Si) =
{

α · EMS(wj , Si) if EM(wj , Si) = 1
EMS(wj , Si) otherwise

(4)

EMP(wj), EMP(Si) respectively indicate a sign of emotion polarity of the word
wj and sentence Si. EM shown in Eq. 1 is a function that returns 1 if the signs of
emotion polarity of the word and the sentence are the same, otherwise returns
0. EMS shown in Eq. 2 is a function that returns 1 if the signs of emotion
polarity of the word and the sentence are the same, otherwise returns 0.5. The
Eq. 4 calculates CScore that represents the contribution value of the word to the
sentence by using the functions EM and EMS.
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|Si| in the Eq. 3 indicates the total number of the words in the sentence Si.
By multiplying x, the more the weight of the words whose sign of the emotion
polarity matched with that of the sentence increases relatively, the less there are
the words whose sign of the emotion polarity matched with that of the sentence.

CScore is calculated for each word in each sentence and the words are sorted
by descending order of the CScore. By using only the top rc words as features,
training data P ′

E→J , P ′
J→E are made. We conduct several experiments to calcu-

late the value of rc and used the value with the highest accuracy as the value of rc.
With these methods, we thought that we could prevent acquiring unneces-

sary translation candidates for constructing training data in another language,
thereby could create a highly accurate compact estimation model. Moreover, the
calculation for training could be reduced.

Classification Method. In the research of emotion estimation from text, the
Support Vector Machine (SVM) and the Naive Bayes classifier (NB) are often
used for machine learning. In this paper, Naive Bayes classifier was used because
it has a simple algorithm and can be easily applied to multiclass classification.

3.5 Word Expansion Based on Word Distributed Representation

This section describes the word expansion method based on word distributed
representation.

We used tweet corpus shown in Table 1 to train word distributed represen-
tation. As the training algorithm for distributed representation, we used the
method proposed by Mikolov et al. [11–13], and used the Word2Vec 4 for train-
ing tool. In the training phase, we used the skip-gram model known as accurate
method and set the parameters as 200 for the number of dimension of word
vector and as 10 for context window size.

The proposed word expansion method is described as follows.

– A word set consisting of the word with similar emotion polarity with the words
in the sentence is obtained. We used the cosine similarity between word vectors
as similarity.

– Select the words having both the same emotion polarity sign with the original
word wo and the lower absolute value of emotional polarity than a certain
threshold value. Equations 5 and 6 indicate the above conditions.

– We obtained the translation candidates by using bilingual dictionary to the
refined similar words. In this time, when the word had the same emotion
polarity with that of the original sentence, higher weight was added to the
word.

pn(wo) × pn(simwj) > 0 (5)
diff(abs(pn(wo)), abs(pn(simwj))) ≤ threshold (6)

4 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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3.6 Corpus Expansion Based on Sentence Similarity

This section describes a method to expand corpus based on sentence similarity.
In the task of text classification using machine learning, there is a method called
as semi-supervised learning method. When the amount of the annotated data
is small, the unannotated data is classified based on the annotated data. By
adding this annotated data to the training data, the classification models were
expanded their range of applications.

Because these methods focused on how improve the general versatility by
using unannotated data, they could not avoid decreasing accuracy.

However, the classified data should be increased to solve both sparseness
of training data and decreasing of accuracy. In our study, we focused on the
similarity between the sentences, the sentences similar with the annotated data
were conditionally obtained from unannotated corpus of the same language.

A tweet corpus from Twitter is unannotated data available in large amount.
From Tweet P/N corpus used in the previous section, the sentences having both
the same polarity with the emotion polarity of the annotated sentences and the
higher similarity between the sentences were added to the training data.

Equation 7 indicates the condition for filtering.

pn(seni) × pn(tweetj) > 0 (7)
diff(pn(seni), pn(tweetj)) < thresholddiff (8)

4 Experiment

The proposed method was evaluated by experiment. The target data was 1,190
pairs of sentences in Japanese-English parallel emotion corpus and 4,652 pairs of
sentences in open Japanese-English parallel corpus with annotation of emotion.
The information of the morphemes included in the sentences was used as feature.

Japanese sentences were morphologically analyzed by ChaSen5. English sen-
tences were morphologically analyzed by Brill’s Tagger [3] then basic forms of
the parts of stems were obtained by using the Porter stemming algorithm6. We
evaluated the results by calculating the accuracy with the Eq. 9.

matchi =
{

1 if |To,i ∩ Tc,i| ≥ 1
0 otherwise

(9)

Accuracy(%) =
∑|S|

i matchi

|S| × 100 (10)

In the equation, S indicates a set of sentences targeted for the evaluation.
To,i, and Tc,i respectively indicate a set of tag sets outputted by classifier and a
set of correct tags for the sentence si ∈ S. |To,i ∈ Tc,i| indicates the number of
the matched tags between the tags outputted by the classifier and the correct
5 http://chasen-legacy.osdn.jp/.
6 http://tartarus.org/∼martin/PorterStemmer/.

http://chasen-legacy.osdn.jp/
http://tartarus.org/~martin/PorterStemmer/
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tags. matchi means the score of the correct answers for the sentence si. Arith-
metic average of these scores is calculated as Accuracy. Although the classifier
outputs the probability for each emotion category, the category with the highest
probability is extracted and evaluated in the experiment.

4.1 Experiment-1

First, to evaluate emotion estimation by using Japanese-English Parallel Emo-
tion Corpus as training data and test data, we created the training data whose
feature is the translation candidates of each word in the bilingual sentences.

Then, we conducted Experiment-1 using the test data whose feature is the
words in the source language’s sentence. Experiment was conducted by using
10-fold cross validation.

4.2 Experiment-2

In experiment-2, we used the corpus improvement method which expand words
in sentence and convert those to target language. Then, we evaluated that corpus
improvement method.

4.3 Experiment-3

In experiment-3, we used the corpus expansion method which is based on sen-
tence similarity. The accuracy of emotion estimation for open data is evaluated.
In experiment-3, we used the corpus expansion method which is based on sen-
tence similarity. The accuracy of emotion estimation for open data is evaluated.

5 Results and Discussions

5.1 Result of Experiment-1

The result of Experiment-1 is shown in Table 6. P ′
E→J , P ′

J→E were made by
setting the threshold rc of contribution value as 27.

The result of the training data M ′
E→J ,M ′

J→E , which used only emotion
expression’s translation candidates as the feature, had higher accuracy than
using all words’ translation candidates as the feature. The result also showed
that the conditions of unnecessary words for refining the translation candidates
did not greatly increase the accuracy.

However, in the experiment based on Japanese test data, using RE→J , PE→J

as the training data decreased accuracy only about 2%. Therefore, these refining
methods will become more effective when the size of the data increases because
the calculation amount decreases.

7 We evaluated the results by setting the threshold values: 1, 2, 3, 4, 5. When the
threshold was rc = 2, the accuracy was the highest.
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In the experiments with P ′
E→J , P ′

J→E , over 50% accuracies were obtained.
When P ′

E→J was used as training data and the edict was used as a bilingual
dictionary, the best accuracy of 66.7% was obtained.

These results suggested that our method solved the weak points in the Polar-
ity Model, which is considering solely the concordance of emotion polarities
refines too much the translation candidates and provides all words the same
weights.

– By adding higher weight to the words that contribute to the emotion expres-
sion in the sentence, effective features can be emphasized.

– It is able to extract feature even though none of the words in the sentence
contribute to the emotion expression in the sentence.

Table 6. Result of experiment-1.

Test Training Dictionary

- Edict Edict2 Eijiro

J ME→J 50.1 50.3 49.8

M ′
E→J 52.3 52.0 51.3

GE→J 37.5

RE→J 48.6 42.4 49.4

PE→J 47.5 48.2 48.5

P ′
E→J 66.7 58.1 64.1

E MJ→E 39.4 39.7 35.0

M ′
J→E 51.1 51.3 50.0

GJ→E 46.6

RJ→E 47.5 48.6 49.2

PJ→E 37.5 38.2 48.8

P ′
J→E 51.1 50.1 53.9

5.2 Result of Experiment-2

Next, we conducted an evaluation experiment by using the synonym based corpus
extension model. To expand synonyms, we used 10 for window size and 200 for
vector dimension numbers as the parameters of word2vec, and used the skip-
gram model as training model. Three types of bilingual dictionaries were used
for the experiment. We used logistic regression as machine learning method.

We used a tool of classias8 as logistic regression, and tried three types of
algorithms: “lbfgs.logistic”, “pegasos.logistic,” and “truncated gradient.logistic”
as logistic regression.

Considering imbalance of the number of the sentences for each emotion in
the corpus, we used only four emotions “joy,” “anxiety,” “hate,” and “sorrow”
8 http://www.chokkan.org/software/classias/index.html.ja.

http://www.chokkan.org/software/classias/index.html.ja
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Fig. 4. Result of experiment-2 (lbfgs.logistic).
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Fig. 5. Result of experiment-2 (pegasos.logistic).

in the evaluation experiment. The method used the corpus without expansion
was also used as a comparative method. The experimental result is in Figs. 4, 5,
and 6.

As the result, we did not observe effectiveness of word expansion in any
emotion. The word expansion based on concept similarity, which we used in the
experiment, decreased the quality of emotion estimation.
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Fig. 6. Result of experiment-2 (truncated gradient.logistic).

6 Result of Experiment-3

We made an emotion estimation model based on the corpus that was expanded
with the positive/negative tweet corpus by using machine learning algorithm,
and conducted an emotion estimation experiment. We used logistic regression
(lbfgs.logstic, truncated gradient.logistic, and pegasos.logistic) as machine learn-
ing method. The details of the expanded corpus is in Table 7.

Table 7. Statistics of expanded corpus.

Positive/Negative Emotion # of tweets

J E

Positive Love 440 419

Joy 2177 2041

Respect 1737 1636

Negative Anxiety 1200 1134

Sorrow 300 288

Anger 780 713

Hate 4240 4055

Neutral Surprise 520 456

The experimental result of 10-hold cross validation is in Fig. 7.
To confirm the applicable range of the expanded corpus, we created two

emotion estimation models both from the corpus before expansion and after
expansion then compared the results of emotion estimation experiments for each
model. The results are in Tables 8, 9, and 10. In the tables, “exp.” indicates the
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Table 8. Result of emotion estimation for open emotion corpus (lbfgs.logistic).

Emotion F1−Score

E J

Not exp. Exp. Not exp. Exp.

Anger 0.023 0.154 0.097 0.112

Anxiety 0.066 0.102 0.228 0.15

Hate 0.191 0.155 0.287 0.256

Joy 0.261 0.254 0.308 0.193

Love 0 0.207 0.047 0.282

Respect 0.234 0.21 0.237 0.201

Sorrow 0.17 0.256 0.173 0.248

Surprise 0.041 0.151 0.112 0.133
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Fig. 7. Result of experiment-3 (10-hold cross validation).
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result based on the expanded corpus, and “not exp.” indicates the result based
on the original corpus.

According to the experimental result, in English corpus, the method based
on the expanded corpus obtained higher F1-score than the method based on the
original corpus. One of the reasons is thought that the corpus used for expansion
was collected from Twitter.

Table 9. Result of emotion estimation for open emotion corpus (pegasos.logistic).

Emotion F1−Score

E J

Not exp. Exp. Not exp. Exp.

Anger 0.023 0.154 0.092 0.112

Anxiety 0.064 0.102 0.244 0.151

Hate 0.195 0.151 0.276 0.254

Joy 0.258 0.254 0.319 0.193

Love 0 0.207 0.047 0.278

Respect 0.231 0.209 0.243 0.196

Sorrow 0.186 0.258 0.185 0.246

Surprise 0.04 0.152 0.157 0.139

Table 10. Result of emotion estimation for open emotion corpus (truncated
gradient.logistic).

Emotion F1−Score

E J

Not exp. Exp. Not exp. Exp.

Anger 0.052 0.176 0.192 0.122

Anxiety 0.15 0.071 0.203 0.123

Hate 0.174 0.142 0.278 0.248

Joy 0.246 0.224 0.306 0.183

Love 0 0.205 0.157 0.259

Respect 0.204 0.199 0.281 0.175

Sorrow 0.214 0.267 0.197 0.246

Surprise 0.109 0.122 0.245 0.218

Japanese language often uses abbreviation expressions and has ambiguity.
Therefore, we thought that function words were matched more than content
words when obtaining similar sentences.

Because the search function of positive/negative tweet is the original judge-
ment method of Twitter, the method might be more suitable in English than in
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Japanese and expansion might be more adequately made in English corpus than
in Japanese corpus.

One of the reasons is thought that the corpus used for expansion was collected
from Twitter. Japanese language often uses abbreviation expressions and has
ambiguity. Therefore, we thought that function words were matched more than
content words when obtaining similar sentences.

Because the search function of positive/negative tweet is the original judge-
ment method of Twitter, the method might be more suitable in English than in
Japanese and expansion might be more adequately made in English corpus than
in Japanese corpus.

7 Conclusions

In this paper, the existing bilingual dictionaries were used to convert the lin-
guistic resources for emotion estimation into another language. To avoid noise
feature in the training data caused by converting the resource into other lan-
guages, a method to refine the translation candidates was proposed based on
emotion polarity or the stop word list.

The evaluation experiment using the basic Japanese-English Bilingual Dic-
tionary obtained approximately 66.7% accuracy in emotion estimation when the
translation candidates exclusively corresponding to the emotional expressions
were included in the training data. On the other hand, the experimental result
using the open data suggested that the process of refining translation candidate
worked effectively.

However, the bilingual dictionaries and the emotion polarity correspondent
table included unnecessary words for emotion estimation. As the result, noise
features could not be removed even though threshold value was set.

We tried to expand applicable range of the corpus by word expansion and
confirmed that the word expansion per sentence decreased accuracy. On the
other hand, the corpus expansion by obtaining similar sentence from a tweet
corpus effectively worked in the English sentences. In future, we would like to
improve the method to refine the translation candidates and propose a method
to remove unnecessary word from emotion polarity correspondent table and also
a method to automatically construct a bilingual dictionary suitable for emotion
estimation.

We also would like to propose an effective method for both Japanese and
English by combining the translation candidate refining method and the corpus
expansion method.
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Abstract. The integration of heterogeneous information gathered from
wearable devices, like watches, bracelets and smartphones, is becoming a
very important research trend. The Expert Systems’ technology should
be able to face this interesting challenge, promoting the development
of innovative frameworks runnable on wearables and mobile operating
systems. In particular, users and domain experts could be able to inter-
act directly, minimizing the role of knowledge engineer and promoting
the real–time updating of knowledge bases when necessary. This paper
presents the KAFKA approach to this topic, based on the implementa-
tion of the Knowledge Artifact conceptual model supported by Android
OS devices.

1 Introduction

Traditional knowledge engineering methodologies, like CommonKads [1] and
MIKE [2], considered knowledge acquisition and representation as centralized
activities, in which the main point was trying to build up facts’ and rules’ bases
which could model tacit knowledge in order to use and maintain it. Indeed, the
explosion of the Internet and related technologies, like Semantic Web, Ontolo-
gies, Linked Data ... has radically changed the point of view on knowledge engi-
neering (and knowledge acquisition in particular), highlighting its intrinsically
distributed nature.

Finally, the growing diffusion of more and more sophisticated mobile devices,
like smartphones and tablets, equipped with higher and higher performing hard-
ware and operating systems allows the distributed implementation on such
mobile devices of several key components of the knowledge engineering process.
A direct consequence of these considerations is the need for knowledge acqui-
sition and representation frameworks that are able to quickly and effectively
understand when knowledge should be integrated, minimizing the role of knowl-
edge engineers and allowing the domain experts to manage knowledge bases in
a simpler way.

A relevant work in this field has been recently proposed in [3]: the HeKatE
methodology aims at the development of complex rule–based systems focusing
on groups of similar rules rather than on single rules. Doing so, efficient inference
is assured, since only the rules necessary to reach the goal are fired. Indeed, this
c© Springer International Publishing AG 2016
A. Fred et al. (Eds.): IC3K 2015, CCIS 631, pp. 281–301, 2016.
DOI: 10.1007/978-3-319-52758-1 16
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characteristic helps the user in understanding how the system works, as well as
how to extend it in case of need, minimizing the knowledge engineer role. Our
goal is (partially) different: we intend to build a tool for supporting the user in
understanding when the knowledge base should be updated, according to the
domain conditions he/she detects on the field. For this reason, we don’t aim to
realize new inference engines, like in the HeKatE project, but a good framework
to use existing tools, usable in varying conditions and portable devices.

In this paper, we present KAFKA (Knowledge Acquisition Framework based
on Knowledge Artifacts), a knowledge engineering framework developed under
Android: the most interesting feature of KAFKA is the possibility for the user to
design and implement his/her own knowledge–based system without the need for
a knowledge engineer. The framework exploits Android as the running OS, since
it is the most popular mobile operating system in the world. The final aim of
KAFKA is the execution of expert systems written in Jess. Due to the difficulties
in importing Jess under Android, KAFKA has been currently developed as a
client–server architecture. The most important characteristic of Jess, from the
KAFKA point of view, is the possibility to implement facts as Java objects rather
than simple (attribute, value) pairs, exploiting the shadow fact construct. This
point, together with the conceptual model of Knowledge Artifact adopted in
designing the expert system, makes possible to understand when new rules and
observations should be modeled according to the evolution of the underlying
domain.

The rest of the paper is organized as follows: Sect. 2 briefly introduces the
research field, focusing on distributed expert systems and Knowledge Artifacts.
Section 3 further explores the Knowledge Artifact concept from the perspective
of time evolving expert systems. In Sect. 4, the Shadow Fact construct is briefly
introduced, in order to show how its adoption in KAFKA has allowed to take
care computationally of knowledge–bases’ variation according to the detection of
new information from the domain. Section 5 presents the characteristics of prob-
lems and domains addressed by KAFKA: in particular, the role of Knowledge
Artifacts and rules is analyzed from both the conceptual and computational
point of view, in order to explain how KAFKA allows the user to take care
of possible evolutions of the related expert system. In Sect. 6 a case study is
presented, illustrating how KAFKA allows the user to interact with the domain
expert to complete knowledge bases when new observations are available. Finally,
conclusions and directions for further work complete the paper.

2 Related Work

As reported in [4], with the advent of the web and of Linked Data, knowledge
sources produced by experts as (taxonomical) descriptions of domains’ concepts
have become strategic assets: SKOS (Simple Knowledge Organizations System)
has been recently released as a standard to publish such descriptions in the form
of vocabularies.
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In this way, knowledge engineering has moved from being a typical centralized
activity to being distributed: many experts can share their competencies, con-
tributing to the global growth of knowledge in a given domain. The expert system
paradigm has become suitable to solve complex problems exploiting the integra-
tion between different knowledge sources in various domains, such as medicine
[5] and chemistry [6], and innovative frameworks have been developed to allow
non AI experts to implement their own expert systems [7,8].

In this paper, we propose an alternative approach to the development of
distributed expert systems, based on the Knowledge Artifact (KA) notion. In
Computer Science, artifacts have been widely used in many fields; Distributed
Cognition [9] described cognitive artifacts as “[...] artificial devices that main-
tain, display, or operate upon information, in order to serve a representational
function and that affect human cognitive performance”. Thus, artifacts are able
not only to amplify human cognitive abilities, but also change the nature of the
task they are involved into. In CSCW, coordinative artifacts [10] are exploited
“[...] to specify the properties of the results of individual contributions [...], inter-
dependencies of tasks or objects in a cooperative works setting [...] a protocol of
interaction in view of task interdependencies in a cooperative work setting [...]”,
acting as templates, maps or scripts respectively. In the MAS paradigm [11],
artifacts “[...] represent passive components of the systems [...] that are inten-
tionally constructed, shared, manipulated and used by agents to support their
activities [...]”.

According to the last definition, it is possible to highlight how artifacts are
typically considered passive entities in literature: they can support or influence
human and artificial agents reasoning, but they are not part of it, i.e. they
don’t specify how a product can be realized or a result can be achieved. In
the Knowledge Management research field, Knowledge Artifacts are specializa-
tions of artifacts. Cabitza et al. [12] described them as the technological driver
that either enables or supports knowledge circulation among people inside orga-
nizations. According to Holsapple and Joshi [13], “A knowledge artifact is an
object that conveys or holds usable representations of knowledge”. Salazar–Torres
et al. [14] argued that, according to this definition, KAs are artifacts which rep-
resent “[...] executable-encodings of knowledge, which can be suitably embodied
as computer programs, written in programming languages such as C, Java, or
declarative modeling languages such as XML, OWL or SQL”.

Thus, Knowledge Management provides artifacts with the capability to
become active entities, through the possibility to describe entire decision making
processes, or parts of them. In this sense, Knowledge Artifacts can be consid-
ered as guides to the development of complete knowledge–based systems. The
most relevant case study in addressing this direction is the pKADS project
[15], that provided a web–based environment to store, share and use knowledge
assets within enterprises or public administrations. Each knowledge asset is rep-
resented as an XML file and it can be browsed and analyzed by means of an
ontological map. Although the reasoning process is not explicitly included in
the knowledge asset structure, it can be considered a Knowledge Artifact being
machine readable and fully involved in a decision making process development.
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3 Motivation: Managing Rapidly Changing Scenarios
by Means of Expert Systems

In this paper we are concerned with a rather complex problem, that of model-
ing time–varying scenarios. In this case, the observed system and its reference
environment change in time, passing through a series of macroscopic states, each
one characterized by a specific set of relevant rules. Moving from one state to
another, the meaning and importance of some events can change drastically,
therefore the applicable inferences, as described by the rule set, must change
accordingly.

The crucial point from the system point of view is the difficulty for production
rules to capture in a precise way the knowledge involved in decision making
processes variable in an unpredictable way. The resulting rules’ set must be
obtained at the end of an intensive knowledge engineering activity, being able
to generate new portions of the system effectively and efficiently with respect to
the changes in the application domain.

Some examples of these application scenarios can help in clarifying the char-
acteristics of the problems we intend to tackle. A first example is the evolution of
the state of an elderly patient affected by a neurologic degenerative disease. Quite
often the development of the disease does not proceed in a linear, predictable
way; instead long periods of stationary conditions are followed by rapid changes,
which lead to another, worse, long lasting state. In this case, the interpretation
of some events (such as a fall, or a change in the normal order in which some
routine actions are taken) can differ substantially depending on the macro-state
of reference. Another case would be an application analyzing urban traffic, with
the purpose to help a driver to take the best route to destination. The scenario
being analyzed changes significantly with the hour of the day and the day of the
week, as well as in response to events modifying the available routes, such as an
accident or a street closure due to traffic works.

In these situations, an efficient response of the system is very important, since
the computation must be necessarily “real–time”, and it is mandatory for the
system to check continuously the knowledge-base to understand if it is consistent
or not. Here, we present an approach to the development of rule–based systems
dynamically changing their behavior according to the evolution, in value and
number, of problem variables. The approach is based on the acquisition and
representation of Functional Knowledge (FK), Procedural Knowledge (PK) and
Experiential Knowledge (EK), with the support of the KA notion.

According to [16], FK is related to the functional representation of a prod-
uct, that “[...] consists of descriptions of the functionality of components (or
(sub-) systems) and the relationship between them.”. To properly capture such
relationships, the authors suggest the adoption of ontologies (being able to deal
with the semantics of relations); for this reason, ontologies can be defined as
Knowledge Artifacts for functional knowledge acquisition and representation.

PK is defined in [17] as the “[...] understanding of how to apply the concepts
learned in any problem solving situations”. This means that procedural knowl-
edge concerns how to combine concepts to solve a problem. In other words,
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procedural knowledge is devoted to explain the different steps through which
a result is obtained, but it doesn’t specify anything on how those steps are
implemented.

Finally, some authors defined [18] EK as “[...] knowledge derived from expe-
rience [...]”. It is important because “[...] it can provide data, and verify theoret-
ical conjectures or observations [...]”. Experiential knowledge, that can remain
(partly) tacit, allows to describe aspects that procedural knowledge is not able
to represent, and opportune tools are needed to capture it; from the Knowledge
Artifact definition point of view, this is the reason why the T–Matrix previously
cited is provided with a grammar to define the correlations between ingredi-
ents and performances: such grammar is the Knowledge Artifact for experiential
knowledge representation.

Although functional, procedural and experiential knowledge have been usu-
ally treated as separated entities in the past, it is reasonable to assume that
they are someway correlated: it should be possible to link the different Knowl-
edge Artifacts involved so as to include in a unique conceptual and computa-
tional framework the entire knowledge engineering process, from the requirement
analysis (i.e. the identification of all the functional elements to obtain a prod-
uct or a service) to the implementation of a complete knowledge based system
(i.e. the description of the decision making process in a machine–readable form,
according to the related experiential knowledge), through the clear and complete
specification of all the procedural steps needed to move from inputs to outputs
(i.e. which intermediate levels of computation are necessary).

Doing so, the evolution of the expert system from an initial state S1, char-
acterized by a stable knowledge base with very few details, to a final state Sn,
characterized by a fully developed, stable knowledge base, can be continuously
checked by the domain expert, with the possibility to add new rules and delete
or modify obsolete ones, to include new inputs or outputs and/or to extend the
range of values for existing ones according to the domain characteristics. This is
the main aim of the KAFKA project, as pointed out in the following sections.

4 Shadow Facts and Their Role in KAFKA

As we know, the typical architecture of a rule–based system is made up of three
main components:

– an inference engine;
– a rule base;
– a working memory.

In particular, the working memory is a collection of facts representing all
the information the rule based system is working with. In our model, the input,
partial output and output node sets are represented as facts in the working
memory. Given that Jess has been chosen as the implementation language, three
different kinds of facts can be used in KAFKA:



286 F. Sartori and R. Melen

– ordered facts, pieces of elementary information stored as (attribute, value)
pairs;

– unordered facts, record–like structures useful to represent more complex enti-
ties, each one composed of one or more simpler elements (i.e. the slots);

– shadow facts, that are unordered facts whose slots correspond to the properties
of a JavaBean.

Being JavaBeans a kind of Java object, shadow facts serve as a connection
between the working memory and the Java application running Jess. But, from
the KAFKA development point of view, their most interesting feature is the
possibility to choose between their static or dynamic representation in the work-
ing memory. A shadow fact is static if its representation changes infrequently or
according to an explicit request by the user. On the contrary, a dynamic shadow
fact is characterized by a frequent variability over time, with the need for the
working memory to keep trace of its changes immediately. Dynamic shadow facts
have been used in KAFKA to implement evolution of facts’ bases according to
the real–time detection of information: for example, let’s suppose we have imple-
mented a rule–based system to support users in taking decisions about patients
affected by heart diseases.

This kind of application will check heart rate continuously, to be able to
recognize possible critical situations. Hopefully, the heart–rate will be normal for
the most time, causing the activation and firing of standard rules. But the system
should be able to detect immediately possible significant up and down oscillations
of the heart rate values, in order to recognize possible critical situations, avoiding
them to become irreversible through the execution of proper actions.

The adoption of dynamic shadow facts to represent such kinds of variables
enables a KAFKA–based expert system to manage these situations: a state of
the system is a collection of shadow facts, whose values can change unpredictably
from a time–stamp ti to the next one tj . If the current value of the shadow fact
is already known, i.e. rules are available in the system to deal with it, proper
actions will be taken on time. Otherwise, new actions will be promoted by the
expert through the rules’ set extension to take care of the new state.

In this way, a state in KAFKA is characterized as a collections of events
rather than variables: the event that causes a shadow fact value change causes
a corresponding transition of the system from the state Si to the state Sj , being
sure that it will be properly considered by the expert if unknown.

5 Knowledge Acquisition in Mobile Scenarios: KAFKA
Conceptual and Computational Model

5.1 KAFKA Scenario

The typical KAFKA domain is shown in Fig. 1, where two kinds of roles are
hypothesized: a KA–User supporting a generic operator solving problems and a
KA–Developer, supporting a domain expert in the elaboration of decision making
processes. The KA–User is characterized by a state, a collection of quantitative
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Fig. 1. KAFKA scenario: domain expert and operators virtually communicate to solve
a problem in a given domain.

and qualitative parameters (observations on the domain) that can be measured
by mobile devices or evaluated by the expert according to a given reasoning.
This state can change over time: thus, it is continuously checked by the system
in order to discover modifications and take proper actions. The domain expert
can interact with the KA–Developer to update the different KA elements.

5.2 KA Definition

As shown in Fig. 2, the Knowledge Artifact model in KAFKA is multi–layered.
Given a particular kind of knowledge ki, i ∈ [1, ..., n], a Knowledge Artifact for
the acquisition of ki is the pair KAki

= {E,R}, where E = {ej}, j ∈ [1, ...,m]
and R = {rk}, k ∈ [1, ..., o], are the sets of elements and relationships among
them respectively, with r : ei −→ ej , ∀r ∈ [r1, ..., ro].

The elements can be further grouped into subsets according to the nature of
knowledge involved: for example, in case of acquiring functional knowledge about
a design activity as presented in [16], the elements could be aggregated into
systems and sub–systems. The resulting Knowledge Artifact could be defined as
follows: Ontology = {{{elements}, {sub−systems}, {systems}}, {is−a, part−
of, ...}}.

In order to correlate different KAs, it is necessary to extend the definition
above: given a set of kinds of knowledge K = {k1, ..., kn} and a Knowledge
Artifact KAki

,∀i ∈ [1, ..., n] a Higher–Level Knowledge Artifact (HLKA) for the
acquisition of K is the pair KAHL

K = {KAK , rK}, where KAK = {KAki
} and
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Fig. 2. The multi–layered model of Knowledge Artifact in KAFKA: the first level is the
domain knowledge one; the second level concerns the definition of specific Knowledge
Artifacts for each of them; the third level unifies Knowledge Artifacts by means of the
eqK relationship.

rK : EKAki
−→ EKAkj

, with i, j ∈ [1, ..., n] is a correlation between the element
sets of two distinct Knowledge Artifacts. The way this correlation is defined
can depend on the knowledge domain: for this reason it could be necessary
to specify more than one correlations between two KAs. At the current state
of development, there exists only one correlation in KAFKA, namely eqK (i.e.
equivalence on K ): eqK : EKAki

−→ EKAkj
|e1 ≡ e2, with e1 ∈ EKAki

and
e2 ∈ EKAkj

. The equivalence notion allows to manage the same entity differently
according to the current Knowledge Artifact, but preserving its main features
moving from a kind of knowledge to another.

The general model presented here must then be configured on the basis of
knowledge involved: the HLKA acts as a library of Knowledge Artifacts, each
of them chosen to acquire the related kind of knowledge in the best way. For
example, Procedural Knowledge can be captured by many kinds of tools for
modeling causal relationships, like e.g. Influence Nets [19], Petri Nets, Causal
Nets [20] (C–Nets) or Superposed–Automata Nets [21] (SA–Nets): Influence Nets
are particularly suitable for Knowledge Acquisition, since they allow to specify
entities and relationships among them in a very intuitive way. Anyway, there
are many situation where they could result too few detailed, for example when
modeling knowledge domains characterized by temporal dimensions: in those
cases, it could be useful to adopt more sophisticated models, like Petri Nets or
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Causal Nets to take care more precisely of the event sequentiality. Moreover,
Petri Nets and Causal Nets could be not sufficient in case of parallel processes
to synchronize occasionally, so that SA–Nets could be more indicated.

The HLKA must then be configured in order to become a complete model for
acquiring and relating all the kinds of knowledge involved in the development of
knowledge–based systems.

5.3 KA Configuration

As previously stated, KAFKA deals with the acquisition of three kinds of knowl-
edge, i.e. Functional Knowledge (FK), Procedural Knowledge (PK) and Expe-
riential Knowledge (EK). The configuration of KAFKA HLKA begins from the
choice of a Knowledge Artifact for each of them:

– FK will be acquired by means of Taxonomies (T), characterized by three kinds
of elements and two relationships;

– PK will be modeled through Influence Nets (IN), characterized by three kinds
of elements and two relationship;

– EK will be captured by Task/Subtask Structures (TS), characterized by three
kinds of elements and one relationship.

Thus, given the kinds of knowledge set K = {FK,PK,EK}, the
KAFKA Higher–Level Knowledge Artifact to deal with K is KAHL

K =
{{T, IN, TS}, eqK}, where eqK : T −→ IN and eqK : IN −→ TS makes equiv-
alent the element sets of T, IN and TS.

Figure 3 shows the HLKA components: each of them is modeled on a three–
tier architecture: inputs (I), being the observations necessary to initialize the

Fig. 3. The relationship existing among Taxonomy (on the left), Influence Net (on the
top) and Task/Subtask Structures (on the bottom) in the KAFKA framework.
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under– construction system, partial outputs (PO), i.e. the results of computations
made by the system to reach its goals starting from inputs, and outputs (O), the
goals of the system.

The first Knowledge Artifact to define is T, whose scope is the clear iden-
tification of I, PO and O, and how they are possibly aggregated to or derived
from other elements: KAFK = T = {ET , RT }, with ET = {I ∪ PO ∪ O} and
RT = {is − a, part − of}. Elements should be as simple as possible, usually
well defined (attribute, value) pairs. Anyway, there are many situations in which
more complex definitions are needed: the is–a relationship allows to extend the
description of an existing input, partial output or output by means of a new
value; the part–of relationship allows to aggregate two or more inputs, partial
outputs or outputs into a new record–like element.

The Influence Net model is a structured process that allows to analyze com-
plex problems of cause–effect type in order to determine an optimal strategy for
the execution of certain actions. The Influence Net is a graphical model that
describes the events and their causal relationships. Using information based on
facts and experience of the expert, it is possible to analyze the uncertainties
created by the environment where actions take place. This analysis helps the
developer to identify the events and relationships that can improve or worsen
the desired result. The Influence Net can be defined as a 4–tuple (I, PO,O,A),
where

– I is the set of input nodes, i.e. the information needed by the system to work
properly;

– PO is the set of partial output nodes, i.e. the collection of new pieces of knowl-
edge and information produced by the system to reach the desired output;

– O is the set of output nodes, i.e. the effective answers of the system to the
described problem; outputs are values that can be returned to the user;

– A is the set of arcs among the nodes: an arc between two nodes specifies that
a causal relationship exists between them.

According to the definition above the adopted Knowledge Artifact is
KAPK = IN = {EIN , RIN}, with EIN = {I∪PO∪O} and RIN = A = {affects,
affected-by}. The affects relationship is defined as follows, affects: I −→ PO,
affects: I −→ O, affects: PO −→ PO, affects: PO −→ O and affects: O −→ O.
The affected–by relationship is the vice–versa of affects: although it is redun-
dant, it allows an easier description of experiential knowledge by means of
Task/Substask Structures.

Task Structures are used to describe how the causal process defined by a
given IN is modeled within a rule–based system. Each Task is devoted to define
computationally a portion of an Influence Net: in particular, Subtasks are proce-
dures to specify how a partial output is obtained, while Tasks are used to explain
how an output can be derived from one or more influencing partial outputs and
inputs. A Task cannot be completed until all the Subtasks influencing it have
been finished. In this way, the TS modeling allows to clearly identify all the
computational levels of the system. The Task and Subtask bodies are sequences
of rules, i.e. LHS(LeftHandSide) ⇒ RHS(RightHandSide) constructs.
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According to the definition above, the third Knowledge Artifact in KAFKA
is KAEK = TS = {ETS , RTS}, with ETS = {I∪PO∪O} and RIN = {if −do}.
The if–do relationship semantics is the definition of a production rule if − do :
LHS −→ RHS, where LHS ⊂ I ∪ PO ∪ O and RHS ⊂ PO ∪ O.

Each LHS contains the conditions that must be verified so that the rule can
be applied: it is a logic clause, which turns out to be a sufficient condition for the
execution of the action indicated in the RHS. Each RHS contains the description
of the actions to perform as a result of the rule execution.

5.4 KA Implementation

The implementation of the different elements composing the knowledge engi-
neering framework exploits the XML language [22]. A proper schema has been
developed for each of them, as well as dedicated parsers to allow the user to inter-
act with them. These XML files contain all the information necessary to compile
rule–based systems: as previously stated, the Jess syntax has been chosen to this
scope (Fig. 4).

Fig. 4. The XML implementation of the Knowledge Artifact. Relationships among the
different elements follow the conceptual model depicted in Fig. 3
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Following the conceptual model introduced in the previous section, the first
schema is the ontological one: the different components are grouped by the
〈ontology〉 〈/ontology〉 tags, followed by a name and a description to specify
which kinds of ontology has been chosen, i.e. taxonomy in the current version
of KAFKA. Then, the schema presents opportune tags to specify inputs, partial
outputs and outputs. Each element is characterized by a 〈name〉 and a 〈value〉
tags. Moreover, it is possible to define 〈is–a〉 and 〈part–of 〉 relationships for
each element, as previously stated: the arguments of is–a and part–of tags are
the names of elements related to the current one (i.e. the element that generalizes
the current one or the element the current one is a component of).

To produce an Influence Net IN, the taxonomy is parsed from inputs to
outputs. In this way, different portions of the system under development can be
described. Outputs, partial outputs and inputs are tied by arcs which specify
the source and the target nodes.

Each element is associated with a name (inherited by the ontology) and an
identifier, useful for building up arcs. Arcs are characterized by a name, i.e. affects
or affected–by. Thus, the IN can be navigated from inputs to outputs, following
the chain of affects arcs, or backwards, following the sequence of affected–by arcs.

Finally, an XML schema for the Task (Subtask elements of the framework are
defined in the same way) can be produced as follows. The parser composes an
XML file for each output considered in the Influence Net. The input and subtask
tags allow to define which inputs and partial outputs are needed to the output
represented by the Task to be produced. The body tag is adopted to model the
sequence of rules necessary to process inputs and results returned by influencing
Subtasks: a rule is composed of an 〈if〉 ... 〈do〉 construct, where the if statement
permits to represent the LHS part of the rule, while the do statement concerns
the RHS part of the rule.

The XML files introduced above can be incorporated into dedicated decision
support systems to guide the user in the design of the underlying Taxonomy,
Influence Net and Tasks/Subtasks. Moreover, it is possible to transform the
Tasks into a collection of files containing rules written, for instance, in the JESS
language. Given the XML code for Task and Subtask Structures, a rule file can
be generated by means of opportune parsers. In principle, every language for
rule–based system design can be exploited, but the current version of KAFKA
adopts Jess. The main reason for this was the possibility to exploit the shadow
fact construct in the knowledge base to take care of its variability: basically,
a shadow fact is an object integrated into the working memory as a fact. For
this reason, it is possible to access it for value modifications from every kind of
application, and the inference engine will understand the situation, activating a
new run of the expert system.

The shadow fact is fundamental to manage the variable scenario in Fig. 1: as
shown in Fig. 5 a system transition from state Si to state Sj can be due to the
observation of a not previously considered value for one or more observations.
At Statei, Observationn is detected by the KA–User, that was not considered
by the current knowledge artifact. A new shadow fact is then generated to take
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Fig. 5. Transition from a State i to a State j: ShadowFactn is not recognized in Statei,
for this reason, new rules are added moving to Statej , where ShadowFactn is known.

care of it (i.e. ShadowFactn), and the KA–Developer is notified about the need
for extending the rule set in order to properly manage that value. In this way,
the system moves from state Si, where it is not able to reach a valid solution to
the problem, to state Sj , where new rules have been added to fill the gap.

On the other hand, when all the possible values for every observation will be
mapped into the set of rules of an expert system, for example in the Sk state,
that system will be considered stable, and the related rules’ set will be able
to generate a solution for every possible configuration of inputs. Thanks to its
intrinsically dynamic nature (it is a Java object), the shadow fact is the most
suitable technical artifact to take care of such characteristics: by changing its
value at run–time, the inference engine will be able to run the current expert
system portion whose behavior possibly varies according to that change; in case
of no solution, the KA–Developer will be notified about the need for extending
both the knowledge artifact and the related set of rules.

5.5 KAFKA Architecture

Every KA–User (i.e. the client in Fig. 6) involved in a problem solving activity is
provided with an Android application: this application communicates with the
KA–Developer (i.e. the server in Fig. 6) by means of an Internet connection. The
KA–User sends data serialized into a JSON1 object. JSON is an open standard
format that uses human–readable text to transmit data objects consisting of
attribute–value pairs. For this reason, it is very useful in KAFKA to exchange
facts between the client and the server, being sure they are correctly interpreted.

1 JavaScript Object Notation, see http://json.org/.

http://json.org/


294 F. Sartori and R. Melen

Fig. 6. KAFKA architecture: solid arrows represent concrete flows, whilst dashed ones
represent virtual flows.

These data are observations about the conditions of the problem domain. The
GSON2 library has been integrated to convert Java objects (like shadow facts)
automatically into their JSON representation.

Then, exploiting the Android primitives, it has been possible to create a
stable mechanism for the communication with the server. In particular, the fol-
lowing tools were useful to implement the KA–User in KAFKA:

– activities: a class that extends an Activity class is responsible for the com-
munication with the user, to support him/her in setting the layout, assigning
the listeners to the various widgets (Android’s graphical tools) and setting the
context menu;

– listener : a class that implements the interface OnClickListener is a listener.
An instance of this object is always associated with a widget;

– asyncTask : a class that extends AsyncTask is an asynchronous task that per-
forms some operations concurrently with the execution of the user interface
(for example the connection to a server must be carried out in an AsyncTask
instance, not in an Activity one);

2 See https://sites.google.com/site/gson/gson-user-guide#TOC-Goals-for-Gson.

https://sites.google.com/site/gson/gson-user-guide#TOC-Goals-for-Gson
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The typical mechanism to interface the client and the server is the following
one: the Activity object prepares the layout and sets the widgets’ listeners and a
container with the information useful for the server; then, it starts the AsyncTask
instance for sending the correct request to the server, passing to it the previously
created container. Before starting the asynchronous task, in most cases, the
listener activates a dialog window that locks the user interface in waiting for the
communication with the server; the AsyncTask predisposes the necessary Sockets
for the communication and then performs its request to the server, sending
the information about the case study observation enclosed in the container.
Before concluding, it closes (dismisses) the waiting dialog window. The KA–
Developer creates an instance of the KA model (i.e. the collections of XML files
for Ontology, Influence Net and Task/Subtask in Fig. 6) for each active KA–User
in communication with it. Then, it executes the related rule–based system (i.e.
the collection of .clp files in Fig. 6) and sends answers, serialized into a JSON
object, to the KA–User that will be able to take the proper action.

At the current state of development, the rule–based systems generated by a
KA–Developer are written in Jess 7.0: this means that they cannot be directly
executed by a KA–User, since Jess 7.0 is not fully supported by Android. Thus,
the server is responsible for their execution. Anyway, it has been designed to
allow the serialization of .clp files too in the future, when Jess will be runnable
under Android (i.e. when a stable version of Jess 8.0 will be released). The
server, once activated, can accept both requests for the creation of a new system
by a domain expert and for the resolution of problems on the basis of existing
rule–based systems by a user.

6 Case Study

The case study was inspired by the STOP handbook [23], supplied to the
Italian Fire Corps and Civil Protection Department of the Presidency of Council
of Ministers for the construction of safety building measures for building struc-
tures that have been damaged by an earthquake. In case of a disaster occurring,
operators reach the site in order to understand the event consequences and take
the proper actions to make safe both human beings and buildings. The case
study focused on actions typical of earthquakes, namely Walls’ safety measures.
These actions aims at preventing further rotation or bulging of the wall damaged
during an earthquake. It is important to notice that operators are provided with
standard equipment to those scopes, i.e. a set of rakers and shores that can be
useful in most situations. The main problem is to understand if this equipment
can be adopted in case of particularly disrupting events: in fact, the situation
found by the operators continuously evolve from a state Si to a new state Sj

according to phenomena like aftershocks. The STOP App has been thought for
these situations, when operators need more information to e.g. combine rakers
in order to sustain walls dramatically damaged by the earthquake or shores to
cover very large openings.
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The following sections will further explain how the scenario has been effec-
tively translated into a computational system, focusing on how a Knowl-
edge Artifact has been created and instantiated. The main goal of the STOP
application has been the possibility to have faster answers by means of a col-
lection of rule–base system that incorporates the STOP handbook knowledge,
where the operators can insert the inputs to get outputs in a transparent way.
Another important point is the possibility to extend the STOP model when
needed, adding rules to the KA–Developer knowledge by means of an opportune
interface: as previously stated, the role of shadow facts is crucial to this scope.

6.1 Walls’ Safety Measures: Modeling the Knowledge Involved

Rakers are devices adopted to prevent further rotation or bulging of the wall
damaged during an earth-quake. There exist two main kinds of rakers: solid sole
and flying [23]. Solid sole rakers can be used when the conditions of the pavement
around the damaged walls are good, while flying rakers are useful when rubble
is present. Due to their structure, solid sole rakers allow to distribute the wall
weight in a uniform manner along the whole pavement, with greater benefits
from the wall safety point of view. Anyway, the possibility to concentrate the
wall sustain on smaller sections is important too, especially when earthquakes
intensity is so strong to break windows or building frontages.

The other two information to fix are raker class and dimensions. Raker class
depends on the distance between the sole and the position of the top horizontal
brace on the wall; raker dimensions can be established starting from the raker
class, the seismic class related to the earthquake, the wall thickness and the
span between the raker shores. The values introduced above constitute the set
of system inputs that should be properly used by the KA–Developer to elab-
orate problem solutions. How these inputs are effectively exploited and which
relationships exist among them are also important points to take care of.

This is the goal of the Influence Net depicted in the left part of Fig. 7, which
clearly identifies outputs and partial elaborations in order to understand what
is the reasoning process that allows to get outputs starting from inputs (in the
Figure, light gray rectangles are Inputs, rounded corner rectangles are partial
outputs and ovals are outputs). The arcs semantics is affected–by. In particular,
the type of raker (i.e. Solid Sole or Flying) and its class can be considered as
outputs or partial outputs: they have been described as partial outputs, since
the final goal of the decision making process is to choose a raker in terms of
name (that is R1, R2, R3 and so on) and dimensions. Raker class and type are
characteristics that allow defining the name of the raker, but are not interesting
for the user.

The last part of knowledge acquisition and representation is the definition
of Tasks and Subtasks, in order to specify how outputs can be obtained from
inputs. As previously introduced, an XML file is produced for each output
and partial output included into the Influence Net. According to the designed
schema, these files contain a description of necessary inputs, expected outputs
and the body, i.e. the instructions necessary to transform inputs into outputs.
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Fig. 7. The Influence Net diagram for Walls Safety case study and a sketch of the
decision making process made by the KA–Developer to obtain an output.

These instructions can be 〈if〉 . . . 〈do〉 constructs or invocations of influencing
subtasks. The right part of Fig. 7 shows a sketch of the decision making process
concerning a portion of the case study Influence Net, starting from the knowledge
involved as provided by the STOP handbook: the dashed arrow between Class
attributes in the Subtask and Task bodies specifies the precedence relationship
between them (i.e. the Task must wait for Subtask completion before starting).

The result returned by the subtask is used to value the DIMENSIONS output
of the task to be returned to the user as a computational result. The task body
is a sequence of IF...DO rules, where different patterns are evaluated in the LHS
and the RHS propose an opportune value for the output. The semantics of the
rule shown in the Figure is the following: if the thickness of the wall to support
is less than 0.6 m and the earthquake seismic class is A and raker shores span
is 1.5 m and the interval between shores is 1.5 m and the raker class is R1, the
dimensions of the raker should be 13 × 13 m2.

Similar considerations can be made for the other task of the case study,
namely rakerName, based on the Raker Name node of the Influence Net, and
affected by the rakerClass and rakerType Subtasks.

6.2 The KA–User and the KA–Developer: Two Android Clients

Every operator involved in the emergency procedures to make safe buildings and
infrastructures is provided with an Android application on his/her smartphone:
this application communicates with the server via the client–server architecture
introduced above. Each KA–User sends to the server data about the conditions
of the site it is analyzing: according to the STOP handbook, these data allow to
make considerations about the real conditions of the building walls and openings
after the earthquake, in order to understand which raker or scaffolding to adopt.
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Figure 8 presents the GUI for introducing inputs to configure rakers in the first
case study: according to the conceptual model described so far, the KA–User
guides the user in order to avoid mistakes during parameters’ set up.

The KA–User converts the values into GSON instances, which will be sent
to the server for elaboration, waiting for answers from it. Values are suggested
by the application when available (e.g. in the case of Damaged floor, Seismic
class, Sole length and Wall thickness), i.e. when the STOP handbook provides
guidelines. Otherwise, the operator measures them and they will be properly
interpreted by the server according to the Knowledge Artifact provided by the
KA–Developer. This operation mode is sharply different from that of a tradi-
tional Expert System: the domain expert associated to the KA-Developer could
immediately (i.e. dynamically!) add new rules to the Knowledge Artifact, in
order to give suggestions fitting the real conditions observed on-site by the KA–
User. This is possible thanks to the adoption of shadow facts for representing
observations in KAFKA: when results are provided by the server, the KA–User
presents them to the operator. Both outputs present in the case study Influence
Net (see Sect. 6.1) are returned, i.e. raker name, that is a combination of partial
outputs raker class (value R1) and raker type (value Flying) and dimensions.

Fig. 8. No output available due to the observations provided by the KA–User: new
rules must be added to the knowledge base.

If no output is available, due to the lack of knowledge in the KA, as shown in
left part of Fig. 8, the KA–Developer can support the domain expert to complete
the knowledge base: the central part of Fig. 8 shows the provided GUI. Then,
the rule–based system can be executed again by the KA–User, being sure that
valid values will be obtained in output, as shown in right part of Fig. 8.
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The system can be run again on different configurations of inputs, producing
new outputs according to the KA model: if necessary, new rules can be added
moving the system from a stable state Si to a new stable state Sj . In this way,
the rule–based system is iteratively built up according to new discoveries made
by the user on the application field.

7 Conclusions and Future Work

This paper addressed the problem of time evolving expert systems design and
implementation: the KAFKA approach has been presented from both the theo-
retical and practical point of view. A unique feature of KAFKA is its develop-
ment under Android OS, that allows to use it in many contexts characterized
by ubiquity of inputs and scalability of problem descriptions.

KAFKA embodies the fundamental idea of a knowledge base which can be
extended and modified dynamically following the evolution of the application
domain. The framework is intrinsically devoted to develop distributed applica-
tions. In this sense, one of the most promising research field is the design and
implementation of agent–based systems: according to the literature [24], the
KA–Developer could be modeled as a knowledge–based agent, whose delibera-
tions depends on the KA model, while KA–Users could be modeled as simple
reactive agents, whose scope is observing data on field, sending data to the server
and receiving results and/or actions to accomplish on the field.

With respect to existing agent–based platforms developed under Android,
like JADE [25] or JaCa [26], the KA–Users and the KA–Developers introduced
in our framework are not autonomous at the current state of development: for
this reason, we are moving from KAFKA to KAFKA2, by substituting the IN
Knowledge Artifact with Bayesian Networks (BN) [27].

More specifically, we know that the Ontology level of KAFKA already repre-
sents implicitly all the possible influence relations between the pieces of knowl-
edge that can be collected or derived in a given application scenario. However,
the set of rules present in the knowledge base at a specific point in time (the Jess-
executable rules) may be insufficient to explain new observations: in this case
we need the intervention of the KA-Developer to add new rules (see Sect. 5.4).

In KAFKA2 we are going to add a statistical inference mechanism which
allows to generate automatically new rules suitable to the changes occurred in
the environment. The process can be informally described as follows.

A Bayesian Network (BN) is built based on the graph structure described
at the ontology level; assuming that a probability distribution is assigned to
the states and the arcs of the BN, we can derive the rules employed in the
expert system as consequences of the most probable combinations of events (or
observations). The advantage of the BN is the fact that it extends the func-
tions of the Influence Net in KAFKA by providing a mechanism for generating
new rules.

Because we are in a probabilistic setting, a new event/observation that cannot
be handled by the expert system is to be considered simply the occurrence of



300 F. Sartori and R. Melen

an “not probable LHS”. Therefore this new evidence can be fed back to the BN
and employed to recompute the state probability distribution. In this way we
are able to select new rules to be added to the expert system while the scenario
we are observing evolves to a new state.

Two aspects of KAFKA2 require a very careful tuning. The first one is the
determination of the initial probability distributions for the BN, which is equiv-
alent to determine which is the initial state S1 of the observed system (the start-
ing point of the transitions described in Fig. 5). This task can be accomplished
by recurring to experimental data analysis or, in some cases, by exploiting the
structure of the application domain (in many cases an obvious initial state can
be characterized quite easily). A second issue regards the actions to be taken
when the not probable events occur. Although we know that, given time and
a sufficient number of observations, the expert system will be upgraded to the
new state, we are still left with the problem of coping with the “first unexpected
events”. Depending on the application scenario, they could be safely ignored (no
matching LHS means no action) or some sort of ad-hoc action could become
necessary. Further research is needed to define the suitable functions capable of
modeling correctly the ‘cost of no action’ in a KAFKA2 system.
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Abstract. We present a method based on the formalism of Property Grammars
to enrich the Arabic treebank ATB with syntactic constraints (so-called prop-
erties). The Property Grammar formalism is an effectively constraint-based
approach that directly specifies the constraints on information categories. This
can facilitate the enrichment process. The latter is based on three phases:
the problem formalization, the Property Grammar induction from the ATB and
the treebank regeneration with a new syntactic property-based representation.
The enrichment of the ATB can make it more useful for many NLP applications
such as the ambiguity resolution. This allows also the acquisition of new lin-
guistic resources and the ease of the probabilistic parsing process. This
enrichment process is purely automatic and independent from any language and
source corpus formalism. This motivates its reuse. We obtained good and
encouraging experiment results and various properties of different types.

Keywords: Arabic language � Property grammar � Treebank enrichment

1 Introduction

The Property Grammar (GP) formalism [6] is a constraint-based approach that puts the
constraint notion at the core of the linguistic analysis. In fact, it does not require the
construction of a local structure of the syntactic information before using the constraints
it described. Instead, it specifies directly the syntactic information on categories. The
other approaches of the same family, however, have other directives. For example, the
HPSG (Head-driven phrase structure grammar) needs a local tree [16] and the CDG
(Constraint Dependency Grammar) a dependency relation [12]. Moreover, the GP
formalism differs from other constraint-based approaches by its simple, direct, local and
decentralized representation of linguistic information. Indeed, unlike generative theo-
ries, the GP represents, independently, all kinds of information, regardless their position,
and even the partial, incomplete or non-canonical information. This promotes its flex-
ibility and robustness. In addition, using the GP formalism can be favorable to parsing
process. In effect, many implicit syntactic structures and relations become explicit
thanks to this formalism. The specified qualities of the GP formalism encouraged us to

© Springer International Publishing AG 2016
A. Fred et al. (Eds.): IC3K 2015, CCIS 631, pp. 302–323, 2016.
DOI: 10.1007/978-3-319-52758-1_17



use it in the development of a new resource enriched with properties for the Arabic
language. Processing this language presents several challenges. These challenges are not
only related to certain Arabic specificities to be studied (such as the lack of vowels and
diacritic marks and the agglutinative aspect of words), but also to particular linguistic
phenomena to be addressed (like the relatives, the anaphora and the coordination). The
enrichment task is not easy and direct but requires verification modules of the GP
properties in the treebank and matching functions of treated categories. The formal-
ization phase is also challenging. It needs to choose an adequate model and to under-
stand all of the treebank data to succeed the enrichment issue resolution.

The present paper fits in this context. Our goal is to describe the enrichment method
of the Arabic treebank ATB with data acquired from a given GP. As a result, we obtain
the first Arabic treebank enriched with varied syntactic properties available in variable
granularity level according to the user needs. We may also specify the most relevant
properties thanks to the frequencies of the treebank categories and properties. This may
ease the probabilistic parsing process and evaluate the difficulty of processing cognitive
systems. Moreover, new linguistic resources can be obtained from the enriched ATB
such as syntactic lexicons and dependency grammars. The proposed enrichment
method is based on three phases: the problem formalization, the GP induction from the
source treebank ATB and the new treebank generation based on syntactic property. We
stared with an empirical phase, a linguistic study of some Arabic sentence structures
before testing the method on a large corpus (i.e. the treebank ATB). This task helps us
to verify the correctness of the interpretations of the syntactic properties and their
validity (satisfaction), and efficiency.

This paper is organized as follows: Sect. 2 is devoted to a brief presentation of
related works. Section 3 proposes an Arabic linguistic study within the GP formalism.
Section 4 describes the formalization phase. Section 5 explains our enrichment
method. Section 6 shows the constraint solver descriptions. Section 7 presents exper-
imental results and discussions. Section 8 gives a conclusion and some perspectives.

2 Related Works

Before quoting some related works, it is necessary to present the main key concepts to
use in our contribution: the GP and the ATB. The GP is based on a formalism [6]
representing linguistic information through properties (constraints) in a local and
decentralized manner. These properties express the relations that may exist between the
categories composing the described syntactic structure. Syntactic properties in partic-
ular have six types: the linear order (≺), the obligation of co-occurrence ()), the
interdiction of co-occurrence (⊗), the dependency (↝), the interdiction of repetition
(Unic) and the head (Oblig).

The ATB [11], is the richest Arabic treebank in reliable annotations (POS tags,
syntactic and semantic hashtags), which are also compatible to consensus developed
and validated by linguists. Its source documents are relevant, varied and large. They are
even converted by several other treebanks into their representations. The ATB grammar
is adapted to the Modern Standard Arabic and has a phrase-based representation, which
is consistent with the GP hierarchical structure.
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Several works are proposed to enrich treebanks in different languages. The con-
tribution of Müller [13] is an instance of converted treebanks. It proposes an annotation
of Morphology and NP Structure in the Copenhagen Dependency Treebanks (CDT),
which represents different parallel treebanks in many languages such as Danish,
English, German, Italian, and Spanish.

The annotations to add in treebanks can be also organized according to well-defined
linguistic formalisms. Thus, Oepen et al. [14] followed this directive by developing the
Lingo Redwoods, which is a dynamic treebank. This new type of treebank parses analyzed
sentences from ERG (English Resource Grammar) according to a precise HPSG formal-
ism. The CCG formalism is another formalism chosen in the treebank enrichmentmethods.
This is particularly the case of the contributions of Çakıcı [7], who created CCGbanks
by converting the syntax graphs in the Turkish treebank into CCG derivation trees.

For French, Blache and Rauzy [6] proposed an automatic method, which hybridizes
the constituency treebank FTB with constraint-based descriptions using the GP for-
malism. In addition, this method enriches the FTB with evaluation parameters of the
sentence grammaticality.

For Arabic, which is the language that interests us the most, we can find some other
works to enrich the ATB. They focus on improving this treebank with new richer
annotations or on converting it into new formalisms. The OntoNotes project [10] and
the Proposition Bank project (Propbank) for Arabic [15] are some instances of treebank
extensions. The latter incorporate semantic level annotations. The contribution of
Alkuhlani and Habash [2] provides an enrichment, which adds annotations that models
attributes of the functional gender, number and rationality. The work of Abdul-Mageed
and Diab [1] has even touched the sentimental level by associating specific annotations
to the ATB sentences. There is also the work of Alkuhlani et al. [3], but it enriches the
Columbia Arabic Treebank (CATiB) with the most complicated POS tags and lemmas
applied in the ATB [11].

As regards the enrichment by employing new formalisms in the treebank source,
we can refer to some examples that generates new treebanks: the Habash and Rambow
contribution [9] with a TAG grammar, the Tounsi et al. contribution [17] with an LFG
grammar and the El-taher et al. contribution [8] with a CCG grammar. Regarding the
GP formalism, it was previously hybridized with the French treebank FTB as we have
already mentioned.

By inspecting all the works cited above, we may figure out that none of them
presents an in-depth formalization phase before proposing the enrichment approach. The
absence of this phase can make the establishment of their approaches more difficult due
to the lack of pre-specified needed data and the risk of having redundant treatments.

In addition, the enrichment of treebanks can be considered as a Constraint Satis-
faction Problem (CSP). In this case, the ATB enrichment processes with new for-
malisms (TAG, LFG and CCG), which are mentioned above, will be tough. In fact,
their representations would require a construction of local structures before referring to
the constraints. As already mentioned in Sect. 1, the GP is an approach extremely
based on constraint satisfaction. Its application in the ATB enrichment, we can solve
these limitations by directly accessing to the variable values of the problem through its
categories. An Arabic GP in variable granularity is already available [5]. It is not
manually built but automatically generated from an ATB part [4].
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3 Arabic Linguistic Study Within the GP Formalism

In order to evaluate the performance of the syntactic properties in the treebank, we
followed a linguistic study of some examples of Arabic syntactic structures (phrases).
In this study, we present different syntactic relations between these examples to explain
the interpretation and the aspects related to each property type in the GP formalism.
Therefore, we introduce six examples of Arabic sentences shown in Table 1 below:

Table 1. The examples of the Arabic sentences parsed according to the annotation of the ATB.
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In Table 1 above, the meanings of the symbols S, T, G and P are respectively as
follows: the Arabic Sentences, the Buckwalter Transliterations1 of the sentences, their
Gloss in English language and their Parsing representations according to the ATB
annotations [11]. In the following, we present some structure examples extracted from
these sentences to explain the application of different syntactic properties of the GP
formalism. In particular, we focus, as simple choice, on the PP (Prepositional Phrase)
structures to describe each property type.

3.1 The Linearity Property

The relation PREP ≺ NP states that a preposition (PREP) should always precede the
Nominal Phrase (NP) in Arabic. Several following examples of the PP structures from
Table 1 prove this:

PREP constituents NP constituents

1 Fiy (NP (NOUN tuwnis+a)) (ADJP (ADJ waHod+a-)
(NP (PRON -hA)))

2 Fiy (NOUN xArij+i-) (NP (PRON -hA))
3 Ean (NOUN Tariyq+i) (NP (NOUN Al+musAEad+At+i))
4 Min (NOUN xilAl+i) (NP (NOUN Al+{sotivomAr+At+i))
5 Min (NOUN tuwnis+a)
6 <ilaY (NOUN miSr+a)

For a clearer tree representation, we showed in bold the constituents of each syn-
tactic category, specified in a certain property describing PP. However, we can find
from the same table a counter-example, that confutes this relation and shows the NP
preceding the PREP, such as the part of PP structure (sawA’+N Ean / either
about):

NP constituents PREP constituents

(NOUN sawA’+N) Ean

Due to one counter-example, such relation should not be shown in the GP to build.

3.2 The Adjacency Property

Another relation type between the same categories PREP and NP can be noted in the
examples of the PP structures presented for the linearity property. This is the adjacency
property. Indeed, the PREP is always just after or just before the NP. These two
categories can be adjacent if no counter-example is found. However, there is this
example of the PP structure below. It shows the Left-Hand Side (LHS) of a rule

1 Arabic Transliteration Table on Tim Buckwalter site: www.qamus.org/transliteration.htm.
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example, which is, of course, PP and its Right-Hand Side (RHS), which is the structure
(<ilaY “ taHAluf+K duwaliy*+K “ / to an “international coalition”):

LHS RHS

PP PREP PUNC NP PUNC
1 <ilaY “ (NOUN taHAluf+K) (ADJ duwaliy*+K) ”

This PP structure separates these two categories (PREP and NP) by a punctuation
symbol (“), so the adjacency relation between PREP and NP cannot be valid.

3.3 The Uniqueness Property

This is a unary relation, so it concerns only one category. It induces each unique
constituent in the described syntactic category. In the PP, we have many unique cat-
egories such as PREP, SBAR (Subordinate clause), ADVP (Adverbial phrase) and
ADJP (Adjectival Phrase). Some examples of PP structures proving this uniqueness are
shown below for some unique constituents in PP:

Unique constituents PREP SBAR ADVP

LHS RHS
PP (ADVP (ADV faqaT)) (PREP fiy) (SBAR (CONJ >an*a)

(S (NP (NOUN Al+{iqotiSAd+a)) (VP (IV ya+nohAr+u)
(NP (-NONE- *T*)))))
(PREP-ka-) (SBAR (WHNP (PRON -mA))
(S (VP (PV kAn+a) (NP (-NONE- *T*))
(NP (ADJ dA}im+AF)))))
(PREP fiy) (NP (NOUN xArij+i-)
(NP (PRON -hA)))

The first example of the PP structure is common for all specified constituents (PREP,
SBAR, ADVP) because it shows them all unique. The second example is, by contrast,
common for only PREP and SBAR. The NP could have also been unique in the PP
structures if we do not have the PP structure example (sawA’+N
Ean Tariyq+i Al+musAEad+At+i / either through aids) shown in the following:

LHS RHS

PP (NP (NOUN sawA’+N)) (PREP Ean) (NP (NOUN Tariyq+i) (NP (NOUN Al
+musAEad+At+i)))

3.4 The Obligation Property

This relation is also unary. It concerns the constituents always presented, and which
form a head in the described syntactic category. From the most of the PP structure
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examples, we can note that the PREP is a mandotary constituent in the PP. This relation
can not be valid for the PP structure example (min tuwnis+a <ilaY
miSr+a / from Tunisia to Egypt) shown in the following:

LHS RHS

PP (PP (PREP min) (NP (NOUN tuwnis+a))) (PP (PREP <ilaY) (NP (NOUN miSr+a)))

In this example, the PREP is not directly a mandatory constituent in the derivation
subtree of the PP on the top, because this PP structure is composed of two successive
PP that each one contains a PREP.

3.5 The Requirement Property

A requirement property indicates that the appearance of the first constituent involves
the appearance of the second one. The relation ADVP ) PREP respects this condition
in many PP structure examples, such as the structure (faqaT fiy
>an*a Al+{iqotiSAd+a ya+nohAr+u / only in the collapsing economy):

LHS RHS

PP (ADVP (ADV faqaT)) (PREP fiy) (SBAR (CONJ >an*a) (S (NP (NOUN Al
+{iqotiSAd+a)) (VP (IV ya+nohAr+u) (NP (-NONE- *T*)))))

However, there are another PP structure example confuting this relation, which is
(layosa fiy tuwnis+a waHod+a-hA, balo fiy xArij

+i-hA >ayoD+AF / not only in Tunisia but also abroad), shown in the following:

LHS RHS

PP (PP (PRT (PART layosa)) (PREP fiy) (NP (NP (NOUN tuwnis+a))
(ADJP (ADJ waHod+a-) (NP (PRON -hA))))) (PUNC ,) (CONJ balo)
(PP (PREP fiy) (NP (NOUN xArij+i-) (NP (PRON -hA)))) (ADVP (ADV >ayoD+AF))

In this example, the ADVP appears without the PREP. Furthermore, if we do not
have this counter-example, this relation becomes valid. However, its symmetric rela-
tion (PREP ) ADVP) is not necessarily valid. The most famous structure of the PP
(PREP NP), in effect, confutes it. This PP structure does not allow NP ) PREP as
valid relation. This is because there are PP structures where the PP appears instead of
the PREP with the NP.

The relation SBAR ) PREP is, however, always valid, so, in any PP structure
example, if we have an SBAR, we find absolutely a PREP.

3.6 The Exclusion Property

The exclusion property is the opposite of the requirement one. It prevents the
co-occurrence of two constituents. For the PP, when we observe the categories ADVP
and SBAR in many Arabic examples of the PP structures, we can note that they do not
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appear together in these structures. Here are two examples proving this observation,
which are (layosa fiy tuwnis+waHod+a-hA, balo fiy
xArij+i-hA >ayoD+AF / not only in Tunisia but also abroad) and (-ka-mA
kAn+a dA}im+AF / as we was always):

LHS RHS

Only
ADVP

PP (PP (PRT (PART layosa)) (PREP fiy) (NP (NP (NOUN tuwnis+a))
(ADJP (ADJ waHod+a-) (NP (PRON -hA))))) (PUNC ,) (CONJ balo)
(PP (PREP fiy) (NP (NOUN xArij+i-) (NP (PRON -hA))))
(ADVP (ADV >ayoD+AF))

Only
SBAR

(PREP -ka-) (SBAR (WHNP (PRON -mA)) (S (VP (PV kAn+a)
(NP (-NONE- *T*)) (NP (ADJ dA}im+AF)))))

If we are restricted to these examples, you will see that we have an exclusion
relation between the ADVP and the SBAR (ADVP ⊗ SBAR). Unlike the requirement
properties, this exclusion property is symmetric. Thus, when the SBAR appears, the
ADVP do not. However, by expanding our vision on the PP structure example

(faqaT fiy >an*a Al+{iqotiSAd+a ya+nohAr+u / only in the
collapsing economy) where both SBAR and ADVP appears in the PP structure, this
relation becomes invalid.

LHS RHS

PP (ADVP (ADV faqaT)) (PREP fiy) (SBAR (CONJ >an*a) (S (NP (NOUN Al
+{iqotiSAd+a)) (VP (IV ya+nohAr+u) (NP (-NONE- *T*)))))

This linguistic study gives us an idea of the difficulty facing us to determine and
enumerate the different valid syntactic relations in the Arabic language. These relations
are implicit in the Arabic texts. Making them explicit, thanks to the GP formalism, can
be useful for many NLP applications and different domains, such as the ambiguity
resolution, the probabilistic parsing and the dependency grammar building.

4 Formalization Phase

As we have already mentioned in Sect. 1, the elaboration of a solid and detailed
enrichment method cannot be directly made without modeling the tools to use as input.
In our case, this means that we have to generate specific formalizations to the treebank
ATB and the GP. This facilitates and clarifies better the enrichment method.

First, we present the description of the CFG (Context-Free Grammar), which is
composed of a set of production rules (constructions). The latter are used to produce
structures of words. Formally, it is defined by the 4-tuple G = (N, R, P, S) where: N is a
finite set of non-terminal symbols, R is a finite set of terminal symbols, P is a finite set
of rules formed as a ! b with a 2 N and b 2 (N [ R)* and S 2 N is the start symbol.
The formal language of G is then defined as L(G) = {w 2 R* | S ⊢* w}. For each
derivation of S, w corresponds to a tree tw. In natural languages, w corresponds to a
sentence Sent, which is associated to a tree tSent according to the grammar G.
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On the one hand, the ATB, as a corpus of manually annotated sentences of a natural
language (Arabic) can be seen as a sequence of pairs (Sent, tSent). So, it is defined by
TB = {(Sent, tSent) | S ⊢* Sent} where Sent is a sequence of Arabic words, giving a
complete meaning. So, Sent 2 M* where M is the set of the treebank words. However,
tSent 2 where is the set of trees given by parsing each treebank sentence Sent
according to G. As the annotations given by the ATB are extended to several analysis
levels (word, phrase and sentence levels), this improves the definition of the ATB to be
a 7-tuple TB = (M, W, P, , X, , ). M is a set of treebank words. W = w1 x w2 x…x
wn is an n-tuple of sets wi of information types (morphological, syntactic and semantic).
The latter specify the corpus words with the form (c1, c2,.., cn) 2 W where ci is an
information of a defined type i of n information types (e.g. lexical category, translit-
eration, gloss). P is the treebank phrase set (a phrase is a sequence of words giving
elementary meaning) as p 2 M*. is the elementary tree set tp given from parsing
phrases p 2 P. X = x1 x x2 x… xz is an n-tuple of sets xj of information types. The
latter specify the corpus phrases with the form (d1, d2,.., dz) 2 X where dj is an
information of a defined type j of z information types (e.g. syntactical category,
hashtag). is the set of sentences as Sent 2 M*. is the complete tree set obtained
from parsing sentences Sent 2 .

On the other hand, the GP is a grammar that defines a set of relations between
grammatical categories not in terms of production rules (like CFG) but in terms of local
constraints (so-called properties). As we specified in the previous section, the syntactic
properties describe linguistic phenomena between constituents such as linear prece-
dence (≺), mandatory co-occurrence ()), restricted co-occurrence (⊗), obligation
(oblig), uniqueness (unic) and adjacency (±). Formally, this grammar can be defined
by a 3-tuple G’ = (N, R, R). N is a finite set of syntactic categories. R is a finite set of
lexical categories. R is a finite set of syntactic properties that links 8 a 2 N to 8 b1 and
b2 2 (N [ R) in any of the following 6 ways: a: b1 ≺ b2, a: b1 ± b2, b1 2 unic(a), b1
2 oblig(a), a: b1 ) b2, a: b1 ⊗ b2. We deduce each of these properties from the set P
defined in G.

Now, as the needed tools to use are formally modeled, it is necessary to know how
to integrate them to succeed the enrichment method. We may consider this enrichment
for the ATB phrases as a satisfaction verification of properties provided from the GP. It
can be a Constraint Satisfaction Problem (CSP). Formally, we can model this problem
by the 5-uplet TBG = (S(TB), S(G’), Const(TB), Const(G’), Prop(G’)) where:

• S(TB) = {p1, p2, …pn} = P is a finite set of the ATB phrases.
• S(G’) = {t1, t2, …tm} = N is a finite set of the GP syntactic categories.

• Const TBð Þ ¼ Sn
i¼1

ConstðpiÞ where Const(pi) = {ci1, ci2, …cie}: set of the words of

pi, label(cix) is its grammatical category (label(cix) is equal to c1(cix) for lexical
category or to d1(cix) for syntactic category).

• Const(G') ¼ Sm
j¼1

ConstðtjÞ where Const(tj) = {cj1, cj2, …cjf}: set of the constituents

(grammatical categories) of the syntactic category tj in the GP.
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• Prop(G') ¼ Sm
j¼1

PropðtjÞ where Prop(tj) = [Prop_const(tj), Prop_unic(tj), Prop_

oblig(tj), Prop_lin(tj), Prop_adjc(tj), Prop_exig(tj), Prop_excl(tj)], for example,
Prop_lin(tj) = {pj1, pj2, …pjg} is the linearity property set describing tj in the
GP. Each pjk (with 1 < k<g) is a relation between two elements cjx and cjy 2 Const
(tj) (pj1 = tj:cjx ≺ cjy).

In order to solve this issue, we need, in the first instance, to look in the GP for the
syntactic category of each ATB phrase. Formally, for each phrase pi 2 P in the ATB,
we search in the GP for its syntactic category tj 2 N where label(pi) = tj. The set of
properties Prop(tj) describing tj will be used to enrich pi by verifying the satisfaction of
these properties. As a result, this problem would formally be solved.

5 The Enrichment Method of the ATB

Now that the formalization phase is totally accomplished, it became possible to rep-
resent, in detail, the other phases of the enrichment method, which would be written in
algorithms. Note that these phases are based on the enrichment idea of the French
treebank FTB, where the properties were proposed by [6]. For clarity, Fig. 1 shows our
ATB enrichment method, which consists of three main phases: formalizing the prob-
lem, inducing the GP from the ATB and regenerating the latter with a new syntactic
property-based representation.

We chose to devote an entire section (the previous one) to explain the first phase,
the formalization, as its important role in our enrichment method and particularly in this
paper.

Fig. 1. The ATB enrichment method.
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The second phase, the GP induction, is already applied by [4], which produced an
Arabic GP. In this phase, the GP is constructed automatically from the ATB. This
directive is more favorable than building the GP manually. The latter is more chal-
lenging and expensive. It needs to use a corpus, which contains all the rules of the
Arabic grammar. This increases the GP development time and requires the collabo-
ration of several linguists. Therefore, the obtained GP was automatically induced and
independently of the language and source treebank formalism. That is why the GP is
not directly generated from the ATB, but rather from a CFG (as shown in Fig. 2).

For more details, the CFG induction step involves the generation of the set of all the
possible assignments for each syntactic category represented in the ATB. This set will
be used in the GP induction step to generate the set of properties associated to this
syntactic category. All of the GP properties are described except the dependency ones.
Adjacency properties are added to this set. They concern the direct order relation
between two constituents of the syntactic category. The induction mechanism provides
also a control of the granularity level of the categories in order to compromise between
quantity and quality of these categories. This control represents each category on
feature structures related to hierarchy types. The obtained GP is robust not only
because of the power of the GP formalism but also thanks to the qualities inherited
from the ATB. For instance, it has rich annotations and a consistent representation
structure to the GP one [5].

The obtained GP is used as an input for the ATB regeneration phase with syntactic
properties. As mentioned in Fig. 3, this phase is based on many steps: the first is a

Fig. 2. The induction phase of the GP from the ATB.

Fig. 3. The ATB regeneration phase with a syntactic property-based representation.
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fitting step of the ATB data according to the GP one. The three other steps relate to
each phrase in the ATB. Therefore, we need, for all the ATB phrases, to follow a
browsing mechanism through the ATB sentences. This is to check for each phrase
of each sentence, the satisfaction of the properties describing its syntactic category
in the GP. To check this satisfaction, it needs to use previously developed constraint
solvers.

In the following sub-sections, we explain the different steps of this phase.

5.1 Fitting the ATB Data with the GP Ones

Since our goal is to enrich the ATB with syntactic properties, it should have a data
structure able to host this new information. The parenthesis format “penntree” of the
ATB does not provide this structure, and requires preparing its data in a suitable format.
The format “xml” can form this structure. To achieve this, we have made a conversion
recursive process of encountered open and close parentheses in the format “penntree”
to xml tags. In addition, if the ATB category granularity was modified, we would
include a verification model of matches in this step to replace the ATB raw categories
with categories whose granularity is modified.

The following steps are encapsulated in a browsing mechanism repeated as many as
phrases in the ATB. As a result, we will have the fitted ATB as an input, able to host
GP syntactic properties. The output is a new version of the ATB, which is enriched
with these verified properties as satisfied or not.

5.2 Matching an ATB Phrase with a GP One

The matching between the ATB and the GP consists of browsing the ATB, phrase by
phrase, and for each one, searching for the correspondent in the GP of its category.
The properties describing the found correspondent will be verified and will enrich the
current ATB phrase. Formally, in order to match between an ATB phrase pi 2 P and the
correspondent of its category in the GP, we need, for each a 2 N in the GP, to look for
the case where the pi category label(pi) is equal to a (label(pi) = a).

5.3 Verification of the Satisfaction of the Properties

This step is the heart of the enrichment method. It verifies the satisfaction of the
properties, which describes a GP category matched with the ATB phrase. Formally, we
just need to verify, for each ATB phrase pi (with tj = label(pi)), the satisfaction of all
the properties of Prop(tj) obtained from the GP. We have used for that a set of methods
to check the satisfaction of the properties. Each method, so-called “constraint solver”,
verifies if a given Arabic phrase tagged with a specific syntactic category respects
a given property, which describes this syntactic category in the GP. The solution
produced by a solver is the result of this verification (property satisfied or violated).

A Property Grammar-Based Method to Enrich the Arabic Treebank ATB 313



Then, we associate this solution to the pi description. As these constraint solvers play
an importance role in our method, we have chosen to devote an entire section (the next
one) to introduce their descriptions.

5.4 Insertion of the Verified Properties

This task adds to each ATB phrase the result of the verification (either satisfied or not)
of the properties that describe its category. The insertion is done by using a new tag that
combines the ATB and the GP. However, this enrichment makes too large the new
ATB size. It is due to the exponential increase of the number of the new tags with the
number of properties in each phrase of the GP.

6 Descriptions of the Constraint Solvers

Let us assume that the matching has been achieved, so the current ATB phrase category
is equal to the found GP one. The descriptions of these solvers, introduced in the
following, are inspired from the interpretations of [6]. Let us first define some variable
definitions to use in these descriptions.

p: the given Arabic phrase.
Const(p): constituent set of the ATB phrase p.
Const(t): set of the constituents of the GP category t (where 
t=label(p)).
fd: boolean, returns true if c is found. 
label(c): grammatical category of the word or the phrase c.
nb_intersect: number of constituents in the intersection 
between Const(p) and Const(t)
verif: string (“+” or “-”). 
nb_occ: number of occurrences of a constituent in Const(p).
type_p: property by type between two constituents cx and cy of
Const(t), type_p contains only cx for unary property type 
(uniqueness, obligation). 
v_type_p: verified property by type (constituency (const), 
linearity (lin), adjacency (adjc), uniqueness (unic), obliga-
tion (oblig), requirement (exig), exclusion(excl)) (has “+” if 
satisfied, “-” if not). Firstly, v_type_p is empty (← NIL) and 
may remain if the constituents of type_p is not found in p. 
verifProp(): method to create a verified property.

6.1 The Solver of Constituency Properties

This solver verifies the consistency between the categories of the constituents of the
current ATB phrase and the constituents of its GP correspondent. This is to ensure that
the intersection of these two sets really includes all the words of the ATB phrase.
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Input: Const(p), Const(t), nb_intersect ← 0, const_p 
Output: v_const_p 
for each ca in Const(p), do

for each cb in Const(t), do
if label(ca)= cb, then 

nb_intersect ← nb_intersect + 1 
if nb_intersect = card(Const(p), then 

v_const_p ← verifProperty(p, Const(p), “+”)
else

v_const_p ← verifProperty(p, Const(p), “+”)
return v const p

This algorithm browses Const(p) and verifies that the category of each element is
included in Const(t). The value of nb_intersect is then incremented. If it is equal to the
Const(p) cardinal, the property is considered then as satisfied.

6.2 The Solver of the Linearity Properties

This solver checks the current linearity property of the GP syntactic category. This
property is satisfied only if the two constituents of this category in that relation are also
found in the given phrase and that the first constituent precedes the second one.

Input: Const(p), lin_p, v_lin_p ← NIL
Output: v_lin_p
for each ca in Const(p), do
if label(ca)= lin_p.cx, then
for each label(cb) in Const(p), do
if a≠b and label(cb)= lin_p.cy, then if a>b, then

v_lin_p ← VerifProperty(p, lin_p, “-”)
else
v_lin_p ← VerifProperty(p, lin_p, “+”)

return v lin p

This algorithm browses the categories of the Const(p) set elements to search for the
two distinct linear constituents cx and cy of the GP category t and verifies that the
position of the first is not greater than the position of the second one.

6.3 The Solver of the Adjacency Properties

This solver checks the current adjacency property of the syntactic category in the
GP. The satisfaction is ensured only if the two adjacent constituents of this category
exist in the given phrase and the first is directly before or after the second one.
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Input: Const(p), adjc_p, v_adjc_p ← NIL
Output: v_adjc_p
for each ca in Const(p), do
if label(ca)= adjc_p.cx, then
for each cb in Const(p), do
if a≠b and label(cb)= adjc_p.cy, then 

if a≠b-1 and a≠b+1, then
v_adjc_p ← VerifProperty(p, adjc_p, “-”)

else
v_adjc_p ← VerifProperty(p, adjc_p, “+”)

return v_adjc_p

This algorithm browses the set Const(p) to look for the two adjacent constituents cx
and cy of the GP category t and verifies that the second is neither indirectly before nor
after the first one. We use the symbol “±” in the adjacency relation.

6.4 The Solver of the Uniqueness Properties

This solver checks the current uniqueness property of the current syntactic category in
the GP. The satisfaction is reached if the constituent of this property (in case it has been
found) appears only once in the given phrase.

Input: Const(p),unic_p,nb_occ←0,v_unic_p ← NIL
Output: v_unic_p
for each ca in Const(p), do
if label(ca)= unic_p.cx, then 

nb_occ ← nb_occ +1
if nb_occ ≥1, then 
if nb_occ = 1, then 

v_unic_p ← verifProperty(p, unic_p, “+”)
else

v_unic_p ← verifProperty(p, unic_p, “-”)
return v_unic_p

This algorithm browses the set Const(p) to search for the constituent unic_p of t and
verifies that its cardinality nb_occ is not greater than 1.

6.5 The Solver of the Obligation Properties

This solver checks the current obligation property of the found GP category. This
property is satisfied if the constituent “head” of this category is found in the treebank
phrase.
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Input: Const(p),oblig_p,fd ← false,v_oblig_p ← NIL
Output: v_oblig_p
for each ca in Const(p), do
if label(ca)= oblig_p.cx, then 

fd ← true
break

if fd = true, then 
v_oblig_p ← verifProperty(p, oblig_p, “+”)

else
v_oblig_p ← verifProperty (p, oblig_p, “-”)

return v_oblig_p

This algorithm browses Const(p) to search for the obligatory constituent oblig_p of
the GP category t. If the algorithm find it, the variable “found” will return true.

6.6 The Solver of the Requirement Properties

This solver checks the current requirement property of the current syntactic category in
the GP. The satisfaction is ensured only if, when the constituent involving another in
this property, is found in the given phrase, the involved one is also found.

Input: Const(s), fd ← false, exig_p, v_exig_p ← NIL
Output: v_exig_p
for each ca in Const(s), do
if label(ca)= exig_p.cx, then
fd ← false
for each cb in Const(s), do
if a≠b and label(cb)= exig_p.cy, then 
v_exig_p ← verifProperty(s, exig_p, “+”)
fd ← true
break

if fd =false then
v_exig_p ← verifProperty(s, exig_p, “-”)
break

return v_exig_p

This algorithm browses the set Const(p) to search for the two constituents cx and cy
of the GP category t in a requirement relation and verify that, if the first constituent is
found in Const(p), then the second one should exist in Const(p).

6.7 The Solver of the Exclusion Properties

This solver checks the current exclusion property of the syntactic category in the
GP. This property is satisfied only if its constituents do not appear both in the given
phrase.
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Input: Const(s),excl_p,verif ← “+” ,v_excl_p ← NIL
Output: v_excl_p
a ← search(excl_p.cx, Const(s))
if a > 0, then
for each cb in Const(s), do
if a≠b and label(cb)= excl_p.cy, then 
verif ← “-”
break

v_excl_p ← verifProperty(s, excl_p, verif)
return v_excl_p

This algorithm browses the set Const(p) to look for the constituents cx and cy of t in
an exclusion relation and mark it as satisfied if they are both not found or only one of
them is found in p. So, in all cases there would be a verified property in return. We have
used the method search() to search only for the position of cx in the categories of
Const(p).

7 Experimentation and Evaluation

We have tested our method on the ATB corpus (ATB2v1.3 version), which includes
501 stories from the Ummah Arabic News Text. The latter contains 144,199 words
before the clitic-separation. As we have already mentioned in the previous section, we
need to have the ATB in a “xml” format, as input of the property verification task.
Having such format, we had not exempted from preparing a simple version in the
fitting step due to the handling difficulty of the available version. We have used more
specifically the “penntree” format (the vowelized version) to convert it into “xml”. We
have induced the GP from only the half of the ATB in order to make the study corpus
different to the test one. In what follows, we will present some of the obtained results
after citing above the meanings used in the headers of the tables due to lack of space
(Table 2):

First, we have found that the ATB is composed of 841 grammatical categories of
which 348 are syntactic (put in 21 phrase groups). Table 3 shows the distribution of the
ATB phrase by frequency, the possible constituent number and the production rule
number.

From Table 3, we may notice that the most frequent phrase in the ATB is the
Nominal Phrase (NP). It even contains large numbers of possible constituents and
production rules (equals to 1/3 of all rules). This dominance does not excessively
influence the distribution of the properties. According to Table 4 showing information

Table 2. The header meanings.

# Frequency #C Number of possible constituents XP PhraseP
Total #R Number of production rules #P Number of properties
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about the 10 most frequent phrases (in the lowest granularity level), NP has the greatest
numbers of uniqueness (40%) and exclusion (83%) properties. However, the leader in
this distribution becomes the VP (Verbal Phrase) for the linearity properties (62%) and
the SBAR (subordinate clause) for of the requirement ones (53%). We may also note
that dealing with such high frequencies of uniqueness properties for most phrases
implies the need to have a unique constituent in each Arabic phrase. The linear order is
important to the VPs as to the SBARs. For the constituency properties, we have applied
them once for each phrase. Their frequency is then equal to the phrase frequency.

Regardless to the given property distribution, we obtained an important and varied
implicit information in such Arabic text. We may give some examples: In the Ara-
bic VP, we have the linearity property IV ≺ PP, which requires that the PP (Propo-
sitional Phrase) must never precede the IV (Imperfect Verb). Similarly, we have the
requirement property ADJ ) NP, which needs the presence of a NP if an ADJ (ad-
jective) exists.

By focusing on the distribution of the property types, it can be seen that the parts of
the obligation and the adjacency properties are virtually zero. The obligation ones have
only 3 properties (describing the following 3 phrases: LST, INTJ and WHPP) with 70
occurrences. The adjacency ones do not have any properties. This shows that we do not

Table 3. The Distribution of the phrases in the ATB.

XP # # C # R XP # # C # R XP # # C # R

NP 110748 299 4824 PRT 2292 13 14 PRN 65 10 20
PP 22100 22 263 ADVP 539 6 68 LST 56 2 2
S 19358 138 1230 NAC 221 18 53 SQ 51 12 26
VP 15947 342 6675 FRAG 178 22 56 CONJP 37 3 2
SBAR 9524 47 380 WHADVP 136 3 34 INTJ 11 1 1
WHNP 4574 3 64 UCP 132 19 88 X 5 4 5
ADJP 3665 88 593 SBARQ 68 19 51 WHPP 3 3 3P

841 14452

Table 4. The distribution of the ATB properties by phrase.

XP Uniqueness Linearity Requirement Exclusion
P

#P # #P # #P # #P # #P #

NP 22 21686 50 1237 6 125 404 44742192 483 44875988

PP 12 1840 17 1795 15 1947 106 2342600 151 2370282

S 11 539 45 3807 12 89 99 1916442 168 1940235

VP 19 16694 104 26536 16 1493 196 3125612 336 3186282

SBAR 13 5238 30 9053 11 4913 129 1228596 184 1257324

WHNP 5 4574 2 4 2 4 8 36592 18 45751

ADJP 10 88 17 68 12 88 87 318855 127 322764

PRT 12 2290 0 0 0 0 66 151272 79 155854

ADVP 6 559 3 21 4 22 12 6468 26 7609

NAC 9 426 9 189 10 204 33 7293 62 8333P
162 54721 346 43096 139 9279 1288 53891401 1958 53998567
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need to have neither mandatory constituent (head) in the most of the phrases nor any
condition about a direct order between constituents of the same phrase. This proves the
variety of structuration of the phrase rules in Arabic.

For an overview of all the property types, we can observe their high frequency
compared to other enriched treebanks (e.g. the FTB) [6]. Indeed, according to Table 5,
only the obligation properties are negligible in the ATB. The others vary from tens of
thousands to millions. This large number can go greater if we extend our work to the
highest granularity level of grammatical categories in the ATB. This reflects the
richness and the variety of the structures in Arabic.

In such phrases, it is also possible to know the most frequent types of properties.
The following Fig. 4 represents the distribution of the ATB properties by type (only
those with comparable values). Thus, it is important to know that many categories can
be absent but not repeated in Arabic phrases. This finding is based on the big difference
between uniqueness frequencies of properties and obligation ones. It is also clear that
we have a great abundance of the exclusion properties versus a virtual absence of the
obligation ones. This wide gap needs to be adjusted by describing new interpretations
to these types. The adjacency properties however cannot have another conception
because it concerns an order in which information is automatically defined.

As already mentioned in the previous section, the verification of the property
satisfaction distinguishes those satisfied from those violated. We represent in Table 6
the satisfaction rates of the properties by type of the phrases VP as instance.

Table 5. The distribution of the properties in treebanks.

Treebanks Uniqueness Obligation Linearity Requirement Exclusion
P

ATB 54721 70 43096 9279 53891401 53998567
FTB 38007 32602 27367 11022 89293 198291

54721
70 43096 9279

Uniqueness
Obligation
Linearity
Requirement
Exclusion : 53891401

Fig. 4. The distribution of the ATB properties by type.

Table 6. The satisfaction rates of the VP property types.

Property state Uniqueness Linearity Requirement Exclusion

# % # % # % # %

Satisfied 15932 99.91 26529 99.99 1491 99.87 3125590 99.99
Violated 15 0.09 7 0.01 2 0.13 22 0.01
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According to the obtained results, the number of violated properties is negligible
compared to satisfied ones. If the ATB is considered as a large coverage resource, the
used GP in the enrichment task inherits also this richness.

The property distribution can be detailed to finer levels by describing individually
each property of such phrase and type. This description let us to know which property
is more important. We may not have a precise information about the importance of the
properties when we are restricted on defining the property distribution by type. Thus,
this distribution in a same type can be no homogenous. We present in Fig. 5, for
example, the distribution of the VP properties to determine the most frequent ones. The
abscise axes of the shown schemes are the property indexes and the ordinate ones are
their frequencies. We may consider in that case that the most frequent properties have
the highest weight (occurrence number). So, it can be admitted as relevant information.
We fix that a strong property have at least 1500 occurrences for the uniqueness and the
linearity properties and 500 occurrences for the requirement ones. Table 7 gives us the
strong properties of the VP.

Using these results, we can automatically measure the property weights in such
construction. This information can be included in the GP to ease the parsing process.
Indeed, we can check the satisfaction only of the strong properties. The others can be
relaxed. This information is also useful to evaluate the difficulty of the processing in
cognitive systems since the violation of a strong property implies the most important
difficulty.

8 Conclusion and Perspectives

We proposed in the present paper a method of treebank enrichment based on the GP
formalism. According to the enrichment process, the efficiency of this formalism is
proved both in terms of direct access on constraints as well as in terms of simple and
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Fig. 5. The distribution of the VP properties.

Table 7. The strong properties of the VP.

Uniqueness Linearity Requirement

Index 1, 2 1, 2; 3; 11, 13 1, 2
Property PV, IV PV ≺ {NP, PP};

IV ≺ PP; PRT ≺ {NP, IV}
NOUN ) NP, ADJ ) NP
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local representation. We started with a linguistic study on Arabic syntactic structures.
From these structures, we induced some syntactic properties describing the syntactic
categories of these structures. This study verifies also the validity (satisfaction) of the
deduced properties. The enrichment method is applied on a large corpus (the ATB) and
gave us good results and various properties of different types.

As perspectives, in order to offer a very precise representation of the syntactic
information in the ATB, we can enrich or improve the relation set presented in the
induced GP. For example, proposing an interpretation of the dependency property or
modifying the description of the obligation and exclusion properties. In future works,
we can optimize our enrichment method by integrating several control mechanisms into
the determination of the syntactic categories and into the verification of their properties.
We can go further by applying our enrichment method to other annotated corpora
obtained from existing parsers.
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Abstract. In December 2007, thirty activists held a meeting in Califor-
nia to define the concept of open public data. For the first time eight
Open Government Data (OPG) principles were settled; OPG should
be Complete, Primary (reporting data at an high level of granularity),
Timely, Accessible, Machine processable, Non-discriminatory, Non-
proprietary, License-free. Since the inception of the Open Data
philosophy there has been a constant increase in information released
improving the communication channel between public administrations
and their citizens.

Open data offers government, companies and citizens information to
make better decisions. We claim Public Administrations, that are the
main producers and one of the consumers of Open Data, might effec-
tively extract important information by integrating its own data with
open data sources.

This paper reports the activities carried on during a research project
on Open Data for Youth Policies. The project was devoted to explore
the youth situation in the municipalities and provinces of the Emilia
Romagna region (Italy), in particular, to examine data on population,
education and work. We identified interesting data sources both from
the open data community and from the private repositories of local gov-
ernments related to the Youth Policies. The selected sources have been
integrated and, the result of the integration by means of a useful naviga-
tor tool have been shown up. In the end, we published new information
on the web as Linked Open Data. Since the process applied and the tools
used are generic, we trust this paper to be an example and a guide for
new projects that aims to create new knowledge through Open Data.

Keywords: Open government data · Linked Open Data · Youth Poli-
cies · Emilia Romagna Region · Municipality of Modena · Data integra-
tion · Data visualization

1 Introduction

The Open Data philosophy is based on the idea that certain data can be freely
used, modified, and shared by any citizen and shared by anyone for any purpose.
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This data must be available under an open licence and provided in a convenient
and modifiable form that is machine readable. In recent years, the number of
international conferences on Open Government and Open Data has been increas-
ing. Showing that the attention of governments to the transparency and the inter-
est of the scientific and economic communities to exploit these data is raising.

Many European countries are developing policies to release their data as
Open (Government) Data. OGD has let to several improvements, such as trans-
parency and democratic control, citizen participation, innovation, improved effi-
ciency and effectiveness of government services, impact measurement of policies,
the creation of new knowledge from combined data sources and patterns in large
data volumes.

The powerful of open data is that many areas can take advantage from their
value. And also many different groups of people and organizations can benefit
from the availability of open data, including government itself.

This paper describes the activities performed during a one-year research
project called “Open Linked Data of the Youth Observatory of the Emilia-
Romagna Region”, funded by the Municipality of Modena. The main dimen-
sions of analysis of the project concern all the municipalities and provinces of
the Emilia Romagna region. The project goals were to identify interesting data
sources both from the open data community and from the private repositories
of local governments of Emilia Romagna region related to the Youth Policies.
In particular, to the topics of youth population, education and employment.
The project consists of a integration process aiming at merging together the
different information and a visualization and publication process to show up the
result of the integration by means of a useful navigator tool and to publish new
information as Linked Open Data. The key partners in this project were: the
Municipality of Modena, the Department of Culture, Youth and Policies for the
Legality of the Emilia Romagna region and the DBGroup1.

An hight level overview of the project is display below. The remainder of the
paper is structured as follows. Section 2 reports the State of the Art of Open
Data at national level. Sections 3, 4, 5 and 6 illustrate the set of tools we used
to reach the project goals. Finally, Sect. 7 sketches the conclusion and the main
difficulties faced during the project.

1.1 Overview of the Project

The project has been developed in four phases (see Fig. 1). The first phase was
devoted to a deep and wide analysis of the available data sources (local, regional,
national and international) in order to individuate the most relevant ones among
the open data a and the proprietary data (such phase will be discussed in Sect. 3).
The second phase made use of the open source data integration system, MOMIS2,
to integrate the selected data sources in virtual global views (such phase will
be discussed in Sect. 4). The third phase provided an easy-to-use dashboard

1 http://dbgroup.unimo.it/.
2 http://www.datariver.it/data-integration/momis/.

http://dbgroup.unimo.it/
http://www.datariver.it/data-integration/momis/


326 D. Beneventano et al.

Fig. 1. The high-level workflow of the project.

(i.e. MOMIS dashboard) to visualize the information emerging from aggregated
data (such phase will be discussed in Sect. 5). Finally, the fourth phase aimed to
make the resulting value-added information, public and searchable on the Web
as Linked Open Data (such phase will be discussed in Sect. 6). The third and the
fourth phases are not consecutive, they can both be carried out independently
on the results of integration process. The results of this projects serve a wide
range of users including politicians, who curate government data, and informed
citizens who access analytical results from government data.

2 Open Data in Italy

In 2010, the European Commission issued the Digital Agenda for Europe. One
of the action points on the Digital Agenda is to “Open up public data resources
for re-use”. In December 2011, this was made more specific in the form of an
“Open Data Strategy”. On June 2013, the leaders of the G8 signed an agreement
committing to advance open data in their respective countries.

In Italy, in recent years, the open data approach has been adopted by a
growing number of Public Administrations and, in some cases, an additional
effort has been made to supply Linked Open Data (LOD). At the beginning
of June 2015, the open data portal of the italian public administration3, which
since 2011 hosts a catalog of open data published by ministries, regions and local
authorities, has been revamped in order to promote transparency, accountability,
diffusion and reuse of open data.

In the 2015, the Open Data Barometer project [1] analysed 86 countries across
the world that have developed some form of Open Government Data initiative.
Italy was ranked in 22nd position, in the same cluster of Spain, Czech Republic,
Portugal, Greece, Ireland, and Poland. Common across all these countries is a

3 www.dati.gov.it.

www.dati.gov.it
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great level of civil society readiness, but a lower level of perceived social impact
from open data. In these contexts, OGD initiatives are established, but are
progressing relatively slowly when compared to the rest of Europe (UK, Sweden,
Austria, France etc.). A picture of the Italian situation showing the impact, the
readiness, and the open data is reported in Fig. 2.

Fig. 2. The Italian situation according to the Open Data Barometer.

Among all the open datasets, the Emilia Romagna Region is present with
642 datasets4 and 14 open data portals. The open data portals of the Emilia
Romagna region include one regional5, eight municipalities (Piacenza, Bologna,
Anzola Emilia, Ferrara, Ravenna, Faenza, Cesena, Rimini), three provinces
(Parma, Bologna, Forl̀ı-Cesena) and the public transport company (Passenger
Transport Emilia-Romagna)6.

In Italy, there are very few feedback collected about the consumption of
Open Data. The Open Data portals provide indicators such as the number of
downloads, but an important indicator should be to figure out how many down-
loads have generated value. Open Data 2007 is the first systematic study of
Italian companies that use open data in their activities to generate products

4 information available on dati.gov.it at 31st July 2015.
5 http://dati.emilia-romagna.it/.
6 TheEmiliaRomagnaRegion has nine provinces (Piacenza, Parma,ReggioNell’Emilia,

Modena, Bologna, Ferrara, Forl̀ı-Cesena, Rimini, Ravenna) and 340 municipalities.
7 http://www.opendata500.com/it/.

http://www.dati.gov.it/
http://dati.emilia-romagna.it/
http://www.opendata500.com/it/
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and services and create social and economic value. The project is developed by
Govlab - New York University in collaboration with Fondazione Bruno Kessler,
research institute based in Trento. The project aims at providing a sound basis
for evaluating the impact of open data in Italy. The project is still ongoing and
the results of the conducted survey are not published yet.

The recent years have seen a great advancement in open data initiatives in
Italy at different levels, such as OpenCoesione8 and Open Bilanci9 that show
the public administration expenses. In these websites the user can view fixed
indicators, chosen by the application’s and it is not possible for the user to
perform customized searches.

Italy is one of the most advanced European countries in terms of smart city
initiatives. A report by the European Parliament [2] placed Italy in its top tier
of countries ranked by the number of smart city initiatives - over 75% of cities
in Italy with a population of over 100,000 have at least one smart initiative;
106 Italian Cities with at least one smart project or initiative [3]. The bricks
for building smart cities are the Open Data. Therefore, these public institutions
are very active in the distribution of Open Data and boost their use in order
to create innovative applications, tools, platforms for different sectors such as
e-Government, Health and Wellbeing, Energy Efficiency, Integrated Tourism Ser-
vices and Mobility, Pollution, Environmental protection.

3 Data Source Selection, Extraction and Cleaning

In the first phase of the project, we focused on the selection of the most relevant
data sources w.r.t the main dimensions of analysis of the project, i.e. municipal-
ities and provinces of the Emilia Romagna Region. We have used and analyzed
both proprietary and open data sources, the proprietary data sources was pro-
vided by the Emilia Romagna region, the sources were:

– A Database of Current Spending Projects: it contains information about
the fundings provided for projects on youth populations actuated in the dif-
ferent provinces of the region;

– An Excel File of Capital Spending Projects: it contains information
about funding provided for long period investments (e.g. build structures,
equipments);

– A Database of Social Centers (SAG - “Spazi di Aggregazione Gio-
vanile”): it lists all the places where young people get together or places
where recreational activities for youth are organized;

– Three Excel Files Related to the Youth Information Project
(“Progetto Informagiovani”): The information centers provide data at
local, national and international level on different topics of interest for young
people aged 13 to 35 years. The main areas covered are relate to study, work,
continuing education, travel and holidays, study and work abroad, leisure,

8 http://www.opencoesione.gov.it/.
9 http://www.openbilanci.it.

http://www.opencoesione.gov.it/
http://www.openbilanci.it
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social life and health. These files contain statistics about the number of visi-
tors of the website10, the number of points on the region and the number of
editors;

– An Excel File About the Young ER Card Project: YoungERcard11 is
the new card designed by the Emilia Romagna region for young people aged
between 14 and 29 residents, students or workers in Emilia Romagna. The card
is distributed for free and reserve holders a series of facilities for the enjoy-
ment of cultural and sportive events and discounts at various shops. The file
reports information related to the Young Emilia Romagna Card distribution
and extensiveness in the region.

Regarding open data sources, several sites and portals that publish informa-
tion regarding the youth situation have been investigated. Our work of selecting
sources and extracting relevant data was driven by few relevant questions arising
by the local and regional politicians: “how many funding was provided in any
province compared to the number of youth residents (aged 15–34)?”, “which
is the higher education rate in each province?”. These questions have to be
answered in an historical perspective, thus monitoring the data of each province
over the years. We analysed seven providers of open data (a detailed descrip-
tion of the open data sites is reported in [4]): the Italian National Institute of
Statistics (ISTAT)12, the Alma Graduate website13 that yields information on
the profile of the graduates and their employment status; the “Il Mulino” Youth
Report that contains data derived from the survey conducted on a sample of 9000
youth aged from 18 to 29; the “Oriente” Database of Training Courses14 that
collects information of all training courses financed or authorized by the Emilia
- Romagna Region; the Emilia Romagna Labor Statistics15 that presents some
data on the labor market of the Emilia - Romagna region; the Emilia Romagna
Statistical Service16 that provides information about several thematics: popula-
tion, transport, sports, productive sectors, etc. and the National Student Regis-
ter17, provided by the Italian Ministry of Education, University and Research,
that shows the number of matriculates and graduates during the years.

Among the available sources, we selected the ones that supply the num-
ber of young residents in each province and their level of education. For our
project, we focused on the “population” thematics of the Emilia Romagna Sta-
tistical Service and the education data of the MIUR National Student Register.

10 informagiovanionline.it.
11 https://www.youngercard.it/.
12 www.istat.it.
13 www.almalaurea.it/universita/statistiche.
14 http://orienter.regione.emilia-romagna.it.
15 http://formazionelavoro.regione.emilia-romagna.it/analisi-sul-mercato-del-lavoro/

approfondimenti/statistiche-sul-lavoro-in-emilia-romagna.
16 http://statistica.regione.emilia-romagna.it/servizi-online/.
17 http://anagrafe.miur.it.

http://www.informagiovanionline.it/emiliaromagna
https://www.youngercard.it/
www.istat.it
www.almalaurea.it/universita/statistiche
http://orienter.regione.emilia-romagna.it
http://formazionelavoro.regione.emilia-romagna.it/analisi-sul-mercato-del-lavoro/approfondimenti/statistiche-sul-lavoro-in-emilia-romagna
http://formazionelavoro.regione.emilia-romagna.it/analisi-sul-mercato-del-lavoro/approfondimenti/statistiche-sul-lavoro-in-emilia-romagna
http://statistica.regione.emilia-romagna.it/servizi-online/
http://anagrafe.miur.it
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The population website of the Emilia Romagna Statistical Service18 contains
data organized on the basis of different measures (age, sex, year of the sur-
vey, place ...). The MIUR National Student Register contains information on
the number of students and graduates in the various degree courses of Italian
universities.

Fig. 3. Conceptual schema of the Regional Statistical Service.

Fig. 4. Conceptual schema of the National Student Register.

The data that was required had to be aggregated by province and year,
therefore a preliminary study on which dimensions were provided on these data
sources was needed. Figures 3 and 4 show the conceptual schema of the two
sources. As you can see, the sources have different dimensions and different level
of granularity, thus we needed to select appropriate dimensions to allow a suc-
cessful integration. From the Emilia Romagna Statistical Service, we extracted
the number of male, female and total population with respect to the follow-
ing dimensions: Year, and Province. From the National Student Register, we

18 http://statistica.regione.emilia-romagna.it/servizi-online/statistica-self-service/pop
olazione/popolazione-per-eta-e-sesso.

http://statistica.regione.emilia-romagna.it/servizi-online/statistica-self-service/popolazione/popolazione-per-eta-e-sesso
http://statistica.regione.emilia-romagna.it/servizi-online/statistica-self-service/popolazione/popolazione-per-eta-e-sesso
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extracted the number of matriculates, graduates and registered with respect to
the following dimensions: Academic Year, and Course Province.

The data available at the web sites was referred to a single year, thus the
different files containing annual data were then processed through an ETL tool,
the Talend19 tool, and unified in a single source containing all the years between
2006–2015. During the ETL process, we also applied conversion functions to solve
some possible conflicts. Since the academic year is described by a couple of years
(e.g. 2012/2013), we applied a conversion function to transform it to a single
year. Our decision was to take the first part of the academic year for represent
the enrolling year (usually people enroll in the first part of the academic year)
and the second part to represent the year of graduation (usually students get
their degree in the second part of the academic year). Some naming conflicts
occur on the province names. The main problems were found on the provinces
of Reggio Nell’Emilia and Forl̀ı-Cesena that were written in different ways, for
example “Reggio Emilia”, “Reggio-Emilia”, “Forl̀ı e Cesena”, “Forli-Cesena”.
For solving this problem, we choose as golden standard the names used on the
Regional Statistical Service, namely “Forl̀ı-Cesena” and “Reggio Nell’Emilia”,
and we converted any other forms to the gold standard.

The data were extracted and saved in a set of MySQL tables. From the
Regional Statistical Service, we import data into a table with province, year,
number of young residents (aged 15–34 years) attributes; from the National
Student Register we import data into two distinct tables with province, year,
number of enrolled/graduated students.

4 Data Integration

The data integration process was performed with MOMIS, a data integration
system developed by the DBGroup [5,6] of the University of Modena and Reggio
Emilia and now distributed by the DATARIVER spin-off20 as an Open Source
tool [7]. In the following, we briefly present the MOMIS’s architecture. More
information on the MOMIS system and some integration examples can be found
on the DATARIVER website21.

Given a set of heterogeneous and distributed data sources MOMIS generates
in a semi-automatic way a unified schema called Global Schema (GS), that
allows users to formulate queries on that schema like they are querying a single
database. The system performs the integration task, by following an Global-
As-View (GAV) approach for creating the mappings between the GS and local
schemas of the integrated data sources. MOMIS uses a virtual approach for
achieving an integration that preserves the autonomy and security of the local
sources.

The integration process is composed of four main phases:

19 https://www.talend.com/.
20 http://www.datariver.it.
21 http://www.datariver.it/data-integration/momis/tutorials/.

https://www.talend.com/
http://www.datariver.it
http://www.datariver.it/data-integration/momis/tutorials/
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Fig. 5. The MOMIS data integration process.

1. Local Schema Acquisition: (Fig. 5-1) the extraction of Local Source
Schemas is performed by wrappers that automatically extract the schema of
each local source (in this case relational databases or Excel files) and convert
it into the common language ODLI3.

2. Local Sources Annotation: (Fig. 5-2) the designer can perform automatic
annotation and/or can manually select a base form and the appropriate Word-
Net meaning(s) (i.e. synset(s)) for each term. Moreover, the designer can
extend Word-Net with Domain Glossaries. Annotation consists in associating
to each class and attribute name and one or more meanings w.r.t. a common
lexical reference, i.e. domain glossaries/WordNet22 [8].

3. Semantic Relationships Extraction: (Fig. 5-3) starting from the anno-
tated local schemas, MOMIS derives a set of intra and inter-schema semantic
relationships in the form of: synonyms (SYN), broader terms/narrower terms
(BT/NT) and related terms (RT) relationships. The set of semantic rela-
tionships is incrementally built by adding: structural relationships (deriving
from the structure of each schema), lexical relationships (deriving from the
element annotations, by exploiting the WordNet semantic network), designer-
supplied relationships (representing specific domain knowledge) and inferred
relationship (deriving from Description Logics equivalence and subsumption
computation).

22 WordNet is a thesaurus for the English language, that groups terms (called lem-
mas in the WordNet terminology) into sets of synonyms called synsets, provides
short definitions (called gloss), and connects the synsets through a wide network of
semantic relationships.
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4. GS Generation: (Fig. 5-4) starting from the discovered semantic relation-
ships and the local sources schemas, MOMIS generates a GS consisting of a
set of global classes, plus a corresponding set of Mapping Tables which con-
tain the GAV mappings connecting the global attributes of each global class
with the local source attributes. The GS generation is a process where classes
describing the same or semantically related concepts in different sources are
identified and clustered into the same global class. The designer may interac-
tively refine and complete the proposed integration result through the GUI
provided by the Global Schema Designer tool.

At the beginning of the second phase, we had the following data sources:

S1. Current Spending Projects: information about funding provided for
projects on youth population actuated in the different provinces of the
region;

S2. Capital Spending Projects: information about funding provided for long
period investments (e.g. build structures) organized for each province and
year;

S3. Number of Youth Residents: number of youth residents in each province
of the region Emilia Romagna and for each year;

S4. Number of Youth Information Centers: numbers of points of the Youth
Information Centers located in each province and year.

S5. Number of Editors in the Youth Information Centers: number of
member in the editorial staff operating in the Youth Information Centers
for each province and year.

S6. Number of Web Site Visitors Informagiovanionline: information
about the number of the visitors to the website Informagiovanionline for
each province and year.

S7. Young ER Card: data on the Young ER Card for each province and year.
S8. Number of Graduates Supply by MIUR: information about the num-

ber of graduated for each province and year.
S9. Number of Matriculations at the University Supply by MIUR:

information about the number of matriculations for each province and year.

All these sources have two dimensions in common: the year and the province.
We conducted two analysis for evaluating the data coverage over the two dimen-
sions. We found no lack of data over the provinces, meaning that the data are
spread in all the provinces. Instead, focusing on the entire interval of years
(2006–2014), we found a relevant number of missing data, that is reported in
Fig. 6.

Since MOMIS allows the creation of more Global Schemas, to avoid a prolif-
eration of null values in the integration result, we created three different Global
Schemas:

– GS-Projects: this GS considers only S1, S2, S3, S8, S9.
– GS-Global: this GS contains the data from all the nine sources;
– GS-Projects-Informagiovani: this GS excludes the Young ER Card from

the integration;
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Fig. 6. Data coverage over the years. The red cells represent missing data, the green
represent data are present. You can also see the data of each Global Schema. (Color
figure online)

As shown in Fig. 6, only few sources includes data over the entire period
(2006–2014). In this case, we have taken all data from five of the sources, in
order to create charts on the entire period that show the correlation between
founded projects, population and education. The GS-Global is the only that
includes data on the Young ER Card, it contains all the nine sources, as showed
in Fig. 6. Figure 6 highlights that the Young ER Card (S7) have data only for
the 2014. Therefore, in the GS-Projects-Informagiovani we included all sources
except S7, as showed in Fig. 6. On this integration, we were interested to show
the correlations between the data of the Informagiovani project and the data of
education and founded projects.

A user can pose queries on the Global Schema by using the Query Man-
ager tool. MOMIS provides another query capability, the Query Manager Web
Service, which permits to easily integrate MOMIS with other applications (e.g.
Business Intelligence solutions) such as the MOMIS Dashboard to easily visualize
synthetic information.

5 Data Visualization

The advantages of using visualization tools to explore the correlation among data
are numerous [9]. The analysts do not have to learn any sophisticated method
to be able to interpret the resulting graphs. Effective visualizations help users in
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analyzing and reasoning about data and evidence and make complex data more
accessible, understandable and usable. The goal for a good data visualization
tool is to unify data mining algorithms and visual user interfaces, to bring the
user in direct contact with the data and to make knowledge discovery available
to everyone [10].

The integration results of the project have been shown by the MOMIS Dash-
board, a web application developed by Datariver20. The MOMIS Dashboard is
a interactive visualization tool that offers several views on a set of data. It makes
easier to compare data and capture useful information. It allows to filter the data
and visualize the results through different charts. In particular, it is possible to
display line charts (for showing trends), bar charts, pie charts, bubble charts on
a Google Maps, or show the data in a tabular view.

In our project, we designed several charts in order to supply answer to the
questions arose from the politicians of the Emilia Romagna region about the
Youth Situation. The first questions were focused on the funding compared to
the number of youths: “Are the funding provided for each province proportional
to the number of youth?”, “How do they evolve over time?”

Fig. 7. Fundings and youth population trends in the province of Piacenza from 2006
to 2014. (Color figure online)

Fig. 8. Funded projects/areas in the province of Modena on 2009.

To visualize the answers of these questions, a bar chart and a bubble chart on
Google Maps were created. These charts are activated when the user filters the
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data by selecting one or more provinces and a single year. Moreover, we created
a line chart that is activated in case the user selects one or more provinces
and more than one year; these charts show a comparison between the youth
population and the investments for each province.

Figure 9 shows the bar chart for the 2014 year, here you see in dark green
the fundings for the capital spending projects (in euro), in red the fundings for
the current spending projects (in euro) and in light green the number of youth
residents.

Fig. 9. A bar chart comparing fundings and youth population. (Color figure online)

The same result can be shown with a different visualization in a bubble
chart on a map (Fig. 10). In this case, the number of youth is in light green, the
fundings for the capital spending projects are displayed in red and the funding
for the current spending projects in blue. The map can be zoomed in and out.

Fig. 10. A map comparing fundings and youth population. (Color figure online)

It is also possible to show over the time how many fundings were provided in
one or more provinces in the years, and compare them to the number of youth.
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Fig. 11. Number of accesses at the informagiovani.it website (green) compared to the
number of youth residents (red) in each province. (Color figure online)

For example, Fig. 7 shows for the province of Piacenza in the period 2006–2014 in
light green the number of youth resident, in dark green the founding for capital
spending projects (that were provided only in 2012 and 2014), and in red the
founding for the current spending projects.

The fundings for projects are assigned on different areas: education, culture,
free time, etc. The politicians were interested to see how the fundings were dis-
tributed in the different areas. Thus, we devised a pie chart that is activated
when the user selects a single province and a single year, that shows the funding
provided divided per area. Figure 8 shows the areas that have been funded for
the province of Modena on 2009.

Another question that later was arisen is: “How many youth from each
province visits the website informagiovani.it compared to the number of resi-
dents?”. Using statistical data from Google Analytics that was provided by the
region, we were able to create the line chart showed in Fig. 11. This chart reports,
for the 2013 year, the number of accesses from each province in green, and the
number of youth residents in red. As it can be noted, the number of accesses is
really low compared to the number of youth, so maybe it is possible to conclude
that a more intensive advertisement might increment the visits of the website.

For comparison purposes, we evaluate Tableau23 and Qlik24 (cited as a lead-
ers in the Gartner’s Magic Quadrant for Business Intelligence and Analytics
Platforms [11]). The Tableau Desktop, i.e. the tool to produce visualizations,
is very intuitive and the creation of new charts is very quick. The same effec-
tiveness appears in the Tableau reader, i.e. the tool for anyone that consumes
the visualizations. Instead, the Qlik platform requires more initial knowledge to
design the first chart. Tableau shows to the user different tabs that contain one
or more charts. In each tab, some filters that allow the user to change the data

23 http://www.tableau.com.
24 http://www.qlik.com.

http://informagiovani.it/
http://informagiovani.it/
http://www.tableau.com
http://www.qlik.com
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Fig. 12. A comparison of line charts generated with different tools: Tableau, Qlik,
MOMIS dashboard. The charts show the current spending projects, capital spending
projects and the number of youth residents in each province during the years.

represented in the charts can be defined. The mode of operation of Tableau is
opposite to the MOMIS dashboard. In the MOMIS Dashboard, each tab con-
tains only one chart, and the charts are activated after the filters setting (e.g.
the selection of more than one year enables the line chart). Both Tableau and
Qlik are able to generate the same charts as the one available in the MOMIS
dashboard. In the scenario of our application, we observed some limitations of
the tools: the maps in Tableau can not show more bubbles representing more
measures (differently from the MOMIS Dashboard see Fig. 10); the pie chart can
be generated on a single measure, thus the one in Fig. 8 can not be generated
with Tableau or Qlik; the line charts can not contain series belonging to different
dimensions (in this case, the charts are rendered separately, as shown in Fig. 12).

5.1 MOMIS Dashboard Designer

The MOMIS Dashboard Designer helps the user to create his own charts trough
a simple interface, once the charts are created in the Designer they can be showed
in the Dashboard. We show an example of use starting from the question “Are
the funding provided for each province proportional to the number of youth?”.
The user that want to answer this question for a specific year need to create a
bar chart that shows for each province the number of youth population and the
amount of provided fundings. Figure 13 shows the designer interface, on the left
side are reported the tables and views of the data source (1), if we select one
table/view, the attributes are shown (2). In the right side there are the options
that allows the user to create charts and filters (3), and the bottom side shows
the created elements (4).

The user start by selecting the appropriate type of charts and the designer
shows to the user X/Y fields that have to be filled to create the chart. The
user can drag and drop the attributes from the left side, in the example, we
selected the number of youth and the fundings. Then, the Designer automatically
create the bar chart showed in Fig. 13-5. The Designer also check the number
of returned data to see if the generated query is correct for the type of chart.
In this particular example, the query is not correct, because, for the bar chart,
for each element on the X axis the query have to return zero or one value. This
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Fig. 13. The MOMIS Dashboard Designer.

probably means that the user have to add a filter to limit the data in the query,
so the Designer shows a warning message that suggest to add a filter.

In this example, we wanted to show the data of a single year, so we need to
add a filter on the time dimension.

On the right side, using the panel called “Add filters” the user can add a
filter to the chart. On this panel there are quick filters (based on the dimensions
of the table) that are proposed to the user, so just selecting the attribute “year”
the Designer automatically apply a filter on it.

When the filter is applied the warning message disappears and the data are
filtered for a single year, the user can also show the value applied on the filter
by clicking on the button “Filters preview”, as you can see in Fig. 13-6.

6 Linked Open Data Publication and Exploration

In this section we describe the fourth phase of the process, aimed to make the
global view containing all the integrated data public and searchable on the Web
as Linked Open Data. This phase is composed by two main activities: (1) Linked
Open Data Publication: to publish the integrated data as Linked Open Data
using D2R Server [12] and map the database schema to RDF using the D2RQ
Mapping Language; (2) LOD Exploration and Querying: to explore and query
the dataset using the LODeX tool [13,14].

6.1 Linked Open Data Publication

In order to publish in the LOD cloud the project results, we needed a tool for
mapping a relational source in RDF. The W3C RDB2RDF Incubator Group
[15] had the mission to examine and classify existing approaches to mapping
relational data into an RDF source. The tools for automatic mapping generation
define a set of mappings between RDB and RDF namely: an RDB record is a
RDF node, the column name of an RDB table is a RDF predicate and an RDB
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table cell is a value. Among these tools, we selected D2RQ [12] as it allows users
to define customized mappings.

The tool allows to access relational databases as virtual, read-only RDF
graphs, therefore it avoids the replication of information into an RDF store. We
used the D2RQ Platform25 for publishing the dataset in RDF. D2RQ provides
a SPARQL access to the content of the database as Linked Data over the Web,
and several other opportunities like RDF dumps, API calls, HTML views. The
declarative D2RQ mapping language is used to define a set of mappings between
the database schema and the RDFS vocabulary or OWL ontology.

Another key aspect in publication of LOD is the identification of vocabularies
that can be used to describe the dataset. In our case, we recognized two potential
vocabularies: GeoNames and DBpedia. An example of D2RQ mapping to an
external vocabulary is reported below:

Fig. 14. References to instances of external sources.

map:Statistics_anno a d2rq:PropertyBridge;

d2rq:belongsToClassMap map:Statistics;

d2rq:property dbpedia-owl:Year;

d2rq:propertyDefinitionLabel"anno";

d2rq:column"gs_totale.anno";

d2rq:datatype xsd:integer;.

Here the column gs totale.anno is mapped to the property
dbpedia-owl:Year;.

We also use of the D2RQ mappings to link instances of the global view (GS-
Global) with instances of the local sources, as in the following example.

map:Statistics_informagiovani

a d2rq:PropertyBridge;

d2rq:belongsToClassMap map:Statistics;

d2rq:property vocab:Informagiovani;

d2rq:refersToClassMap map:Informagiovani;

d2rq:join"gs_totale.provincia =

informagiovani.provincia";

d2rq:join"gs_totale.anno =

informagiovani.anno"; .

25 http://d2rq.org.

http://d2rq.org
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A specific procedure is needed to connect the instances of our source with
instances of other sources in the LOD cloud. In this case, we wanted to add
geographical information to our dataset, thus we linked to the Emilia Romagnas
provinces defined in DBpedia and in GeoNames. We create a table (see Fig. 14)
containing references to instances of external sources and we have included this
table in our dataset. By using these data, each time we refer to a province in this
table, we link the instance to the specific province in DBpedia and in GeoNames.
Once the dataset is selected and the mappings defined, D2RQ automatically
creates a SPARQL access to the LOD source.

6.2 LOD Exploration and Querying

Once a LOD dataset is available, a tool to navigate, explore and query it is nec-
essary. We exploited LODeX [13], a tool able to provide a summary of a LOD
source starting from scratch, thus supporting users in exploring and understand-
ing the contents of a dataset. Moreover, LODEX provides a visual query interface
[14] to easily compose queries, that are automatically translated in Sparql and
executed on a LOD source.

By using tools for browsing and querying a LOD source, we can explore
a graphical representation of the source and exploit a convenient visual query
panel to extract information from the dataset. With LODeX, the user can take
advantage of the Schema Summary that represents the selected source (classes,
properties and other statistical information) and by picking graphical elements
out of the Schema Summary, he/she can create a visual query. The tool also
supports the user in browsing the results and, eventually, refining the query.

The prototype has been evaluated on the SPARQL endpoint of the GS-
Global and the visualization is shown in Fig. 15 and is available online at http://
dbgroup.unimo.it/lodex2/ok#!/schemaSummary/999.

Fig. 15. The visualization of the LOD youth policies dataset.

http://dbgroup.unimo.it/lodex2/ok#!/schemaSummary/999
http://dbgroup.unimo.it/lodex2/ok#!/schemaSummary/999
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7 Conclusion

This paper has exemplified how a Public Administrations can benefit from the
use of Open Data and can effectively extract new and important information by
integrating its own datasets with open data sources.

We consider our work can be helpful for future open government projects
aiming to exploit and publish open data. To outline some guidelines, we identified
some issues as important factors that may seriously affect the entire process

Table 1. Main issues handled during the project and their criticality (expressed
through a three star rating).

Phase Operation Criticality

Data selection, extraction
and cleaning

Requirements definition of the datasets to
be searched for

***

Discovery of relevant open data sources **

Investigation on how open data sources are
structured and what information they
contain (most of the time the open data
sources do not provide a schema nor an
high level view of the data)

***

Discovery of the overlaps among different
sources (heterogeneity in the format and in
the granularity of the available data might
affect this task)

**

Data cleaning **

Data integration Selection of the dimensions for the
integration

*

Availability of data in relation to the chosen
dimensions

**

Data visualization Deciding of what data to show and to
compare

**

Selection of the more suitable chart formats
to display the data

**

Selection of filters to be applied on the data **

Linked Open Data
publication and exploration

Build an ontology for describing the data *

Selection of tools to convert data into LOD
format

**

Choose whether it is convenient to publish
data in a static rdf file or to convert on the
fly data located in a relational database

*

Looking for similar instances in external
datasets (e. Geonames or DBpedia) and
building links

**
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of exploration, selection, consumption, integration till the publication of open
data. Table 1 summarizes the main problems handled during the project and
their criticality.

Open data from the Italian Government is an important national resource,
serving as fuel for innovation and scientific discovery. It is central to a more
efficient, transparent, and collaborative democracy and it might be of benefit
to different groups of people, industries, and communities. Citizens could map
demographic, income, delinquency rate, and school data to determine which area
is the best place to live. Patients could find information on the effectiveness and
quality of treatments and waiting time in the hospitals, nursing homes, and
physicians, empowering them to make smarter health care choices.

Moreover, publishing Open Data can create a return. As reported in the
study of impact of re-use of Public Data Resources [16], over a certain period
of time, increased re-use of Open Data will generate new products and services
and better return via taxes to government budget.

An important future direction of this project is the possibility to treat data
at different level of granularity. Our intention is to add the possibility for the
users to link and access data at different levels of the structural granularity ( e.g.
city, province, region for the geographical dimension, or month, year, decande
for the time dimension).
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Abstract. Domain Ontology learning has been introduced as a technology that
aims at reducing the bottleneck of knowledge acquisition in the construction of
domain ontologies. However, the discovery and the labelling of non-taxonomic
relations have been identified as one of the most difficult problems in this
learning process. In this paper, we propose OntologyLine, a new system for
discovering non-taxonomic relations and building domain ontology from
scratch. The proposed system is based on adapting Open Information Extraction
algorithms to extract and label relations between domain concepts. Ontol-
ogyLine was tested in two different domains: the financial and cancer domains.
It was evaluated against gold standard ontology and was compared to
state-of-the-art ontology learning algorithm. The experimental results show that
OntologyLine is more effective for acquiring non-taxonomic relations and gives
better results in terms of precision, recall and F-measure.

Keywords: Ontology learning � Cancer ontology � Financial ontology �
Non-taxonomic relations extraction � Knowledge acquisition � Open
information extraction

1 Introduction

In computer science, ontologies are defined as a formal, explicit specification of a
shared conceptualization [1]. They provide several potential benefits in representing
and processing knowledge, including the sharing of common knowledge of informa-
tion among human and software agents [1], and the reuse of domain knowledge for a
variety of applications [2]. Nowadays, ontologies are widely used in many areas such
as finance [3], e-business [4], medicine [5] and biomedical informatics [6].

However, manual construction of such domain ontologies is time consuming and a
costly task that requires an extended knowledge of the domain [7]. Due to those
limitations, over the last decade, automatic and semi-automatic ontology learning
methods have been developed to support the automatic engineering of domain
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ontologies. Ontology learning consists of three main phases, the lexical term identifi-
cation, the taxonomic relations extraction and the non-taxonomic relations learning [8].
This paper is focused on learning non-taxonomic relations for domain ontology, which
is a hot and challenging research topic at present.

In the literature, several approaches have been proposed for learning domain
ontologies. Nevertheless, most of them address only the way to learn the lexical and the
taxonomical part of domain ontologies. However, the domain specific semantics
relations are ignored. The phase of non-taxonomic relation extraction is recognized as
one of the most difficult and least tackled problems [9]. This phase includes two
different problems:

(a) Discovering the existence of relevant arbitrary relations between concepts.
(b) Labeling these relations according to their semantic meaning.

In general, a non-taxonomic relation models the relation between concepts,
expressed by a verb, or a verbal phrase, that doesn’t constitute a hierarchy among
concepts. Compared with taxonomic relations, non-taxonomic relations have less
explicit manifestation as well as more diverse expression. For instance, considering the
financial domain, the relations between two concepts “bank” and “credit” can be
presented by the following expressions: “banks offer credit” or “credit can be got from
banks”. Thus, non-taxonomic relations learning needs to resolve the issue caused by
implicity and diversity. Moreover, in the ontology learning process, non-taxonomic
relations identification layer uses background knowledge from domain taxonomy in
order to extract non-taxonomic relations of the domain [10]. However, the quality of
the extracted non-taxonomic relations will highly depend on the accuracy of its source
domain taxonomy.

In previous works [11, 12], we covered the learning of taxonomic relations for
domain ontology and introduced an efficient method that builds domain taxonomy
more accurately than other benchmark algorithms. In this paper, we present our new
framework, named OntologyLine1, for acquiring non-taxonomic relations. It is an
extension of our previous work [13]. The final goal of our research is the automatic
construction of domain ontologies from scratch.

The OntologyLine system is able to discover and label automatically
non-taxonomic relationships of domain ontology. The proposed method is based on
integrating and adapting Open Information Extraction (Open IE) algorithms to extract
and label domain relations between concepts. Open IE approaches were introduced
recently by Banko et al. in 2007 [14]. So there are only a small number of projects
using it. To the best of our knowledge, they were never used as a part of the process of
learning domain ontology from scratch. This work adapts these types of algorithms to
learn domain ontology. We integrate our system with three well-known Open IE tools:
Reverb [15], Ollie [16] and ClausIE [17].

To evaluate our ontology learning framework, the experiment was performed in
two different domains, the financial and the cancer domains. The extracted
non-taxonomic relations by OntologyLine for each domain was compared to Sanchez

1 An online version is available at www.ontologyline.com.
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and Moreno (S-M) algorithm [18] using gold standard ontology. The precision, recall
and F-measure of our method were observed to be considerably higher, in both
domains, than those of S-M methods for non-taxonomic relations learning.

The rest of the paper is organized as follows. Section 2 discusses an overview of
previous research performed in the non-taxonomic learning area. Section 3 presents the
general steps for learning domain ontology. Then in Sect. 4, the OntologyLine algo-
rithm is detailed. In Sect. 5, the architecture of the proposed framework is presented.
Section 6, describes the experiments and the evaluation results. Finally, conclusions
and future work are defined in Sect. 7.

2 Related Works

Some techniques have already been proposed for learning non-taxonomic relationships
of domain ontology. Most of them combine different levels of machine learning and
linguistic analysis.

Maedche and Staab [19] propose a semi-automatic method for learning domain
ontology. It uses generalized association rules to identify relationships between pairs of
words and proposes the best possible level in the hierarchy where to add the rela-
tionships. Nevertheless, this technique does not address the problem of labeling rela-
tionships. As consequence, users have to complete this task manually and without any
assistance. In the same context, Villaverde et al. [9] use the strength of the association
between concepts and verb given by POS-tagging rules to suggest multiple labels
relationship between concepts. They identify non-taxonomic relationships by the
presence of two concepts of the taxonomy in the same sentence with a verb between
them within a window of N terms. One limitation of this method is that the authors
refer to the verbs and the concepts as single words when in fact, in most cases; they
appear in the form of verb phrases. However, the accuracy will be reduced and the
recall will be low.

Alternatively, Jiang and Tan [21] attempt to acquire non-taxonomic relationships
between concepts using regular expressions and natural language processing. Their
algorithm performs a full parsing of the entire corpus using the Berkeley Parser [22]
and inspects the entire corpus to identify instances of patterns that indicate
non-taxonomic relationships. However, the use of regular expressions limits the
identification of the relations in the corpus. It may lack relevant relationships that are
not recognized by the used patterns. Another important element to note is that their
method involves a full parsing from text, which allows better extraction of concepts,
but it is very expensive in time.

Other works use the web as a source for learning domain ontologies and discov-
ering non-taxonomic relations. Sanchez and Moreno [18] proposed a method for dis-
covering non-taxonomic relations based on using search engines. They developed a
technique for learning domain patterns using domain-relevant verb phrases extracted
from web pages provided by search engines. These domain patterns are then used to
extract and label the non-taxonomic relations using linguistic and statistical analysis.
However, to avoid the natural language complexity, they apply some restriction, for
example: only sentences with present tenses are used, verb phrases containing
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modifiers in the form of adverbs are rejected. Such restrictions limit the discovery of
domain relations; which negatively impact on the recall of the extracted relations.
Wong et al. [25] proposed a hybrid approach based on techniques of lexical simpli-
fication, word disambiguation and association inference for acquiring non-taxonomic
relations by using search engines’ page count. However, such kind of methods largely
depends on the quality of the search engine results and their accessibility.

In more recent works, Serra et al. [24] use on their work Natural Language Pro-
cessing (NLP) and statistics to discover associated concept pairs and verbs, and then
employed the verbs to label non-taxonomic relations. The system provides three types of
extraction rules: The Sentence Rule (SR), the Sentence Rule with Verb Phrase (SRVP)
and the Apostrophe Rule (AR). The importance of the extracted relations is measured
using co-occurrence frequency. Punuru and Chen [26] utilized a statistical method with
log likelihood ratio to discover non-taxonomic relations. The relation label is suggested
by measuring the verb frequency inverse concept frequency (VF-ICF) value for the
relations. However, the recall value obtained by that methodology was poor.

In the sequel of this paper, we propose a new method to overcome all the limita-
tions listed below and to learn domain ontology from scratch. We incorporate, for the
first time in the literature, Open IE algorithms in the domain ontology extraction
process. Thus, we benefit from the performance and the experience of these algorithms
in the area of non-taxonomic relations extraction.

3 Non-taxonomic Relations Learning Steps

This section introduces the non-taxonomic relations learning process, describing the
main steps for discovering automatically and from scratch non-taxonomic relations of
domain ontology. Buitelaar et al. [10] define the main steps of learning non-taxonomic
relations for domain ontology as follows (see Fig. 1):

Step 1 - term extraction: It’s needed to identify terms that are likely related to the
studied domain. This step constitutes a principal prerequisite for unsupervised concept
acquisition. In our work, the term extraction is based on the neighborhood of an initial
keyword that characterizes the input corpus. In instance, for the financial domain

Fig. 1. The main steps for learning non-taxonomic relations for domain ontology.
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(Fig. 1), the initial keyword given as input for building the ontology is “Financial” and
the terms “bank, loan, report, financial company” are examples of the extracted terms
in this phase of the ontology learning process.

Step 2 - Concept selection: This step aims to select the most relevant terms from
those previously extracted. The filtered terms constitute the concepts of the studied
domain. Concepts selection can be performed using statistic-based techniques [28, 29],
linguistic-based techniques or a hybrid one [30].

In our work, we use a statistical measure that combines between Chir statistic and
Conditional Mutual Information measure to select the most relevant domain concepts
(see Sect. 4). In our example of the financial ontology, the word “report”, extracted in
the first step, does not belong to the financial domain. Using our combined method,
previously cited, that noisy word will be excluded in this second stage of the learning
process of ontology. Therefore, only the terms “bank, loan, financial company” will be
retained as relevant concepts of the financial domain.

Step 3 - Taxonomy construction: Learning or extracting taxonomic relations means
finding hyponyms between the selected concepts with the goal of constructing a
concept hierarchy. It can be performed in various ways such as using predefined
relations from existing background knowledge [31], using hierarchical clustering [28],
relying on semantic relatedness between concepts [32], or using linguistic and logical
rules or patterns [21].

Our proposed algorithm uses the term structure through string matching of the
immediate posterior and anterior words of a keyword concept to extract their hierar-
chies. In our example, we extract the hyponym relation between the two concepts
“bank” and “financial company”.

Step 4 - Relation extraction: Discovering and labeling non-taxonomic relations are
mainly reliant on the analysis of the structure and dependencies of candidate sentences.
In this phase, verbs are good indicators for non-taxonomic relations and are used to
label such relations.

Our main contribution in this work is related to this step of the ontology con-
struction process by introducing a novel technique based on Open IE algorithms to
extract and label non-taxonomic relations of domain ontology. In our financial domain
example, the relation between “bank” and “credit” was identified and labeled with the
verb “offer”.

4 OntologyLine Framework

In this section we present our framework for learning non-taxonomic relations of
domain ontology. An overview of the OntologyLine process is shown in Fig. 1, which
illustrates the sequence of the different data processing steps, as well as the input and
output of this process.

Based on the review presented in the previous Sect. 3, the OntologyLine system
consists of four main steps. At first, term extraction takes place to identify terms that are
likely related to the studied domain from a corpus of web documents. Then, these terms
are filtered based on several criteria (as it will be seen in Sect. 4.2) and selected in the
concept selection step. The selected terms constitute the concepts of the studied
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domain. After concept selection, the taxonomic relations between the extracted con-
cepts are determined to create the concept hierarchy. Next, the non-taxonomic relations
of each concept of the constructed taxonomy are discovered. Finally, the obtained
result is generated in an OWL ontology file to form the constructed domain ontology.

This section continues by describing each of the previously discussed OntologyLine
steps. First, the term extraction is explained. Then, the approach used for domain
concept selecting will be discussed. Next, the method for building the concept hierarchy
is presented. Finally, the process for learning non-taxonomic relations is detailed.

4.1 Term Extraction

As shown in Sect. 3, the first step of the process of learning non-taxonomic relations of
domain ontology is to extract from the input corpus the terms that represent the domain.
OntologyLine is based on the neighborhood of the introduced keyword that is fairly
representative of the studied domain to extract relevant terms (candidate concepts). The
algorithm selects the anterior and the posterior nouns of the introduced keyword as
relevant terms for the next step of concept selection. To get nouns from the corpus, we
use a part-of-speech tagger that tags words that appear in the corpus.

4.2 Concept Selection

The most relevant terms for a specific domain need to be selected from the previously
extracted terms to identify domain concepts. In order to achieve this goal, we used the
Conditional Score-Measure already defined in our previous work [11]. As we have
shown in that work, Conditional Score-Measure statistics is more efficient than other
benchmark algorithms for selecting domain concepts. It combines between the Chir
statistic and a semantic similarity based on Conditional Mutual Information. For each
candidate concept, a score is calculated on the basis of this measure. This score is used
to determine the relevance of the extracted terms.

In the next three subsections, first, we present the used Chir statistic. Then, we
describe the semantic similarity that is based on Conditional Mutual Information.
Finally, we present the formula of the introduced conditional score-measure to select
relevant domain concepts.

4.2.1 Chir Statistic
The Chir statistic proposed by Li et al. [34] is an extended variant of the v2 statistic to
measure the degree of dependency between a term w and a category c of documents.
The v2 statistic is defined as:

v2w;c ¼
X

i

X

j

ðO i; jð Þ � E i; jð ÞÞ2
Eði; jÞ ð1Þ

Where O(i, j) is the observed frequency of documents that belongs to category j and
contains w. E(i, j) is the expected frequency of category j and term i.
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Li et al. showed that their method could improve the performance of text clustering
by selecting the words that help to distinguish documents in different groups. Indeed,
when the v2 statistic measure the lack of independence between the terms in the
category [35], the Chir statistic selects only relevant terms that have strong positive
dependency on certain categories in the corpus and remove the irrelevant and redundant
terms. To define the term goodness of a term w in a corpus with m classes, Li et al. use
a combining formula of v2 and a category dependency measure R(w, c) defined by:

Rw;c ¼ O w; cð Þ
Eðw; cÞ ð2Þ

Where O(w, c) is the number of documents that are in the category c and contain
the term w, and E(w, c) is the expected frequency of the category c to contain the term
w. If there is a positive dependency, then R(w, c) should be larger than 1. If there is
negative dependency, R(w, c) should be smaller than 1. In the case of the
no-dependency between the term w and the category c, the term category dependency
measure R(w, c) should be close to 1. In summary, when R(w, c) is larger than 1, the
dependency between w and c is positive, otherwise, the dependency is negative.

The final formula of the Chir statistic was defined by:

rv2 wð Þ ¼
Xm

j¼1

p Rw;cj

� �
v2w;cj With Rw;cj [ 1 ð3Þ

Where

p Rw;cj

� � ¼ Rw;cjPm
i¼1 Rw;ci

With Rw;ci [ 1 ð4Þ

is the weight of v2w; c in the corpus in terms of Rw; cj .
A bigger rv2ðwÞ value indicates that the term is more relevant to the domain. When

there is a positive dependency between the term w and the category cj.

4.2.2 Conditional Information Measure
In our ontology learning process, conditional mutual information is used to measure
dependency between two terms w and w’ conditioned by the occurrence of a parent
term wp. On the basis of Brun et al. [36] work, two terms are considered similar if their
mutual information with all terms in the vocabulary is nearly the same. Thus, by
introducing conditional information in the similarity measure defined in their work, the
new measure is described by:

Sim w;w0=wPð Þ ¼ 1
2 Vj j

X vj j
i¼1

ðmin ðIðzi;w=wPÞ; Iðzi;w0=wPÞÞ
max ðIðzi;w=wPÞ; Iðzi;w0=wPÞÞ þ

min ðIðw; zi=wPÞ; Iðw0; zi=wPÞÞ
max ðIðw; zi=wPÞ; Iðw0; zi=wPÞÞÞ

ð5Þ
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where V is the vocabulary, and I zi; w=wp
� �

is the Conditional Mutual Information of
terms zi and w conditioned by the presence of the term wp. The Conditional Mutual
Information formula is given by Zhang et al. [37] as following:

I zi;w=wPð Þ ¼ Pd zi;w;wPð Þlog PðwPÞPd zi;w;wPð Þ
Pd zi;wPð ÞPd w;wPð Þ ð6Þ

Where d is the withdrawal, P(wp) is the probability of the term wp. Pd(zi, wp) and
Pd(w, wp) are the probability of succession of the terms zi and wp, w and wp respec-
tively in the window observation. Pd(zi, w, wp) is the probability of succession of the
terms zi, w and wp in the window observation. This probability can be estimated by the
ratio of the number of times that the term zi is followed by the terms w and wp within
the window, with the cardinal of the vocabulary:

P zi;w;wPð Þ ¼ fdðzi;w;wPÞ
jV j ð7Þ

Where fd(zi, w, wp) is the number of times that the term zi is followed by the terms
w and wp.

4.2.3 Conditional Score-Measure
To identify the relevant concepts from those extracted, we have defined a hybrid
measure based on the weighting model combining the Chir-statistic and the similarity
measure using conditional information. This new scoring measure was defined as:

S wc=wp
� � ¼ k * rv2 wcð Þþ 1� kð Þ * simðwc;wk=wpÞ ð8Þ

Where k is a weighting parameter between 0 and 1.
Since relevant concepts have strong dependency with the studied domain and

convey semantically similar information with respect to their parent concept and to the
initial keyword, the candidate concepts having strong score are likely to be relevant and
should be integrated into the extracted taxonomy.

4.3 Taxonomy Construction

In this section, the algorithm used to discover and select representative concepts and
construct the domain taxonomy is described.

The OntologyLine algorithm is based on the analysis of a large number of web
corpus files in order to find relevant concepts and to identify their taxonomic rela-
tionships. The concept hierarchy extraction is based on analyzing the neighborhood of
an initial keyword that characterizes the domain. It is a particularity of the English
Language where the immediate posterior and anterior words of a keyword express a
semantic specialization between them [38]. Theses candidate concepts are processed in
order to select the most relevant ones by performing our statistical algorithm based on
the Conditional Mutual Information. The selected classes are finally incorporated into
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the ontology. The process is repeated recursively in order to find new terms and build
the hierarchy of concepts.

As shown in Fig. 2, this algorithm is described by the following steps:

1. Perform a k-means clustering algorithm on the set of all documents and get initial
clusters.

2. Start with a keyword that has to be representative enough for the domain and a set
of parameters that constrain the search and the concept selection.

3. Extract all the candidate concepts by analyzing the neighborhood of the initial
keyword; select the anterior words and posterior words as candidate concepts.

4. For each candidate concept, calculate its score S wc=wp
� �

measure by using (8).
5. Sort the terms in descending order of their S wc=wp

� �
measure.

6. Select the top l terms from the list.
7. The l concepts extracted are incorporated as classes or instances in the taxonomy.

Fig. 2. Steps of the algorithm to create domain taxonomy.

OntologyLine: A New Framework for Learning Non-taxonomic Relations 353



8. For each concept incorporated in the taxonomy, a new keyword is constructed
joining the new concept and the initial one. This process is repeated recursively
until no more results are found.

9. Finally, a refinement process is performed in order to obtain a more compact
taxonomy and avoid redundancy.

4.4 Non-taxonomic Relations Extraction

In what follows, our methodology for non-taxonomic relation extraction is based on the
integration of Open IE in the process of learning non-taxonomic relationships for
domain ontology. Thus, we benefit from the performance and the experience of these
algorithms in the area of relations extraction.

Open IE approaches are relatively a recent paradigm for extracting relations from
unstructured documents. They were introduced by Banko et al. [14]. Open IE systems
facilitate domain independent discovery of relations. They extract all possible relations
without any prerequisite or restriction. In recent years, many systems for Open IE have
been developed. For our non-taxonomic learning process, we integrate the most recent
ones, mainly: Reverb [15], Ollie [16] and ClausIE [17].

Reverb uses shallow syntactic parsing to identify relations expressed by verbs. The
system takes a sentence as input, identifies a candidate pair of noun phrase arguments
(arg1, arg2) from the sentence, and then uses the learned extractor to label each word
between the two arguments as part of the relation phrase or not.

In Ollie system, the authors use context analysis to extract relations in a given
sentence. It extracts not only relations expressed via verb phrases, but also relations
mediated by adjectives and nouns.

ClausIE is the most recent Open IE system. It differs from Reverb and Ollie
approaches in that it separates the detection of useful information expressed in a
sentence from their representation in terms of extractions. ClausIE exploits linguistic
knowledge to first detect clauses in an input sentence and to subsequently identify the
type of each clause according to the grammatical function of its constituents.

However, in our domain extraction context, due to its open-domain and
open-relation, gross use of Open IE algorithms is unable to relate the extracted relations
to domain ontology. Subsequently, an adaptation of the used Open IE algorithms is
necessary to overcome this limitation.

To address this limitation, we have implemented a solution based on the concepts
of the taxonomy already extracted in the previous stage. The proposed process for
learning non-taxonomic domain relationships with Open IE tools is performed in three
steps:

Step1: For each concept of the taxonomy, we extract from the corpus all the
sentences where the concept c is found.

Step2: For each extracted sentence, we discover all possible relations using one of
the proposed Open IE algorithms. As an output, we obtain a set of relational tuples
<Arg1, Rel, Arg2> that describes the sentence verb relation (Rel) and its arguments
(Arg1 and Arg2).
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Step3: Finally, we judged each tuple as related to the studied domain or not, based
on whether it contains the concept c in one of the extracted arguments. The selected
relations are incorporated into the result ontology.

This process is repeated until all concepts of the taxonomy are processed.

5 OntologyLine Architecture

In this section, we present the architecture of our proposed framework for discovering
non-taxonomic relations and learning domain ontology. The OntologyLine system
consists of five basic components, namely: Corpus Pre-processing Component (CPC),
Data Pre-processing Component (DPC), Algorithm Library Component (ALC),
Open IE Component (OIEC) and Ontology Generation Component (OGC) (Fig. 3).

This section goes on to provide a detailed description of each component of the
OntologyLine system architecture. First, the Corpus Preprocessing component is dis-
cussed. Then, the Data Preprocessing Component is presented. After that, the Algo-
rithm Library Component is introduced. Next the Open IE Component is described.
Finally, the Ontology Generation Component is exposed.

5.1 Corpus Pre-processing Component

This component aims to import the corpus into the system and prepare it for processing.
In a first stage, the k-means clustering algorithm [39] is applied. It partitions the corpus
into k clusters so that two documents within the same cluster are more closely related

Fig. 3. Ontologyline architecture.
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than two documents from two different clusters. In a second step, an indexing process
is executed to index the full contents of the clustered documents. Based on the
neighborhood of an initial keyword to extract domain concepts and the relations that
exist between them, the indexation allows an efficient and fast retrieval of this
information.

5.2 Corpus Pre-processing Component

In the Data Preprocessing Component, text information is filtered and cleaned. The
preprocessing includes the following elements:

• Tokenization: Splitting strings into their component words based on delimiters.
• Normalization: Elimination of stylistic differences due to capitalization, punctua-

tion, word order, and characters not in the Latin alphabet.
• Lemmatization: Elimination of grammatical differences due to verb tense, plurals,

etc. It’s used to improve the recall of the domain ontology concepts in the corpus.
• Stop word removal: Remove of very common words. The Glasgow stop word [40]

list is used in this work.
• Natural language processing: Tagging words with POS tags and parsing sentences.

5.3 Algorithm Library Component

The Algorithm Library consists of a statistical algorithm that (1) extracts candidate
concepts from a collection of documents and stores the sentences where they are
located; (2) evaluates the taxonomic dependency between key concepts; (3) selects the
most relevant ones; (4) discovers non-taxonomic relationships of the selected concepts
(5) and performs an iterative mining algorithm that constructs the ontology.

5.4 Open IE Component

The Open IE component proposes three algorithms to extract non-taxonomic relations:
Reverb, Ollie and ClausIE. It communicates with the previous component “Algorithm
Library” in input/output mode. According to the Open IE algorithm chosen at the
beginning of the process, and from the sentences provided by the “Algorithm Library”,
the Open IE component identifies non-taxonomic relationships of each concept of the
taxonomy and return verbs and concepts that describe the identified relationships.

5.5 Ontology Generation Component

In this final phase, the resulted domain ontology is generated in an OWL file format by
using the Jena toolkit. The resulting file can be visualized using an ontology editor such
as Protegé or OntoEdit.
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6 Evaluation

The evaluation process is an essential step that should be performed in any ontology
learning approach. It’s particularly important in automatic approaches as the present
work. In this section, we evaluate the performance of our methodology for learning
domain ontology against the S-M algorithm [18]. The evaluation is performed in two
different domains: financial and cancer. The assessment includes a comparison of the
extracted non-taxonomic relations by each algorithm using gold standard ontology.
However, the evaluation of the lexical and the taxonomical level of the obtained
ontology, in both domains, were already presented in previous works [11, 12, 33]. The
comparison was made against S-M algorithm and others related works, and showed
that our method was more efficient in extracting relevant domain concepts and learning
concept hierarchies.

Furthermore, due to the lack of an evaluation corpus and ontology officially
released that covers non-taxonomic relations of the studied domains, we build our own
corpuses and gold standard ontologies. Indeed, most existing ontologies are not linked
to a precise document collection and they result from a concerted effort of domain
experts based on their background knowledge of the domain and their experience. It is
therefore unfair to compare an automatically built ontology from a specific corpus with
such expert ontology as the learned ontology will depend heavily on the corpus from
which it is constructed.

In the next subsections, the implementation of the algorithms is briefly described.
Then, the used corpuses and the gold standard otology are given. Next, the measures
used for the evaluation are presented. Finally, the experimental results are discussed.

6.1 Implementation of the Algorithms

We developed our OntologyLine system as an online web application using JEE 7. For
the integration of the three Open IE algorithms (Reverb, Ollie and ClausIE) in the
domain ontology learning process, we used the original Java source code published by
their owners and we adapted it to extract domain relations.

Concerning Sanchez and Moreno algorithm, in the absence of its source code, and
to perform the comparison with our algorithm, we developed their algorithm from
scratch by referring to its description in their paper.

6.2 Domain Corpuses Application

In order to prepare our test corpuses automatically, we developed a Java program to
retrieve text documents from the web. The financial corpus was constructed from the
financial news Website “Yahoo! Finance”. We were based on a period of six months
(January through Jun 2015), to retrieve randomly new articles. 10760 news documents2

2 Available at http://www.ontologyline.com/OntoLineProjects/financial10760-OntologyLine/corpus/
corpus.zip.
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were retrieved for that period. They represent our financial corpus. Regarding the
construction of the cancer corpus, we used the “PubMed” library of Medicine’s search
to extract all Medline abstracts articles that contain the term “cancer” in the title. The
search query was applied for the same period used to build the financial corpus. The
obtained cancer corpus contains 3056 abstracts3.

6.3 Gold Standard Ontology

The gold standard ontology was developed for each corpus with a collaboration of
domain specialists. It was developed in two steps in order to give equal chances to all
the tested algorithms. In the first step, all the candidate algorithms were launched on
each corpus. Then, the resulting ontologies were automatically merged distinctly into a
single one using the Protégé ontology merging functionality [20]. Redundant concepts
and relations were exported only once. Our aim is to build for each corpus, a reference
ontology based on the previous resulting ontology of each algorithm. In the second
step, the constructed ontologies were presented to the domain specialist for validation.
He performs a cleanup of the constructed ontologies and removes erroneous concepts
and invalid relations. The final ontologies were used as reference ontologies for our
evaluation process. The number of the extracted non-taxonomic relationships in the
financial and the cancer corpuses is shown respectively in Tables 1 and 2. Tables 3 and
4 summarize the number of non-taxonomic relationships in the Gold standard ontology
of each dataset after the specialist validation and the refinement of the merged
ontology.

Table 1. Number of generated non-taxonomic relations from the financial corpus.

Source OntologyLine
using Reverb

OntologyLine
using Ollie

OntologyLine
using ClausIE

Sanchez
&
Moreno

Merged
ontology

Number of extracted
non-taxonomic
relations

113 102 97 85 145

Table 2. Number of generated non-taxonomic relations from the cancer corpus.

Source Our method
using Reverb

Our method
using Ollie

Our method
using ClausIE

Sanchez
&
Moreno

Merged
ontology

Number of extracted
non-taxonomic relations

167 132 107 109 239

3 Available at http://www.ontologyline.com/OntoLineProjects/cancer3056-OntologyLine/corpus/
corpus.zip.

358 O. El idrissi esserhrouchni et al.

http://www.ontologyline.com/OntoLineProjects/cancer3056-OntologyLine/corpus/corpus.zip
http://www.ontologyline.com/OntoLineProjects/cancer3056-OntologyLine/corpus/corpus.zip


6.4 Evaluation Metrics

Previous studies have used several evaluation methods [18, 23, 27] to evaluate
the non-taxonomic relations layer of a constructed ontology. The aim of this evaluation
is to determine whether the learned relations are correct and belong to the target
domain.

To determine the performance of each algorithm at this layer we used the precision,
recall and F-measure metrics. The Precision (9) measures to which extend incorrect
relations can be rejected. It is computed as the ratio between the number of correct
selected relations (rrelevant) and the number of all extracted relations (rall).

Precision ¼ rrelevant
rall

ð9Þ

The Recall (10) measures how much of the existing relations in the gold standard
ontology are extracted in the learned ontology. It is computed as the ration of the
number of relevant extracted relations (rrelevant) divided by the total number of relevant
relations in the gold standard ontology (grelevant).

Recall ¼ rrelevant
grelevent

ð10Þ

Finally, the F-Measure (11) provides the weighted harmonic mean of precision and
recall, summarizing the global performance of the algorithm in learning non-taxonomic
relations.

F �Measure ¼ 2 * Precision * Recall
PrecisionþRecall

ð11Þ

6.5 Experimental Results

In the interest of a fair comparison, all the algorithms were executed under the same
conditions. The test was performed on a Mac OS X machine, with 8 GB of RAM.

Table 3. Number of non-taxonomic relations in the financial gold standard ontology.

Source Gold standard ontology

Number of non-taxonomic relations 114

Table 4. Number of non-taxonomic relations in the cancer gold standard ontology.

Source Gold standard ontology

Number of non-taxonomic relations 157
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The evaluation results illustrated in Tables 5 and 6 show that our method, used with
the three Open IE algorithms, outperforms the S-M method in both corpora. Indeed,
OntologyLine reaches its best performance when using Reverb as an external open IE
tool. In both financial and cancer domains, it has much higher precision and recall than
the other algorithms. It achieves a precision that is 16% higher than S-M algorithm and
is nearly identical to that when using OntologyLine with Ollie or ClausIE. In term of
recall, OntologyLine with Reverb is 10% higher than when our method is used with
Ollie, 20% when it’s used with ClausIE and is more than double the recall of S-M. The
performance of OntologyLine with Reverb is even greater in the cancer domain,
achieving a recall 75% higher than S-M algorithm.

Therefore, OntologyLine proves to be quite effective in discovering non-taxonomic
relations of domain ontology, especially when it’s combined with Reverb.

Tables 7 and 8 show some examples of the learned non-taxonomic relations using
OntologyLine with Reverb respectively in the financial and the cancer domains.

Table 5. Metric results of non-taxonomic relations obtained on the financial corpus.

Algorithm Precision Recall F-measure

OntologyLine with Reverb Open IEa 72,57% 71,93% 72,25%
OntologyLine with Ollie Open IEb 72,55% 64,91% 68,52%
OntologyLine with ClausIE Open IEc 70,10% 59,65% 64,45%
Sanchez & Moreno (S-M) 62,35% 46,49% 53,27%
aThe result ontology is available at http://www.ontologyline.com/
buildOntology/financial10760-OntologyLineReverb/financial
bThe result ontology is available at http://www.ontologyline.com/
buildOntology/financial10760-OntologyLineOllie/financial
cThe result ontology is available at http://www.ontologyline.com/
buildOntology/financial10760-OntologyLineClausIE/financial

Table 6. Metric results of non-taxonomic relations obtained on the cancer corpus.

Algorithm Precision Recall F-measure

OntologyLine with Reverb Open IEa 76,65% 81,53% 79,01%
OntologyLine with Ollie Open IEb 72,73% 61,15% 66,44%
OntologyLine with ClausIE Open IEc 74,77% 50,96% 60,61%
Sanchez & Moreno (S-M) 66,97% 46,50% 54,89%
aThe result ontology is available at http://www.ontologyline.com/
buildOntology/cancer3056-OntologyLineReverb/cancer
bThe result ontology is available at http://www.ontologyline.com/
buildOntology/cancer3056-OntologyLineOllie/cancer
cThe result ontology is available at http://www.ontologyline.com/
buildOntology/cancer3056-OntologyLineClausIE/cancer
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7 Conclusion

In this article, we have presented OntologyLine, our new system for discovering
non-taxonomic relations and building domain ontology from scratch. One of the main
difficulties of domain ontology learning process. The novelty of our approach in this
area is that it is based on adjusting Open IE algorithms to extract domain relations
between concepts. The other contribution is that it addresses the problem of labeling
non-taxonomic relations with high precision, recall and F-measure. OntologyLine
integrates three well-known Open IE algorithms, namely: Reverb, Ollie and ClausIE.
The system was tested in two different domains: the financial and cancer domains. It
was evaluated against gold standard ontology and was compared to state-of-the-art
ontology learning algorithm Sanchez and Moreno. The obtained results prove that

Table 7. Examples of the learned non-taxonomic relations from the financial corpus using
OntologyLine with Reverb.

The extracted relations
Subject (NP) Verb (VP) Object (NP)

Financial company Provide Loan
Financial market Include Oil market
Financial investor Offer Aircraft financing loan
Company Do business with Consumer financial provider
Company Claim Financial service
Dealer Be affiliate with Financial company
Investor Be interested in Financial stock
Bank Be a provider of Financial service
Device Can improve access to Financial service

Table 8. Examples of the learned non-taxonomic relations from the cancer corpus using
OntologyLine with Reverb.

The extracted relations
Subject (NP) Verb (VP) Object (NP)

Breast cancer Be observe for Woman
Breast cancer Treated with Trastuzumab
Cancer patient Receive Chemotherapy
Breast cancer patient Receive Radiation therapy
Physical exercise Be beneficial to Breast cancer patient
Drug Be associate with Cancer risk
Prostate cancer Accelerate Disease
Prostate cancer Treat with Radiotherapy
Hypercholesterolemia Promote Prostate cancer
Lung cancer Cause by Smoke
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using Open IE tools in the process of learning domain ontology is an interesting way to
extract ontological relations with higher degree of precision and recall.

As future work we would like to enhance the proposed system as follows. We will
improve the nature of the extracted relations by integrating the automatic extraction of
axioms in the OntologyLine process. So the system can build a more complete and
richer ontology. Also, we think validate the result ontology by integrating it in a
decision-support system, such as for financial decision making or investment recom-
mendations. This would allow us to evaluate our system in being used in such area.
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Abstract. Software is part Poetry, part Prose. But it has much more in common
with both forms of natural language, than usually admitted: software concepts,
rather than defined by syntactic oriented computer programming languages, are
characterized by the semantics of natural language. This paper exploits these
similarities in a two-way sense. In one way the software perspective is relevant
to the analysis of natural language forms, such as poems. In the other way
round, this paper uses properties of both Poetry and Prose to facilitate a deeper
understanding of highest-level software abstractions. Running software or
poetry leads to understanding of the meaning conveyed by the conceptual
structure. Refactoring embeds the understanding obtained by running software
or poetry, into their modified conceptual structure.

Keywords: Software � Conceptual � Runnable � Understanding � Poetry �
Prose

1 Introduction

We claim that before proposing a theory of software engineering one must understand
the nature of software itself. This work focuses on theoretical implications of natural
language aspects of highest-level software abstractions. It was triggered by a dialogue
of the authors during a festive dinner at a conference in Rome last year and continued
by electronic means. The dialogue below was partially transcribed and slightly edited
in the Galileo style [12], serving as an introduction to the issues in this work.

1.1 Galilean Dialogue on Two Software Views

Alessio – I agree that in some sense software is deeper than Chomskian theories.
Chomsky sharply divided between syntax and semantics, moving almost all the burden
of language on the syntax side. This is not the way natural language works. Indeed
most exponents of the cognitive linguistics enterprise challenged the syntactocentricsm
of generative grammar. One of the first was George Lakoff, a former student of
Chomsky, who, looking for linguistic expressions supporting the alleged syntax
autonomy, found so many counterexamples, to become convinced of the contrary [17].
He turned into one of the leading exponents of cognitive linguistics, together with
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Langacker [18], Fauconnier [9] and others. But maybe you have in mind other reasons
why the Chomskian account is limited regarding software.

Iaakov – Since I like gedanken experiments [5], I ask you to imagine the following
experiment. Assume that from a person’s birth until the age of fifteen one is supposed
to learn the mother tongue and use it strictly according to grammatical, syntactic rules.
From the age of fifteen until the age of twenty one gradually uses words with the same
meaning as before, but more and more liberated from grammatical rules. From the age
of twenty onwards one is totally free to speak poetry instead of prose. In the world of
such experiment, as the meaning of a word does not follow from grammar, but is
dependent on a context, say an ontology, Chomskian theories would be unimportant.
So is software, less grammar, more conceptual.

Alessio – Your second issue is the analogy with poetry, I must say I didn’t caught it
in Rome, maybe now I can understand a bit more. Repeating a poem to myself
(mentally or aloud) corresponds somehow to executing it. That’s interesting. As the
execution of software affects hardware components, registers, memory and so on, the
execution of a poem will elicit responses, in emotional brain centers, recall long-term
memories, activate semantic networks. In both cases the meaning of the code (poetic or
software) is in the activation resulting from its execution. It sounds fine. Of course, one
may raise several possible objections. For example: what is special for poetry in this
analogy? Wouldn’t be similar when reading a novel, or a newspaper article? Maybe
I’m still far from catching completely the intents of your analogy.

Iaakov – Poetry is paradoxical. On the one hand, it is more constrained by
structures. On the other hand, it is less grammatical, more audacious. This is like object
oriented software, more structured, and freer in conceptual terms. But we are also
aware of other software assets which are prose-like.

Alessio – Now, I come to my point. What I shared with you was a thought I had
since long, but never articulated in detail: the possibility that the road taken by com-
putation toward software in the 60’s has been the result of the influence of Chomsky. It
had the consequence of a paradigm shift from mathematics to linguistics. In the early
years of computation, it was entirely mathematical, with central concepts like Dede-
kind’s recursive functions. Turing devised its foundational machine in 1937 as a
contribution to Hilbert’s Entscheidungsproblem [31]. Even the introduction of com-
pilation by Hopper in 1953 [16] was totally unrelated with linguistics. It was only after
the publication of Chomsky’s “Syntactic Structures” in 1957 [6], and his huge success,
that Backus [1] and McCarthy [20] launched the concept of programming languages,
hinging at large inside the Chomskian tools: generative grammar, tokenization, parsing,
translation, and so on.

Iaakov – I get your point.
Alessio – I remember you objecting that history does not go with alternatives, it has

no sense in imagining a different destiny in different contingencies. But my point is not
historical, it is ontological. There is a widespread assumption, that software is actually a
sort of language, one that follows the same rules of natural languages, because it is a
language in its essence. I’m not saying that this is a wrong belief. I’m just saying that it
is rooted in historical contingencies – see also Nofre [25], for a sociological account of
these contingencies which could be possibly right or wrong.
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Iaakov – It is easier for me to agree with an ontological point of view than with a
historical one. I prefer to state that software proper – the runnable part, not the
requirements and other assets – is in essence a complex semantic structure, rather than a
language. It is runnable meaning.

Alessio – The two alternatives do not affect anything with regard to how efficient is
to treat computation using linguistic tools. But it is clearly important when dealing with
the ontological status of software.

Iaakov – I would add a cautious caveat. Efficiency has more to do with the
underlying machine, than with the runnable meaning itself.

Alessio – Good, I will stop for now… Let me just add that this sort of conversation
is quite new for me. But I’m interested in continuing, and it touches two sides of my
interests: from one side, the philosophy of computing and on the other side linguistic
meaning. I’ll do it with pleasure.

1.2 Paper Organization

The remaining of the paper is organized as follows. Section 2 deals with poetry as
software, Sect. 3 with refactoring Poetry, Sect. 4 with software as Prose, Sect. 5 with
Software as conceptual constructs. The paper ends with a discussion.

2 Poetry as Software

Here we point out features that poetry has in common with software. We display poems
in diagrams as if we were describing a kind of software. See [11] for another paper
analyzing poetry, having in mind software.

2.1 Poetry Has Structure

From the earliest to most modern samples, poems have structure. Figure 1 displays a
modern sonnet by St. Vincent Millay [22, 23]. It has four stanzas, with respectively 4,
4, 3 and 3 verses, and classical rhymes, e.g. in the 1st stanza, ended rhymes with
extended, and all rhymes with fall.

To make the comparison of poetry with software more concrete, we treat this poem
as a piece of software, providing its UML “class diagram”. Each stanza is assumed to
be a different class. This is seen in Fig. 2. If the reader is not familiar with UML [2, 26],
one can think it as an ontology graph containing concepts (classes).

Structure reflects meaning, thus class names were chosen as the most meaningful
word in each stanza. Class attributes are significant nouns, and the class functions are
the significant verbs. Inheritance links classes with related themes. Association links a
class with the previous one, of which it is aware. The overall sonnet class diagram
resembles a typical software design pattern – like Observer or Mediator [13].
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Fig. 1. SONNET by E. St. Vincent Millay – classical structure of a modern poem with four
stanzas, with 4, 4, 3 and 3 verses, with classical rhymes at the end of verses.

Fig. 2. UML class diagram of the above sonnet – each class (yellow rectangle) fits to one stanza
and is numbered by stanzas order. The 1st one is “cigarette”. The class middle part contains “nouns”
(attributes). The lowest part contains “verbs” (functions). Vertical white triangle arrowheads denote
inheritance, i.e. similar themes. Bold red words are common to pairs of classes. Black horizontal
arrows denote associations, i.e. a class aware of the previous one. (Color figure online)
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2.2 Poetry Has Metaphors

A metaphor is a figure of speech in which a term refers to an object or action that it
does not literally denote, implying a resemblance. Metaphors are a common way to
generate new meanings of words, indeed new words and idioms.

A neutral dictionary definition of cigarette is just a smoking device: a small roll of
finely cut tobacco for smoking, enclosed in a wrapper of thin paper. But if one reads the
1st stanza in St. Vincent Millay’s sonnet, a cigarette is a peculiar device to measure
time, by its gradual shortening due to the falling ashes. It also implies momentary
memories of an ending affectional relation, in the 3rd and 4th stanzas.

Similarly with the so to speak sunset, of the faraway sun, the closest star to planet
earth which is actually rotating around the sun. Here the sun represents a less peculiar
device to measure a short time and perhaps human vanity.

2.3 Poetry Is Runnable

Running a poem is to read it in one’s head or aloud, once and again, to understand its
contents. Running means understanding (Fig. 3).

Fig. 3. Running (reading in one’s head) the Sonnet by E. St. Vincent Millay – in each of the
four states one reads the respective stanza (class). One may proceed to the next state, to a related
state or return to a previous state. The reason for a specific transition is written close to the
transition arrow: this reason may be either a difficulty to be solved or just an associative link. For
instance, in the upper transition from cigarette to jazzing one has “cigarette ended on the floor”.
Here “on the floor” is associatively related to “on the wall” in the opposite direction transition.
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3 Refactoring Poetry as if It Were Software

In this section we analyze poems which illustrate cases of analogy to software in which
one needs to refactor [10, 21], i.e. change the structure of classes.

3.1 Interrupted Stanzas

Poems may have shorter than expected stanzas, which convey meaning by their very
interruptions. Figure 4 displays a poem, named Edge, written by Plath [29]. This poem
has modern characteristics, as quite free structure and the absence of rhyme.

Plath’s poem structurally has 10 very short stanzas of 2 verses each. But after some
“poem running” in one’s head, one perceives that many of the sentences of the poem
are broken into consecutive verses.

For instance let us look at the sentence:

Her bare
Feet seem to be saying:

Fig. 4. “Edge” poem by Sylvia Plath – it has ten very short stanzas of only two verses. One
perceives broken sentences, which rather link stanzas into three groups.
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It starts in the 2nd verse of the 3rd stanza (Her bare) and continues in the 4th stanza
(Feet seem to be saying:). There is a whole blank line between the stanzas strongly
suggesting a deliberate interruption, as part of the poem significance, despite the fact
that the word Feet begins with a capital letter insinuating that it starts a new sentence.

The structure of the poem, in particular the many interruptions, conveys semantics.
Further examination of the poem links these interruptions to its main meaning.

Searching the Web [33] one finds that Edge was written a short time before Plath’s
relatively young age suicide, a drastic interruption of her life. Given this information,
the title Edge, its broken sentences, and the overall poem turn meaningful.

3.2 Refactoring Poetry into Longer Classes

If one persists in the one-to-one correspondence between stanzas and UML classes, one
would obtain ten classes for Plath’s Edge poem class diagram.

In Fig. 5 one can see the corresponding class diagram of Plath’s Edge poem. It
contains just three classes, named by their most significant words, with attributes and
functions given by considerations similar to those that lead to the diagram in Fig. 2.

Why three instead of ten classes? Resuming the “poem running” in one’s head, one
finds, in spite of broken sentences, a continuity among stanzas. Interruptions rather link
between consecutive stanzas. One then divides the latter into three groups.

The 1st group has stanzas 1 to 4. Its subject is the woman and her body. It is
perfected, an accomplishment, and a Greek tragedy brings it beyond the Edge, it is over.
The 2nd group has stanzas 5 to 8. The garden may be associated with a kindergarten,
with the Garden of Eden (the serpent, the woman), the flowers and odors. The 3rd group
has two stanzas 9 and 10, with a distant detached moon is staring at the tragedy, but
“nothing is to be sad about”, she (the moon? the woman?) is used to this sort of thing.

So, instead of many too short stanzas, we refactor the poem classes into just three
consistent ones. Refactoring classes, see e.g. [10, 21] is a software technique based

Fig. 5. UML class diagram of the Edge poem – each class (same conventions as in Fig. 2) fits to
a group of stanzas (see text) and is numbered by the groups order. The 1st one is “Her”.

Software Is Part Poetry, Part Prose 371



upon semantics and efficiency considerations. Its aim is to facilitate comprehension of
the software system, for purposes, such as maintenance, reuse, and so on. More details
about this technique are given in Subsect. 5.3.

3.3 Refactoring Poetry into Shorter Classes

Sometimes poems may have longer than expected stanzas, conveying meaning by their
extended continuity. They may be refactored by dividing them into smaller structures.
An example is the poem “Borges and I” by Jorge Luis Borges, whose English trans-
lation [3] is seen in Fig. 6. In order to understand it, one may “run it” in one’s head or
hear the poet Borges himself, reading the original in Spanish ref. [4].

The overall meaning of the poem is the complex interaction between Borges the
person and the Borges the poet. Borges the person wishes to live eternally, but the only
possibility to somehow accomplish this goal is to be submissive to Borges the poet. On
the other hand, Borges the poet has no life independent of Borges the person. This is
the conflict between two entangled personae in the same body.

A tentatively refactored “Borges and I” poem can be seen in Fig. 7. The main idea
is to disentangle the stanzas referring exclusively to the “other” Borges, from those of
the person writing the poem. But, by the last verse in the poem, disentanglement fails.

The class diagram corresponding to Fig. 7 is seen in Fig. 8. It shows:

• two classes (1 and 3) explicitly referring to “the other” Borges;
• one class (2) referring just to the poem writer persona;

Fig. 6. The “Borges and I” poem by Jorge Luis Borges – it has two long stanzas, followed by a
third one containing just a single sentence.
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• one class (4) dealing with the interactions between the two personae;
• two classes (5 and 6) whose subject is survival and eternity;
• one short class (7) admitting failure in the separation of the two personae.

Fig. 7. The “Borges and I” poem by Jorge Luis Borges refactored after running it in our heads –
it has five longer stanzas, enclosed by two stanzas with just one sentence.

Fig. 8. Class diagram of the “Borges and I” refactored poem by Jorge Luis Borges – compare
with poem in Fig. 7 and the paper text for an interpretation of these classes.
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4 Prose Is Easily Readable

Software assets other than runnable programs, e.g. requirements, specification docu-
ments or user’s guides, are essentially prose. By prose we mean all texts, literary,
professional, excluding a few types: poetry, text containing formulas (mathematical or
chemical), very specialized texts like philosophical ones. The immediate quality of
prose is to be easily readable, as people are used to speak and write in prose.

4.1 But Prose also Has Metaphors

On the other hand, prose texts have varying degrees of sophistication. Thus all the
complex characteristics of natural language, say ambiguity, synonymy, use of meta-
phors etc., may appear in ordinary prose, demanding deeper comprehension.

5 Software Systems Are Conceptual Constructs

Software systems are hierarchical. Moving from bottom to top, one meets assembly
language near to a machine, next a high-level language as Java, then UML and on top a
set of system domain ontologies. From the ontology concepts one can derive UML
classes. The highest abstraction level is conceptual content, closest to human beings.

5.1 Conceptual Content of Abstract Factory

In order to illustrate the idea of conceptual content of software, we use a software
design pattern class diagram as a case study.

The class diagram of the Abstract Factory software design pattern [13] is seen in
Fig. 9. The purpose of this design pattern is to provide an interface to create families of
related objects, without specifying their concrete classes.

Fig. 9. Abstract factory design pattern class diagram – the abstract factory class may have any
number (here 2) of concrete factory sub-classes. Each concrete factory has the same family of
products (here Product A and Product B). Concrete Factory 2 and its products have class names
with hatched background.
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A general observation, when looking at this class diagram, is that none of its
concepts is part of the vocabulary (the reserved words) of a programming language. So
they are not intrinsic software artefacts. Let us now specifically examine some of these
concepts. We start with “Abstract Factory”. Both words “abstract” and “factory”
appear in the English dictionary as independent words with specific meanings, having
no necessary relation to software. The word “abstract” has been incorporated with a
special meaning into software. It denotes a certain kind of class.

5.2 Software Has Metaphors

The concept “Abstract Factory” is a metaphorical usage of natural language terms
absorbed into software. Looking carefully at the Abstract Factory class diagram, one
sees that all its concepts result from metaphorical usage. “Create” is another such
example, meaning construction of an object in an object oriented programming lan-
guage. A “factory” is thus a class whose main purpose is to construct “objects”.

Moreover, “concrete factory” is a typical example of ambiguity. It is not a factory
that fabricates concrete or itself made of concrete (in the dictionary: concrete is a strong
construction material made of sand, conglomerate gravel, in a cement matrix).

Even the term “family” of related objects explaining the purpose of the abstract
factory design pattern metaphorically extends the meaning of a non-software word.

Summarizing our claim, the highest-level abstraction of software is a set of con-
cepts that may be extracted from domain ontologies and included in UML class dia-
grams. Since these concepts are ordinary natural language words, all the complexities
of natural language, such as ambiguity, synonymy, figures of speech as metaphors, are
fundamental for the understanding, development and maintenance of software, and
therefore should be part of a basic theory of software.

Are these complexities so fundamental for software? The immediate answer is that
if software itself should automatically manipulate software, these complexities should
be taken into account.

5.3 Refactoring Software

The purpose of refactoring software is to rearrange the software system structure, at the
UML level and above. The software engineering literature has several refactoring kinds
(e.g. [10, 21]). It is done by the following actions:

(1) move methods – from a class to another, without changing class numbers;
(2) break down – classes into smaller ones;
(3) coalesce – a few classes (at least two of them) into a bigger one;
(4) add new – not previously existing classes;
(5) delete – classes considered superfluous.

Here we are interested in the conceptual aspects of refactoring. It can be succinctly
summarized as:
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(a) run the software system in an IDE (Integrated Development Environment) or if
the system is quite simple, run it in your head;

(b) identify the class and function names, which most commonly are natural language
concepts, or technical terms found in suitable ontologies;

(c) choose the appropriate refactoring from the five above mentioned actions;
(d) perform the chosen refactoring.

5.4 A Conceptual Refactoring Example

To illustrate the idea, we give a conceptual refactoring example – in this case an
addition of a new class, with its necessary functions. Assume one has diverse types of
documents – pure text, HTML text, Microsoft Word and Pdf – each type being rep-
resented by a class. In addition one has some operations that can be executed on any
type of document – e.g. to print, to display on a screen, or to compress the document
before transmitting it by some communication message.

The previously existing classes are the documents and operations. All of these
were linked to the document parent class: the document types by inheritance and
the operations by an association. The software engineer is supposed to get the insight
that document types are conceptually different from operation devices. Thus, in order
to facilitate understanding of the software system, the engineer is expected to add a
new class, say a visitor, to differentiate the operation devices from the document types.

A visitor class – itself a metaphor – is a well-known software component. It signals
to any posterior reader of the software that the visitor software design pattern – one of
the patterns in the “Gang of Four” (GoF) book [13] – has been used, pointing out that
its operation device sub-classes can be applied to any document type in the relevant
system. The corresponding system class diagram after refactoring is shown in Fig. 10.
All the class names are natural language words or technical terms, and none is a
reserved word in a programming language.

Fig. 10. Class diagram of a Visitor operating on documents – this is the refactored system after
the addition of the visitor class (green background), to the previous existing classes (yellow
background). (Color figure online)
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5.5 A Metaphor Design Pattern

Given that metaphors are so common in higher abstraction levels of software, we
propose a generic Metaphor design pattern. The purpose of this design pattern is to
easily change or add a new context for a given term with multiple meanings.

This proposed design pattern is modelled after the Strategy pattern [13], with a role
inversion. In the Strategy pattern a context is fixed and strategies are variable. In the
Metaphor pattern a term is fixed and its meaning providing contexts are variable.

The class diagram of this proposed Metaphor pattern is shown in Fig. 11. Its
generic classes are:

• Metaphor – it contains the several meanings of a given term; it receives a term
meaning as input and sets its specific context;

• Term – it is an (abstract) interface declaring a SetContext() function and corre-
sponding Actions();

• Contexts – these are concrete classes with different domains, each say given by an
ontology and its specific actions.

An example of a fixed term is “bridge”. This term has numerous different but
metaphorically related meanings given by the respective contexts: e.g. civil engineer-
ing, odontology, card games, and even design patterns.

6 Discussion

For the purposes of this discussion, instead of referring in separate specifically to the
similarity of software either to poetry or to prose, we jointly refer to both under the
rubric of software natural language conceptual issues.

Fig. 11. Metaphor design pattern class diagram – in a metaphor a single term is fixed and its
various meanings are set by variable contexts. In this diagram only two contexts are shown, but
they imply that any number of contexts can be added.
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6.1 Foundational Issues

Significant issues have been opened in the literature concerning software conceptual
contents. Is software semantics intrinsic (inner) or extrinsic (outer)? In other words, is
software semantics just given by the inner workings of the computing machine or is it
deeply related to the human conceptual (outer) world?

White [32] mentions obstacles to solve this symbol grounding problem, e.g. the
difficulty to assign a clear boundary between inside and outside of the computer sys-
tem. Piccinini [28] argues for “computation without representation”, i.e. meaning of
symbols and states is given by functional properties of computational systems.
According to Smith’s [30] “participatory computation”, any physical computing system
is inherently situated in its environment such that its processes extend beyond the
system boundaries, which stand in semantic relations to distal states of affairs.

Another issue is universality. Do conceptual contents affect only restricted kinds of
software systems? Absolutely not: characteristics of natural languages – ambiguity,
synonymy, metaphors for new word invention, or metonymy in the context of software
design pattern functionality [24] – are widespread at a given time, and also expected to
persist along time. They are inherent to the vitality of natural languages.

6.2 Conceptual Software: Praxis

From the praxis viewpoint, explicit consideration of software conceptual contents
enables system development in an ontology-oriented fashion [7, 27]. There are also
tools to improve software system modularity by conceptual analysis [8, 15, 19].

The practical importance of semantic considerations of natural language found in
higher software abstraction levels, as opposed to the dominantly syntactic concerns in
lower levels, viz. code in programming languages, refer to diverse aspects:

(a) Natural language for non-programmers – mobile device applications are
increasingly used by non-programmers, i.e. software is more exposed and should
be understood by people not “speaking” programming languages.

(b) Software systems complexity – software systems are growing in complexity and
criticality, with potentially life-threatening situations, e.g. autonomous vehicles,
remote surgery, and automatic power stations. Complex systems design is done in
higher abstraction levels to enable design comprehension.

(c) Relation between structure and behavior – structure conveys part of the software
meaning; exercising software behavior (running it) leads to understanding; thus
refactoring – changing structure – effectively embeds the obtained understanding
in the modified structure.

6.3 Conceptual Software: Theory

FCA (Formal Concept Analysis) [14, 15] is a well-developed formalism dealing with
concepts. It involves lattice theory and related algebraic domains of mathematics.
Besides its theoretical importance, it has a variety of applications.
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One raises the issue of boundaries of the formalism applicability: are there software
systems for which this formalism is insufficient? We encourage exploration beyond
these boundaries, eventually leading to new discoveries.

7 Conclusion

The main contribution of this work is raising issues concerning the importance of
conceptual analysis for software theory – which follows from inherent characteristics of
natural languages, rather than from programming languages.
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Abstract. At the moment, a huge amount of scientific articles is available,
referring to a wide variety of topics like medicine, technology, economics,
finance, and so on. Scientific papers show results of scientific interest and also
present the evaluation and interpretation of relevant arguments. Due to the fact
that these papers are created with a high frequency it is feasible to analyze how
people write in a given domain. Within the discipline of natural language pro-
cessing there are different approaches to analyze large amounts of text corpus.
Identification patterns with semantic elements in a text, let us classify and
examine the corpus to facilitate interpretation and management of information
through computers. At the moment, a semiautomatic or automatic way to
generate natural language patterns is not available or quite complicated. In the
paper, it is shown how a tool developed for this research is tested in a domain of
public health. The results obtained – by means of a tool and aided by graphs –
provide groups of words that are used (to determine if they come from a specific
vocabulary), most common grammatical categories, most repeated words in a
domain, patterns found, and frequency of patterns found. A domain of public
health has been selected containing 800 papers concerning different topics
referring to genetics. The topics include mutations, genetic deafness, DNA,
trinucleotide, suppressor genes, among others. An ontology of public health has
been used to provide the basis of the study.

Keywords: Indexing � Ontologies � Knowledge � Patterns � Reuse � Retrieval �
Public health

1 Introduction

There are huge quantities of scientific articles referring to any topic like medicine,
technology, economics, and finance, among others. Christopher Manning states in his
book that: “People write and say lots of different things, but the way people say things -
even in drunken casual conversation - has some structure and regularity.” [11].

The main issue in this paper is: how do people write? Nowadays, researchers
conduct investigations using natural language processing tools, generating indexing
and semantic patterns that help to understand the structure and relation of how writers
communicate through their papers.

This project will use a natural language processing system which will analyze a
corpus of papers acquired by Ramon and Cajal Hospital from Madrid. The documents
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will be processed by the system and will generate simple and composed patterns. These
patterns will give us different results which we can analyze and conclude the common
aspects the documents have even though they are created by different authors but are
related to the same topic [1–3]. The study uses as center of the study an ontology
created in a national founded project for Oncology and it has been extended with
general terms of public health.

The reminder of this paper is organized as follows: Sect. 2 presents a state of the art
of the main topics of the paper; Sect. 3 includes the summary of our approach to
information processing; Sect. 4 discusses the results, and finalizes with conclusions.

2 State of the Art

2.1 Information Reuse

Reuse in software engineering is present throughout the project life cycle, from the
conceptual level to the definition and coding requirements. This concept improves the
quality and optimization of the project development, but it has difficulties in stan-
dardization of components and combination of features. Also, the software engineering
discipline is constantly changing and updating, which quickly turns obsolete the reu-
sable components [10].

At the stage of system requirements, reuse is implemented in templates to manage
knowledge in a higher level of abstraction, providing advantages over lower levels and
improving the quality of the project development. The patterns are fundamental reuse
components that identify common characteristics between elements of a domain and
can be incorporated into models or defined structures that can represent the knowledge
in a better way.

2.2 Natural Language Processing

The need for implementing Natural Language Processing techniques arises in the field
of the human-machine interaction for many tasks such as text mining, information
extraction, language recognition, language translation, and text generation, particularly
for fields that require lexical, syntactic and semantic analysis to be recognized by a
computer [5]. The natural language processing consists of several stages which take
into account the different techniques of analysis and classification supported by the
current computer systems [6]:

(1) Tokenization: The tokenization corresponds to a previous step on the analysis of
the natural language processing, and its objective is to demarcate words by their
sequences of characters grouped by their dependencies, using separators such as
spaces and punctuation [13]. Tokens are items that are standardized to improve
their analysis and to simplify ambiguities in vocabulary and verbal tenses.

(2) Lexical Analysis: Lexical analysis aims to obtain standard tags for each word or
token through a study that identifies the turning of vocabulary, such as gender,
number and verbal irregularities of the candidate words. An efficient way to
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perform this analysis is by using a finite automaton that takes a repository of
terms, relationships and equivalences between terms to make a conversion of a
token to a standard format [8]. There are several additional approaches that use
decision trees and unification of the databases for the lexical analysis but this not
covered for this project implementation [4, 19].

(3) Syntactic Analysis: The goal of syntactic analysis is to explain the syntactic
relations of texts to help a subsequent semantic interpretation [12], and thus using
the relationships between terms in a proper context for an adequate normalization
and standardization of terms. To incorporate lexical and syntactic analysis, in this
project were used deductive techniques of standardization of terms that convert
texts from a context defined by sentences through a special function or finite
automata.

(4) Grammatical Tagging: Tagging is the process of assigning grammatical categories
to terms of a text or corpus. Tags are defined into a dictionary of standard terms
linked to grammatical categories (nouns, verbs, adverb, etc.), so it is important to
normalize the terms before the tagging to avoid the use of non-standard terms. The
most common issues of this process are about systems’ poor performance (based
on large corpus size), the identification of unknown terms for the dictionary, and
ambiguities of words (same syntax but different meaning) [14, 20]. Grammatical
tagging is a key factor in the identification and generation of semantic index
patterns, in where the patterns consist of categories not the terms themselves. The
accuracy of this technique through the texts depends on the completeness and
richness of the dictionary of grammatical tags.

(5) Semantic and Pragmatic Analysis: Semantic analysis aims to interpret the meaning
of expressions, after on the results of the lexical and syntactic analysis. This
analysis not only considers the semantics of the analyzed term, but also considers
the semantics of the contiguous terms within the same context. Automatic gen-
eration of index patterns at this stage and for this project does not consider the
pragmatic analysis.

2.3 Information System: RSHP Model as Universal Schema

RSHP is a model of information representation based on relationships that handles all
types of artifacts (models, texts, codes, databases, etc.) using a unified scheme. This
model is used to store and link generated pattern lists to subsequently analyze them
using specialized tools for knowledge representation [9, 10]. Within the Knowledge
Reuse Group at the University Carlos III of Madrid the RSHP model is used for
projects relevant to natural language processing. [1, 7, 17, 18] The information model
is presented in Fig. 1. An analysis of sentences and basic patterns are shown in Fig. 2.

3 Information Process

Several steps have been done to start analyzing the set of documents. The processing
steps are mentioned below:
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1. Document Choice – Choose the documents to analyze out of the eight hundred.
These have been picked randomly.

2. Document Formatting – Due to the fact that the system for analyzing text and
discovery patterns [15–17] only analyzes text documents, these papers had to be
converted since they were given in a PDF format. The conversion of these docu-
ments has been manual. Headers, footers, page numbers, references have been
removed because the tool analyzes sentences of each document and the ones that

Fig. 1. RSHP information representation model. (Llorens et al. 2005).

Fig. 2. Analysis of sentences and basic patterns.
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have been avoided are not relevant at the time of the analysis. The system extended
the Information schema described in Fig. 1, it is shown in Fig. 3. The extension
consists of a corpus of documents indexed, the basic patterns generated, the addi-
tional patterns containing sub-patterns, and the new semantics generated for the
domain; the core is always the general schema RSHP.

3. Pattern Creation – After the documents have been inserted in the tool (also called
system, it is a software that allows the creation of the patterns in a semiautomatic
manner [17]), you proceed to create basic patterns and patterns with all the text
documents. The minimum of frequency can be changed. A pattern is a set of slots
that allows the Natural Language Processing of text by pattern matching techniques.
Basic patterns are those with two sides of simple kind, it means without using
sub-patterns or another patterns as left or right side in the binary structure.

4. Analysis – Different scenarios will be used in order to analyze the different results
and have a final conclusion. The domain of Public health is based on a previously
existing oncology ontology, the ontology at the end of the process increased in
60570 terms, the ontology structure is shown in Fig. 4. These scenarios will be
described below.

The scenarios selected for the study are as follows (a summary is shown in Fig. 5):
Scenario I: Use all grammatical categories with a minimum frequency of 1 and

without a difference in semantics.
This scenario has the following characteristics:

1. The basic patterns for the text documents in the pattern analysis system (Fig. 5)
were generated in this scenario.

2. Generate all patterns for these documents using all grammatical categories located
in Create patterns tab in pattern analysis system.

3. Minimum of frequency to create a pattern is 1.

Fig. 3. Extended version (in a graphical mode) of the information schema for the system to be
used in the study.
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Scenario II: Use all grammatical categories with a minimum frequency of 1 and
differ patterns by its semantics.

This scenario has the following characteristics:

1. Since basic patterns were already created in scenario one, it is not necessary to
create them again because basic patterns analyze each of the documents and with
the result of these is how patterns can be created. In this case the steps shown in
Scenario I (step 2 and 3) are the same.

Scenario III: Use all grammatical categories with a minimum of frequency of 5 and
differ patterns by its semantics.

This scenario has the following characteristics:

Fig. 4. Ontology structure created in layers.

Fig. 5. Summary of the steps followed.
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1. In this case the steps shown in Scenario I (step 2 and 3) are the same, but applied to
a frequency of 5.

Scenario IV: Use all grammatical categories with a minimum frequency of 10 and
differ patterns by its semantics.

This scenario has the following characteristics:

1. In this case the steps shown in Scenario I (step 2 and 3) are the same, but applied to
a frequency of 10.

Scenario V: Use all grammatical categories with a minimum frequency of 20 and
differ patterns by its semantics.

This scenario has the following characteristics:

1. In this case the steps shown in Scenario I (step 2 and 3) are the same, but applied to
a frequency of 20.

The patterns are frequency pattern creation is showed in Figs. 6 and 7. The
objective of this paper is to discuss the results comparing the scenarios, but in an
extended version a detailed presentation of each scenario might be of interest to the
audience (Table 1).

The frequency pattern creation is showed in Figs. 6 and 7. The objective of this
paper is to discuss the results comparing the scenarios, but in an extended version a
detailed presentation of each scenario might be of interest to the audience.

Figures 6 and 7, show the creation of patterns and sub-patterns by frequency of
appearance. It means for the example shown, that P1 is the most repeated basic pattern,
and (P2, P1) is the most repeated pattern with sub-patterns. Nouns are the center in all
the cases, a structured manner of writing was found in most of the papers.

Each pattern might be differentiated by semantics as shown in Fig. 8. The fol-
lowing table shows the patterns that have semantics on both sides. Since the difference
of pattern by its semantics has been activated you can see in the table that there are not
multiple lines of one pattern with the same name. In this case, the patterns are differed
by the semantics and they have a distinct identifier Pattern (Table 2).

Fig. 6. Example of frequency of patterns at first level.
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Fig. 7. Example of frequency of patterns at the following level.

Table 1. Patterns created in all scenarios.

Number of patterns created
S 1 S 2 S 3 S 4 S 5

9188 9818 2145 1171 650

Fig. 8. Example of patterns by its semantics.

Table 2. Patterns with semantics in both sides.

Pattern Semantic left Semantic right

P666 - RANGE <= (MAXIMUM) (OK) - RANGE ALL (OK)
P1402 - RANGE <= (MAXIMUM) (OK) - RANGE LITTLE-FEW-SOME (OK)
P2105 - RANGE <= (MAXIMUM) (OK) - RANGE MUCH-MANY (OK)
P702 - Deny (OK) - RANGE <= (MAXIMUM) (OK)
P465 - MODAL OPTIONAL (OK) - Deny (OK)
P1587 - MODAL OPTIONAL (OK) - Provide (OK)
P2116 - RANGE ALL (OK) - RANGE <= (MAXIMUM) (OK)
P1273 - RANGE MUCH-MANY (OK) - RANGE > MINIMUM (OK)
P2114 - RANGE MUCH-MANY (OK) - RANGE < MAXIMUM (OK)
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It is interesting to notice that most recognized semantic is the one assigned to
ranges, modal verbs and negative sentences.

4 Results

Basic Patterns
After the basic patterns were created, all the sentences from the text documents were
analyzed and to each of the words (known in the database as token text) a termtag or
syntactic tag was assigned with the help of the tables Rules Families and Vocabulary in
the Requirements Classification database.

You may find the most repeated words in the domain of documents in the Basic
patterns table. The most repeated words in grammatical categories such as nouns, verbs
and nouns coming from the ontology we used.

Patterns
The name of patterns is different depending on the requirements you use when you
generate them. In this case there are 5 scenarios which have different results because
each of them had different characteristics. When the minimum frequency to create
patterns is higher the patterns will be less.

Scenario 1 and 2 have the same minimum of frequency (1) but the difference is that
scenario 2 has the differentiation of patterns by its semantics activated; the result of
differentiating is that more patterns are created due to the fact that there are patterns
with distinct identifiers. There has been the decision to use this option for the rest of
scenarios (scenarios 3, 4, 5), this way we can analyze the maximum number of patterns
created and also the semantics of them can be easier to understand (Fig. 9).

Fig. 9. Created patterns in all scenarios.
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Patterns Created with Same Termtags
Among all the scenarios there has been one pattern in common. This is composed of
two same termtags on the left and right side. This pattern has the same identifier and
name for all scenarios it is pattern P1 (Table 3).

Unclassified nouns are the most common termtags in all the text documents used.
Some words that are unclassified nouns are abbreviations, some words in another
language, slang language, uncommon symbols, and scientific terms.

Patterns Created with Two Different Termtags
There are patterns which have a different termtags on the left and right side of a pattern.
After comparing the results of the five scenarios it has been observed that the termtags
with higher frequency are common between all scenarios for each side.

An example of a pattern generated presented as a binary tree is shown in Fig. 10
(Table 4).

For all scenarios the 20 patterns with higher frequency as termtags on each side
have been shown in graphs. Also, it has been shown how these patterns are composed.

Table 3. Patterns with same termtag.

Pattern name Term tag left Term tag right

P1 Unclassified noun Unclassified noun

Fig. 10. Binary tree representation of a sentence.
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The composition of these patterns is common between all scenarios. The termtags
for these patterns are unclassified nouns, noun, prepositions, verbs, nouns (oncology
ontology), adverbs, adjectives. These termtags are the ones that also are the most
common in all text documents.

Semantic Patterns
Some of the created patterns in all scenarios have semantics assigned on the left or right
side, one side, or some patterns do not have.

In scenario one, there are patterns with different semantics but they have the same
identifier and name, this is because the option to differentiate them by semantics was
inactive. The rest of patterns for the other scenarios are not repeated and they are unique.
Observing the results, the semantics for patterns in different scenarios is similar.

The change is noticeable in the pattern name and ids. In this case, they are different
because in every scenario the number of patterns was different due to the minimum of
frequency used. While the minimum of frequency is higher, the number of created
patterns is less.

• The higher minimum of frequency used for this project has been 20.
• With the help of the system used for the creation of patterns has been successful.

Processing documents at a time for basic patterns was not issue for the tool.
• 11% of the term names found in the documents were from the ontology added.
• Writers about genetic deafness use a similar vocabulary and appropriate terms.
• Studying patterns will facilitate the search of documents in search engines or

databases.
• It can also assist the writing for any user that is not a researcher or scientist. With

the help of patterns documents can be written (see Fig. 11).

As expected, the frequency of term tags is higher in the terms already existing or
new terms coming from the new domain to be included, these are called unclassified
terms nouns as shown in Figs. 12 and 13.

Looking at the graphs, it is evident that unclassified nouns is the number one term
tag most used in all text documents with a frequency of 32.2% (64745 terms). The
system defines these as nouns that can’t be classified due to the fact that they can be a
word from a complex vocabulary, abbreviation, and slang language, among others.

Table 4. Most common termtags.

Most common termtags in all scenarios
Left side Right side

Unclassified noun Unclassified noun
Adverb Adverb
Noun(ontology oncology) Noun (ontology oncology)
Noun Noun
Verb Verb
Adverb Adverb
Preposition Preposition
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Since we added an ontology with term names referring to oncology, 11% of the words
come from this vocabulary. This means, that if we haven’t added the ontology there
will be around 44% of unclassified nouns. This could have decreased our results in the
patterns creation because most of the patterns would have been created with only
unclassified nouns. However, adding this ontology improves it. Symbols, prepositions
and definite articles are the termtags categories that follow; this is reasonable since
these are termtags that we use in our everyday speaking or writing.

Fig. 11. Segment of the graph with patterns and semantics assigned.

Fig. 12. Most repeated words in the analysis.
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5 Discussion and Conclusion

Using a domain of documents related to genetic engineering and making different
scenarios to create patterns it has been possible to conclude the following:

1. First of all, a semiautomatic or automatic way to generate natural language patterns
was not available or quite complicated. It is shown how a tool developed is tested
in a domain of public health.

2. A minimum of frequency of 1, 5, 10, 20 has been used to create patterns. In the
results, we can confirm that while the minimum of frequency is higher the number
of patterns created is less.

3. The higher minimum of frequency used for this project has been 20. This means
that every 20 pairs of basic patterns a pattern has been created. After analyzing
results, the domain of documents has more than 20 pairs repeated, meaning that
more scenarios can be made in a future.

4. Even though the documents are created by different authors, the patterns created
are common among all scenarios. The patterns can have a different name but the
composition of them is consistent in the different tests made in this project.

5. With the help of a system for generating patterns in an automatic way the creation
of patterns has been successful. Processing documents at a time for basic patterns
was not a problem for the tool.

6. After finishing all scenarios and analyzing results, we can conclude that authors
writing papers about a same topic (in this case, genetic deafness) have similarity in
how they write. 11% of the term names found in the documents were from the
ontology added. This improved the creation of frequency patterns to observe the
compositions of the nouns from the oncology and any other grammatical category.

Fig. 13. Frequency of Tern Tags in the analysis.
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The most common combination for a pattern in all scenarios was noun (oncology
ontology) and unclassified nouns.

7. Writers about genetic deafness use a similar vocabulary and appropriate terms.
8. Studying patterns will facilitate the search of documents in search engines or

databases.
9. It can also assist the writing of any user that is not a researcher or scientist. With the

help of patterns documents can be written.
10. Studying patterns will facilitate the search of documents in search engines or

databases. Knowing that the main topic of this domain of documents is genetic
deafness, we can select the most used words to create a sentence and look for it in
any search engine. One example can be searching “Mutation AND Deafness”,
since we now know that these articles are related because they use similar
vocabulary, our results will be papers, magazines, books, webpages regarding this
same topic.

11. It can also assist the writing for any user that is not a researcher or scientist. With
the help of patterns documents can be written.

After ending all scenarios and analyzing results, we suggest some recommenda-
tions for this study:

• Expand the existing vocabulary table in the database. More ontologies can be
included, symbols, slang languages, words in different language, among others.

• Differentiate patterns by its semantics to maximize the creation and different
compositions of them.

• Using different minimum of frequencies at the moment of creating patterns will help
to compare and analyze results.

• Expand the existing vocabulary table in the database. More ontologies can be
included, symbols, slang languages, words in different language, among others.

• Differentiate patterns by its semantics to maximize the creation and different
compositions of them.

• Using different minimum of frequencies at the moment of creating patterns will help
to compare and analyze results.

• Expand the existing vocabulary table in the database. More ontologies can be
included, symbols, slang languages, words in different language, among others.
Differentiate patterns by its semantics to maximize the creation and different
compositions of them.
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Abstract. The problem of database consistency relative to a set of
integrity constraints has been extensively studied since the 1980s, and is
still recognized as one of the most important and complex in the field.
In recent years, with the proliferation of knowledge repositories (not
only databases) in practical applications, there has also been an effort
to develop implementations of consistency maintenance algorithms that
have a solid theoretical basis.

The framework of active integrity constraints (AICs) is one example
of such an effort, providing theoretical grounds for rule-based algorithms
for ensuring database consistency. An AIC consists of an integrity con-
straint together with a specification of actions that may be taken to
repair a database that does not satisfy it. Both denotational and opera-
tional semantics have been proposed for AICs. In this paper, we describe
repAIrC, a prototype implementation of the algorithms previously pro-
posed targetting SQL databases, i.e., the most prolific type of databases.
Using repAIrC, we can both validate an SQL database with respect to
a given set of AICs and compute possible repairs in case the database is
inconsistent; the tool is able to work with the different kinds of repairs
that have been considered, and achieves optimal asymptotic complexity
in their computation. It also implements strategies for parallelizing the
search for repairs, which in many cases can make untractable problems
become easily solvable.

1 Introduction

Databases are among the most prolific software items in today’s world, being
components of virtually every non-trivial software system used in practice – from
mobile apps to enterprise management systems. Besides facilitating efficient stor-
age and retrieval of data, one of the main tasks of database management systems
is ensuring data integrity, i.e., guaranteeing semantic relationships between data
not captured by the syntactic structure of the database hold at all times.
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Typical database management systems allow the user to specify integrity con-
straints on the data as logical statements that are required to be satisfied at any
given point in time. The typical database consistency tasks include guarantee-
ing that such constraints still hold after updating databases [1], and determining
what repairs have to be made when the constraints are violated [13], without
making any assumptions about how the inconsistencies came about. Repairing
an inconsistent database is a highly complex process; also, it is widely accepted
that human intervention is often necessary to choose an adequate repair [10].
That said, every progress towards automation in this field is nevertheless an
important contribution, and criteria to choose among different possible repairs
allow for a reasonable level of semi-automation.

In particular, the framework of active integrity constraints [5,11] was intro-
duced more recently with the goal of giving operational mechanisms to com-
pute repairs of inconsistent databases. This framework has subsequently been
extended to consider preferences [3] and to find “best” repairs automatically [7]
and efficiently [6]. Active integrity constraints (AICs) are expressive enough to
encompass the majority of integrity constraints that are typically found in prac-
tice, and they allow the definition of preferred ways to calculate repairs, through
specific actions to be taken in specific inconsistent situations.

To the best of our knowledge, no real-world implementation of an AIC–
enhanced database system exists today. This paper presents a prototype tool that
implements the tree–based algorithms for computing repairs presented in [5,7].
While not yet ready for productive deployment, this implementation can work
successfully with virtually any database management system supporting access
through SQL, and is readily extendible to other (nearly arbitrary) database
management systems thanks to its modular design.

This paper is structured as follows. We summarize related work in Sect. 1.1.
Section 2 recapitulates previous work on active integrity constraints and repair
trees. Section 3 introduces our tool, repAIrC, and describes its implementation,
focusing on the new theoretical results that were necessary to bridge the gap
between theory and practice. Section 4 then discusses how parallel computation
capabilities are incorporated in repAIrC to make the search for repairs more effi-
cient. The discussion in these two sections is illustrated by a non-trivial running
example. Section 5 summarizes our achievements and gives a brief outlook into
future developments. This paper extends the work previously described in [8].

1.1 Related Work

The problem of maintaining data consistency when changing a database has
been the focus of intensive research for over three decades. The survey paper [1],
which extensively describes the state of the art in 1988, remains actual in its
characterization of the concept of “good” update, and identification of three
main change operations: insertion of new facts, deletion of existing facts, and
modification of information.

Database changes can be caused by two distinct scenarios, which lead to
the distinct notions of database update and database revision [10,13]. A data-
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base update occurs whenever the world changes and the database needs to be
updated to reflect this fact; a database revision happens when new knowledge is
obtained about a world that did not change. This distinction is especially rele-
vant in deductive databases and open-world knowledge bases, where the known
information is not assumed to be complete. In spite of their conceptual differ-
ence, updates and revisions can in practice be addressed by similar techniques.
In particular, they both often demand changes that conflict with the integrity
constraints, and the database must be repaired in order to regain consistency.

Over the years, several authors have proposed alternative approaches to the
problem of how to repair an inconsistent database. One possibility is to read
integrity constraints as rules that suggest possible actions to repair inconsis-
tencies [1]; another is to express database dependencies through logic program-
ming, namely in deductive databases [14,16,17]. A more algorithmic approach
uses event-condition-action rules [19,20], where actions are triggered by specific
events, for which a procedural semantics has been defined. This paper focuses
on the formalism of active integrity constraints [11], which will be described in
more detail in the next section.

Several algorithms for computing repairs of inconsistent databases have been
proposed and studied throughout the years, focusing on the different ways
integrity constraints are specified and on the different types of databases under
consideration [12,14,15,17]. This multitude of approaches is not an accident:
deciding whether an inconsistent database can be repaired is typically a ΠP

2 -
or co-ΣP

2 - complete problem, and there is no reason to believe in the existence
of general-purpose algorithms for this problem, but one should rather focus on
developing specific algorithms for particular interesting cases [10]. The formal-
ism of active integrity constraints also establishes a hierarchy of database (weak)
repairs, which can be used to define preferences among these and obtain more
automation in the process [5].

2 Active Integrity Constraints

Active integrity constraints (AICs) were introduced in [11] and further explored
in [4,5], which define the basic concepts and prove complexity bounds for the
problem of repairing inconsistent databases. These authors introduce declarative
semantics for different types of repairs, obtaining their complexity results by
means of a translation into revision programming. In practice, however, this does
not yield algorithms that are applicable to real-life databases; for this reason, a
direct operational semantics for AICs was proposed in [7], presenting database-
oriented algorithms for finding repairs. The present paper describes a tool that
can actually execute these algorithms in collaboration with an SQL database
management system.

2.1 Syntax and Declarative Semantics

For the purpose of this work, we can view a database simply as a set of atomic
formulas over a typed function-free first-order signature Σ, which we will assume
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throughout to be fixed. Let At be the set of closed atomic formulas over Σ.
A database I entails literal L, I |= L, if L ∈ At and L ∈ I, or if L is not a with
a ∈ At and a /∈ I.

An integrity constraint is a clause

L1, . . . , Lm ⊃ ⊥
where each Li is a literal over Σ, with intended semantics that ∀(L1 ∧ . . . ∧ Lm)
should not hold. As is usual in logic programming, we require that if Li contains a
negated variable x, then x already occurs in L1, . . . , Li−1. We say that I satisfies
integrity constraint r, I |= r, if, for every instantiation θ of the variables in r,
it is the case that I �|= Lθ for some L in r; and I satisfies a set η of integrity
constraints, I |= η, if it satisfies each integrity constraint in η.

If I �|= η, then I may be updated through update actions of the form +a
and −a, where a ∈ At, stating that a is to be inserted in or deleted from I,
respectively. A set of update actions U is consistent if it does not contain both
+a and −a, for any a ∈ At; in this case, I can be updated by U , yielding the
database

U(I) = (I ∪ {a | +a ∈ U}) \ {a | −a ∈ U} .

The problem of database repair is to find U such that U(I) |= η.

Definition 1. Let I be a database and η a set of integrity constraints. A weak
repair for 〈I, η〉 is a consistent set U of update actions such that: (i) every action
in U changes I; and (ii) U(I) |= η. A repair for 〈I, η〉 is a weak repair U for
〈I, η〉 that is minimal w.r.t. set inclusion.

The distinction between weak repairs and repairs embodies the standard
principle of minimality of change [21].

The problem of deciding whether there exists a (weak) repair for an inconsis-
tent database is NP-complete [5]. Furthermore, simply detecting that a database
is inconsistent does not give any information on how it can be repaired. In order
to address this issue, those authors proposed active integrity constraints (AICs),
which guide the process of selection of a repair by pairing literals with the cor-
responding update actions.

In the syntax of AICs, we extend the notion of update action by allowing
variables. Given an action α, the literal corresponding to it is lit(α), defined as
a if α = +a and not a if α = −a; conversely, the update action corresponding
to a literal L, ua(L), is +a if L = a and −a if L = not a. The dual of a is not a,
and conversely; the dual of L is denoted LD. An active integrity constraint is
thus an expression r of the form

L1, . . . , Lm ⊃ α1 | . . . | αk

where the Li (in the body of r, body (r)) are literals and the αj (in the head of
r, head (r)) are update actions, such that

{
lit(α1)D, . . . , lit(αk)D

} ⊆ {L1, . . . , Lm} .
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The set lit(head (r))D contains the updatable literals of r. The non-updatable
literals of r form the set nup(r) = body (r) \ lit (head (r))D.

The natural semantics for AICs restricts the notion of weak repair.

Definition 2. Let I be a database, η a set of AICs and U be a (weak) repair for
〈I, η〉. Then U is a founded (weak) repair for 〈I, η〉 if, for every action α ∈ U ,
there is a closed instance r′ of r ∈ η such that α ∈ head (r′) and U(I) |= L for
every L ∈ body (r′) \ {

lit(α)D
}
.

The problem of deciding whether there exists a weak founded repair for
an inconsistent database is again NP-complete, while the similar problem for
founded repairs is ΣP

2 -complete. Despite their natural definition, founded repairs
can include circular support for actions, which can be undesirable; this led to
the introduction of justified repairs [5].

We say that a set U of update actions is closed under r if nup(r) ⊆ lit(U)
implies head (r) ∩ U �= ∅, and it is closed under a set η of AICs if it is closed
under every closed instance of every rule in η. In particular, every founded weak
repair for 〈I, η〉 is by definition closed under η.

A closed update action +a (resp. −a) is a no-effect action w.r.t. (I,U(I))
if a ∈ I ∩ (U(I)) (resp. a /∈ I ∪ (U(I))). The set of all no-effect actions w.r.t.
(I,U(I)) is denoted by neI(U(I)). A set of update actions U is a justified action
set if it coincides with the set of update actions forced by the set of AICs and
the database before and after applying U [5].

Definition 3. Let I be a database and η a set of AICs. A consistent set U of
update actions is a justified action set for 〈I, η〉 if it is a minimal set of update
actions containing neI(U(I)) and closed under η. If U is a justified action set
for 〈I, η〉, then U \ neI(U(I)) is a justified weak repair for 〈I, η〉.

In particular, it has been shown that justified repairs are always founded [5].
The problem of deciding whether there exist justified weak repairs or justified
repairs for 〈I, η〉 is again a ΣP

2 -complete problem, becoming NP-complete if one
restricts the AICs to contain only one action in their head (normal AICs).

2.2 Operational Semantics

The declarative semantics of AICs is not very satisfactory, as it does not capture
the operational nature of rules. In particular, the quantification over all no-
effect actions in the definition of justified action set poses a practical problem.
Therefore, an operational semantics for AICs was proposed in [7], which we now
summarize.

Definition 4. Let I be a database and η be a set of AICs.

– The repair tree for 〈I, η〉, T〈I,η〉, is a labeled tree where: nodes are sets of
update actions; each edge is labeled with a closed instance of a rule in η; the
root is ∅; and for each consistent node n and closed instance r of a rule in η,
if n(I) �|= r then for each L ∈ body (r) the set n′ = n ∪ {

ua(L)D
}

is a child of
n, with the edge from n to n′ labeled by r.
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– The founded repair tree for 〈I, η〉, T f
〈I,η〉, is constructed as T〈I,η〉 but requiring

that ua(L) occur in the head of some closed instance of a rule in η.
– The well-founded repair tree for 〈I, η〉, Twf

〈I,η〉, is also constructed as T〈I,η〉 but
requiring that ua(L) occur in the head of the rule being applied.

– The justified repair tree for 〈I, η〉, T j
〈I,η〉, has nodes that are pairs of sets of

update actions 〈U ,J 〉, with root 〈∅, ∅〉. For each node n and closed instance r
of a rule in η, if Un(I) �|= r, then for each α ∈ head (r) there is a descendant
n′ of n, with the edge from n to n′ labeled by r, where: Un′ = Un ∪ {α}; and
Jn′ = (Jn ∪ {ua(nup(r))}) \ Un.

The properties of repair trees are summarized in the following results, whose
detailed proofs can be found in [7].

Theorem 1. Let I be a database and η be a set of AICs. Then:

1. T〈I,η〉 is finite.
2. Every consistent leaf of T〈I,η〉 is labeled by a weak repair for 〈I, η〉.
3. If U is a repair for 〈I, η〉, then there is a branch of T〈I,η〉 ending with a leaf

labeled by U .
4. If U is a founded repair for 〈I, η〉, then there is a branch of T f

〈I,η〉 ending with
a leaf labeled by U .

5. If U is a justified repair for 〈I, η〉, then there is a branch of T j
〈I,η〉 ending with

a leaf labeled by U .
6. If η is a set of normal AICs and 〈U ,J 〉 is a leaf of T j

〈I,η〉 with U consistent
and U ∩ J = ∅, then U is a justified repair for 〈I, η〉.
Not all leaves will correspond to repairs of the desired kind; in particular,

there may be weak repairs in repair trees. Also, both T f
〈I,η〉 and T j

〈I,η〉 typically
contain leaves that do not correspond to founded or justified (weak) repairs –
otherwise the problem of deciding whether there exists a founded or justified
weak repair for 〈I, η〉 would be solvable in non-deterministic polynomial time.
The leaves of the well-founded repair tree for 〈I, η〉 correspond to a new type
of weak repairs, called well-founded weak repairs, not considered in the original
works on AICs.

2.3 Parallel Computation of Repairs

The computation of founded or justified repairs can be improved by dividing the
set of AICs into independent sets that can be processed independently, simply
merging the computed repairs at the end [6]. Here, we adapt the definitions given
therein to the first-order scenario. Two sets of AICs η1 and η2 are independent
if the same atom does not occur in a literal in the body of a closed instance of
two distinct rules r1 ∈ η1 and r2 ∈ η2. If η1 and η2 are independent, then repairs
for 〈I, η1 ∪ η2〉 are exactly the unions of a repair for 〈I, η1〉 and 〈I, η2〉.

When one considers founded, well-founded or justified repairs, this notion
can be made stronger. Since those semantics use the information in the heads of
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the rules, rather than in the bodies, we can obtain similar results by considering
strong independence: η1 and η2 are strongly independent if, for each r1 ∈ η1 and
r2 ∈ η2, there is no atom occurring both in the head of a closed instance of r1
and in the body of a closed instance of r2, or conversely.

If an atom occurs in a literal in the body of a closed instance of a rule in η2
and in an action in the head of a closed instance of a rule in η1, but not conversely,
then we say that η1 precedes η2. Founded/justified (but not well-founded) repairs
for η1 ∪η2 can be computed in a stratified way, by first repairing I w.r.t. η1, and
then repairing the result w.r.t. η2.

Splitting a set of AICs into independent sets or stratifying it can be solved
using standard algorithms on graphs, as we describe in Sect. 4.

3 The Tool

The tool repAIrC is implemented in Java, and its simplified UML class diagram
can be seen in Fig. 1. Structurally, this tool can be split into four main separate
components, centered on the four classes marked in bold in that figure.

– Objects of type AIC implement active integrity constraints.
– Implementations of interface DB provide the necessary tools to interact with a

particular database management system; currently, we provide functionality
for SQL databases supported by JDBC.

– Objects of type RepairTree correspond to concrete repair trees; their exact
type will be the subclass corresponding to a particular kind of repairs.

– Class RunRepairGUI provides the graphical interface to interact with the user.

Fig. 1. Class diagram for repAIrC.
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An important design aspect has to do with extensibility and modularity. A
first prototype focused on the construction of repair trees, and used simple text
files to mimick databases as lists of propositional atoms, in the style of [5,7].
Later, parallelization capabilities were added (as explained in Sect. 4), requiring
changes only to RepairController – the class that controls the execution of
the whole process. Likewise, the extension of repAIrC to SQL databases and
the addition of the stratification mechanism only required localized changes in
the classes directly concerned with those processes.

The next subsections detail the implementation of the four classes AIC, DB,
RepairTree and RunRepairTreeGUI.

3.1 Representing Active Integrity Constraints

In the practical setting, it makes sense to diverge a little from the theoretical
definition of AICs.

– Real-world tables found in DBs contain many columns, most of which are
typically irrelevant for a given integrity constraint.

– The columns of a table are not static, i.e., columns are usually added or
removed during a database’s lifecycle.

– The order of columns in a table should not matter, as they are identified by a
unique column name.

To deal pragmatically with these three aspects, we will use a more database-
oriented notation to write down atoms, namely allowing the arguments to be
provided in any order, but requiring that the column names be provided. The
special token $ is used as first character of a variable. So, for example, the literal
hasInsurance(firstName=$X, type=‘basic’) will match any entry in table
hasInsurance having value basic in column type and any value in column
firstName; this table may additionally have other columns. Negative literals are
preceded by the keyword NOT, while actions must begin with + or -. Literals and
actions are separated by commas, and the body and head of an AIC are separated
by ->. The AIC is finished when; is encountered, thus allowing constraints to
span several lines.

AICs are provided in a text file, which is parsed by a parser generated auto-
matically using JavaCC and transformed into objects of type AIC. These contain
a body and a head, which are respectively List<Literal> and List<Action>;
for consistency with the underlying theory, Literal and Action are implemented
separately, although their objects are isomorphic: they contain an object of type
Clause (which consists of the name of a table in the database and a list of pairs
column name/value) and a flag indicating whether they are positive/negated
(literals) or additions/removals (actions).

Example 1. Consider an employee database containing tables empl (employee),
categ (category), supvsr (supervisor), unsup (unsupervised) and insured, among
others. This database includes the following AICs.
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empl(X), empl(Y ), supvsr(X,Y ), supvsr(Y,X) ⊃ −supvsr(X,Y ) (r1)
empl(X), empl(Y ), supvsr(X,Y ), unsup(Y ) ⊃ −unsup(Y ) (r2)

empl(X), cat(X, junior), unsup(X) ⊃ −cat(X, junior) (r3)
empl(X), not insured(X, basic) ⊃ +insured(X, basic) (r4)

Intuitively, (r1) states that two employees cannot supervise each other, and
the preferred way to correct this error is by changing the supvsr table. Rule (r2)
states that employees who have a supervisor are not unsupervised, and its head
assumes that the information in the supvsr table is more correct. Rule (r3) states
that junior employees cannot be unsupervised, and the last rule states that all
employees must have a basic insurance.

These AICs are written in the concrete text-based syntax of the repAIrC
tool as

empl(id=$X), empl(id=$Y),

supvsr(master=$X ,slave=$Y), supvsr(master=$Y ,slave=$X)

-> - supvsr(master=$X,slave=$Y);

empl(id=$X), empl(id=$Y),

supvsr(master=$X ,slave=$Y), unsup(empId=$Y)

-> - unsup(empId=$Y);

empl(id=$X), cat(type=junior , empId=$X), unsup(empId=$X)

-> - cat(type=’junior ’,empId=$X);

empl(id=$X), NOT insured(empId=$X, type=’basic ’)

-> + insured(empId=$X, type=’basic ’);

respectively, assuming the corresponding column names for the attributes. Note
that, thanks to our usage of explicit column naming, the order of the columns
in each table is not important.

3.2 Interfacing with the Database

Database operations (queries and updates) are defined in the DB interface, which
contains the following methods.

– getUpdateActions(AIC aic): queries the database for the instances of
aic not satisfied in its current state, and returns a Collection
<Collection<Action>> that contains the corresponding instantiations of the
head of aic.

– update(Collection<Action> actions): applies all update actions in the col-
lection actions to the database (void).

– undo(Collection<Action> actions): undoes the effect of all update actions
in actions (void).

– aicsCompatible(Collection<AIC> aics): checks that all the elements of
aics are compatible with the structure of the database.
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– disconnect(): disconnects from the database (void). The connection is estab-
lished when the object is originally constructed.

Some of these methods require more detailed comments. The construction
of the repair tree also requires that the database be changed interactively, but
upon conclusion the database should be returned to its original state. In theory,
this would be achievable by applying the update method with the duals of the
actions that were used to change the database; but this turns out not to be the
case for deletion actions. Since the AICs may underspecify the entries in the
database (because some fields are left implicit), the implementation of update
must take care to store the values of all rows that are deleted from the database.
In turn, the undo method will read this information every time it has to undo a
deletion action, in order to find out exactly what entries to re-add.

The method aicsCompatible is necessary because the AICs are given inde-
pendently of the database, but they must be compatible with its structure –
otherwise, all queries will return errors. Including this method in the interface
allows the AICs to be tested before any queries are made, thus significantly
reducing the number of exceptions that can occur during program execution.

Currently, repAIrC includes an implementation DBMySQL of DB, which works
with SQL databases. The interaction between repAIrC and the database is
achieved by means of JDBC, a Java database connectivity technology able to
interface with nearly all existing SQL databases. In order to determine whether
an AIC is satisfied by a database, method getUpdateActions first builds a sin-
gle SQL query corresponding to the body of the AIC. This method builds one
SELECT statement for the positive literals in the body of the AIC, and another
for the negative literals, if they occur. Each time a new variable is found, the
table and column where it occurs are stored, so that future references to the
same variable in a positive literal can be unified by using inner joins. If there is
a SELECT statement for the negative literals, it is then connected to the other
one using a WHERE NOT EXISTS condition. Variables in the negative literals must
necessarily appear first in a positive literal in the same AIC; therefore, they can
then be connected by a WHERE clause instead of an inner join.

Example 2. The bodies of the two last integrity constraints in Example 1 gener-
ate the following SQL queries.

SELECT * FROM empl t0 SELECT * FROM empl t0

INNER JOIN cat t1 WHERE NOT EXISTS

ON t0.id=t1.empId (SELECT * FROM insured t1

INNER JOIN unsup t2 WHERE t1.empId=t0.id

ON t0.id=t2.empId AND t1.type=‘basic ’)

WHERE t1.type = ‘junior ’

3.3 Implementing Repair Trees

The implementation of the repair trees directly follows the algorithms described
in Sect. 2. Different types of repair trees are implemented using inheritance, so
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that most of the code can be reused in the more complex trees. The trees are
constructed in a breadth-first manner, and all non-contradictory leaves that are
found are stored in a list. At the end, this list is pruned so that only the minimal
elements (w.r.t. set inclusion) remain – as these are the ones that correspond to
repairs.

While constructing the tree, the database has to be temporarily updated and
restored. Indeed, to calculate the descendants of a node, we first need to evaluate
all AICs at that node in order to determine which ones are violated; this requires
querying a modified version of the database that takes into account the update
actions in the current node.

In order to avoid concurrency issues, we use a transaction-style methodology
to perform these updates, where we first change the database, then perform the
necessary SQL queries, and finally rollback to the original state, guaranteeing
that other threads interacting with the database during this process neither see
the modifications nor lead to inconsistent repair trees. This becomes of particular
interest when the parallel processing tools described in Sect. 4 are put into place.
Although this adds some overhead to the execution time, at the end of that
section we discuss why scalability is not a practically relevant concern.

After finding all the leaves of the repair tree, a further step is needed in the
case one is looking for founded or justified repairs, as the corresponding trees
may contain leaves that do not correspond to repairs with the desired property.
This step is skipped if all AICs are normal, in view of the results from [7]. For
founded repairs, we directly apply the definition: for each action α, check that
there is an AIC with α in its head and such that all other literals in its body are
satisfied by the database.

For justified repairs, the validation step is less obvious. Directly following the
definition requires constructing the set of no-effect actions, which is essentially as
large as the database, and iterating over subsets of this set. This is obviously not
possible to do in practical settings. Therefore, we use some criteria to simplify
this step.

Lemma 1. If a rule r was not applied in the branch leading to U , then U is
closed under r.

Proof. Suppose that r was never applied and assume nup(r) ⊆ neI(U). Then
necessarily head (r) ∩ neI(U) �= ∅, otherwise r would be applicable and U would
not be a repair.

By construction, U is clearly also closed for all rules applied in the branch
leading to it.

Let U be a candidate justified weak repair. In order to test it, we need to
show that U ∪ neI(U) is a justified action set (see [7]), which requires iterating
over all subsets of U ∪ neI(U) that contain neI(U). Clearly this can be achieved
by iterating over subsets of U .

But if U∗ ⊆ U , then nup(r)∩U∗ = ∅; this allows us to simplify the closedness
condition to: if nup(r) ⊆ neI(U), then U∗ ∩ head (r) = ∅. The antecedent needs
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then only be done once (since it only depends on U), whereas the consequent
does not require consulting the database.

The following result summarizes these properties.

Lemma 2. A weak repair U in a leaf of the justified repair tree for 〈I, η〉 is a
justified weak repair for 〈I, η〉 iff, for every set U∗ ⊆ U , if nup(r) ⊆ neI(U), then
U∗ ∩ head (r) = ∅.

The different implementations of repair trees use different subclasses of the
abstract class Node; in particular, nodes of JustifiedRepairTrees must keep
track not only of the sets of update actions being constructed, but also of the
sets of non-updatable actions that were assumed. These labels are stored as
Set<Action> using HashSet from the Java library as implementation, as they
are repeatedly tested for membership everytime a new node is generated.

For efficiency, repair trees maintain internally a set of the sets of update
actions that label nodes constructed so far as a Set<Node>. This is used to avoid
generating duplicate nodes with the same label. Since this set is used mainly for
querying, it is again implemented as a HashSet. Nodes with inconsistent labels
are also immediately eliminated, since they can only produce inconsistent leaves.

3.4 Interfacing with the User

The user interface for repAIrC is implemented using the standard Java GUI
widget toolkit Swing, and is rather straightforward. On startup, the user is
presented with the dialog box depicted in Fig. 2.

Fig. 2. The initial interface screen for repAIrC, providing the user with options to
connect to a database, load a file with AICs, choose the desired type of repairs, and
compute them.

The user can then provide credentials to connect to a database, as well as
enter a file containing a set of AICs. If the connection to the database is successful
and the file is successfully parsed, repAIrC invokes the aicsCompatible method
required by the implementation of the DB interface (see Sect. 3.2) and verifies that
all tables and columns mentioned in the set of AICs are valid tables and columns
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in the database. If this is not the case, then an error message is generated and
the user is required to select new files; otherwise, the buttons for configuration
and computation of repairs become active.

Once the initialization has succeeded, one can check the database for con-
sistency and obtain different types of repairs, computed using the repair tree
described above. As it may be of interest to obtain also weak repairs, the user
is given the possibility of selecting whether to see only the repairs computed, or
all valid leaves of the repair tree – which typically include some weak repairs.
In both cases the necessary validations are performed, so that leaves that do
not correspond to repairs (in the case of founded or justified repairs) are never
presented. A typical step in the interaction is shown in Fig. 3.

Fig. 3. The interface screen for repAIrC after the connection to the database has been
successfully established. The drop-down menu is expanded, illustrating the different
possibilities.

Example 3. We illustrate the usage of repAIrC with the set of AICs from Exam-
ple 1, over a database in the following state.

EMPL
jane
john
mark

CAT
jane boss
john clerk
mark junior

SUPVSR
jane john
john jane
john mark

UNSUP
jane
mark

INSURED
jane gold
john basic

Observe the inconsistencies in this database: john and jane mutually supervise
each other; mark is both supervised by john and marked as unsupervised; he is
also a junior employee marked as unsupervised. Finally, neither jane nor mark
have a basic insurance.

An example output screen after successful computation of the founded repairs
for this database can be seen in Fig. 4. The four repairs are:

{+ insured(empId=$jane , type=‘basic ’),

-supvsr(master=$john , slave=$jane),

-unsup(empId=$mark),
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+insured(empId=$mark , type=‘basic ’)}

{+ insured(empId=$jane , type=‘basic ’),

-cat(type=‘junior ’, empId=$mark),

-supvsr(master=$john , slave=$jane),

-supvsr(master=$john , slave=$mark),

+insured(empId=$mark , type=‘basic ’)}

{+ insured(empId=$jane , type=‘basic ’),

-supvsr(master=$jane , slave=$john),

-unsup(empId=$jane),

-unsup(empId=$mark),

+insured(empId=$mark , type=‘basic ’)}

{+ insured(empId=$jane , type=‘basic ’),

-cat(type=‘junior ’, empId=$mark),

-supvsr(master=$jane , slave=$john),

-supvsr(master=$john , slave=$mark),

-unsup(empId=$jane),

+insured(empId=$mark , type=‘basic ’)}

Observe that constants included in the original AICs are marked with quotes,
whereas those obtained by instantiating variables are marked with a dollar sign.

Fig. 4. Possible founded weak repairs of the inconsistent database w.r.t. the AICs from
Example 1.

4 Parallelization and Stratification

As described in Sect. 2.3, it is possible to parallelize the search for repairs of
different kinds by splitting the set of AICs into independent sets; in the case of
founded or justified repairs, this parallelization can be taken one step further by
also stratifying the set of AICs. Even though finding partitions and/or stratifi-
cations is asymptotically not very expensive (it can be solved in linear time by
the well-known graph algorithms described below), it may still take noticeable
time if the set of AICs grows very large.
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Since, by definition, partitions and stratifications are independent of the
actual database, it makes sense to avoid repeating their computation unless
the set of AICs changes. For this reason, parallelization capabilities are imple-
mented in repAIrC in a two-stage process. Inside repAIrC, the user can switch
to the Preprocess tab, which provides options for computing partitions and
stratifications of a set of AICs. This results in an annotated file which still can
be read by the parser; in the main tab, parallel computation is automatically
enabled whenever the input file is annotated in a proper manner. Figure 5 shows
the base view of the preprocessing tab.

Fig. 5. Interface for computing parallelization and stratification of AICs.

4.1 Parallelization

Computing optimal partitions in the spirit of [6] is not feasible in a setting where
variables are present, as this would require considering all closed instances of all
AICs – but it is also not desirable, as it would also result in a significant increase
of the number of queries to the database. Instead, we work with the definition of
strong independency given in Sect. 2. Given a set of AICs, repAIrC constructs
the adjacency matrix for the undirected graph whose nodes are AICs and such
that there is an edge between r1 to r2 iff r1 and r2 are not independent. A
partition is then computed simply by finding the connected components in this
graph by a standard graph algorithm. The pseudo-code for the corresponding
method partition, which takes a set of AICs and returns the set of its partition
into independent subsets, is given in Fig. 6.

The partitions computed can then be written to a file. Each partition begins
with the line

#PARTITION_BEGIN_ [NO]#

where [NO] is the number of the current partition, and ends with

#PARTITION_END#

and the AICs in each partition are inserted in between, in the standard format.
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Fig. 6. Algorithm for partitioning a set of AICs into independent subsets. The test
u � v is done by reading the previously computed adjacency matrix.

Example 4. The AICs in Example 1 can be split in three independent classes,
which can be processed in parallel. Figure 7 shows the result of applying the
parallelization algorithm to the AICs in Example 1. The three classes correspond
to {r1, r2}, {r3} and {r4}.

Computing the founded repairs of our example database using this paral-
lelized set of AICs yields the same results as in Example 3, albeit in a differ-
ent order, but takes approx. 0.43 s, whereas the unparallelized version required
approx. 6 s.

Fig. 7. Parallelization of the set of AICs from Example 1.

As pointed out in Sect. 2, we can only split a set of AICs into strongly
independent sets if we are computing founded, well-founded or justified repairs.
Therefore, if repAIrC is given a set of partitioned AICs and asked to compute
all repairs, it will produce a warning message and ignore the parallelization.
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4.2 Stratification

To compute the partitions for stratification, we need to find the strongly con-
nected components of a similar graph. This is now a directed graph where there
is an edge from r1 to r2 if r1 precedes r2. The implementation is a variant
of Tarjan’s algorithm [18], adapted to give also the dependencies between the
connected components; the pseudo-code is given in Fig. 8.

Fig. 8. Algorithm for stratifying a set of AICs. In procedure stratify, the notation
p[u] denotes the (only) element of partitions containing u.

The computed stratification is then presented in a similar syntax to the pre-
vious one, to which a dependency section is added, between the special delimiters
#DEPENDENCIES BEGIN# and #DEPENDENCIES END #, and it can again be written
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to a file. The dependencies are included in this section as a sequence of strings
X -> Y, one per line, where X and Y are the numbers of two partitions and Y
precedes X.

Example 5. The two AICs r1 and r2 in Example 1 cannot be parallelized, as was
seen in Example 4, since they both use the supvsr table, which can be changed
by r1. They can however be stratified, as r2 only changes unsup, which is not
used by r1. Preprocessing this example by repAIrC returns the output in Fig. 9.
Now each AIC is indeed in a separate set, and there is a dependency r1 ≺ r2 –
meaning that we can repair the database w.r.t. r1 before considering r2.

Computing the founded repairs of our example database using this stratified
set of AICs now takes only approx. 0.07 s.

Fig. 9. Partitions computed by repAIrC for the AICs in Example 1.

These examples illustrate the practical speedup obtained by splitting the
set of AICs. Indeed, the independence of the several AICs in Example 1 is very
clear in the repairs computed in Example 3, as they all share common parts corre-
sponding to repairing r3 and r4. By processing all AICs separately we drastically
reduce the size of the trees we need to build: parallelization allows us to build
three trees instead of one single tree whose branches are all possible interleavings
of the branches in the three (necessarily smaller) trees. Likewise, stratification
again replaces one tree by two smaller ones, eliminating some interleavings of
branches. In general, by stratifying AICs, we get an exponential decrease on the
size of the repair trees being built – and therefore also on the total runtime.
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However, as mentioned in Sect. 2, stratification only works when computing
founded or justified repairs. If repAIrC is fed a stratified set of AICs and asked
to compute e.g. well-founded repairs, it will warn the user that these options are
incompatible and ignore the stratification.

In addition to alleviating the exponential blowup of the repair trees, par-
allelization and stratification also allow for a multi-threaded implementation,
where repair trees are built in parallel in multiple concurrent threads. To ensure
that the dependencies between the partitions are respected, the threads are
instructed to wait for other threads that compute preceding partitions. In Exam-
ple 5, the thread processing partition 2 would be instructed to first wait for the
thread processing partition 1 to finish.

Our example showed that significant speedups were observable even when
processing small parallelizable sets of AICs. For larger sets of AICs, paralleliza-
tion and stratification are necessary to obtain feasible runtimes. In one test case,
which allowed for 15 partitions to be processed independently, the stratified ver-
sion computed the founded repairs in approximately 1 s, whereas the sequential
version did not terminate within a time limit of 15000 s. This corresponds to a
speedup of at least four orders of magnitude, demonstrating the practical impact
of the contributions of this section.

4.3 Practical Assessment

In the theoretical worst case, parallelization and stratification will have no
impact on the construction of the repair tree, as it is possible to construct a
set of AICs with no independent subsets. However, the worst case is not the
general case, and it is reasonable to expect that real-life sets of AICs will actu-
ally have a high parallelization potential.

Indeed, integrity constraints typically reflect high-level consistency require-
ments of the database, which in turn capture the hierarchical nature of relational
databases, where more complex relations are built from simpler ones. Thus, when
specifying active integrity constraints there will naturally be a preference to cor-
rect inconsistencies by updating the more complex tables rather than the most
primitive ones.

Furthermore, in a real setting we are not so much interested in repairing a
database once, but rather in ensuring that it remains consistent as its information
changes. Therefore, it is likely that inconsistencies that arise will be localized to
a particular table. The ability to process independent sets of AICs separately
guarantees that we will not be repeatedly evaluating those constraints that were
not broken by recent changes, focusing only on the constraints that can actually
become unsatisfied as we attempt to fix the inconsistency.

For the same reason, scalability of the techniques we implemented is not a
relevant issue: there is no practical need to develop a tool that is able to fix
hundreds of inconsistencies efficiently simultaneously, since each change to the
database will likely only impact at most a few AICs.
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5 Conclusions and Future Work

We described a prototype implementation of repAIrC, a tool to check the
integrity of real-world SQL databases with respect to a given set of active
integrity constraints. Furthermore, repAIrC implements a set of previously pub-
lished algorithms to compute repairs of inconsistent databases, being able to
deal with the different semantics for active integrity constraints that have been
proposed so far. It can also split a set of AICs using known results on paral-
lelization and stratification and perform parallel computations of independent
repairs, thereby achieving a practical improvement that can reach several orders
of magnitude. The theoretical soundness of repAIrC follows from results pre-
viously published in [3,5–7,11]. We believe that it is the first step towards an
implementation of consistency maintenance features in database management
systems based on a strong theoretical background.

We could go one step further in the automation process and instruct repAIrC
to apply repairs to the database automatically. However, this does not seem a
good strategy: in general, there are several possible repairs, and it has long been
pointed out [10] that there will always be some instances where human interven-
tion is necessary to sort out among the different possibilities. On the contrary,
the design of repAIrC is such that the computation of repairs is isolated from
and transparent to other concurrent uses of the database. This is accomplished
by using standard SQL transaction and rollback mechanisms.

For real-world applications, the next logical step is to move beyond data-
bases into more generic reasoning systems. There are currently several models
for heterogeneous knowledge management systems, of which the framework of
heterogeneous nonmonotonic multi-context systems [2] is one of the most general
that have been positively received by the community. Multi-context systems are
nowadays used in practice, as implementations already exist, and they are flexi-
ble enough to adapt to several different usage scenarios. A subset of the authors
of this paper is currently working on defining integrity constraints for multi-
context systems [9], which we plan to extend to active integrity constraints in
the near future. Extending repAIrC to this more encompassing framework would
then be the natural next step. We believe the modularity embedded in its design
will be a key ingredient towards this task.

Finally, on the more technical side, we also intend to increase repAIrC’s per-
formance by means of the integration of a local database cache. In this way,
repAIrC will be able to execute the repeated update/undo actions required dur-
ing the construction of the different repair trees without interacting with the
external database, thereby reducing the significant overhead introduced by that
connection.
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19. Teniente, E., Olivé, A.: Updating knowledge bases while maintaining their consis-
tency. VLDB J. 4(2), 193–241 (1995)

20. Widom, J., Ceri, S. (eds.): Active Database Systems: Triggers and Rules for
Advanced Database Processing. Morgan Kaufmann, San Francisco (1996)

21. Winslett, M.: Updating Logical Databases. Cambridge Tracts in Theoretical
Computer Science. Cambridge University Press, Cambridge (1990)



Predictive Analytics in Business Intelligence
Systems via Gaussian Processes for Regression

Bruno H.A. Pilon1(B), Juan J. Murillo-Fuentes2, João Paulo C.L. da Costa1,
Rafael T. de Sousa Júnior1, and Antonio M.R. Serrano1

1 Department of Electrical Engineering,
University of Brasilia (UnB), Brasilia, DF, Brazil

bhernandes@gmail.com
2 Department of Signal Theory and Communications,

University of Sevilla, Seville, Spain

Abstract. A Business Intelligence (BI) system employs tools from sev-
eral areas of knowledge to deliver information that supports the decision
making process. Throughout the present work, we aim to enhance the
predictive stage of the BI system maintained by the Brazilian Federal
Patrimony Department. The proposal is to use Gaussian Process for
Regression (GPR) to model the intrinsic characteristics of the tax col-
lection financial time series that is kept by this BI system, improving
its error metrics. GPR natively returns a full statistical description of
the estimated variable, which can be treated as a measure of confidence
and also be used as a trigger to classify trusted and untrusted data. In
our approach, a bidimensional dataset reshape model is used in order to
take into account the multidimensional structure of the input data. The
resulting algorithm, with GPR at its core, outperforms classical predic-
tive schemes in this scenario such as financial indicators and artificial
neural networks.

Keywords: Business Intelligence · Predictive analytics · Gaussian
processes · Kernel methods

1 Introduction

In corporations and governmental institutions, the ability to obtain fast, reliable
and comprehensive business information is strategic to efficiently manage busi-
ness and institutional operations and to support the decision making process [4].
In this domain of expertise, Business Intelligence (BI) has evolved as an impor-
tant field of research. Furthermore, outside of the academic world, BI has been
recognized as a strategic initiative and a key enabler for effectiveness and inno-
vations in several practical applications in the business universe.

In this context, advances in technology have massively increased the vol-
ume of electronic data available, with about 2.5 EB of digital data being created
each day in the world, a number which is doubling every 40 months approxi-
mately [12]. On the other hand, a great part of this new data lacks structure.
c© Springer International Publishing AG 2016
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Organizing and analyzing this rising volume of raw digital data and finding
meaningful and useful information in its content are key points in BI systems.

In this work1, we address an existing BI system of the Brazilian federal
government with the objective of improving the performance of its predictive
analytics stage. The BI system used in this work, maintained by the Brazilian
Federal Patrimony Department (SPU)2, contains data regarding the monthly
tax collection of that federal department. This BI system was designed also to
perform fraud and irregularities detection such as tax evasion.

Fraud techniques are a perpetually evolving enterprise. When a new fraud
detection scheme becomes public domain, criminals are likely to use this informa-
tion to evade themselves from the new detection method, a fact that contributes
to limiting the public exchange of ideas regarding this topic [3]. Just in the
year of 2012, global credit, debit and prepaid card fraud losses reached $11.27
billion [21]. Of that, card issuers lost 63% and merchants lost the other 37% [21].

Predictive fraud detection approaches have been used in [9], where an Artifi-
cial Neural Network (ANN) is used for fraud detection in credit card operations.
In [24], an ANN based predictor is used in real world BI data for forecasting
and a set of heuristics based on error metrics decides if the predicted data is
possibly fraudulent or regular. In [6], the decision making process of identifying
frauds in bank transactions is performed using decision trees to classify informa-
tion gathered using the CRISP-DM management model of data mining in large
operational databases logged from internet bank transactions. In [14], supported
vector machines and genetic algorithms are used to identify electricity theft.

Our proposal is to enhance the predictive module of the BI system that
forecasts the amount of tax to be collected by the SPU and improve its error
metrics. The model chosen as the core predictor is based on Gaussian process
for regression (GPR), a widely used family of stochastic process schemes for
modeling dependent data. GPR exhibit two essential properties that dictate
the behavior of the predicted variable [20]. First, a Gaussian process is com-
pletely determined by its mean and covariance functions, which reduces the
amount of parameters to be specified since only the first and second order
moments of the process are needed. Second, they belong to the family of non-
paremetric methods, i.e., the predicted values are a function of the observed val-
ues, where all finite-dimensional distributions sets have a multivariate Gaussian
distribution [18].

GPR has several major advantages. GPR returns a complete statistical
description of the predicted variable. In a BI environment this can add con-
fidence to the final results and help the evaluation of the performance. The
statistical description can be also be obtained in a full classification frame-
work [27], or used as a trigger to easily label a pair of classes. Also, GPR can be
learned in a principled manner, avoiding cross-validation approaches, even with

1 A preliminary version of this paper was presented in the 7th International
Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge
Management (IC3K), Lisbon, Portugal, November 12–14, 2015 [19].

2 In Portuguese, Secretaria do Patrimônio da União.
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multidimensional data. GPR can be independently modeled in each dimension,
which adds flexibility for data sets with different degrees of correlation among
its dimensions.

This paper is organized as follows. In Sect. 2, a theoretical foundation on
the relevant topics of GPR is presented. In Sect. 3, the considered BI system
and dataset model is introduced. In Sect. 4, a predictive algorithm based on a
unidimensional GPR is developed. In Sect. 5, a method for reshaping the original
data set is proposed, allowing the application of GPR in a bidimensional data
set. In Sect. 6, a technique for optimizing the hyperparameters of the GPR’s
covariance function is presented and the resulting experimental prediction is
included. Finally, in Sect. 7, conclusions and considerations are drawn.

2 Gaussian Process for Regression

Gaussian processes belong to the family of stochastic processes that can be
used for modeling dependent data observed over time and/or space [20]. In this
paper, the main interest is on supervised learning, which can be characterized
by a function that maps the input-output relationship learned from empirical
data, i.e. a training data set. In this study, the output function is the amount of
tax to be collected at any given month by SPU, and hence a continuous random
variable.

In order to make predictions based on a finite data set, a function h needs
to link the known sets of the training data with all the other possible sets of
input-output values. The characteristics of this underlying function h can be
defined in a wide variety of ways [1], and that is where Gaussian processes are
applied. Stochastic processes, as the Gaussian process, dictate the properties of
the underlying function as well as probability distributions govern the properties
of a random variable [20].

Two properties make Gaussian processes an interesting tool for inference.
First, a Gaussian process is completely determined by its mean and covariance
functions, requiring only the first and second order moments to be specified,
which makes it a non parametric model whose structure is fixed and com-
pletely known. Second, the predictor of a Gaussian process is based on a con-
ditional probability and can be analytically solved with simple linear algebra,
as shown in [8].

2.1 Gaussian Process

Multivariate Gaussian distributions are useful for modeling finite collections
of real-valued random variables due to their analytical properties. Gaussian
processes extend this scenario, evolving from distributions over random vectors
to distributions over random functions.

A stochastic process is a collection of random variables, e.g. {h(x) : x ∈ X},
defined on a certain probability space and indexed by elements from some set [5].
Just as a random variable assigns a real number to every outcome of a random
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experiment, a stochastic process assigns a sample function to every outcome of
a random experiment [5].

A Gaussian process is a stochastic process where any finite subcollection of
random variables has a multivariate Gaussian distribution. In other words, a
collection of random variables {h(x) : x ∈ X} is a Gaussian process with mean
function m(·) and covariance function k(·, ·) if, for any finite set of elements
{x1, x2, . . . , xn ∈ X}, the associated finite set of random variables h(x) have a
distribution of the form

N

⎛

⎜⎝

⎡

⎢⎣
m(x1)

...
m(xn)

⎤

⎥⎦ ,

⎡

⎢⎣
k(x1, x1) · · · k(x1, xn)

...
. . .

...
k(xn, x1) · · · k(xn, xn)

⎤

⎥⎦

⎞

⎟⎠ . (1)

The notation for defining h(x) as a Gaussian process is

h(x) ∼ GP(m(x), k(x,x′)), (2)

for any x and x′ ∈ X . The mean and covariance functions are given, respectively,
by:

m(x) = E[x],
k(x,x′) = E[(x − m(x))(x′ − m(x′))];

(3)

also for any x and x′ ∈ X .
Intuitively, a sample function h(x) drawn from a Gaussian process can be

seen as an extremely high dimensional vector obtained from an extremely high
dimensional multivariate Gaussian, where each dimension of the multivariate
Gaussian corresponds to an element xk from the index X , and the corresponding
component of the random vector represents the value of h(xi) [20].

2.2 Regression Model and Inference

Let S =
{
(xi, yi)

}m

i=1
,x ∈ R

n and y ∈ R, be a training set of independent iden-
tically distributed (iid) samples from some unknown distribution. In its simplest
form, GPR models the output nonlinearly by [18]:

yi = h(xi) + νi; i = 1, . . . ,m (4)

where h(x) ∈ R
m. An additive iid noise variable ν ∈ R

m, with N (0, σ2), is
used for noise modeling. Other noise models can be seen in [13]. Assume a prior
distribution over function h(·) being a Gaussian process with zero mean:

h(·) ∼ GP(
0, k(·, ·)), (5)

for some valid covariance function k(·, ·) and, in addition, let T =
{
(x̂i, ŷi)

}m̂

i=1
,

x̂ ∈ R
n and ŷ ∈ R, be a set of iid testing points drawn from the same unknown

distribution S.
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Given the training data distribution, S; the prior distribution, h(·); and the
test inputs, the columns of the matrix X̂ ∈ R

n×m; the use of standard tools
of Bayesian statistics such as the Bayes’ rule, marginalization and conditioning
allows the computation of the posterior predictive distribution over the testing
outputs ŷ ∈ R

m [20].
Deriving the conditional distribution of ŷ results in the predictive equations

of GPR. We refer to [20] for further details:

ŷ|y,X, X̂ ∼ N (
µ,Σ

)
, (6)

where

µ =K(X̂,X)[K(X,X) + σ2I]−1y,

Σ =K(X̂, X̂) + σ2I − K(X̂,X)[K(X,X) + σ2I]−1K(X, X̂).

Since a Gaussian process returns a distribution over functions, each of the
infinite points of the function ŷ have a mean and a variance associated with it.
The expected or most probable value of ŷ is its mean, whereas the confidence
about that value can be derived from its variance.

2.3 Covariance Functions

In the previous section, it was assumed that the covariance function k(·, ·) is
known, which is not usually the case. In fact, the power of the Gaussian process
to express a rich distribution on functions rests solely on the shoulders of the
covariance function [25], if the mean function can be set or assumed to be zero.
The covariance function defines similarity between data points and its form
determines the possible solutions of GPR [18].

A wide variety of families of covariance functions exists, including squared
exponential, polynomial, etc. See [20] for further details. Each family usually
contains a number of free parameters, the so-called hyperparameters, whose
value also need to be determined. Therefore, choosing a covariance function for
a particular application involves the tuning of its hyperparameters [20].

The covariance function must be positive semi-definite, given that it repre-
sents the covariance matrix of a multivariate Gaussian distribution [18]. It is
possible to build composite covariance functions by adding simpler covariance
functions, weighted by a positive hyperparameter, or by multiplying them, as
adding and multiplying positive definite matrices results in a positive definite
matrix [18].

One of the most commonly used covariance function in GPR is the squared
exponential kernel given by (7), which reflects the prior assumption that the
latent function to be learned is smooth [2].

k(x,x′) = σ2 · exp
(

− (x − x′)
2θ2

)
. (7)

In a nutshell, the hyperparameter σ controls the overall variance of the kernel
function and the hyperparameter θ controls the distance from which two points
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will be uncorrelated, both of them presented in (7). These free parameters allow a
flexible customization of the problem at hand [2], and maybe selected by inspec-
tion or automatically tuned by maximum likelihood (ML) using the training
data set.

The covariance function in GPR plays the same role as the kernel function in
other approaches such as support vector machines (SVM) and kernel ridge regres-
sion (KRR) [17]. Typically, these kernel methods use cross-validation techniques
to adjust its hyperparameters [18], which are highly computational demanding
and essentially consists of splitting the training set into k disjoint sets and eval-
uate the performance of the hyperparameters [20].

GPR can infer the hyperparameters from samples of the training set using
the Bayesian framework [18]. The marginal likelihood of the hyperparameters of
the kernel given the training data set can be defined as:

p(y|X) =
∫

p(y|h,X)p(h|X)dh. (8)

Recalling that X is dependent of the hyperparameter’s set, [28] proposes to
maximize the marginal likelihood in (8) in order to obtain the optimal setting
of the hyperparameters. Although setting the hyperparameters by ML is not a
purely Bayesian solution, it is fairly standard in the community and it allows
using Bayesian solutions in time sensitive applications [18]. More detailed infor-
mation regarding practical considerations about this topic will be presented in
Subsect. 6.1 and can be found in [11].

3 BI System and Dataset

From a process point of view, BI systems can be divided into two primary activ-
ities: insert data into the system and extract information and knowledge out of
the system [26]. The traditional architecture of the key components in a generic
BI systems is shown in Fig. 1. We refer to [7,15] for a background regarding the
components and the architecture of BI systems.

The BI system addressed in this works belongs to SPU, which is a Brazil-
ian federal agency legally responsible for managing, supervising and granting
permission to use federal real estate properties in Brazil. The monthly revenue
managed by this agency comes mainly from taxes and other associated fees col-
lected by its Department of Patrimony Revenue Management3 [22].

The tax collected by SPU is based on a massive amount of federal legislation
spread out among the Constitution of Brazil, laws, decrees and executive orders.
A BI system designed for SPU was first implemented by [23], where a predic-
tive analytics module based on artificial neural network forecasted the monthly
amount of tax to be collected.

Figure 2 shows the architecture of the current BI system of SPU. We refer
to [23] for further details.

3 In portuguese, Departamento de Gesto de Receitas Patrimoniais.
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Fig. 1. A traditional architecture and components of a generic BI system.
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Fig. 2. Architecture of the current state-of-the-art BI system of SPU.

The data set used in this entire work is a financial time series: the monthly
tax collection of SPU. The series ranges from years 2005 to 2010. The amount
collected, expressed in reais4 (R$), is treated as a random variable indexed by
the xth month, where x ranges from 1 to 72. Thus, x = 1, . . . , 12 is related to
the first year’s collection (2005); x = 13, . . . , 24 is related to the second year’s
collection (2006), and so forth.

For comparison purposes, only the first 60 months of the data (ranging
from 2005 to 2009) were used to build the covariance matrix and estimate the
hyperparameters of the Gaussian process. The data regarding the year 2010 was

4 Reais is the Brazilian currency.
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Fig. 3. Monthly tax collected by SPU, in reais (R$), indexed by the xth month. The
gray scale bars, representing the years between 2005 and 2009, were chosen as the
training set, and the red bars, representing the year 2010, were chosen as the target
set. (Color figure online)

exclusively used to evaluate the performance of the proposed predictor by error
measurement. Therefore, the first five years of data will be referred as the train-
ing data set, and the sixth year of data will be referred as the target data set.
Figure 3 shows a bar plot of the data model used in this work.

4 Unidimensional GPR Predictor

In practice, a Gaussian process can be fully defined by just its second moment, or
covariance function, if the mean function can be set or assumed to be zero. The
implications of this approach is studied in Subsect. 4.1, where the data normal-
ization and a unidimensional model for the mean and covariance functions are
discussed. The prediction results using this unidimensional model is presented
in Subsect. 4.2.

4.1 Mean and Covariance Function Modeling

Considering the training SPU data set in Fig. 3, a preprocessing stage normalized
that data set by a mean subtraction - transforming it into a zero mean data set -
and an amplitude reduction by a factor of one standard deviation. Thus, the
mean function in (3) can be set to zero and the focus of the GPR modeling can
be fully relied on the covariance function.

Some features of the training data are noticeable by visual inspection, such
as the long term rising trend and the periodic component regarding seasonal
variations between consecutive years. Taking those characteristics into account,
a combination of some well known covariance functions is proposed in order
to achieve a more complex one, which is able to handle those specific data set
characteristics.

The uptrend component of the data set was modeled by the following linear
covariance function:

k1(x,x′) = xT x′. (9)
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A closer examination of the data set reveals that, yearly, there is a peak
in the tax collection. Additionally, for the years of 2005 and 2006, the peak
occurred in the fifth month (May), whereas from 2007 to 2010 the peak occurred
in the sixth month (June). The shift of this important data signature makes the
seasonal variations not to be exactly periodic. Therefore, the periodic covariance
function

k2,1(x,x′) = σ2
1 exp

(
−2 sin2[ π

θ2
(x − x′)]

θ21

)

is modified by the squared exponential covariance function

k2,2(x,x′) = exp
(

− (x − x′)
2θ23

)
,

resulting in the following covariance function to model the seasonal variations:

k2(x,x′) = k2,1 · k2,2. (10)

Finally, the sum of the characteristic components in (9) and (10), also with
a measured noise assumed to be additive white Gaussian with variance σ2

n leads
to the proposed noisy covariance function:

k(x,x′) = k1(x,x′) + k2(x,x′) + σ2
nI. (11)

In (11), the hyperparameter σ1 gives the magnitude, or scaling factor, of
the covariance function k2. The θ1 and θ3 give the relative length scale of peri-
odic and squared exponential functions, respectively, and can be interpreted
as a “forgetting factor”. The smaller these values, the more uncorrelated two
given observations x and x′ are. On the other hand, θ2 controls the cycle of the
periodic component of the covariance function, forcing that underlying function
component to repeat itself with a period given by θ2 time indexes.

As an example of the individual contributions of each component of the
covariance function to the final prediction, Fig. 4 shows the decomposed product
function k2(x,x′) of (10) in terms of the periodic and the squared exponential
components. The input observed data is the normalized SPU data set in Fig. 3.

The plots of Fig. 4 were obtained with the hyperparameters σ2
1 = 1; θ1 = 0.3;

θ2 = 12; θ3 = 60 and σ2
n = 0.1.

The magnitude σ2
1 was set to 1 not to distort the resulting function regarding

the training set; the θ1 was set to 0.3 month due to the poor month-to-month
correlation that the data presents; the θ2 was set to 12 months due the periodicity
of the data; the θ3 was set to 60 months to ensure all data points are taken into
account in the final prediction results and, at least, the σ2

n was set to 0.1 to add
some white Gaussian noise on the observation set. At this point, it is important
to remember that the initial choice of hyperparameters have only taken into
consideration the characteristics of the original data set. Later, on Subsect. 6.1,
we present a optimization method for tuning them.
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Fig. 4. Normalized plot of the posterior inference of the Gaussian process, indexed
by a continuous time interval X = [0, 80], obtained using the covariance function (a)
k2,1(x,x′) in red (the periodic component) and k2,2(x,x′) in blue (the squared expo-
nential component); (b) k2(x,x′) in black (the product of both components). (Color
figure online)

4.2 Unidimensional Prediction Results

With the covariance function defined in (11) and a set of training points given
by the first 60 months of the normalized SPU data of Fig. 3, it is possible to
formulate a GPR with time as input.

The GPR’s characteristic of returning a probability distribution over a func-
tion enables the evaluation of the uncertainty level of a given result. For each
point of interest, the Gaussian process can provide the expected value and the
variance of the random variable, as shown in Fig. 5.

It is noticeable that, for the twelve month prediction using the proposed
model, two predicted months fell off the confidence band that delimitates the
95% certainty interval - June and November. These two months have a high
contribution on the overall prediction error on this initial approach.

5 Bidimensional Data Reshape

In this section, we propose a pre-processing stage based on the cross-correlation
profile of the original data set. This profile is used to separate highly correlated
months into one dimension and poor correlated months into a different dimen-
sion, leading to a two dimensional structure. Subsect. 5.1 shows an analysis of
the time cross-correlation results and implications on the proposed model, and
Subsect. 5.2 shows the proposed reshaped data set.

5.1 Time Cross-Correlation

Although the uptrend and the periodic seasonal characteristics are prominent in
our data set, some important features of the data are not visible at first sight.
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Fig. 5. Prediction results from conditioning the posterior Gaussian jointly distribution
at a continuous time interval X = [0, 75]. The blue dots are the training data, the red
dots are the target data, the black tick line is the expected value at a time index and
the gray band represents the 95% confidence interval (two standard deviations above
and below the expected value). (Color figure online)

Considering that the covariance function used to define the GPR is based on
a measure of distance, where closer pairs of observation points tend to have a
strong correlation and distant pairs of points tend to have a weak correlation, a
measure of month-to-month correlation in SPU data can reveal the accuracy of
that approach.

The cross-correlation between two any infinite length, real-valued and dis-
crete sequences a and b is given by Rab(i) = E[ajbj−i] [16]. In practice,
sequences a and b are likely to have a finite length, therefore the true cross-
correlation needs to be estimated since only partial information about the ran-
dom process is available. Thus, the estimated cross-correlation, with no normal-
ization, can be calculated by [16]:

R̂ab(i) =
J−i−1∑

j=0

aj+i bj, for i ≥ 0. (12)

Figure 6 shows a plot of the absolute cross-correlation of the entire SPU data
as sequence aj , and the last year’s target data as sequence bj . The smaller
sequence, bj , was zero-padded to give both sequences the same length. The
resulting cross-correlation was also normalized to return 1.0 exactly where the
lag i matches the last year’s target data month-by-month.
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Fig. 6. Estimated absolute normalized cross-correlation between the target data and
the whole SPU data set. The sequence was trimmed due to the zero-padding, and the
red circles highlight where the lag i is a multiple of 12 months. (Color figure online)

The cross-correlation between the target data and the rest of the sequence
exhibited a couple of interesting features about the data. First, it can be noted
that the first two years are poorly correlated with the last year. Second, there are
some clear peaks on the cross-correlation function where the lag i is a multiple
of 12.

Some important conclusions arise from those features. First one is that there
is not much information about the last year on the first two years of data, and
the amount of information rises as it gets closer to the target. This complies
with the distance based correlation function previously proposed.

Also, the peaks pattern shows that the month-to-month correlation is poor,
since we only get high correlation values when comparing January of 2010 with
January of 2009, 2008, 2007; February of 2010 with February of 2009, 2008,
2007 and so forth. Although some secondary order correlation peaks can be
noted, their correlation are smaller than the noisy first two years, leading to the
assumption that they do not provide much information.

5.2 Dataset Reshape

With the objective of incorporating the knowledge obtained from the time cross-
correlation showed in the previous subsection, some changes were made in the
overall modeling proposed. An exponential profile shows a good approxima-
tion for modeling the cross-correlation peaks, although the vicinity of the peaks
demonstrates a very low correlation with the target data.

In spite the fact that an exponential profile is the main characteristic of
the squared exponential covariance function, for it to be a good approximation
the exponential profile is required to be present at all times. In this case, the
cross-correlation profile shows that the tax collected 12 months before the
prediction is more correlated than the tax collected on the previous month of
the prediction.
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In order to take advantage of the squared exponential covariance function
in translating the peaks correlation profile and, at the same time, to carry the
characteristics of the original data, this section proposes to convert the original
one dimensional SPU data into a two dimensional array, with the first dimension
indexed by month M = 1, 2, . . . , 12 and the second dimension indexed by year
Y = 1, 2, . . . , 6. This leads to a reshape of the 1D data of Fig. 3 into the 2D data
array presented at Fig. 7.
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Fig. 7. Plot of the SPU data set converted in a 2D array.

With this new array as the input of our Gaussian process, we can now sep-
arate the mean and the covariance function in a two dimensional structure,
with different hyperparameters for it in each dimension. Considering the cross-
correlation profile of our data shown in Subsect. 5.1, we will assume that only
the amount of tax collected on January of 2005, 2006, 2007, 2008 and 2009
will influence the predictive quantity of tax collected in January of 2010, and
analogously to the other months. In other words, the information used by the
predictor will be obtained mainly from the highlights of Fig. 6. Therefore, from
this point forward, the selected approach is to apply the final covariance function
showed in (11) exclusively in the monthly dimension.

6 Optimization and Results

This section describes the technique used to optimize the hyperparameters of
the proposed covariance function and the resulting prediction using the optimum
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settings. In addition, we describe preliminary proposals for a classification stage
aimed at future studies. In Subsect. 6.1, the knowledge of the cross-correlation
profile is applied into the covariance function model and the hyperparameters
evaluation. In Subsect. 6.2, the bidimensional resulting prediction is shown and
in Subsect. 6.3 a series of performance measurements and error comparisons are
made with the previously obtained results, including comparisons with a similar
approach using Neural Networks proposed in the literature and a usual financial
estimating technique. In Subsect. 6.4, a classification stage based on the statis-
tical description of GPR is discussed, labeling the data into regular or possibly
fraudulent.

6.1 Hyperparameters Tuning

Regarding the initial choice of the hyperparameters and its tuning, that learning
problem can be viewed as an adaptation of the hyperparameters to a collection
of observed data. Two techniques are usual for inferencing their values in a
regression environment: (i) the cross-validation and (ii) the maximization of the
marginal likelihood.

Since our observed data possess a trend, splitting it would require some de-
trending approach in the pre-processing stage. Also, the number of training data
points in this work is small, and the use of cross-validation would lead to an even
smaller training set [20]. Therefore, the marginal likelihood maximization was
chosen to optimize the hyperparameter’s set.

The marginal likelihood of the training data is the integral of the likelihood
times the prior (8). Recalling that X is dependent of the hyperparameter’s set Θ,
it is shown in [20] that the log marginal likelihood can be stated as:

logp(y|X,Θ) = −1
2
yTK

−1

y y − 1
2

log |Ky| − n

2
log2π. (13)

In (13), Ky = Kh + σ2
nI is the covariance matrix of the noisy targets y

and Kh is the covariance matrix of the noise-free latent function h. To infer
the hyperparameters by maximizing the marginal likelihood in (8), [20] shows a
numerically stable algorithm that seeks the partial derivatives of the logarithmic
marginal likelihood in (13) with respect to the hyperparameters.

In order to apply the technique presented in [20], we must address an impor-
tant restriction in our case. Our final covariance function in (11) possess an
hyperparameter θ2, one of the periodic covariance function’s hyperparameters,
that dictates the overall period of that function. As seen in Subsect. 5.1, the
optimum periodicity of the covariance function should be within a finite set of
multiples of 12, leading to θ̂2 = {12, 24, 36, 48, 60}. Taking that restriction into
consideration, the optimization results achieved with this approach are shown
in Table 1.

The results above described were obtained with algorithm proposed by [20]
and the following computational workflow:
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Table 1. Optimized set of hyperparameters Θ, σ2
1and σ2

n after 100 iterations, using
the marginal likelihood with the kernel in (11).

Predicted month θ1 θ2 θ3 σ2
n σ2

1

01. January 0.9907 12 1019 0.2653 0.6935

02. February 0.9360 12 1361 0.2670 0.6552

03. March 0.9151 12 71.12 0.3952 0.6406

04. April 0.8792 12 46.87 0.3662 0.6154

05. May 1.0012 12 23.02 1.5523 0.7008

06. June 1.0000 24 6465 0.5056 0.7000

07. July 0.8919 12 90.50 0.4273 0.4273

08. August 0.7594 12 48.60 0.5075 0.5315

09. September 0.8613 12 88.59 0.3749 0.6029

10. October 0.8994 12 39.55 0.4587 0.6296

11. November 1.0000 24 1252 0.3934 0.7000

12. December 0.8705 12 77.79 0.4636 0.6094

– Define the initial values of the hyperparameter’s set Θ. In our case,
Θ = {1; 12; 60}. The initial magnitude σ2

1 = 0.7 and initial noise variance
σ2

n = 0.1 were also treated as hyperparameters and, therefore, optimized
together with the set Θ;

– Evaluate the marginal likelihood of the periodic component among the finite
set of θ2, keeping the other hyperparameters fixed at their initial values;

– Choose the periodic hyerparameter with the maximum marginal likelihood;
– Evaluate the marginal likelihood of the resting hyperparameters, keeping the

periodic hyperparameter fixed;
– Choose the final set of hyperparameters with the maximum marginal likeli-

hood.

Two main considerations regarding the above approach are stated in [20]. The
first one is that the likelihood distribution is multimodal, i.e. is dependent of the
initial conditions of Θ. Also, the inversion of the matrix Ky is computationally
complex.

6.2 Bidimensional Prediction Results

Figure 8 shows a plot of the predicted values using the optimized hyperparame-
ters, where it can be seen that the uncertainty of May’s prediction is quite high,
mainly because the tax collection profile changed drastically in the training data.
This behavior contradicts the linear increasing trend that were used to model
the covariance function, since the linear regression of this specific month shows
a clear downtrend. However, in spite of the uncertainty level, the prediction of
this month turned out to be precise.
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Fig. 8. Plot of the Gaussian process prediction in blue, target SPU data in red. The
error bars corresponds to a confidence interval of two standard deviations with respect
to the predictive mean (around 95% of confidence). (Color figure online)

Also, it can be noted that November was the only month whose target value
fell off the uncertainty predictive interval delimited in this section. In spite the
fact that the predicted value is larger than the last year’s value for this month,
the rate of growth from 2009 to 2010 could not be estimated by this model based
only on the information of the training data.

6.3 Prediction Comparison and Error Metrics

The resulting prediction obtained in Subsect. 6.2 will be evaluated by compar-
ison with other predictive techniques and analyzed by different error metrics
between the target data and the predictive data. The comparative evaluation
will be made month-by-month with two other predictive approaches, one using
an artificial neural network and another using an economical indicator. Also,
an yearly comparison will be made with the projected tax collection, a revenue
estimation made by the Brazilian federal government and published by SPU.

The approach proposed by [24] addressed the same problem, where an arti-
ficial neural network is used to predict the SPU tax collection for the year of
2010. On the other hand, a pure financial approach consists of projecting the
annual tax collection of SPU by readjusting the previous year’s collection by an
economic indicator. In this case, the chosen indicator to measure the inflation of
the period is the National Index of Consumer’s Prices (IPCA), consolidated by
the Brazilian Institute of Geography and Statistics (IBGE). In 2009, the twelve
month accumulated index was 4.31% [10].

The error metrics used in this subsection aim to evaluate the goodness of fit
between the predicted and the testing data set for all the predictive approaches,
using the normalized root mean squarred error (NRMSE), the mean absolute
relative error (MARE), the coefficient of determination (d) and the coefficient of
efficiency (e). The descriptive formulas of each metric is described in Appendix A.
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All the predictive approaches, including the one proposed in this work, have
their prediction error calculated with respect to the target data and the results
are resumed in Table 2.

Table 2. Performance comparison by several error metrics.

Error metric Optimum value Gaussian process Art. neural network Inflation

NRMSE 0 0.44833 0.46320 0.56246

MARE 0 0.14830 0.31021 0.23222

d 1 0.82107 0.89463 0.92603

e 1 0.78072 0.7659 0.67730

It is important to notice that the overall error in the Gaussian process
prediction showed in Table 2 is mainly concentrated in November. Removing
this month from the error measurements would lead to NRMSE = 0, 22644,
MARE = 0, 12524, d = 0, 94 and e = 0, 94359.

Figure 9 shows a comparative plot among the target data and all the predic-
tive approaches side by side.

1 2 3 4 5 6 7 8 9 10 11 12
0

0.5

1

1.5

·108

Month

R
$

Target Data
GP Prediction
ANN Prediction
Financial Prediction

Fig. 9. Monthly plot of target data and predictive results, in Reais (R$).

Finally, it is interesting to note that the Brazilian government revenue esti-
mation, published by SPU on its annual report [22], projects an amount of tax
collection by SPU in 2010 of R$ 444, 085, 000.00, whereas the total amount col-
lected that year was R$ 635, 094, 000.00 - a gross difference of 38.48% between
the estimated and the executed amount of tax collection.

The GPR approach presented in this work, in a yearly basis, projected a
total tax collection amount of R$ 620, 703, 197.42, resulting in a gross difference
of 2.27% between the projected and executed amounts.
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6.4 Classification Stage Proposals

The statistical description of the estimated variable, natively given by Gaussian
processes in the regression stage, can be used to build heuristics to classify
a predicted dataset into regular or possibly fraudulent. Here, we propose two
different heuristics that are suitable to fraud detection scenarios. However, given
the limited information publicly available from SPU regarding the dataset used
in this work, the evaluation of the proposed schemes is incomplete and deserve
to be better investigated in future studies.

The resulting regression obtained through GPR, presented in Fig. 8, shows
the variance of the estimated variable as a measure of confidence by translating
it into error bars. Since the chosen confidence range can be as large or as small
as we desire it to be, it is possible to optimize a classification stage based on
this information and, hence, build a trigger where high error bars means high
probability of fraud and vice versa. In our case, without any doubt this system
would classify May (month number 5) as a possibly fraudulent one. Despite the
high uncertainty level of the prediction of this month, the prediction showed to
be accurate when compared to the target data.

Another classification approach using the variance information can be build
simply by confronting the predicted confidence interval with the real data, when
it becomes available. In our case, this system would classify November (month
number 11) as a possibly fraudulent one. SPU’s annual report [22] states that
an extraordinary revenue of R$ 73, 759, 533.99 happened in 2010, but it is not
possible to precise in which month it happened. In november, the difference
between the predicted value and the actual revenue was R$ 55, 015, 235.13.

Whereas the first proposed system returns the classified data in advance,
together with the predicted values in the regression stage, the second system
needs the real revenue data in order to classify it. On the other hand, the second
approach seeks for samples that are most dissimilar from the norm, whereas the
first approach needs to be optimized in order to learn the norm and distinguish
anomalous behaviors.

As previously mentioned, it is not possible to evaluate the performance of
these classification stage proposals due to the limited information regarding our
dataset, but the preliminary results using the statistical description of the esti-
mated variable showed in this section encourages further studies on this topic.

7 Conclusions

BI is one of the most challenging and active fields of research nowadays. The
multidisciplinary aspect of BI, not rarely embracing knowledge from exact and
social sciences, makes its overall development not trivial. Business executives,
end users, customers, CIO’s and engineers are a few examples of people that
must be addressed by a BI solution in an organization. Often, a BI system must
be broken into smaller portions to allow an expert suitable approach for each
one of its parts.
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Governmental BI systems aimed at fraud and irregularities detection are a
continuously evolving topic due to the changing nature of fraudulent behavior.
In addition, the exchange of ideas regarding fraud detection is limited in the
public domain, as publishing information about fraud detection schemes ends
up helping the circumvention of these schemes. It is not by chance that the tech-
nology and development process of major BI systems focused on fraud detection
in financial institutions, banks, credit card issuers, governmental organizations,
etc., are rarely made public.

In this work, we aimed to enhance the predictive stage performance of a real
world governmental BI system maintained by SPU, an agency of the Brazil-
ian federal government. In order to achieve that, a predictive algorithm based
on GPR was developed, aimed to model the intrinsic characteristics of a spe-
cific financial series. A unidimensional model for the covariance function of the
Gaussian process was proposed, and a pre-processing stage reshaped the origi-
nal data set based on its cross-correlation profile. That approach empowered the
use of a unidimensional GPR model in a bidimensional environment by isolating
high correlated months in one dimension and poor correlated months in another
dimension.

Although Neural Networks are known for their flexibilities and reliable results
when used for regression of time series, GPR are a transparent environment, with
a parametric covariance function and no hidden layers, which can be an advan-
tage when evaluating different components of a time series. The hyperparameters
of the covariance function of the Gaussian process were optimized with a ML
approach, i.e. the proposed model let the data speak for itself by learning the
hyperparameters only with information obtained from the data. It is relevant to
notice that the optimization algorithm can converge to a local minimum, making
the initial choice of hyperparameters a critical part of the optimization task [19].

Another positive point of GPR is related to the complete statistical descrip-
tion of the predicted data, which resulted in a powerful tool of confidence.
Using this feature, a classification stage can be built to trigger trusted and
possibly fraudulent tax collection data based on the confidence interval of the
prediction [19].

The regression results outperformed some classical predictive approaches
such as ANN and financial indicator by several error metrics. In a yearly basis,
the difference between the estimated and the real tax collection for 2010 using
the approach proposed in this work was of 2.27%, whereas that difference reached
38.48% with the Brazilian government own estimation method [19].

The approach explored in this work showed to be particularly useful for a
small number of training samples, since the covariance function chosen to model
the series results in a strong relationship for closer training points and a weak
relationship for distant points. On the other hand, adding more training years
before 2005 should not make a substantial difference in the prediction result
using this method.
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A Error Metric Formulas

For notation purposes, consider t ∈ R
n as a target vector with desired values

and y ∈ R
n as an output vector of a regression model; μt and μy as the mean of

t and y, respectively; and σ2
t as the variance of t. The goodness of fit between

t and y will be given in terms of:

1. Normalized Root Mean Squared Error (NRMSE):
√√√√√ 1

n

n∑
i=1

(ti − yi)2

σ2
t

2. Mean Absolute Relative Error (MARE):

1
n

n∑

i=1

∣∣∣∣
ti − yi

ti

∣∣∣∣

3. Coefficient of Determination (d):
( ∑n

i=1(ti − μt)(yi − μy)√∑n
i=1(ti − μt)2

√∑n
i=1(yi − μy)2

)2

4. Coefficient of Efficiency (e):

1 −
∑n

i=1(ti − yi)2∑n
i=1(ti − μt)2
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Abstract. As the amount of content and the number of users in social
relationships is continually growing in the Internet, resource sharing and
access policy management is difficult, time-consuming and error-prone.
Cross-domain recommendation of private or protected resources man-
aged and secured by each domain’s specific access rules is impracticable
due to private security policies and poor sharing mechanisms. This work
focus on exploiting resource’s content, user’s preferences, users’ social
networks and semantic information to cross-relate different resources
through their meta information using recommendation techniques that
combine collaborative-filtering techniques with semantics annotations,
by generating associations between resources. The semantic similarities
established between resources are used on a hybrid recommendation
engine that interprets user and resources’ semantic information. The
recommendation engine allows the promotion and discovery of unknown-
unknown resources to users that could not even know about the existence
of those resources thus providing means to solve the cross-domain rec-
ommendation of private or protected resources.

Keywords: Recommendation · Access policy · Unknown-Unknown

1 Introduction

The Internet has recently grown to over three billion users. On certain social
networks, more than two hundred thousand photographs are uploaded every
minute. Such rate of content generation and social network building make the
task of sharing resources more difficult for users.

Standard resource sharing in the Internet is achieved by granting users with
access to resources, but they are commonly restricted to resources hosted on a
single domain. Access policies are consequently issued to users registered on the
same domain. Sharing resources with users that are not registered on the same
c© Springer International Publishing AG 2016
A. Fred et al. (Eds.): IC3K 2015, CCIS 631, pp. 443–469, 2016.
DOI: 10.1007/978-3-319-52758-1 24
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domain has proven insecure or difficult to achieve. Referencing and accessing
resources protected by access policies in other web domains (apart from where
they are hosted) is practically unsupported by existing web applications.

In cross-domain sharing, such difficulties encourage: (i) the cloning of the
resource to different domains; (ii) the multiplication of users’ internal and social
identity.

The goal of this work is to provide a seamless cross-web-domain infrastruc-
ture that provides secure, rich and supportive resource managing and sharing
processes. It proposes a distributed and decentralised architectural model by
fostering cross-web-domain resource sharing, resource dereferencing and access
policy management. It adopts the principles of the Web and of World Wide Web
Consortium (W3C) standards or recommendations.

In order to support user management of access policies, a recommendation
provider capable of recommending access policies to users is included in the archi-
tecture (Sect. 2). The proposed recommender system features a hybrid engine
consisting on the combination of different filtering techniques that exploit user
profiles, their social networks, resources content, (distributed) provenance and
traceability information (Sect. 3).

A prototype to demonstrate the infrastructure’s feasibility was designed and
implemented to prove that the architecture model can be deployed in a real
world scenario. The hybrid recommendation process was tested using an available
data set where information was interpreted to simulate human behaviour in the
system (Sects. 4 and 5).

Finally, the last section gives an overview of the proposed solution.

2 Background Knowledge

This work allows the recommendation of access policies to resource authors. This
section provides an insight about recommendation processes, resources that are
currently not easily shared because of access policy restrictions and Authentica-
tion, Authorisation and Accountability (AAA) architectures.

2.1 Recommendation

Recommendation is something that has become part of everyone’s daily lives.
To reduce uncertainty and help coping with information overload when trying
to choose among various alternatives, people usually rely on suggestions given
by others, which can be given directly by recommendation texts, opinions of
reviewers, books, newspapers, etc. [17]. Users are willing to follow others’ rec-
ommendations and to give back to the community.

When deciding between which product to buy, users want to be able to read
opinions from other buyers [8] and tend to follow them as they are considered
experienced users [22].

Currently, recommendation is widely used in electronic commerce [1,7,16]. In
e-commerce web applications, trust is based on the feedback of previous online
interactions between members as shown by the authors in [13,14].
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In the Internet perspective, there are other areas in which recommendation is
also relevant, such as resource recommendations on websites (e.g. Pinterest), doc-
uments (e.g. Slideshare, Pocket) and users (e.g. LinkedIn, Facebook, Google+).
With the Internet’s continual evolution, recommender systems have also evolved.
While initially recommendation was only used in e-commerce websites for rec-
ommending similar or most bought items to users, nowadays the process of rec-
ommendation has improved such that the recommendation of friendship and/or
relationship between users of a social network has become a quite common task
on typical social web applications.

Recommender systems rely on two basic elements:

User/Item Actions. Represents user actions upon items and may include a
possible rating.

Item Similarities. Represents the associations between users or between
items. Most recommender systems provide off the shelve algorithms to calcu-
late item similarity during the recommendation process.

The output of a recommender system is a scored list of recommended items
to users. The maximum number of retrieved recommendations is specified by
the value of AT.

A systematisation of the user’s consciousness about resources is presented
next, which will be helpful to perceive the importance of the recommendation
process in the scope of this work.

2.2 Known-Known, Unknown-Unknown

A user’s consciousness about something can be characterised according to two
dimensions: perception of reality and reality of perception.

Applying such rationale to resources’ location and users’ knowledge aware-
ness of those, a particular resource can be classified as (cf. Fig. 1):
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Fig. 1. Location awareness vs. Knowledge awareness.
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Known-Knowns. These are resources whose existence and location are known
by the user e.g. a photograph is taken of a person, and the person knows
about its existence and its location.

Known-Unknowns. These are resources a user recognises he/she knows noth-
ing about until he/she finds them e.g. a person finds a photo by chance on
which he/she appears, knows its location but was not aware of its existence.

Unknown-Knowns. These are resources that the user does not know how to
find, but knows about their existence, e.g. a photo is taken of a person, the
person knows about its existence but does not know about its location. With
time and searching investment the person might get to its location.

Unknown-Unknowns. These are resources whose existence the user is not
even aware of e.g. a photo is taken of a person but the person does not know
its existence or where to locate it. These types of resources would only come
up on searches related to the user if contextual information is used.

This classification emphasises the fact that the same existing information
is perceived differently by users. There are different reasons for these different
perceptions, including (i) access policy restrictions and (ii) information overload.
Recommender systems are conceptually fit to help users perceive resources as
(useful) known-knowns.

Access policy restrictions prevent users to access resources that would be of
their interest. The recommender system mediates between the owner (that has
the resource and can grant access to it) and the beneficiary (that is interested
in the resource). Recommender systems will:

– recommend the owner with access policies to grant access permissions to
another user upon the resource;

– recommend the beneficiary to request access permissions for a certain resource
that is not accessible and that is a known-unknown, unknown-known or
unknown-unknown to the reader.

Information overload “occurs when the amount of input to a system exceeds
its processing capacity” [18]. In this context, information overload occurs because
the owner is not able to match the large number of his/her protected resources
with the potentially large number of interested readers. In that sense, recom-
mender systems will:

– recommends the owner with suggestions of potentially interested users that
are not able to access the resources;

– recommends the beneficiary, which is overloaded by the quantity of users that
he/she would have to contact to request access to known-unknown, unknown-
known or unknown-unknown resources.

2.3 Conceptual Architecture

Based on the nomenclature and responsibilities proposed by the Internet Engi-
neering Task Force’s reference architecture for AAA in the Internet [20], this
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section describes the architecture for a system capable of accomplishing the
envisaged goal.

When included as part of a multi-domain decentralised AAA system, the
conceptual architecture sets the stage for defining protocol requirements between
engaged systems.

Commonly accepted names for the various entities involved in the architec-
ture are:

– Policy Enforcement Point (PEP) [12,20,23,24];
– Policy Decision Point (PDP) [12,20,23,24];
– Policy Information Point (PIP) [12,20];
– Policy Retrieval Point (PRP) [9,20];
– Policy Administration Point (PAP) [3,12,19].

Other existing architectures use the concept of an IDentity Provider (IdP)
that provide features for creating and maintaining users’ identity.

The decentralised structure is capable of providing authentication, authorisa-
tion, access control management and recommendation based on resources, users,
provenance and traceability information in a distributed and decentralised sys-
tem, by promoting the usage of action sensors, metadata generators and semantic
rules (cf. Fig. 2). This architecture is novel in respect to the following aspects:

– despite most of the components maintaining the same names as in typical
architectures, their responsibilities and features are enhanced to address the
defined requirements;

– adds a recommendation component that is responsible for the recommendation
of access policies;

– boosts these components by replacing legacy and traditional non-standard for-
mats and procedures with new data representation by using semantic web stan-
dards, capable of a better and explicit knowledge and information description.
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Get: User; Resource
Store: Provenance;
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Content

Get
Extra

Information

Get
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Identification
Provider

Point

Policy
Administration

Point

Policy
Recommendation

Point

Policy
Enforcement

Point

Policy
Decision

Point

Policy
Information

Point

Fig. 2. Conceptual architecture.
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In particular, managed and exploited information is a cornerstone of this
work:

– resource, i.e. anything in the world that can be referred, either physical or
virtual, that is identified;

– user, a special kind of resource representing a human or artificial agent in the
system.

The conceptual architecture uses components that have been previously
addressed by the authors in [2] and proposes the adoption of a new component
which is the focus of the work being presented. Each component has specific
responsibilities and features (cf. Fig. 2).

In [10] the author suggests a typical operation pattern for providing resource
authorisation. In this operation pattern, the PEP is responsible for intercepting
access requests sent from the user to perform some type of action upon a resource.
The PEP, on behalf of the user, requests authorisation for accessing the resource.
This request is forward to the PDP, which is the entity that has the engine for
evaluating access policies. It uses the information provided by the PEP and the
specified access policies to determine if the user should be allowed or denied
access to the resource.

The PDP uses the PRP and PIP to retrieve policies and attributes referenced
in the policies. When the PDP finishes the evaluation of access policies, it returns
an answer to the PEP stating whether access has been granted or denied to the
user. If access is granted, the resource is retrieved from the hosting server. The
PAP is the system entity used for managing the access policies. For that it uses
the features of PRP to retrieve existing policies and store changes to those. Some
of the component features are described next.

Identification Provider Point. Provides users with a new identity and appro-
priate credentials. The following features are enhanced or added:

– allows identity generation and credentials creation to new users;
– allows managing each user’s internal and social identity in the virtual world;
– provides an authentication relying party service that allows legacy domains

that do not provide Friend-Of-A-Friend + Secure Sockets Layer (FOAF+SSL)
authentication to validate users credentials.

Policy Enforcement Point. Enforces user’s authentication and guaran-
tees controlled and authorised access to resources. The following features are
enhanced or added:

– typical basic authentication methods are replaced by FOAF+SSL cross-
domain authentication;

– enforcement is no longer achieved by using local access policies, but instead it
is replaced by a distributed and decentralised method;

– action sensors capture User-Generated Content (UGC) and actions.
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Policy Decision Point. Evaluates access policies in order to decide if a user
should or not be granted access to a resource. The following features are added
or changed:
– replaces traditional role or attribute based authorisation mechanisms by

an authorisation mechanisms capable of handling semantic, declarative and
expressive access policy languages;

– provides decentralised access policy evaluation that is used in a cross-domain
perspective;

– obtains, if necessary, semantic information from the PIP for evaluating a par-
ticular policy;

– offers reasoning capabilities over more expressive access policy rules that
exploit the system’s semantics.

Policy Information Point. Manages the information needed for the authenti-
cation, authorisation and recommendation processes. The following features are
added or enhanced:
– information management of:

• resources’ content, including their type, attributes/properties and pre-
ferred hosting domain;

• provenance and traceability information over UGC and content;
– generating and publishing information according to an explicit and public

semantic specification (i.e. ontology).

Policy Administration Point. Enables users to manage access policies over
existing resources. The following features are added or enhanced:
– access policies are specified by rules instead of directly assigning users to

resources or placing users in particular roles;
– proprietary access policies over resources imposed by closed domains are

replaced by far more flexible and expressive rules that capture the rationale
behind a particular access policy beyond current approaches;

– provides and promotes the means to create access policies based not only on
user attributes and relationships, but also on resource attributes;

– provides and promotes the means to define more complex access poli-
cies through semantic reasoning over contextual information and meta-
information.

Policy Recommendation Point. This component is a novelty in AAA sys-
tems. It recommends access policies that are applied to users and resources.
These are some of the envisaged responsibilities and features:
– recommend access policies by combining collaborative, social content and

semantic filtering methods, allowing the recommendation of known-unknown
and unknown-unknown resources to users;

– allow customising the recommendation process, namely the weights for each
filtering method.

This component proposal is addressed in the next section.
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3 Proposal

The Policy Recommendation Point recommends known-unknown and unknown-
unknown resources to users in a cross-domain perspective, by exploring the
information gathered by the system, namely user profiles, social network rela-
tionships, provenance and traceability information.

Having an access policy definition based on similarities between resources,
users or domain knowledge, is being half-way to enabling an automatic recom-
mendation system based on information such as FOAF profiles, interest topics
and contexts to provide the sharing of resources.

Traditionally, the responsibility of sharing resources always comes down to
the resource’s author, based on his/hers restricted perception/knowledge of the
whole network of users and resources. Resource access policy recommendation is
a process that is introduced to widen that vision by which a system notifies the
resource author when other users would probably benefit or rejoice from having
access to a particular resource.

The access policy recommendation process aids resource authors in grant-
ing or denying access to existent resources by making use of similarity factors
between resources and social relationships, suggesting which users should be
given access to each resource.

It also eases resource authors’ task of sharing resources by finding similar
access policies that could be reapplied to similar resources. It is envisaged that
recommendation can aid users in the access policy management process regard-
ing their resources, and give other users access to resources that would not have
previously been accessible to them.

This is achieved by enriching and enhancing the access policy recommenda-
tion process with existing users’ and resources’ meta-information, and creating a
hybrid recommendation method capable of understanding not only the concepts
of users and resources but also provenance and traceability annotations gathered
from user actions.

A resource context is produced by the analysis of each resource’s content and
meta-information, while a relationship context is created based on the existing
relationship depth between users [21], each user’s profile, linked resources and
consequent relationships.

One of the outcomes of this proposal is the creation of semantic rules that
match similarities between contexts [5]. Therefore, for every resource or rela-
tionship, a context is generated and multiple contexts may exist for the same
resource.

This PRP is responsible for:

– the implementation of a hybrid recommendation engine;
– guiding users through the resource-sharing process by suggesting access poli-

cies for their resources:
• by evaluating feedback actions regarding the acceptance or rejection of

recommended resource sharing;
• avoiding rejected recommendations from being recommended again;

– recommending known-unknown and unknown-unknown resources.
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3.1 Hybrid Recommendation Engine

When an application responsible for ensuring access control is aware of all
users’ resources and social relationships, such application is capable of recom-
mending resources to new users that have recently became part of the resource
author’s social network. This already happens on typically closed applications
(e.g. Slideshare, ResearchGate, etc.) but is still not being used in a cross-domain
perspective for all user resources. Contrary to such closed environments, this
proposal consists on performing such task in a cross-domain perspective.

The recommendation is enhanced with semantic information for cross-domain
web applications relying on an open and distributed social network based on
FOAF profiles, provenance and traceability information.

Users’ public resources are used in the recommendation process to enable
associations between users, between resources or between users and resources.
Despite already being publicly accessible, recommendation of publicly accessible
resources is performed because other users that do not know of their existence
can eventually have interest in them.

The proposed recommendation process consists of a hybrid approach accom-
plished by the combination of users’ profiles, resources’ meta-information, trace-
ability and provenance annotations, social network analysis and domain knowl-
edge as depicted in Fig. 3.
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Recommender
Semantic

Recommender

Aggregator

Recommendations

Provenance/
Traceability-based
Recommendations

Information

Social Information Provenance/
Traceability Semantic Information

Semantic-based 
Recommendations

Fig. 3. Hybrid recommendation information.

The semantic filtering relates to problems as recommending known-unknown
and unknown-unknown resources that users had little or even no knowledge
about. The recommendation service is built on top of three filtering methods
that are capable of dealing with different sets of information as displayed in
Table 1.
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Table 1. Filtering methods input information.

Input information Filtering method

Content Collaborative Context

Resources URI – � –

Attributes � – �
Content � – �
Meta-information � – �

Users URI – � –

Topic preferences � – �
Social network – – �
Actions – � �

Semantic Provenance – – �
Traceability – – �
Other ontologies – – �

The following methods are therefore suggested for the PRP:

Content-based Filtering Method. Recommends existing resources by com-
paring resource attributes, content and meta-information to the user’s profile
attributes and topic preferences in order to verify the resource’s relevancy to
the user. This relevancy is given by the similarity between resource attributes
and the user’s topic preferences. The content-based filtering method is
enriched mainly by exploiting resources’ content, resources’ generated meta-
information and users’ interest topic preferences.

Collaborative Filtering Method. It recommends resources based on the fol-
lowing pairs of connections: (users, users), (resources, resources) and (users,
resources). This process is content-agnostic, meaning that it only recommends
resources based such these collaboration patterns, where similarities between
users linked to resources are used to infer other new possible connections
between users and resources. The collaborative filtering method uses infor-
mation that associates users’ actions to resources.

Context Filtering Method. Recommends resources that match the proposed
user’s topic preferences or semantically related topics. This filtering method
expands the capabilities of the content-based filtering method by introducing
reasoning over knowledge concepts. When the user context and resource con-
text match, the recommender system recommends that resource to the user.
Interest topics are semantically described, providing not only hierarchical
relations between topics but also a graph of other connections between seman-
tic information. Contexts are obtained through the usage of ontologies and
semantic rules that provide grounding to this filtering method. The filtering
method is enriched by semantic information derived from multiple domains,
that include users’ FOAF profiles, topic interests, social network graphs,
resources’ meta-information, provenance and traceability annotations.
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While the recommendation process runs continually, it is triggered by several
changes in the system, namely:

User-Generated Content. When users create, edit or change an existing
resource, resource content is analysed by specific meta-information genera-
tors that generate semantic information.

User-Generated Actions. When users perform actions over resources, they
are implicitly building their profile. When their profile changes, it is necessary
to trigger a recommendation process because a change in a user profile might
suggest access to other resources as it influences the collaborative and context-
filtering method.

Access Policy Modification. When users create, change or remove access
policies, the recommendation process is triggered because other users may
now have access to resources that they did not have before, which also influ-
ences the collaborative-filtering method.

Social Network Changes. Whenever a user becomes part of or is removed
from another user’s social network. In fact, this process is quite similar to the
addition of new resources because a new user is actually a special case of a
new resource that is identified by a corresponding Uniform Resource Identifier
(URI).

The proposed hybrid recommender system is depicted in Fig. 4. The rec-
ommendation process differs from typical recommendation processes because it
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Fig. 4. Recommender system overall process.
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supports similarities aggregation (for each individual recommendation process)
and predictions aggregation from different individual recommendation processes.
The dashed lines represent components that are run only once, independently
of how many recommendation processes configurations are used in the system,
while the solid lines represent processes that are run singularly for each one of
the individual configurations.

The following processes take place during the recommendation process:

– recommendation dataset, maps the system ontology to the recommendation
dataset;

– similarities generator, generates similarities between users or between items
from the recommendation dataset;

– similarities aggregator, aggregates similarities obtained from different similar-
ity generators;

– predictions generator, predicts the user’s interests in available items;
– predictions aggregator, aggregates prediction results;
– recommendations, provides resource author’s recommendations.

Similarities Generator. When using collaborative filtering techniques, most
recommender engines only evaluate the similarities between users and between
items. This phase occurs before applying the prediction algorithms and influences
predictions’ outcomes. The similarity generator process allows the creation of
similarity sets by either using existing similarity algorithms or obtaining them
from a semantic model, e.g. by using a property that relates concepts. Semantic
information is used in the recommender system through the usage of semantic
item similarities, obtained through reasoning from the system’s ontology.

The similarity generation process is divided in two processes:

Collaborative Similarities Generator. This process generates similarities
between users and between items by using existing off-the-shelf user and
item similarity algorithms (e.g. Tanimoto Coefficient Similarity and Log-
Likelihood Similarity). An example is shown in Table 2.

Semantic Similarities Generator. This process is responsible for mapping
domain knowledge from the ontology (e.g. user preferences) for the recom-
mendation process. In order to semantically infer similarities between con-
cepts of the ontology, properties or rules are used to derive the semantic
associations between different concepts. An example is shown in Table 3.

Similarities Aggregator. A similarity aggregator is proposed to merge the
similarities provided by the recommenders’ similarity generator and the ones pro-
vided from an external source (i.e. semantic). The similarity aggregator process
is proposed for recommender systems to aggregate different similarity sets orig-
inated from different similarity generating processes, as depicted in Fig. 5.
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Table 2. Generic similarities
[Weightless].

Item Item

1 1

1 2

1 3

2 1

1 3

. . . . . .

Table 3. Semantic similarities [Weightless].

Item Item

1 2

1 2

1 3

1 5

2 1

3 1

. . . . . .

Generic(User/Item)BasedRecommender

Recommender
Dataset

Similarity
Generator

Load External 
Similarities
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Similarities

Generic
Similarities

Aggregated
Similarities

Merge
Similarities

System
Ontology

Fig. 5. Similarity aggregation process example.

The similarities aggregator process aggregates the similarities resulting from
the above distinct processes. If required, the aggregation process allows assigning
different weights for each of the different generated similarities. Semantic asso-
ciations per-se do not have a specific scoring being classified as boolean. These
either exist or not, i.e. have a value of one or are not present on the ontology.
Yet, multiple records for the same association can appear (cf. Table 3) and in
different orders The similarity aggregator is composed by two inner processes:

– value normalisation for different similarity sets. In this case, different similarity
sets (cf. Tables 2, 3) can be aggregated using two different approaches:

• using a boolean similarity approach by deleting duplicate similarities. The
resulting sets are shown in Tables 4 and 5;

• using a weighted similarity approach by counting the number of equally
repeating similarity pairs. The resulting sets are shown in Tables 6 and 7.

– average calculation for the different values of the same similarity pair is per-
formed. This happens after values have been normalised e.g. using simple
linear conversion (cf. Tables 8, 9). The similarity aggregator calculates the
average between the recommender-based (cf. Table 6) and the semantic-based
(cf. Table 7) similarities by using:

• a union average approach, by calculating the average of common similar-
ities i.e. even if a similarity only appears on one of the generators. The
resulting set is shown in Table 10;
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Table 4. Generic similarities [Boolean].

Item Item Weight

1 1 1

1 2 1

1 3 1

. . . . . . . . .

Table 5. Semantic similarities [Boolean].

Item Item Weight

1 2 1

1 3 1

1 5 1

. . . . . . . . .

Table 6. Generic similarities [Weighted].

Item Item Weight

1 1 12.00

1 2 10.00

1 3 18.00

. . . . . . . . .

Table 7. Semantic similarities [Weighted].

Item Item Weight

1 2 3

1 3 2

1 5 1

. . . . . . . . .

Table 8. Generic similarities
[Normalised weight].

Item Item Weight Weight [0–1]

1 1 12.00 0.25

1 2 10.00 0.00

1 3 18.00 1.00

. . . . . . . . . . . .

Table 9. Semantic similarities
[Normalised weight].

Item Item Weight Weight [0–1]

1 2 3.00 1.00

1 3 2.00 0.50

1 5 1.00 0.00

. . . . . . . . . . . .

Table 10. Similarities aggregation
[Union average].

Item Item Weight

1 1 0.13

1 2 0.50

1 3 0.75

1 5 0.00

. . . . . . . . .

Table 11. Similarities aggregation
[Intersection average].

Item Item Weight

1 2 0.50

1 3 0.75

. . . . . . . . .

• using an intersection average approach, by calculating the average of all
common similarities, discarding similarities that are only present on one
of the similarity generators. The resulting set is shown in Table 11.

Predictions Generator. Most recommender systems present two categories
of prediction algorithms: user-based or item-based, not allowing both to be used
in the same execution. The result of this process is a list of tuples combining
user, item and a score. The higher the score, the more relevant it is to the user.

Predictions Aggregator. To overcome the problem of only being able to
use one type of predictions for each recommender execution, a process for
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aggregating predictions from different executions of different recommenders is
proposed. The predictions aggregator process is responsible for producing a rec-
ommendation list consisting in tuples (user, item, score), based on the previously
calculated predictions.

Prediction aggregators allow the combination of multiple configurations, exe-
cuted in parallel, into one set of recommendations. As there are different pre-
dictions provided from different configurations (i.e. originated from item or
user-based recommender) with different input similarities (i.e. recommendation-
based similarities, collaborative similarities and semantic similarities), the rec-
ommender engine must aggregate all those predictions.

It aggregates multiple prediction results from different configurations into one
new prediction result, where prediction scores are normalised to a given range.
By default, the proposed predictions aggregator, normalises the aggregation to
values on a scale from zero to one by using a simple linear conversion expressed
in Eq. 1.

NewV alue =
(

(OldV alue − OldMin) ∗ NewRange

OldRange

)
+ NewMin (1)

The aggregation function can be configured and may adopt several functions.
An example of an average score between different prediction generators is shown
in Eq. 2, where each prediction can be favoured over another by giving a different
weight to each prediction set.

score(item) =
score(p1) ∗ w1 + score(p2) ∗ w2

w1 + w2
(2)

Tables 12 and 13 demonstrate how the normalisation of values might affect
recommendation results. In the first table, when prediction values are not nor-
malised, item number one is the least recommended to user number one, while
it becomes the second most recommended item when using normalised values.

Table 12. Predictions without normalised scoring.

User Item P1 score P2 score Average score Weighted score (P1=0.8, P2=0.2)

1 1 2.00 25.00 13.50 6.60

1 2 1.00 35.00 18.00 7.80

1 3 2.00 32.00 17.00 8.00

Table 13. Predictions with normalised scoring.

User Item P score P2 score Average score Weighted score (P1=0.8, P2=0.2)

1 1 1.00 0.00 0.50 0.80

1 2 0.00 1.00 0.50 0.20

1 3 1.00 0.70 0.85 0.94
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Results are scored and the final list is filtered by the top AT value i.e. the
number of maximum recommendations per user, defined in the system config-
uration. This is necessary because the user considers only a few of the first
recommendations [4,6].

3.2 Notifications and Feedback

When the recommendation process succeeds in recommending access to
resources, the resource author is notified with a message containing:

– the resource to be shared;
– the user to whom the resource is being shared;
– an explanation of why the resource is being recommended.

When a resource sharing is recommended, the system checks with the
resource’s author if he wishes to assign the access privilege to the proposed
user. If the author wants to assign the privilege to the proposed user, the PRP
takes the necessary actions to notify the proposed user. When authors accept
resource sharing recommendations, these are translated into access policies over
resources.

When authors accept resource sharing recommendations, these are translated
into access policies over resources.

The author may receive recommendation notifications of access policies
granting access to users that may not be part of his/hers social network. When
sharing is recommended to users outside the author’s social network, the inclu-
sion of that user in the author’s social network must be achieved prior to the
sharing act, otherwise sharing is not permitted. To this end, the inclusion of a
new relationship is proposed. If accepted, the author’s FOAF profile is changed
accordingly.

The proposed user who should be given access to the resource also receives
a notification message stating:

– that a resource exists that might be suitable for the user;
– an explanation of why the resource is being recommended.

Each user receives a list of resources that were shared with him/her, and
a request to express whether or not that resource is relevant to him/her, thus
providing feedback to the recommender system. This feedback is captured in the
form of traceability information and will be used as supporting information.

3.3 Known-Unknown and Unknown-Unknown Resources

In order for a system to be able to recommend the sharing of known-unknown
and unknown-unknown resources, it must be possible to establish associations
between resources, between users and between users and resources that are not
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possible to establish by means of content or collaborative analysis. The semantic-
filtering method uses ontologies to map existing information and allow the infer-
ence of new knowledge by providing associations between resources that would
not have been associated before.

In order to better understand how one could benefit from obtaining access to
an unknown-unknown resource, let’s consider the use case of resources (e.g. pho-
tographs) that are generated at an event that takes place on a public space. Let’s
also consider that those resources have been annotated for having recognised but
not identified people that may or not be part of the resource author’s social net-
work.

On the same place where the event takes place, other passers-by could appear
on some of those resources but would never have access to, because no connection
exists between those passers-by and the social event except that both co-existed
in the same place for a certain period of time.

This unidentified person on each of the resources represents any possible user
that may be interested in that resource, not because of any relationships with
the user but because that person was at the same time and place where some
photographs were taken and could eventually appear in one or more.

By enriching the system with ontologies capable of performing deductive
reasoning about events, space and time (from multiple and different sources of
information), the architecture infers that the passerby was located in the same
place and time the social event took place and therefore presumes a possible
association between passers-by and the social event resources. For this, it is
possible to narrow down the possibilities of people that could be passers-by at
that location and time if the recognised but unidentified person is in the same
context on which the photos were taken, and as a result recommend the resource
sharing to that unidentified user, by using the following information:

– user profile;
– user contextual information:

• users’ geo-referenced position;
• users’ geo-referenced position’s time;

– resource creation time and location;
– provenance and traceability information from user actions:

• event records of their physical performance while practicing sports.

When the system discovers which unidentified users were at the same time
and place, by comparing their location at a given time with the resource time
and location, the resource’s author is notified in order to share those resources
with those particular users.

This type of recommendation can only be derived if different resources’ con-
texts are matched. In this situation, time and location create the context for the
presented resources. Nevertheless, this is just an example of a possible context.
The conditions for specifying contexts can be fully captured by ontologies and
semantic rules, thus being easily extended and reused by multiple recommenda-
tion system.
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4 Experiments

The aim of the experiments was to prove that even with a large dataset of
information, semantic information would improve existing algorithms. For that,
a larger set of information and a recommender system are required.

The recommender engine should feature a hybrid mechanism that makes use
of collaborative, content and semantic filtering techniques. Yet, these features
are not natively supported by mainstream recommender systems.

Mahout recommender engine is a framework that provides advanced expan-
sion features and makes use of collaborative filtering but it does not pro-
vide content or semantic filtering techniques, as these must use domain-specific
approaches [11].

In order to provide this support with content and semantic filtering tech-
niques, Mahout’s recommendation process was modified to enable the aggrega-
tion of similarities between items and between users, together with Mahout’s
similarities generation.

Conducting the evaluation in a real world would be time-consuming and
would hence face cold-start problems typically associated with collaborative fil-
tering techniques. For these reasons, it was decided that the system should be
evaluated according to an existing dataset.

Several datasets used on the Second International Workshop on Information
Heterogeneity and Fusion in Recommender Systems (Hetrec’2011) were analysed
in order to prove their appropriateness to the desired evaluation.

After a careful inspection of the content of the LastFM dataset it was clear
that it would provide more useful information than the one in the Delicious
Dataset or MovieLens, thus promoting the content and semantic filtering. For
this reason, LastFM was the chosen dataset for the experiments as it suits the
evaluation needs, considering a carefully planned interpretation and mapping to
the ontology used in the system. The LastFM dataset is further enhanced with
data from the Freebase and Music Brainz datasets.

Figure 6 depicts the entities and associations from LastFM, Freebase and
Music Brainz dataset. It is worth noticing that Music Brainz’s Musical Artist is
used for the single purpose of data integration between LastFM and Freebase
datasets.

Due to the lack of integration and explicit semantics of the source datasets,
it is necessary to derive and integrate the implicit semantics from the existing
datasets into a domain ontology. The mapping stage is responsible for converting
the source datasets into a domain ontology. This mapping process is depicted
in Fig. 3. The dotted lines represent mappings from the source datasets to the
domain ontology.

Each lastfm:User individual/instance gives origin to a domain:User individ-
ual. Listen and Tag actions are combined into the general domain’s Action
because Mahout recommender system does not distinguish between different
types of user actions. Each LastFM Musical Artist individually originates a
domain’s Musical Artist.
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isPerformedBy

Fig. 6. Source datasets.

The original lastfm:Tag individuals are interpreted as domain Musical
Genres’ individuals. This is the result of users’ manual tagging of each Musi-
cal Artist. Yet, while these users’ actions complement the Musical Artists with
associations to Musical Genres, the original LastFM dataset does not provide
information about each Musical Artist and their related Musical Genres. In
order to simulate the generation of semantic information, when UGC is cap-
tured, an enrichment process is performed for providing an association between
domain:MusicalArtist and domain:MusicalGenre.

In order to enrich the domain dataset with users’ preferences for musical gen-
res it is necessary to transform the information in the source dataset (i.e. Tags)
into semantic content by performing the mapping represented as mapping a)
in Fig. 7.

Domain’s Musical Genre individuals are obtained by the union of any Free-
base Musical Genre:

– whose description matches LastFM’s Tag’s value by using a reconcile process.
In the end of this process, 4698 of the initial 11946 tags were correctly recon-
ciled to their semantic equivalent domain Musical Genre;

– that are tagged against the Musical Artist. Freebase’s and LastFM’s Musical
Artist are not directly associated. Nevertheless, when a Music Brainz Musical
Artist is the same for both Freebase and LastFM, one may conclude they are
the same.

A transitive property “hasSubGenre” is added to the domain ontology to
relate sub-genres. This “hasSubGenre” relation provides the necessary informa-
tion for semantic filtering recommendation.

The process of generating the recommendation’s dataset consists in obtaining
the following sets of information from the system’s ontology, to comply with the
recommendation model presented in Fig. 7.
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Fig. 7. Source datasets to domain ontology mapping.

The specific domain ontology is translated to a generic ontology that is used
by the system. The mapping between both ontologies is depicted in Fig. 8.

Mahout’s recommendation process recognises users, items, and similarities
between users or between items, user actions and their weights.

Because Mahout’s recommender system does not recognise or handle ontolo-
gies, a mapping between the system’s ontology and Mahout’s recommender
model is necessary. It converts the system’s ontology data into a format that
the recommendation engine can use (cf. Fig. 9).

According to Fig. 9, it is possible to derive the following concepts:

User. Derived from the foaf:Person concept. Each “foaf:Person” from the sys-
tem’s ontology is mapped to “rec:User” in the recommendation dataset.

Item. Derived from the “prv:DataItem concept”. Each “prv:DataItem” is
mapped from the system’s ontology to the “rec:Item” concept in the
recommendation dataset.
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Fig. 9. System ontology to recommendation dataset mapping.
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Actions. Derived from the “provo:Activity” concept. Each “provo:Activity”
from the system’s ontology is mapped into a rec:Action in Mahout’s. For
each mapped activity, respective relationships with the user (“performedBy”
property) and items (“over” property) are created.

User/User Similarities. Derived from the “foaf:knows” property. Each
“foaf:knows” property originates a “rec:UserSimilarity” individual.

Item/Item Similarities. Derived from the “isSimilarTo” property. This sim-
ilarity set is the outcome of the semantic filtering approach.

The weight of each user action, item similarity and user similarity is obtained by
the number of repetitions that occur during the mapping process. The resulting
dataset represents the input data for the recommender system.

5 Evaluation

This evaluation suite gathers measurements of the recommendation evaluation
execution under different runtime configurations. Some of the most relevant base-
line configurations are shown in Table 14.

Table 14. Baseline configurations results.

Similarity Prediction Measures

Configuration

ID

Log-Likelihood Tanimoto User/

Item-based

Boolean/

Weighted

AT Precision Recall F1

C1 L - I B 25 0,0814 0,4969 0,1399

C2 - T I B 25 0,0774 0,4726 0,1331

C4 - T U B 25 0,0754 0,4652 0,1297

C7 L - U W 25 0,0471 0,3173 0,0820

C8 - T U W 25 0,0473 0,3180 0,0824

C10 L - U B 25 0,0730 0,4541 0,1258

Each configuration evaluation consists in the calculation of average precision,
recall and f1. Experiment’s results are compared to those of an initial baseline
experiment that is obtained by using the dataset with the simplest possible con-
figuration. Experiments are characterised according to the following dimensions:

– the recommendation dataset;
– the process of generating the training model and relevant items;
– the process of generating and aggregating similarities;
– the process of generating and aggregating predictions;
– the recommendation engine configurations (e.g. AT).

Each experiment has its own configuration of these dimensions. The experi-
ments were conducted for a top AT of 25, 50 and 150. Each configuration eval-
uation consists in the calculation of average precision, recall and f1.
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Table 16. Baseline configurations aggregated predictions results.

Configurations Measures F1 Comparison

Config-
uration ID

Config-
uration 1

Config-
uration 2

AT Precision Recall F1 Config-
uration 1

Config-
uration 2

C11 C1 C4 25 0,0821 0,5021 0,1412 +0,0013 +0,1115

C12 C1 C7 25 0,0475 0,3194 0,0826 −0,0573 +0,0006

C13 C1 C8 25 0,0479 0,3218 0,0834 −0,0565 +0,0010

C14 C1 C10 25 0,0790 0,4851 0,1359 −0,0040 +0,0101

C15 C2 C4 25 0,0787 0,4808 0,1353 +0,0022 +0,0056

C16 C2 C7 25 0,0475 0,3188 0,0826 −0,0505 +0,0006

C17 C2 C8 25 0,0475 0,3188 0,0826 −0,0505 +0,0002

C18 C2 C10 25 0,0737 0,4566 0,1269 −0,0062 +0,0011

Experiment’s results are compared to those of an initial baseline experiment
that is obtained by using the dataset with the simplest possible configuration.

Baseline configurations were created using Mahout’s algorithms without
injecting any extra similarities in the process, as depicted in Table 15 as con-
figuration C1.

The configurations derived from the C1 baseline configuration are configured
with an item-based boolean recommender that uses the Log-Likelihood Similar-
ities algorithm as shown in Table 15.

By using the baseline recommender configuration solely with semantic simi-
larities (i.e. C105), precision and recall values drop when compared to the base-
line (i.e. C1).

Yet, when aggregating both the recommender system similarities and the
semantic similarities, using an approach without averaging both similarity sets
weights (i.e. C104), it produces much better results: precision is about six per
cent higher, recall around twenty-nine per cent and f1 about ten per cent higher
than the baseline and the normalised averaged approaches (i.e. C109 and C110)
with union or average intersection.

Using a normalised approach with intersection provides worse results than a
non-normalised union of all results.

Table 16 shows the normalised results of aggregation predictions from dif-
ferent configurations. As observed, the results are generally worse than running
each configuration independently.

6 Conclusions

The access policy recommendation process aids resource authors in granting or
denying access to existing resources by making use of similarity factors between
resources and social relationships and suggesting which users should be given
access to each resource.
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As any other recommendation process, the one proposed is based upon three
main parts: users, resources and associations between users and resources. Yet,
provenance and traceability annotations, users’ social awareness, list of interest
topics, resources’ and users’ context are used in the recommendation process to
infer users’ interest in resources.

Captured provenance and traceability information are used together with the
user’s social networks and resources’ contents as to automatically propose which
access policies should be added to a certain resource.

For providing recommendations, the proposal for generating and aggregating
semantic similarities and predictions are described and evaluated.

The results demonstrate that by introducing similarities calculated from con-
tent and semantic information into a collaborative filtering technique – either
focusing on social networking, user profiles or resource content – it is possible to
improve recommendation results.

In [15] the authors used the MovieLens dataset for measuring the system’s
recommendation performance, using a mean average precision measure. Their
precision values for an AT of 50 vary from 0.0272 to 0.0687, which are on par with
the values obtained by the experiments conducted with the baseline configuration
for the same AT (0.0255 to 0.0345). In the conducted experiments precision
barely drops below 0.0500 hitting a maximum of around 0.0800 for a top AT
value of 25, which is better than the best values (0.0699, AT = 5) observed by
the authors in [15]. This proves that precision measures produce quite small
results yet good enough for providing comparison between different systems in
an evaluation phase.

The usage of similarities produced from semantic content injected in
collaborative-filtering techniques proved to enhance the results in all the con-
figuration scenarios, showing that precision values higher than ten per cent are
easily achievable. This was achieved by using only a minimal subset of informa-
tion that a semantic system can have. Provenance and traceability information,
together with enriched semantic information, can indeed make the resource rec-
ommendation better.

From the evaluation results, it is possible to conclude that for the used
dataset, item-based recommender systems provides better results than user-
based recommenders. Furthermore, weighted analysis of actions provided worse
results than using a boolean approach (cf. Table 14). This may be due to exist-
ing disparities in the values of each action in the original dataset. Aggregating
similarities from different sources in the same recommendation process produces
better results than aggregating predictions for the same configurations when run
in parallel, considering only one of the similarity sets (cf. Table 16).

In summary, the proposed system architecture provides the following features
and functionalities:

– the resource author is recommended with new access policies that would facil-
itate sharing resources with other users;

– it allows discovering resources that users did not even known existed;



468 N. Bettencourt et al.

– users are given a list of resources which match their interests or contexts,
even though specific names and content are not shown unless the author gives
them permission to access it, i.e. the resource author will know which user is
requesting access but the requesting user does not know who is the author;

– semantically enhanced recommendations, allowing the creation of contexts
(e.g. time and space) for resources and users;

– is possible to combine several similarity algorithms in each individual recom-
mender system run;

– it is possible to aggregate the predictions of different recommender systems
running in parallel by coalescing all the results into a single final recommen-
dation list.

The adoption of a hybrid access-policy-recommendation engine enables the
enrichment of access policy recommendations by using additional information
provided by the system.
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Abstract. A Social Learning Management System (Social LMS) is an
instantiation of an LMS where there is an inclusion and strong emphasis
of the social aspects mediated via the ICT. The amount of data produced
within the social educational network (since all the students are potential
creators of material) outnumbers the information of a normal LMS and
calls for novel analysis methods. At the beginning, we introduce the archi-
tecture of the social learning analytics required to manage the knowledge
of a Social LMS. At this point, we adapt the Kirkpatrcik-Phillips model
for scholastic environments in order to provide assessment and control
tools for a Social LMS. This requires the definition of new metrics which
clarify aspects related to the single student but also provide global views
of the network as a whole. In order to manage and visualize these met-
rics we suggest to use modular dashboards which accommodate for the
different roles present in a learning institution.

Keywords: Social Learning Management System · Social learning
analytics · KirckPatrick-Phillips model · Key performance indicators ·
Dashboard · e-Learning platform

1 Introduction

The integration of social aspects in a learning environment can be defined as
an exchange of information and ideas, supplemented by interactions with a per-
sonal or professional network of users. A social learning program must provide
users with immediate access to relevant content and to seasoned experts who
can impart their wisdom [7,13,14]. Social ICT, for example, renders collabora-
tion very natural. The core components of this technology are: social networks,
wikis, chat rooms, forums, blogs, expert directories and expertise location, con-
tent libraries with content ranked for relevance, shared communities of interest,
online coaching and mentoring, etc. By the addition of the gamification element,
players can also develop and test their skills and learn complex subjects involving
multiple roles and relationships. In the last decade, the goal of many researchers
has been to define a Social LMS in order to built a complete “learning environ-
ment” that provides a support network, as well as the ability to collaborate, and
share information to solve problems. In the modern world, learning organiza-
tions (e.g., schools and academies) are expected to go beyond the disciplines of
c© Springer International Publishing AG 2016
A. Fred et al. (Eds.): IC3K 2015, CCIS 631, pp. 470–491, 2016.
DOI: 10.1007/978-3-319-52758-1 25
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building content for use in the classroom or online. They should provide context
and pathways through which people can learn but also improve as learners and
become better creators of content. For this reason, social learning environments
have to comprise both formal and informal learning elements in an augmented
vision of the blended learning paradigm [11]. While most formal training can
be done in classes or in isolation, social learning systems may offer the abil-
ity to develop learning communities in which groups of learners and trainers
share information and collaborate on their learning experience. Thus, a Social
LMS integrates social networking, collaboration and knowledge sharing capa-
bilities, as well as interactive elements that enable users to rate contents. In
this paper, we propose a model for social network learning which is based on
the idea that the act of learning should be an organic process comprising many
subjects (students, teachers, specialists, families, etc.). The students remain the
most important subjects of the e-learning environment since their development
is the final goal of the school, however the interplay with the other subjects
cannot be underestimated since a static world where only the students evolve
while the school or the families do not change is clearly unrealistic. For a better
insight of the process, all the subjects need analytic tools returning important
information and automatic analysis [1,3,16]. The information provided is not to
be intended as a replacement of the specific capabilities of the teachers, special-
ists etc. At the contrary, it is thought as an additional tool for these subjects
which allows them to have a good understanding of the success or failure of
their initiatives. With this information they are able to adopt measures which
can improve the quality of the learning process. The platform must also include
metrics which demonstrate real value for the learning organization. Learning
management systems are designed to measure the performance of a learner on
assessments, but they are less efficient at measuring the effectiveness of content
[3,9]. Since social learning is dependent on content generated from a variety of
sources, a good social learning solution should measure who are the most reliable
content providers and which content is not being accessed at all. As a result one
can prioritize what is most effective. The goal is to connect users using social
tools to accelerate learning.

The standard Kirkpatrick-Phillips model, which is used as a benchmark for
learning assessment in organizations, can be also adopted for a Social LMS with
a different look. The Kirkpatrick-Phillips model is defined by 5 levels that are:
Reaction, Learning, Behavior, Results, and ROI. In this paper, novel key perfor-
mance indicators (KPI) for each Kirkpatrick-Phillips’s level are defined in order
to evaluate the impact of the Social LMS on the student’s improvements. It is
important to take into account that each role is in need of different information
in order to improve. A general model of interactions among these subjects is
beyond the scope of this paper and pertains more to the social studies, however
we want to provide tools which help to give quantitative assessments. At the
moment, this paper focuses the work on students, but we are planning to extend
our model on the other subjects.
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The paper is organized as follows. The architecture for the social learning ana-
lytics is presented in Sect. 2. Section 3 presents the revised Kirckpatrick-Phillips
models for Social LMS, Sect. 4 defines the metrics for each new Kirckpatrick-
Phillips’s level, Sect. 5 introduces how the metrics can be applied to the forum
and chat room social components, Sect. 6 gives an insight on how a dashboard
for students can be defined that considers the new metrics. Finally, in Sect. 7
some conclusions and future works are stated.

2 An Innovative Architecture for Social Learning
Analytics

This section presents an architecture dedicated to the analysis of data produced
in an e-learning platform. The data are provided by heterogeneous sources of
information by making more complicated the process of learning analytics within
an educational context. The description of the architecture is an extension of
the one defined in [20]. The innovative aspects are related to the addition of the
social elements that, in our opinion, are assuming an increasing importance in
a Social LMS. The architecture presented in [20] is the outcome of a workshop
held in Paris in February 2015 where the team of experts have followed the
guidelines provided by the Apereo Learning Analytics Initiative. Figure 1 shows
the core elements of the new architecture where the added components are:
(1) Social LMS, (2) Educational Social Network - EduSN, and (3) Social Alert
and Intervention System. The focus of this work is to provide an evidence of
the importance of the data from a Social LMS that are complementary to the
student’s formal grades and that allow to have a complete vision of the student’s
academic path. The difficulty lies in obtaining suited indicators to quantify the
informal activities of a student and aggregating the formal academic information
with the informal one (see Sects. 3 and 4). In detail:

– Library Systems: it takes information about the permanence of a student in
library and the academic material borrowed.

– Student Information System: it considers information related to a student
such as ID number, formal grades, absences, group to which they belong (see
Sect. 4), etc.

– VLE - Virtual Learning Environment: it monitors the student’s actions when
he/she interacts with the learning platform in order to capture his/her inter-
ests by analyzing, for example, the academic material printed, saved, down-
loaded, viewed (video, images, chapters of book, . . . ), etc.

– Social LMS: it considers all the students’ activities related to the ability to
collaborate and share information to solve a problem such as the information
generates within a chat or a forum, a thread discussion within a social wall,
etc. In addition, a key role is assumed by the possibility to track the students’
preferences on the information created by the others with the support of social
judgments such as like/not-like, hearts, smiles, stars, etc.

– Educational Social Network: the interactions arising from the Social LMS com-
ponent allow to implicitly create virtual linkages among the students according
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Fig. 1. An architecture for social learning analytics.

to the knowledge shared (see Sect. 4). The analysis of these links creates groups
of students based on common interests. In addition, groups can also be defined
by considering the physical spaces where students learn such as classes, lab-
oratories, gyms, etc. All these groups define the so called Educational Social
Network, a network of learners who act together for solving a problem.

– Learning Records Warehouse: it stores the information acquired by the previ-
ous components within ad-hoc data structure/format.

– Learning Analytics Processor: it is the core element of the architecture and its
aim is to provide evidence of the effectiveness of the improvement of a training
path when a student uses the learning components previously explained. The
task is to analyze the data acquired and with the adoption of suited key
performance indicators to analyses the learning trend. In this work, we make
a detailed analysis on the definition of new metrics devoted to the integration
of knowledge from a Social LMS with standard academic knowledge such as
formal grades, absences, etc. The social learning analytics arising from these
new metrics allow to analyses the formal and informal activities of the students
in order to have a complete perspective of what the learner’s interests are. In
case of poor academic performances, if the teachers can access many indicators,
this can help them to undertake proper actions to correct the problem.
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– Staff Dashboard: it displays to the users (e.g., teachers, students) the results of
the Learning Analytics Processor component with the consequence of having a
graphic perception of what the training of a student is. At this step, the correct
graphic representation is selected (see Sect. 6) to provide optimal insights of
each key performance indicator.

– Social Alert and Intervention System: it comprises the workflow processes to
report to the users a note about events or problems. Within a social context,
it can be useful to be informed about a social event that comprises students
belonging to a same group (e.g., team sport, meeting, classwork, etc.). It can
also report a bad academic performance such as low formal grades, a great
number of absences, a poor participation to the class activities (e.g., chat,
forum), etc.

– Student Consent Service/Student Apps: if a student gives his/her approval
then, the services developed by the Staff Dashboard to show the metrics and
the Social Alert and Intervention System are installed on the student’s devices.

3 The Kirckpatrick-Phillips Model for a Social LMS

The classic Kirkpatrick-Phillips model (KP) [8,10,12] is widely used to evaluate
the quality of a training for companies [18]. According to the KP there are 5
levels which are used to evaluate the whole learning process: Reaction, Learning,
Behavior, Results and Return on Investment (ROI), respectively. Summarizing,
Reaction is an indicator which allows to understand how the training was received
by the participants. It deals with impressions and tastes regarding the partici-
pants - Did they like it? How was the environment? Was the content relevant?
Although a positive reaction does not guarantee learning, a negative reaction
almost certainly reduces its effectiveness. Learning refers to the idea of assessing
how much of the information has been understood and retained by the par-
ticipants of the training. If possible, participants take tests before the training
(pretest) and after training (post test) to determine the amount of learning that
has occurred. In a company, however, the quality of the work after a training
is expected to be better than before, this quantity is measured in the Behavior
level. The evaluation issue, at this level, attempts to answer questions such as
- are the newly acquired skills, knowledge, or attitude being used in the every-
day environment of the learner? How did the performance change due to the
training provided? For many trainers this level represents the best assessment
of a program’s effectiveness. A final assessment on the training comprising all
the parts just mentioned is necessary, in the KP model this is usually referred
to as Results. Good results are achieved if some indicators are improved in the
organization such as the increased efficiency, decreased costs, increase revenue,
improved quality, etc. The ROI indicator clarifies if the training was beneficial to
the company once its cost is taken into account, with the objective that the effect
should be worth the cost. Are we achieving a reasonable return on investment?
The ROI formula [12] is calculated as ROI = (Benefit − Cost)/Cost × 100.

Companies use the KP model to assess the investment in organizational learn-
ing and development although from the literature it emerges a clear difficulty in
measuring with suited metrics the 5 levels just described. It is rarely possible to



Analyzing Social Learning Management Systems 475

have data that allow to measure the effectiveness of each level by considering the
evaluations of the tangible and intangible benefits in relation with the results of
the investment as described in Sect. 1. Due to these problems, in [18] a comple-
mentary approach for enterprise training program management is proposed with
the intent to overcome the barriers that companies can have when adopting the
KP model, that are: (1) isolation of the participant as a factor that has impact on
corporate results, (2) lack of standard metrics within the adopted LMS, and (3)
lack of standardized data to be used as a benchmark for comparing the defined
training functions.

A difficulty in adopting the KP model is that the information from each prior
level paves the way for the evaluation of the next level. Thus, each successive level
represents a more precise measure of the effectiveness of the training program,
but at the same time requires a more rigorous and time-consuming analysis. The
idea is to determine which metric is more appropriate to understand whether the
network of learners is performing well and whether the service supplied by the
platform is useful for the network. The usage of the platform is a straightforward
value which allows to understand the reception of the platform itself.

In this paper, we want to translate the KP model to a scholastic environ-
ment as such some modifications are needed because of the different purposes
and means between a school and a company. For a company the aim of an inter-
nal training is to achieve a monetary/strategic gain, while for schools the overall
growth of the learners is the final goal, and within it an increased education is of
primary importance. In an educational context, the problems presented in [18]
could be overcome: (1) social learning creates community discussion forums and
group-based projects which encourage collaboration by reducing the learner’s
isolation, (2) for learners: personal qualities are achieved by considering stan-
dard grades, social skills are obtained, for example, by monitoring the learner’s
activities in the Social LMS as explained in Sects. 4 and 5, and (3) the data
quality can be evaluated with standard metrics by teachers (e.g., tests, grades,
. . . ), and social evaluation metrics by peers (e.g., social grades on materials,
comments, liking, . . . ).

The novel interpretation of the KP model for the educational context is
defined as follows (see Fig. 2):

Fig. 2. The Kirkpatrick-Phillips model for a Social LMS.
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– Reaction: “Did the learner enjoy the Social LMS?” The learner’s satisfaction
can be analyzed by two main techniques: explicit and implicit [5,17]. With the
explicit approach users must openly specify their preferences to the system.
This can be achieved by filling in questionnaires and/or by providing short
textual descriptions in order to specify the topics of interests. With the implicit
approach, the user’s preferences are automatically gathered by monitoring the
user’s actions. To this regard, the defined techniques range from click-through
data analysis to query and log analysis, sentiment analysis, etc. We prefer to
use an implicit approach, where it would be possible to estimate the actual
activity of an engaged learner, and use that as a target.

– Learning: “Did knowledge transfer occur?” Learning refers to the idea of
assessing how much of the information has been understood and retained
by the learners of the training. In a Social LMS for educational context, a
formal assessment can be defined by the teacher’s judgment or by official tests
before and after the use of the system for analyzing if an improvement of the
academic performance of the student is occurred; an informal assessment can
be obtained by analyzing how peers and teachers have evaluated the learner’s
materials such as new multimedia documents added in the Social LMS, com-
ments on specific subjects, messages from chat and forum, etc.

– Behavior: “Did the learner reach the social training goals?” Nowadays most
of the schools have personalized learning programs, thus the percentage of
completion of these programs can be thought as a measure of how the previous
knowledge has changed the student’s present knowledge allowing her/him to
take further steps forward. The gamification of the learning programs is an
important aspect which helps to keep interest in the objectives.
The learner’s attitude can be measured by specific behavior indicators: are
learners increasing the social activity? The metrics are related to the usage of
collaborative tools which reflect on the quality and quantity of the relation-
ships that they establish with their peers.

– Results: “Did the learner grow globally?” This level includes in a global state-
ment if the learner’s has improved his/her academic performance during the
usage of the Social LMS. The data obtained from the indicators considered in
the previous levels are gathered, elaborated, and then visualized in customized
dashboards. The learning analytic uses data analysis to inform the progress
related to teaching and learning. The global evaluation is a mush-up of data
collected ranging from formal evaluations (e.g., tests, grades, etc.) to informal
evaluations (e.g., social evaluations, judgment of peers, etc.). The heteroge-
neous types of data available allow to support more adaptive and personalized
forms of learning enabling enhanced student performance.

– ROI: “Did the use of social environment provide a positive return on grades?”
In an educational context, we define the ROIL in order to evaluate whether
the effort in the social interaction really affects the scholastic performance of
a learner, L.
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4 Definition of KPI for Social LMS

The failure or success of a student is determined by many factors. In the present
paragraph, we want to analyze key performance indicators which take into
account various aspects of the student life associated with the levels of the KP
model presented in Sect. 3. The students grades are an obvious starting point,
in particular at the end of the academic year the average grade provides a good
insight about the student success. However, the grades do not provide the infor-
mation regarding the general development of a student. For example, social skills
prove to be essential in modern life; for this reason, we want make quantitative
and qualitative assessments on them. The sources which provide the data needed
for the indicators are the following:

– The “normal” student information (grades, absences, etc.) usually collected
by the teachers, and in this case in digital format.

– The data inserted by the students in the social network (forum, chat, evalua-
tions, comments, etc.).

– Feedback from special instructors, families, etc.
– The multimedia material uploaded by teachers and students (for formal and

informal learning).

There are many aspects which are important for determining the growth of a
student and it is beyond the scope of this paper to take all of them into account.
Since this study is devoted to social e-learning we will concentrate on criteria
dealing with the learning and social parts of the platform. In particular, the
novelty of this paper is to try to combine the social aspect of modern technology
with the standard learning practice.

The integration of social aspects in an educational learning environment can
be defined as an exchange of information and ideas, supplemented by interac-
tions with a personal or professional network of students. An educational social
network (i.e., EduSN) is then created in a natural way by analyzing the interac-
tions of students. The EduSN’s effectiveness can be measured by adopting the
revised KP model of Sect. 3 by providing metrics for each level as reported in
this section.

A prime model of an EduSN is given by a graph where users are vertexes
and the links among them are the edges. In this case, we choose to restrict
the network to the students; in future works, we plan to create more complex
networks including teachers, parents, etc. In order to represent the network we
need to establish how the students are connected. Grouping all the students of
the same class is a simple idea which does not take into account all the possible
scenarios. Groups of students can be defined according to several factors: classes,
sharing of a same subject, organization of flipped classrooms across classes or
institutions, sharing of a same scholastic interest, etc. For this reason, the concept
of learning groups might be more appropriate than classes, so the definition of the
network must be flexible. The network that we propose is an undirected graph
where the edges convey the strength of the relationship between two students.
With this model the visual representation of the graph can give insights about
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Fig. 3. An example of an EduSN.

the activity of the learners. Figure 3 shows a portion of an EduSN where three
groups are defined: (1) Group 1 identifies a class of 19 students, (2) Group 2
identifies a class of 23 students, and (3) Group 3 identifies a virtual class of 18
students defined by social interactions on the same topic. Formally, an EduSN
is the union of non-disjoint groups defined as EduSN =

⋃g
i Gi (g is the total

number of groups present in EduSN), where:

– Gi = (V,L) is a group;
– V is a set of nodes, representing the students S;
– L is a set of links (or edges) between nodes in V , representing the interaction

among the students.

Finally, we can define the metrics for each KP’s level as follows:

Reaction. As indicated in Sect. 3, explicit and implicit methods can be used to
establish the level of student’s satisfaction in the usage of the Social LMS. At
this level, we consider an implicit approach assuming that the usage of the Social
LMS is related to the acceptance of the LMS platform. We define a quantity,
called total connection (explained in detail in Sect. 5), which is a function of two
students, and it represents the strength of the social bond between two students
in a given day. At this level, we are not interested in the quality of the bond,
but only to the amount of information in the academic time course.

Learning. The student’s academic performance is evaluated according to formal
and informal methods. The formal approach considers the standard evaluation
obtained by grades (i.e., proof, tests, etc.), whereas the informal one considers
social aspects based on the student’s social behavior when he/she uses the Social
LMS. In this last case, we define the social contribution indicator - which gives
an idea of how the other participants of the network judge the interactions of
the student with the social educational network. The social contribution of a
student has to take into account two measures: appropriateness, and quality of
the material added (by material, we also take into account the posts on the forum
and on the chat room). Formally, the social contribution measure is defined by:
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– Appropriateness: each material can be rated with four different levels of
appropriateness (material which has no appropriateness rating counts as
appropriate since we expect that normal material does not trigger the need for
an appropriateness rating). For example, posting the timetables of the movie
theater on the math forum would be considered inappropriate, while asking a
clarification of a theorem would be appropriate. Highly inappropriate mater-
ial adds −3 point to the appropriateness score of the student who posted it
and also to the material itself (in such a way the teachers can easily ban par-
ticularly inappropriate material), inappropriate adds −1 points, appropriate
adds 1 point and very appropriate adds 3 points. The average appropriateness
score of a material is always visible to the other users in order to allow the
instructors to ban any material which should not be visible.

– Quality: the quality of all the material published is divided in four different
levels:

• the material adds wrong content (−1 points)
• the material adds no content to the discussion (for example if the material

contains only information already present in the discussion) (0 points)
• the material adds some content (a good question is also associated to this

category) (1 point)
• the material provides a complete answer to a problem (3 points)

For every published material the peers and the teachers of the network can
assign a value of appropriateness and quality. Since we expect the teachers to be
more qualified than the students, teachers’ ratings will weigh three times more
than those of the students. At the end of the year, it is possible to calculate the
average value for these quantities. The overall score of the social contribution
is obtained for each learner L and it is the sum of all the contributions (for
this reason it comprises quantitative and qualitative aspects of the production
of each learner):

SCL =
∑

i

(
αAppiL + (1 − α)Qi

L

)
(1)

where i runs on all the materials produced by learner L; the quantities AppiL, Qi
L

are the average appropriateness and quality of item i by learner L; 0 ≤ α ≤ 1.
When α has a value of 0, the appropriateness value, AppL, is not considered,
and the final weight is equivalent to the weight obtained by analyzing the qual-
ity value, QL. If α has a value of 1, the quality value is ignored and only the
appropriateness value is considered. The importance of appropriateness value
with respect to quality value can be balanced by varying the value of parameter
α. In order to evaluate the whole network activity it is reasonable to consider
the average Social Contribution of the participants of the network.

Behavior. At this stage (see Sect. 3 for more details), we take into account how
the learner’s attitude can be measured by specific indicators: are learners increas-
ing their social activity (such as forum posts, participation to school tennis team,
theater activities, etc.)? The attitude level is measured by analyzing the topolog-
ical structure of EduSN, and by considering the informal success indicator. In
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the former case, once the EduSN graph is established we can calculate various
centrality measures which allow to determine, for example, who are the refer-
ence students, who tends to connect participants, etc.; here, we will focus on the
betweenness centrality since it perfectly reflects the social feature of the Social
LMS and on an indicator called compactness (defined in the next section) which
measures the amount of interaction in the group. Informal success is associated
with the awards attributed to: (1) the student about all the informal activities
he/she was involved in, and (2) the achievements by a gamification approach to
track the progresses of the student’s academic path. In the former case, the idea
is to also consider extra educational activities that are an indicator on how a
student is socially active in the school; for example, a student can be a member
of the: scholastic journal, soccer school team, etc. When considering the metric
associated to the whole Social LMS the average value of the all the students
should be taken into account.

Results. The two KPI we use to determine the student’s final result are: (1)
the average final grade obtained during the academic year in order to assess the
formal performance for each subject (e.g., math, history, science, etc.), and (2)
the influence factor. The influence factor represents the student’s influence by
considering his/her interactions with the EduSN’s participants, his/her ability
to drive discussions, to share materials, to attend to extra activities, etc. The
more influential you are, the higher your influence factor is. The influence factor
is a quantity we determine as the aggregation of three indicators previously
described:

– attitude level (comprising of betweenness centrality - which is a measure of
the activity of the person in the network and compactness).

– informal success - which takes into account how active a person is in the
informal context.

– social contribution - which gives an idea of how the other people of the network
judge the interaction of the person with the social network.

Since these quantities are measured with different indicators, we first transform
them in percentages, and then we calculate the average value for calculating the
influence factor in percentage. In an environment with a large population we
expect that there should be learners who excel in each of the three indicators
whose scores can be used to calculate percentages.

– Betweenness. We first group the scores of all the students of a school in a list
and we find the highest value. At this point, we can re-evaluate the score of
each learner as a percentage of the best result. Let us consider an example
of a school where the highest value of betweenness is 0.88, if a student has a
betweenness equal to 0.72; this value is transformed into 82% = 0.72/0.88 ×
100.

– Informal success. It is associated with the awards attributed to the student
about all the informal activities he/she was involved in. By associating a
number to each activity (for example 50 points for being part of the soccer
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team who arrived second in the school tournament, etc.) each person will
obtain a total number of points. Also in this case we can make an ordered list
of results, where the percentage score of a single student is given by the ratio
of his/her result and the best one (times 100).

– social contribution. Its value is transformed in percentage in the standard way
(see Eq. 1).

The influence factor for a student, AL, is calculated with a linear combination
of the betweenness, informal success and social contribution (where the weights
are positive and sum to unity, and allow to emphasize each of the three factors):

ROI. The definition of Sect. 3 requires some discussions since it leads to dif-
ferences in respect to the original formula defined in [12]. It might be useful to
notice that we are trying to evaluate the success of a Social LMS, this is obtained
by observing how much of the (average) success of the students is related to the
characteristics of the Social LMS. If one wants to stick with the formal defini-
tion of the ROI [12] it should be considered the difference between the benefits
and the costs divided by the costs. For this reason, it is important to carefully
understand and define what the benefits and the costs are. The general benefit
for a student due to the usage of a Social LMS should include both of the formal
grades and the social success (which is generally accounted for as “soft skills”).
What is the cost in the case of a Social LMS? It seems meaningful to consider
the usage of the social platform as an additional cost on the normal routine of a
student life. Although students are prone to using ICT, it takes time and effort
to produce material for a Social LMS and to interact with the others. The usage
of a Social LMS can thus be naturally considered as a cost. In order to quantify
it, one should take into account the quality and quantity of the interactions.
However, this is essentially identical to consider the social success of a learner.
This quantity has been summarized by the influence factor previously defined.
This leads to a rather simple (but surprising) conclusion which is that the dif-
ference between benefits and costs due to the Social LMS reduce to the average
formal grades. According to this reasoning a natural definition of the ROI (for
learner L), following the original one would be:

ROIL =
benefits − costs

costs
=

ΔGL

ΔAL
(2)

Where ideally one considers the time variation (Δ) of the grades (GL) in
respect to the variation of the influence factor AL (in the case where the initial
values of GL and AL are not known this quantity reduces to a normal ratio). It
should be noticed that this quantity can be calculated for each student (L), while
at the end it is interesting to know whether the Social LMS was successful, this
can be obtained by considering the average value of the ROI on all the students.
This formula however can be problematic in the case of those students who have
a very limited interaction with the Social LMS (AL close to zero) since this
quantity appears at the denominator, and as such, the ROI of those cases tends
to explode.
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Fig. 4. (left) Simulated cases of low (0.08) correlation, and (right) high correlation
(0.81) between the grades and influence factor.

A possible way out of this problem is to calculate the correlation between
the grades and the social activity of each student, see Fig. 4 for an example. It
is possible to monitor the time evolution of the grades and the influence factor;
thus, obtaining a time series for the grades and one for the social activity for
each student. It is clear that the elements of those time series do not happen at
the same time and a calculation of a correlation might pose problems. However,
one can consider fixed time intervals (for example one month) where the average
grades and the average social activity can be calculated. By using the correlation,
the problems connected with very limited social activity is naturally overcame
(in the limit of constant activity the correlation with the grades drops to zero). It
is fair to say that correlation and causation are different concepts and supposing
that changes in the social usage imply a change in the grades of a learner might be
too strong. In practice, it would require a deep textual analysis of the interaction
among the peers to understand whether important concepts have passed from a
student to another one. On the other hand, since this analysis is carried out at
the level of whole learning institutions it seems reasonable to consider the grades
- social activity correlation as a good hint of the ROI.

Since the ROI can be calculated for each learner it is also possible to use it
as an tool for understanding the social activity of the single students. This can
be carried out by breaking down the various parts of the social interaction (by
defining a threshold good/bad quality). For example, let us consider the case of
two students one which has a very high grades - social activity correlation in this
case one expects that most of the social activity was high quality since it helped
him/her in the academic success. If for the other student there is anti-correlation
among the academic and social activity it might be interesting to consider how
much of the latter was of good quality or was based solely on fruitless activities.

5 Evaluating Forum and Chat

In this section, we provide the specific metrics related to the forum and chat room
which are needed to comply to the definitions of Sect. 4, while other indicators
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(e.g. the grades) are not collected from the information derived by the forum
and chat room, and for this reason they are not addressed here. In detail, we
describe how to formally obtain an EduSN from the forum and the chat room
and how to exploit its properties. In a Social LMS, chat room and forum play
a key role, and they are some of the social modules most accessed by students.
The idea is thus to inter-correlate the social aspect and the academic success by
exploiting the natural tendency of human beings (and in particular of students)
to be connected. Forum and chat room are different social elements: the forum
is expected to be divided in topics to deepen the study subjects, whereas the
chat room is intended as a more free space where also informal topics can be
discussed (such as sports, movies, vacations, etc.).

Reaction. A connection represents how many interactions between two students
occur in a given time. At the beginning, the connection C is set equal to 0, i.e.,
C(a, b;n) = 0, where: a, b ∈ S are two students, n is a time factor (e.g., a day).
In the case of the forum, each time a person contributes to a conversation, a
quantity “f” is added to all the participants of the conversation. Let us suppose
that a student a ∈ S asks a question about math on day 0, and a student b ∈ S
replies on day 1, then:

CF (a, b; 1) = CF (a, b; 1) + f

While student d ∈ S replies on day 3:

CF (a, d; 3) = CF (a, d; 3) + f

CF (d, b; 3) = CF (d, b; 3) + f

Since, at this level, we are not interested in the directionality of the interaction,
this graph is undirected CF (a, b;n) = CF (b, a;n), we also want a simple graph
[4], that is CF (a, a;n) = 0.

In a school environment there are also informal interests (friendships, feelings,
sports, tournaments, etc.). These aspects are better represented by the chat room
which does not have the same kind of moderation as the forum, and it allows
for more freedom. Due to the synchronous nature of the chat room there is no
obvious thread which allows to distinguish easily whether a student is talking to
another, so we suggest to adopt a time approach, that is, if two students write
messages in the chat room within a given time interval (Δt), then we can consider
that those students are connected (for example because of a common interest or
by personal reasons). At the beginning of each day the chat connection is zero.
If students a, b and d write on the chat room within “Δt” their chat-connections
will be enhanced by a factor “c” (similar to the case of the forum).

CC(a, b; 1) = CC(a, b; 1) + c

CC(a, d; 1) = CC(a, d; 1) + c

CC(d, b; 1) = CC(d, b; 1) + c

Unfortunately time distance is not a very good form of correlation (and we plan
to use better indicators in further publications), moreover we have to take into
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account that the bond between two people develops with time. We define a quan-
tity called total forum (chat) connection which takes into account the history
of connections. The total forum connection is a function of two students (for all
the participants of the network) and of time, in the following definition we omit
the student dependency for simplicity, and we keep only the time dependency
starting from day 0:

KF
0 = CF (0)

KF
1 = CF (1) + λFCF (0)

KF
2 = CF (2) + λFCF (1) + λ2

FCF (0)
...

KF
n = CF (n) + λFKF

n−1 (3)

In practice the total forum connection is an exponentially weighed average of
the connections from a given day 0. The weights take into account the time
dependency of the interpersonal relationships.

Similarly to the forum, the total chat connection is defined recursively based
on the connection derived from the chat room as:

KC
n = CC(n) + λCKC

n−1 (4)

Once we have the “total connection” value among two students we can define
the length of the edge in the corresponding graph by aggregating forum and chat
room values. The length of the edge between student a and student b E(a, b) at
time n is set to be a the inverse of the sum of the total forum and total chat
connections, and it is defined as follows:

E(a, b;n) =
1

KF
n (a, b) + KC

n (a, b)
(5)

A proper choice of the parameters (λF , λC , f, c) has to take into account that
the connection established via the forum is less frequent but requires more effort
than the rapid and more casual connections of the chat room. For this reason
the quantity f >> c. The weights λF and λC give more importance to the
most recent interaction in respect to the old ones, as an example we show the
connection between two people in a 200 days period with two different lambda
parameters: λF = 0.99 and λF = 0.999 (see Fig. 5).

Learning. The social contribution indicator has to be used in a different way
according to the usage of forum and/or chat room. The appropriateness is the
metric used to evaluate posts on the chat room, whereas the quality metric is
taken into account to evaluate the posts on the forum.

In the chat room informal topics can be discussed (such as sports, movies,
vacations, etc.). For example, posting the timetables of the movie theater on the
math forum would be considered inappropriate, while asking a clarification of a
theorem would be appropriate. In the case of the chat room the moderation is



Analyzing Social Learning Management Systems 485

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 0  50  100  150  200  250

To
ta

l F
or

um
 C

on
ne

ct
io

n

Days

λF =0.99
λF=0.999

Fig. 5. Simulated total forum connection according to different weights.

limited (due to the very nature of this form of communication), and thus more
power is given to the students themselves. All the people accessing the chat room
can signal if a material is particularly inappropriate with a red flag which imme-
diately sends a warning to the teachers who can connect and change/censor the
material. Also the value of inappropriateness of the author of the post increases
(once a teacher confirms the bad quality of the content). A teacher is in fact
a super-user having the possibility to censor particularly inappropriate content.
Instead, the forum is expected to be divided in topics, and the teacher of the
related subject can judge the quality of the students added material with the use
of specific labels (i.e., wrong, neutral, complete, comprehensive). To each label a
point is associated as defined in Sect. 4. In case of a wrong post, a teacher can
ban the material in order to guarantee a high quality level of discussions. Peers
can also judge the material added in the forum sessions.

Finally, the social contribution value is calculated by given the following
balancing of its two indicators, i.e., SCL = 0.4∗AppL+0.6∗QL with α = 0.4. In
this case, a greater importance is given to the quality indicator as the information
from the forum are considered most significant than the ones obtained from
the chat room where the information is only evaluated by the appropriateness
indicator. This difference is given by the importance of the formal role of a forum
with respect to the informal role of a chat room. In addition, the posts in a forum
are less frequent than the ones of a chat room: a different score can reduce the
possibility or overestimate the quantity of interactions obtained by the use of
the chat room.

Behavior. Once the EduSN’s graph is established we can calculate various cen-
trality measures (e.g., the betweenness as described in Sect. 4) which allow to
determine for example, who are the reference students, who tend to connect
people, etc. A non-secondary aspect of the graph representation is that we can
have an idea of how compact a group is. For example, a graph where students
share a lot of edges and these edges are short is expected to tell us that strong
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relationships have been established in the group. Collaboration is thus expected
to be more present than in a group with looser bonds; this in turn has an impact
on social learning [2]. A measure of this quantity is the sum of all the total con-
nections between the students of a group (G), divided by the number of students
of the group:

comp =
1

|G|
∑

i<j∈G

(
KF

n (i, j) + KC
n (i, j)

)
(6)

(where |G| is the number of students belonging to the group G). A similar
quantity can be obtained for the single student, but in this case it is enough to
sum the total connections of a student to his/her “alters” (we will refer to this
quantity as the single compactness). We emphasize that with this approach the
graph associated with social network is based solely on the amount of interactions
without taking into account its quality.

Results. For each student, the forum and chat room are overall evaluated by
the influence factor indicator that is calculated as the average values of: (1)
the single compactness value (see Eq. 6, and (2) the social contribution value as
calculated in the Learning level. The informal success indicator (which is related
to the gamification of the informal activities) does not pertain directly to the
forum and chat room and for this reason it is not analyzed here. An indirect way
to deduce the informal success would be to discover the achievements through a
textual analysis of the topics on extra activities such as sports, theater, etc. but
we reserve it for future works.

ROI. The ROI is calculated as defined in Sect. 4, by utilizing the metrics previ-
ously defined.

6 Dashboard

A dashboard representation is used to control the status of a learning process
over a series of reports since the former has a strong visual and descriptive
impact. Furthermore, evaluations have shown the importance of a dashboard for
the learners to get insights about their performances [6,15]. Within a dashboard
one can group a series of analytic tools in a single page and obtain a general
overview of the desired study case [15]. As described in [19], learning dashboards
are classified into three basic classes that are: (1) dashboards to support the
traditional face-to-face lectures, (2) dashboards to support face-to-face group
work and classroom orchestration, and (3) dashboards to support blended or
online-learning settings. Our work refers to learning dashboard classified in the
third group.

For a correct interpretation of the information of a dashboard, both a syn-
chronous and a diachronous approach should be considered. In detail, how a KPI
performs in respect with the others at a given time is a synchronous approach
to understanding information. Let us consider a case of a student who has good
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grades in English. Is this student also a good communicator (i.e., he/she also
has a very good social network) or not? In the former case, it means that good
language skills are not only confined to the academic environment but also to
the “real world”, while sometimes people do not develop good interdisciplinary
abilities.

One has to take into account that within a dashboard representation not only
the time evolution of the indicators is automatically updated but it is one of its
most important aspects. A diachronous approach to information allows a person
accessing to the dashboard to grasp a more deep understanding of information.
Knowing that student’s grades are at the minimum sufficient level in a subject
does not tell us whether this person is doing a good job by improving form very
low grades or is in a difficult period dropping from very high performances.

The dashboard of this project is to be thought as modular. This means that
we can associate to each different KPI a different module which can be interfaced
with the dashboard. This approach allows for great flexibility. In fact, the data
representation has to take into account the background of each person accessing
it and a modular approach to the dashboard allows for simple re-ordination of
the data in this sense. Students and teachers require many KPIs, some of them
are common while some of them should be provided only to the appropriate roles,
thus leading to dashboards differences. For example, the graph representation of
the social network is more important for the teachers, who need to understand
better the connections within groups. By using this graph it is immediate to have
an idea of how the students are active on the network, if there are subgroups
and how the groups are compact. This tool is fundamental since it gives to the
instructor a global overview which is sometimes difficult without quantitative
evaluations. On the other hand, providing the same tool to students might lead
to unnecessary competition and unnatural modification of the network itself.
The students’ dashboard is thought to give a general overview to the student
about his/her current status of achievements. We will focus on it in Fig. 6 as

Fig. 6. Student’s dashboard.
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an example. At the center of the dashboard there are two main indicators (see
Sect. 4), that are the influence factor and the average grade. The smiley, which
can have 4 possible results, gives a general idea of the student status. At the top
center of the dashboard there is a picture of the student and his name, at its
sides there are two buttons, one to access to the chat room and one to access to
the forum. The absence days (divided by month and total) are reported at the
top right of the dashboard. Right below it there is the indicator of the grades,
where a label can be clicked to access each single subject. Multiple labels can be
clicked (unclicked) at the same time in order to have comparative overview on
subjects over time. On top of the subject name there is a smiley which reports
how the student likes the subject, which can been obtained, for example, with a
sentiment analysis of the comments of the students on the forum and chat room.
At the bottom center there are the degrees of appropriateness and quality of the
material posted by the student on the social network, these include the posts on
the forum, the multimedia material attached, the comments on the chat. The
assessments are divided by the students (peers) and teachers. At the top left
of the dashboard there is in indicator of the total connection (see Sect. 4), this
indicator is a box containing many small images of people and the actual value
of total connection. The number of people not shaded increases proportionally
with the value of the connection. Below the indicator of the total connection
there is the list of the top 5 connections. Below the top 5 connections there are
the medals which include both formal and informal activities. These awards are
assigned by the teachers. At the very bottom left we list the material published
by the student and by clicking over it the student can access it and its ratings.

Although the dashboard here introduced is not yet functional it is a guideline
for the implementation phase. The prototype aspect is a crucial preliminary
step in user interface design to obtain an immediate feedback with the goal to
minimize costs in the software development [15]. This has to take into account
that our goal is to create interfaceable modules which allow to personalize the
final dashboards according to the relevant needs of the considered LMS. In this
respect our proposal is centered around the modules rather than a single instance
of dashboard.

7 Conclusions

Although a LMS is an important tool for learning institutions the introduction
of the social aspect has not yet been fully implemented and exploited. For this
reason, it is useful to have a structure which helps to control the dynamics within
a Social LMS and to assess its quality. The idea of this article is to exploit the
big amount of data deriving from the educational social network to make precise
statements on the learning process and the associated Social LMS.

At the beginning, we presented the architecture of the social learning analyt-
ics where all the sources of information and interaction within a Social LMS are
taken into account. At this point, we borrowed the structure of the KP model,
which is a paradigmatic tool for evaluating the quality of company trainings, in
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order to provide an evaluation scheme. Following the KP model the assessment of
a training should be composed of five steps (reaction, learning, behavior, results
and ROI), which we adapted to a school environment with a strong emphasis on
the ICT social aspects. Once these steps are clear, it is essential to choose and
define new metrics which are able to describe the most important aspects of the
educational environment.

In order to obtain quantitative assessments, we focused on the interaction
among students; at this level we analyzed only the amount of interaction, neglect-
ing any semantic analysis or its directionality.

We modeled the new metrics defined on two standard modules of the ICT,
i.e. the forum and chat room. These are complementary tools which allow to
exchange information, the forum returns higher quality and less rapid informa-
tion while the chat room is devoted to more informal and quick exchanges of
ideas. By considering the amount of information exchanged as a bond between
two learners it is possible to build an educational social network. The graph
associated with the network comprises of nodes (the students) and edges (the
amount of information exchanged among the students). The metric that we
proposed takes into account the time evolution of personal interaction and the
different efforts required by the forum or the chat room. With the help of the
graph it is possible to make quantitative estimates of factors which are usually
left to a more intuitive level, such as: Who is the leader of the group? Who are
the connecting people? Who is generating more discussions? Some of the metrics
that we proposed return insights about the performance of each student while
others are related to global quantities of the whole network. This introduces a
novel vision related to the management of the learning process where the bot-
tom/up view (from the student to the class) is complemented with a top-down
(from the group to the student) analysis. The extension of this model beyond a
single learning institution up to include many schools in a region or state is very
natural and it opens the possibility to have more quantitative assessment about
the importance of social aspects in relation with the academic success.

The complex mechanisms of a scholastic environment supplemented by a
social network require a wide range of KPI, for this reason we provided exam-
ples of modular dashboards for their control. A dashboard is optimal for this
purpose since the typical information related to the school activity (such as
grades, absences, etc.) can easily be enriched with the information stemming
from the social network (compactness of the graph, centrality measures, infor-
mal activities, etc.). The importance of modular dashboards is related to the
ease of customization in relation to the different needs of the subjects of the
scholastic institution (e.g., students, teachers, parents). In fact, some of the pro-
posed metrics should be common to all of these players (e.g., grades) while others
should be accessible only to restrict groups. For example, it might be better to
not share the information about the global properties of the educational social
network with the students in order to not trigger competitive behaviors which
can modify the natural scores of the network.

In future works, we plan to modify the EduSN in order to include also teach-
ers, parents, school managers, etc. This would lead to a multi-network view of the
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school. The interaction among the different social structures (students’ network,
teachers’ network, ...) should provide a more complete vision of the challenging
problem of learning management. Furthermore, the utilization of metrics able to
detect the directionality of the interaction between the students could allow to
better understand the knowledge flow within the scholastic institution.

In summary, this work paves the way to a quantitative estimate and control
of the interactions within an educational social network from both a local and
global perspective.
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Abstract. Business Process Simulation is considered by many a very
useful technique to analyze the impact of some important choices design-
ers take at process design or optimization time, right before processes
are actually implemented and deployed. In order for the simulation to
provide accurate and reliable results, process models need to take into
account not just the workflow dynamics, but also many other important
factors that may impact on the overall performance of process execu-
tion, and that form what we refer to as the Context of a process. In this
paper we formalize a new Business Process Model that encompasses all
the features of a business process in terms of workflow and execution
Context respectively. The model allows designers to build a cost-centric
perspective of a business process. Also, we propose an extension to the
Business Process Model and Notation (BPMN) specification with the
aim of enhancing the power of the BPMN to also model resources and
the process execution environment. In the paper we provide some details
of the implementation of a novel Business Process Simulator capable
of simulating the newly introduced process model. To prove the overall
approach’s viability, a case study is finally discussed.

1 Introduction

Many organizations operating in both the global and local markets are recog-
nising the value of Business Process Management (BPM) as a strategic business
methodology. BPM combines established management methods with information
technology to measure performance, identify bottlenecks, (re)design and deploy
processes in a quicker and easier way [18]. Business Process Simulation (BPS)
is one of the most powerful techniques that supports re-designing of processes.
Through simulation, the impact that design choices are likely to have on the
overall process performance (measured through KPIs) may be quantitatively
estimated. BPS involves steps such as the identification of sub-processes and
activities and the definition of the process control flow. But one of the most
interesting aspects that simulation should not neglect is the process context, i.e.,
all factors that during the process execution may consistently impact on the
process dynamics, and thus, on the process KPIs. The accuracy of the final esti-
mate produced by the simulation depends, among others, on how accurate the
process context model is.
c© Springer International Publishing AG 2016
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A literature review revealed that many works deal with the modeling of the
process context, but none proposes a really comprehensive view. The purpose
of the work presented in this paper, which extends the one presented in [5], is
to define a novel business process model, capable of representing all the main
aspects of the business processes and their runtime context under a cost-sensitive
perspective. In order to build that view, our approach leverages and integrates
the well-know Business Process Modeling and Notation (BPMN) specification
and the Activity Based Costing (ABC) methodology. Further, we developed a
business process simulator to simulate business processes defined according to
the proposed model. A simple but well structured business process was also
designed and used to test the simulator.

The paper is structured in the following way. In Sect. 2 the literature is
reviewed. In Sect. 3 a novel cost-sensitive process model is introduced. Section 4
discusses the proposal of a business process simulator; architectural and imple-
mentation details are provided along. In Sect. 5 we present the definition of a
use-case process and discuss the result obtained from simulating the process.
Concluding remarks can be found in Sect. 6.

2 Literature Review

Process simulation plays an important role in the context of the Business Process
Management. The purpose of simulation is to give business analysts a clue on
what the performance and the cost of processes could be according to the actual
process design, and to provide hints on the corrective actions to take in order to
improve the overall process performance.

Process simulation is a key features provided by many commercial Business
Process Management Suites (BPMS). Most BPMS offer process analysts a tool
to simulate process workflows and to customize the process context scenario.
A simulation tool’s strategy and implementation is specific to the suite it is
embedded in. In particular, it is tightly coupled with the process modeling app-
roach and language (be it proprietary or open) adopted by the BPMS. ARIS
Simulation is an extension of the well known ARIS Architect suite1; it is based
on the L-SIM simulation engine and allows to simulate process modeled by
using Event-driven Process Chain notation [17]. Recently the BPMN support has
been added. iGrafx Process2 is a process analysis and simulation tool enabling
dynamic “what-if” process analysis. It may be used as a standalone tool or
within the iGrafx suite of process modeling and analysis. Oracle BPM Suite3

has a simulation module too, which allow to define simulation scenario with
various configurable parameters. Besides full fledged BPMS suites, specialized
simulation products exist, such as SimProcess4. It is a hierarchical modeling
tool that combines process mapping, discrete-event simulation, and the ABC;
1 www.softwareag.com.
2 www.igrafx.com/products/process-modeling-analysis/process.
3 www.oracle.com/us/technologies/bpm.
4 www.simprocess.com.

www.softwareag.com
www.igrafx.com/products/process-modeling-analysis/process
www.oracle.com/us/technologies/bpm
www.simprocess.com
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it allows users to carry on powerful analysis such as “what-if” scenarios, but
it does not use any standard notation for mod-eling processes. An interesting
survey on some commercial simulation tools is proposed in [9].

The majority of literature works addressing the business process simulation
calls on Petri Nets. Petri Nets are preferred to other modeling techniques because
of their rigor and clear formalism. Also, there are many easily available and freely
accessible tools which analyse Petri Nets and evaluate their “soundness” [11],
i.e., whether the model is free of potential deadlocks and livelocks. The basic
approach adopted by researchers is to transform the business process model
(usually defined in the BPMN language) into its “equivalent” Petri Net model
and to feed the model to a simulator engine [7,12]. The Protos2CPN tool’s
strategy [8] is to transform a Protos model into a Colored Petri Net (CPNet), and
simulate it in standard CPNet tools. CPNets [10] is a very powerful discrete-event
modeling language combining the capabilities of Petri Nets with the capabilities
of a high-level programming language.

Petri Nets are rather a good technique which is proved to be particularly
effective in the simulation of workflows. Unfortunately, business processes are
not just workflows. Though the activity flow may be considered the skeleton of a
business process, there are some important process elements which complement
the workflow and may have a strong impact on the process dynamics and perfor-
mance. In [1] authors discuss the limitations of traditional simulation approaches
and identify three specific perspectives that need to be defined in order to sim-
ulate business processes in a structured and effective manner: the control flow,
the data/rules and the resource/organization. Focus is put on modeling at the
right abstraction level the business data influencing the process dynamics and
the resources to be allocated to process activities. Similarly, authors in [2] argue
that a business processes simulator can not disregard the environment where
processes are executed and the resources required to carry on the process activi-
ties. They also propose to use an ad-hoc workflow language (YAWL [3]) to model
resources involved in the process dynamics. In [15] authors propose the definition
of a conceptual resource model which covers all the types of resource classes and
categories that may be involved in the process execution. The resulting model is
expressed in the Object Relation Model (ORM) notation as they believe it fits
the need to define resources and their mutual relationships in a way that can be
easily understood by a non-technical audience. In that paper, a concrete exam-
ple of resource modeling through ORM is provided and integrated to a workflow
model which, in turn, is expressed in YAWL.

The idea proposed in this paper differs from the mentioned works in that it
melts two consolidated and broadly adopted techniques to build an integrated
business process perspective. The basic principles of ABC and the expressiveness
of the BPMN are combined to devise a cost-sensitive business process model that
can be used to characterize both the workflow and the execution context of a
process.
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3 A Cost-Centric Business Process Model

In this section we propose the definition of a novel Business Process (BP) model.
The purpose of the model is to enable process designers to represent both the
(static) structural features of BPs and all external entities and factors that may
potentially affect the dynamics of BPs at execution time. For what concerns the
structure of a BP, the model will have to support the representation of process’
activities and tasks and their control flow, or in a word, the representation of
the process workflow. Instead, we will refer to the “Context” of a process as the
set of factors, external to the process logic, yet capable of influencing the process
behaviour and performance at execution time. This set includes, for instance,
the human resources responsible for carrying out process tasks, the non-human
resources consumed by process tasks (such as goods and services), the business
rules enforced on decisor elements, and in general any impromptu event that
may occur at process execution time.

Fig. 1. Business process model.

In our design, the process Context Model is defined to be the union of the
Resource Model, that can be used to characterize both human and non-human
resources, and the Environment Model, used to represent the rest of external
factors that build up the process environment. In Fig. 1 a package-view of the
overall process model is depicted. In the remainder of the section, first some key
concepts of the Activity Based Costing methodology are briefly recalled. Then
we discuss in details the Resource Model, the integration of the Resource Model
with a well known process workflow specification, and the Environment Model.

3.1 Basic ABC Concepts

An accurate tracking of costs (and revenues) is one of the most fundamental
internal procedures an organization can utilize. “Analytical accounting” is an
umbrella term for the financial component of business management. It relies
on financial data to make determinations about how, when and why a business
spends (and receives) money.

For the sake of cost-flow tracking we draw inspiration from the approach
used in the ABC analytical accounting system [6]. The basic assumption of
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Fig. 2. Activity-based-costing accounting system model.

ABC is that all enterprise costs are generated whenever an activity consumes
a resource. The strength of ABC is that all costs generated in the system from
the consumption of resources by activities may be directly allocated to these
activities by means of appropriate resource drivers; in other words, all costs
(including overhead costs produced by enterprise’s support activities [16]) are
treated as direct costs when allocated to activities that are indeed precise costs
carriers.

Given the full activity cost configuration, it is afterward possible to allocate
these costs to the final cost-objects through their activity drivers that define how
each activity is “consumed” by the final cost-object. By “final cost-object” we
refer to every business entity whose cost has to be computed for the analysis,
such as products, customers and channels. Although activity drivers can be
represented by any meaningful “demand of activity” function for the final cost-
object, they are generally defined by the ratio Ai,j∑

kAi,k
or Di,j∑

kDi,k
being Ai,j the

number of instances and Di,j the work-times of the i -th activity dedicated to
the j -ht cost-object.

The ABC model depicted in Fig. 2 defines the CostObject as the base entity
for all subsequent cost-oriented concepts. Each CostObject has an unit of measure
and can be “driven” by a set of Drivers that defines its requirements as the
amounts of different cost-objects demanded for one unit of it. In addition, every
CostObject can target in the run a set of other cost-objects through Allocations
of its quantities to them over different dimensions such as cost, units and time.
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An implementation of the Java Units of Measurement API5, namely JSR-363
which is currently under review for approval, has been used as measures and units
framework (package Measures and Units in Fig. 2). The JSR-363 specification
defines the concepts of Quantity, Unit and Measure as follows:

– Quantity. Any type of quantitative properties or attributes of thing. No unit
is needed to express a quantity, nor to do arithmetic on one. Units are needed
to represent measurable quantities. Mass, time, distance, heat, and angular
separation are among the familiar examples of quantitative properties.

– Unit. A quantity adopted as a standard, in terms of which the magnitude of
other quantities of the same dimension can be stated. Units can be created
from some quantity taken as reference.

– Measure. The result of a measurement, expressed as the combination of a
numerical value and a unit. A measure is the scalar magnitude of a quantity.

3.2 Resource Model

We focus on the definition of a cost-oriented Resource Model capable of cap-
turing the resource categories that BPs may need. The Resource Model aims at
capturing and representing costs and other process related information regard-
ing any kind of “resource” that has to be “consumed” by a process task, be it
a human or a non-human resource, and more specifically puts the basis for an
ABC analysis of processes.

The Resource Model defines the resource concept as a cost-object extension
itself. Figure 3 presents its relevant classes and their relationships in the UML
notation [13]. A Resource, no matter the kind, produces a cost whenever it is
allocated and actually consumed by some business operation. As better explained
in the Sect. 3.3, the CostObject concept depicted in the diagram represents the
element that, in our proposed view, bridges the domain of resources and the
domain of all the business operations that actually make use of resources.

Fig. 3. Resource model.

The NonHumanResource class may be used to define resources such as
goods and services. ConsumableResource extends it by introducing the con-
cept of “residual amount” and it is suited for available-if-in-stock resources.
5 http://www.unitsofmeasurement.org.

http://www.unitsofmeasurement.org
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SchedulableResource represents a generic resource whose availability is defined
by one or more calendars where each Calendar represents a set of time intervals
in which the resource is available to the whole system; the most common cal-
endar based resource is the HumanResource (HR) which represents the physical
person who, in turn, occupies an OrganizationalPosition within an Organiza-
tionalGroup structure such as an OrganizationalUnit structure (organizational
chart).

Each OrganizationalPosition can be occupied by one HR at a time and is
related to other organizational positions through the directReport and the dele-
gates relations. The directReport relation points to the HR which is accountable
for the position (usually a manager) whereas the delegates relation allows the
Resource Model to identify a set of alternative HRs when the requested one
is not readily available.

3.3 Integrating the Resource Model with BPMN

There is a lot of specifications available to define BP models. Some provide fea-
tures to represent basic activities and the control flow (UML’s activity diagrams),
others integrate the representation of Events that trigger activities and/or that
are triggered by activities [17]. To our knowledge there is no open specifica-
tion capable of representing all the features of the Business Process model that
have been so far discussed. The well known OMG’s Business Process Model and
Notation (BPMN) [14] standard is though a good candidate for our purpose.

Our choice is in part motivated by the fact that BPMN has reached a good
maturity level, and is adopted and continuously supported by many vendors.
Besides new semantic elements, such as callable elements and event-triggered
sub-processes, the BPMN 2.0 introduced the complete Collaboration, Process
and Choreography meta-models, the BPMN Diagram Interchange meta-model,
the BPMN Execution Semantics, the Basic and Extended Mapping of BPMN
Models to WS-BPEL and the BPMN Exchange Formats with its XMI and the
XSD files for XML serialization. Most important, the BPMN 2.0 “..introduces
an extensibility mechanism that allows the extension of standard BPMN ele-
ments with additional attributes. It can be used by modelers and modeling tools
to add non-standard elements or artifacts to satisfy specific needs, such as the
unique requirements of a vertical domain, and still have valid BPMN Core.” This
appealing features drove us to choose the BPMN as the specification on which
to ground our modeling needs.

The BPMN provides for a comprehensive notation that allows to represent
many features of a business process. Basically, in BPMN it is possible to define
a process workflow articulated in sub-processes, call activities, tasks, and to
also model the control flow of activities. Various type of external and internal
events may also be defined. Further, the organization units responsible for a given
process, a sub-process or even a single task may be modeled by means of concepts
like pools and lanes. Like other specifications, though, BPMN lacks of notation
to model the “contextualization” of a process into its execution environment.
We intend to tackle this deficiency by integrating the discussed Context model
to the process model defined in the BPMN specification.
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Fig. 4. Integration between the BPMN and the Resource model.

On the left of the class diagram in Fig. 4 relevant BPMN elements have been
reported (white boxes), while on the right end the Resource Model package is
depicted (light gray boxes). In order to integrate the two models, it is of primary
importance to bring the elements of the BPMN domain under a cost-sensitive
perspective. The bridge between the two models is realized by the ABC package,
whose basic concepts are depicted in dark gray boxes.

The BPMN model is integrated into the cost perspective by means of the
BPMN::Activity class. This class implements the behaviour of the ABC::Activity
interface, which represents the Activity concept in the ABC sense. Basically, we
let the Task, the SubProcess and the Process behave like an ABC::Activity.

According to this representation, the BPMN entities in Fig. 4 are cost objects
as well. Further, their classes are bound to the Resource class (which again, is
a cost object) by means of the ResourceDriver. This is to model that, at the
lowest level, a Task is an elementary business operation that basically needs to
consume Resources for its execution: the cost produced by the task execution
is exactly the aggregated cost of the consumed resources. Further, Participant,
Process, Lane and SubProcess are ABC::Activity as well, but in this perspective
they act as cost aggregators. It is easy to build a cost “chain” where a Process
aggregates the costs of it’s Lanes, which in turn aggregate the costs produced
by their Tasks, which in turn aggregate the costs produced for consumption of
their associated Resources. The aggregation is realized by means of an Allocation
scheme that sums up the measures (costs, number of instances and times) to the
higher level elements in a bottom-up fashion, starting from tasks.

In Fig. 4 both the Resource and the business operations (process, sub-process,
task) are CostObjects; but with the slight difference that Resources are cost
generators, whilst the business operations are cost aggregators.

The granularity of the business elements provided by the BPMN standard
well matches the ABC philosophy. By associating costs to the most atomic busi-
ness element (the resource), by means of direct-cost allocation it is easy to derive
the costs of every operation at any level in the hierarchy of business operations,
from the simplest task to the most complex process.
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3.4 Environment Model

We discuss the factors that are external to the process logic but that are anyway
capable of affecting the process execution. In the literature, researchers [1] have
identified numerous aspects that designers either tend to neglect or are not able
to account for at design time, and that have a negative impact when the process
executes. Some of those are the employment of oversimplified (or even incorrect)
models, the discontinuous availability of data and resources, the inhomogeneous
skill of the employed human resources (which leads to non deterministic human
tasks’ duration), the lack of knowledge about the exact arrival time of process’
external stimuli, and so on.

Our objective is to provide the process designers with a tool to simulate the
effects that external factors may have on the process dynamics and performance.
Basically, we introduce a model which provides for the representation of non-
deterministic behaviours of the process elements. The proposed model is an
extension of the one proposed in an earlier work [4]. Figure 5 shows the BPMN
elements which have been associated a statistical behaviour, and the categories
of statistical behaviours that have been modeled.

Fig. 5. Process environment model.

StatisticalBehavior is the root class representing a generic behaviour which
is affected by non-deterministic deviations. It includes several probability distri-
bution models (uniform, normal, binomial to cite a few) that can be used and
adequately combined to build specific behaviours. Duration models the temporal
length a certain event is expected to last. This concept will be used to specify
the expected duration of the following BPMN elements: tasks, sequence flows
and message flows. Tasks, in fact, may have a variable duration in respect, for
instance, to the skills of the specific person in charge of it or, in the case of a non-
human task, to the capability of a machine to work it out. A sequence flow may
have a variable duration too (e.g. “transportation time”). It is not rare, in fact,
that time may pass since the end of a preceding task to the beginning of the next
one (think about a very simple case when physical documents need to be trans-
ported from one desk to another desk in a different room). Finally, message flows
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fall in this category too since they are not “instant” messages, and the time to
reach the destination may vary from case to case. ResourceConsumption models
the uncertainty regarding the unpredictability of the consumption of a Resource
by a given Task. The implemented statistical behavior concerns the amount of a
given resource type that can be consumed by a task. For instance, in the case of
human type of resource, it is possible to model a task consuming a discrete num-
ber of resource units which is computed by a statistical function; whereas in the
case of a non-human resource type, it will be possible to specify the statistical
amount of the resource expressed in its unit of measure (kilowatts, kilograms,
meters, liters, etc.). LoopIteration models the uncertainty of the number of iter-
ations for a specific looped activity. This is the case of both BPMN’s standard
loop and multi-instance loop activities, i.e., tasks or sub-processes that have to
be executed a certain number of times which either is prefixed or depends on a
condition. ConditionalFlowSet models the uncertainty introduced by the condi-
tional gateways (both inclusive and exclusive). It will be used to select which of
the gateway’s available output flow(s) are to be taken. The Instantiation concept
models the rate at which a specific event responsible for instantiating a process
may occur. In particular, it will be used to model the behaviour of the BPMN’s
Start Event elements that are not triggered by the flow. The Occurrence models
the delay after which an event attached to an activity may occur. The event is
triggered exactly when the activity processing-time exceeds the delay.

4 Design of a Business Process Simulator

In this Section we discuss the design of a novel simulator of business processes
defined according to the Business Process Model presented in the Sect. 3. The
simulator was designed to help process designers understand the real dynamics
of enterprise processes once they are deployed in their execution context, and
estimate the performance of processes in terms of execution time and incurred
costs.

The basic design requirement is the capability of simulating the workflow
of context-aware business processes. The adopted strategy was to exploit a well
known and robust technique for the simulation of workflows, and concentrate our
efforts on the integration of the process context with the workflow dynamics.

As for the simulation of the workflow, we opted on the Colored Petri Nets
(CPNets) [10]. The interesting thing of CPNets is that they preserve useful
properties of plain Petri nets, and at the same time allow tokens to have attached
data (which is said the “token color) and enable generic data manipulation. The
idea is then to use this feature in order to integrate the context data with the
workflow, and let the CPNet run context-aware simulations.

In the proposed system, all a process designer has to do is supply a Business
Process Definition (BPD) file, which embeds all the specific definitions of the
process to be simulated in terms of workflow and execution context respectively.
Examples of what a BPD file may look like are provided in the Sect. 5.

Figure 6 depicts the system’s component architecture. The BPSim Manager
is the component responsible for managing the system initialization and the
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Fig. 6. System architecture.

actual simulation. It acts as a front-end interface to the designer (accepting
BPD files), while on the back-end it coordinates the system components’ activi-
ties. The Extended BPMN Parser component receives in input the BPD file and
produces the Business Process Model. The Workflow Model Converter is the
component responsible for converting process workflow contained in the Busi-
ness Process Model into a Petri Net file (PNML), in a form which is ready to be
processed by the CPNet Simulator Engine6(the Simulator). The Context Bridge
Factory provides a functionality to extract from the Business Process Model the
information concerning the context scenario(s) to be simulated and to generate
a Context Bridge for each defined scenario7. A Context Bridge embeds the infor-
mation concerning a specific scenario and will act as a process’ Context manager
at simulation time. It is called into play in two different phases. During the sys-
tem initialization (before the simulation is actually triggered), it is responsible
for “coloring the plain Petri Net’s created by the Workflow Model Converter.
During the simulation, a Context Bridge will act as a context manager to the
Simulator, in the sense that it will serve any request originated by the Simulator
aiming at either inspecting the Environment’s runtime status or at reserving/
releasing Resources. Finally, the CPNet Simulator Engine elaborates the PNML
and orchestrates the simulation process.

4.1 Workflow Model Converter

In this section we disclose some implementation details of the Workflow
Model Converter component of the Fig. 6. The Workflow Model Converter is
6 For the purpose of this work the engine of the Renew tool was used: www.renew.de.
7 It is up to the designer to define as many context scenarios as they like. The system
is capable of simulating many scenarios and producing the relative reports.

www.renew.de
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responsible for extracting the process workflow from the Business Process Model
and converting it into its equivalent plain Petri Net (the PNML file). The app-
roach used for the conversion grounds on the idea that all basic BPMN elements
(sub-process, activity, task, gateways, etc.) may have equivalent Petri Net rep-
resentations, which we are going to refer to as PNML patterns. A generic work-
flow model can be considered as a particular combination of BPMN elements.
Therefore, building the workflow’s equivalent Petri Net translates into a work of
patterns’ “composition”. So our first effort was to build a repository of PNML
patterns. The actual conversion is then carried out by composing the basic build-
ing blocks retrieved from the repository. In the component diagram represented
in Fig. 7 the sub-components responsible for the conversion are depicted. In the
following, a description of the work carried out by the sub-components is given.

Fig. 7. Workflow model converter.

Workflow Model Normalizer. In order to keep the number of possible patterns
as small as possible, a model normalization must be applied. In fact, in some
cases the BPMN specification allows the designer to model some elements of
a workflow in different, yet equivalent, graphical notations. It is responsibility
of the Normalizer to pre-process the BPMN model in order to normalize those
elements.

PNML Patterns. PNML Patterns are PNML files describing the Petri Nets that
represent BPMN elements. In the Figs. 8 and 9 we reported a graphical repre-
sentation8 of the PNML patterns for the None Start Event and the Task. Each
PNML pattern is a non-executable Colored Petri Net (CPNet) with Java as an
inscription language. The Java inscription language allows a simple integration
of the CPNet with the ContextBridge instance at runtime. The ContextBridge
instance is used in the simulation initialization phase to fill the PNML key places
with colored tokens representing the Java instances of the Process Model Context

8 The graphical notation adopted to depict the Petri Net is taken from the Renew
tool.
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elements that are to be queried and manipulated in the successive run phase. In
some cases the PNML Pattern uses one or more synchronous channels to interact
with other CPNet instances that implement common complex logic, such as the
start and activity CPNet instances used in the patterns in Figs. 8 and 9.

Fig. 8. None start event pattern.

Fig. 9. Task pattern.

PNML Model Factory. It is the component charged for the creation of the PNML
model. Here the overall Petri Net model is built by inspecting the Normalized
Workflow Model, identifying all the workflow elements, retrieving from the repos-
itory the PNML patterns relative to the identified elements, and adequately com-
posing the patterns. The obtained model is then pushed to the PNML Marshaler
component which finally will produce the Petri Net instance of the original work-
flow (PNML) to be eventually simulated by the CPNet Simulator Engine (see
Fig. 6).

5 Case Study Example

In this section a simple yet comprehensive case study is presented which will
guide the reader through the steps designers are required to take in order to use
the business process simulator, and will provide an example of what the output
of a process simulation looks like.
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First of all, designers have to supply a Business Process Definition (BPD)
file, which is an instance of their process model embedding all the specific fea-
tures of the process in terms of workflow and execution context respectively.
A BPD is an XML file structured according to a schema that we are going to
briefly describe. In order to define the process workflow, plain BPMN standard
in its XML serialized form will be used. The standard envisions some points of
extensions [14] that, instead, we are going to exploit to represent the process
context features. In the end, the BPD file is still compliant to the BPMN stan-
dard.

The basic schema for the overall process representation, then, is that of the
BPMN standard. Listing 1.1 reports the BPMN baseElement schema definition
which is the abstract base class for all the BPMN elements and introduces the
extensionElements reference:

Listing 1.1. XSD excerpt of the BPMN BaseElement and ExtensionElements.

<xsd:schema xmlns=” ht tp : //www. omg . org / spec /BPMN/20100524/MODEL”

. . .>

<xsd:element name=”baseElement” type=”tBaseElement”/>

<xsd:complexType name=”tBaseElement” abs t ra c t=” true ”>

<xsd:sequence>

<xsd:element r e f=”documentation” minOccurs=”0” maxOccurs=”unbounded”/>

<xsd:element r e f=” extens ionElements ” minOccurs=”0” maxOccurs=”1” />

</xsd:sequence>

<xsd:attribute name=” id ” type=”xsd:ID” use=” opt i ona l ”/>

<xsd:anyAttribute namespace=”##other ” processContents=” lax ”/>

</xsd:complexType>

<xsd:element name=” extens ionElements ” type=” tExtensionElements ” />

<xsd:complexType name=” tExtensionElements ”>

<xsd:sequence>

<xsd:any namespace=”##other ” processContents=” lax ” minOccurs=”0”

maxOccurs=”unbounded” />

</xsd:sequence>

</xsd:complexType>

The BPMN extensionsElements tag identifies a section that can be used to
“...attach additional attributes and elements to standard and existing BPMN
elements” [14]. There it is where we are going to provide extra information con-
cerning the process context. In particular, using that tag we can add the environ-
mental features discussed in Sect. 3.4 to Subprocess, Task, SequenceFlow, Mes-
sageFlow, ExclusiveGateway, InclusiveGateway, StartEvent and BoundaryEvent
respectively. Moreover, being the BPMN resource an extension of the tRootEle-
ment, which in turn extends the tBaseElement, extra information concerning the
newly introduced Resource::Resource concept (Fig. 3 in Sect. 3.2) can be added
through that extension point. In Listing 1.2 the schema excerpt describing the
Resource::Resource element has been reported.
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Listing 1.2. XSD excerpt of the BPSIM resource.

<xsd:schema xmlns=” ht tp : //www. un i c t . i t /bpmn/bpsim /2 .0 ” . . .>

<xsd:element name=” re sou r c e ” type=”Resource ” />
<xsd:complexType name=”Resource ”>
<xsd:sequence>
<xsd:element name=” uni t ” type=”Unit” minOccurs=”1”

maxOccurs=”1” />
<xsd:element name=” timeUnit ” type=”TimeUnit” minOccurs=”1”

maxOccurs=”1” />
<xsd:element name=”moneyUnit” type=”MoneyUnit” minOccurs=”1”

maxOccurs=”1” />
<xsd:element name=”usage ” minOccurs=”1”

maxOccurs=”unbounded”>
<xsd:complexType>
<xsd:sequence>
<xsd:element name=” a v a i l a b i l i t y ” type=”Amount”

maxOccurs=”1” />
<xsd:element name=”usageCost ” type=”Amount” minOccurs=”0”

maxOccurs=”unbounded” /> < !−− EUR −−>
<xsd:element name=”unitCost ” type=”TimeableAmount”

minOccurs=”0” maxOccurs=”unbounded” />
</xsd:sequence>
<xsd:attribute name=” scenar i oRe f ” type=”xsd:IDREF”

use=” requ i r ed ” />
</xsd:complexType>

</xsd:element>
</xsd:sequence>
<xsd:attribute name=” type” type=” x s d : s t r i n g ” />

</xsd:complexType>

Finally, the standard category tag is another element of the BPMN schema
that we are going to use to supply other specific information regarding the defi-
nition of the simulation scenarios, the calendars and the cost objects.

In the following we provide an example of how to define a BPD file for a
case study process. A BPMN description of the investigated case study process
is shown in Fig. 10. It represents the process of releasing a construction per-
mit by the Building Authority of a Municipality. The whole process involves
different actors who interacts to each other exchanging information and/or doc-
uments (represented in the model as specific messages). The involved actors are:
Applicant, the private citizen/company who needs to obtain the building permit
and triggers the whole process; Clerk, the front-office employee of the Build-
ing Authority who receives the Application and is in charge of (a) checking the
documentation of the application, (b) interacting with the applicant in order to
obtain required documents and (c) sending back the result of the application;
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Senior Clerk, the back-office employee of the Building Authority who evaluates
and decides on the application; Expert, an external expert who may be called
upon by the Senior Clerk whenever specific technical issues arise and the final
decision may not be autonomously taken.

The business process spans four swimlanes, one for each actor. Both the
Applicant and the Expert are external entities, i.e., are not part of the enter-
prise’s business process dynamics. While there was no reason to represent the
Applicant in the resource model, the Expert was modeled as a DurableResource
(paid by the hour). The Clerk and the Senior Clerk were modeled as Organiza-
tionalPosition. Other considered resources in the scenario are energy, modeled
as DurableResource, paper and stamps, both modeled as ConsumableResource.

The BPMN diagram depicted in Fig. 10, which represents just the process
workflow, has an equivalent Xml representation that we are not going to show
for space reason. Instead, we deem interesting to report what the Xml represen-
tation of the process context will look like. Suppose we want to set up a context
scenario (say scenario1 ) for which we intend to employ all the above mentioned
resources. Also, we need a calendar (official-calendar) to state that for human
resources the working days are Monday through Friday and the working hours
follow the pattern [8:00 AM to 12:00 AM, 1:00 PM to 5:00 PM]. We then specify
four different types of application (“cost object”, in the ABC terminology) that
potential applicants may submit. Further, in the specific scenario we require 1
unit of the Clerk resource type and 2 units of Senior Clerk resource type, whose
hourly costs are 10e and 20e respectively. Listing 1.3 reports an Xml excerpt of
the definition of the scenario, the cost objects and the Clerk. Note that all the
new elements describing the process context, and that are out of the BPMN stan-
dard, have been assigned a bpsim prefix, while BPMN elements shows no prefix.

Listing 1.3. XML excerpt defining the scenario, the cost objects and the Senior Clerk
resource.

<definitions id=” s id−6cc2411a − . . . ”
xmlns=” ht tp : //www. omg . org / spec /BPMN/20100524/MODEL”
xmlns:bpsim=” ht tp : //www. un i c t . i t /bpmn/bpsim /2 .0 ” . . .>

<import l o c a t i o n=”BPSIM20 . xsd”
namespace=” ht tp : //www. un i c t . i t /bpmn/bpsim /2 .0 ”
importType=” ht tp : //www.w3 . org /2001/XMLSchema” />

<extension d e f i n i t i o n=”bpsim:BPMNExtension” mustUnderstand=” true ” />
<category id=”bpsim−s c e n a r i o s ” name=”BpSim Scenar i o s ”>
<categoryValue id=” s c ena r i o1 ” value=” Scenar io 1”>
<extensionElements>
<bpsim:scenario default=” true ”>
<bpsim:timeUnit>month</bpsim:timeUnit>
<bpsim:moneyUnit>EUR</bpsim:moneyUnit>
<bpsim:maxInstances>1000000</bpsim:maxInstances>
<bpsim:startInstant>2015−01−01T00:00:00 .000</bpsim:startInstant>
<bpsim:endInstant>2018−01−01T00:00:00 .000</bpsim:endInstant>

</bpsim:scenario>
</extensionElements>

</categoryValue>
</category>
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Fig. 10. BPMN model of the example process.
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<category id=”bpsim−cost−ob j e c t s ” name=”BpSim Cost Objects ”>
<categoryValue id=” app l i c a t i o n ” value=”Appl i ca t ion ”>
<extensionElements>
<bpsim:costObjectType id=” app l i c a t i on−maintenance ”

name=”Maintenance” />
<bpsim:costObjectType id=” app l i c a t i on−bui ld ing−renovat ion ”

name=”Bui ld ing Renovation” />
<bpsim:costObjectType

id=” app l i c a t i on−pre s e rvat i on−and−r e s t o r a t i o n ”
name=”Pre se rva t i on and Restorat ion ” />

<bpsim:costObjectType id=” app l i c a t i on−urban−r e s t r u c t u r i n g ”
name=”Urban Rest ructur ing ” />

</extensionElements>
</categoryValue>

</category>
<resource id=” sen io r−c l e r k ” name=” Sen ior Clerk ”>
<extensionElements>
<bpsim:resource type=”Organ i za t i ona lPo s i t i on ”>
<bpsim:unit>#HR</bpsim:unit>
<bpsim:timeUnit>h</bpsim:timeUnit>
<bpsim:moneyUnit>EUR</bpsim:moneyUnit>
<bpsim:usage s c ena r i oRe f=” s c ena r i o1 ”>
<bpsim:availability ca lendarRef=” o f f i c i a l −ca l endar ”>2
</bpsim:availability> < !−− 2 #HR −−>
<bpsim:unitCost timeBound=” true ”>20 .00
</bpsim:unitCost> < !−− 20 EUR/h/#HR −−>

</bpsim:usage>
</bpsim:resource>

</extensionElements>
</resource>

In Listing 1.4 we show how to assign resources to a specific task. The
bpsim:resourceConsumption tag models the statistical behaviour “ResourceCon-
sumption” of Fig. 5 discussed in Sect. 3.4. Specifically, the send invoice task is
assigned exactly one Clerk, an amount of energy that is distributed according
to the Normal law, a number of paper sheets that is Bernoulli distributed over a
minimum of 4 sheets and exactly 2 stamps. Further, the duration of send invoice
task (which models the statistical behaviour “Duration” of Fig. 3) has a Beta
(PERT parametrized) distribution (bpsim:duration section). Finally, the excerpt
reports the parameters of the autonomous decision gateway. In particular, it is
stated that in the case that at the input flow arrives a cost object of type
application-maintenance, application-building-renovation or application-urban-
restructuring, one of the outgoing flow has 20 % probability of being selected,
the other takes the remaining 80 %; instead, in the case that an application-
preservation-and-restoration cost object arrives, a specific output flow is alway
selected. In our cost-based view, Gateways are one of the many elements where
the type of the processed cost object affects the workflow.
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Listing 1.4. XML excerpt defining the “send invoice” task’s resource assignement and
the exclusive gateway statistical behaviour.

<sendTask id=” s id−7B9D15A6− . . . ” name=”send i nvo i c e ”
s tar tQuant i ty=”1” complet ionQuantity=”1” . . .>
<extensionElements>
<bpsim:task s c ena r i oRe f=” s c ena r i o1 ”>
<bpsim:resourceConsumption r e sourceRe f=” c l e r k ” un i t=”#HR”>
<bpsim:countable type=”Constant”>

<bpsim:parameter name=”value ”>1</bpsim:parameter>
</bpsim:countable>

</bpsim:resourceConsumption>
<bpsim:resourceConsumption r e sourceRe f=” energy ” un i t=”W”>
<bpsim:fractional type=”Normal”>
<bpsim:parameter name=”mu”>500</bpsim:parameter>
<bpsim:parameter name=”sigma”>3 .33</bpsim:parameter>

</bpsim:fractional>
</bpsim:resourceConsumption>
<bpsim:resourceConsumption r e sourceRe f=”paper ” un i t=”#paper ”>
<bpsim:countable type=” Be rnou l l i ” s h i f t=”4”>
<bpsim:parameter name=”p”>0 .12</bpsim:parameter>

</bpsim:countable>
</bpsim:resourceConsumption>
<bpsim:resourceConsumption r e sourceRe f=”stamp” uni t=”#stamp”>
<bpsim:countable type=”Constant”>
<bpsim:parameter name=”value ”>2</bpsim:parameter>

</bpsim:countable>
</bpsim:resourceConsumption>
<bpsim:duration uni t=”h” type=”Pert ”>
<bpsim:parameter name=”a”>10</bpsim:parameter>
<bpsim:parameter name=”m”>15</bpsim:parameter>
<bpsim:parameter name=”b”>30</bpsim:parameter>

</bpsim:duration>
</bpsim:task>

</extensionElements>
<incoming>s id −8982DB9F− . . .</incoming>
<outgoing>s id−8E50B134− . . .</outgoing>

</sendTask>

<exclusiveGateway id=” s id−4A21D4F4− . . . ”
default=” sid −59595B8C− . . . ” gatewayDirect ion=”Diverg ing ”
name=”autonomous d e c i s i o n ?”>

<extensionElements>
<bpsim:exclusiveGateway s c ena r i oRe f=” s c ena r i o1 ”>
<bpsim:conditionalFlowSet f lowRef=” s id−A1FD99EE− . . . ”>
<bpsim:probabilities>
<bpsim:probability costObjectTypeRef=

” app l i c a t i on−maintenance ”>0 .2
</bpsim:probability>
<bpsim:probability costObjectTypeRef=

” app l i c a t i on−bui ld ing−renovat ion ”>0 .2
</bpsim:probability>
<bpsim:probability costObjectTypeRef=

” app l i c a t i on−pre s e rvat i on−and−r e s t o r a t i o n ”>1 .0
</bpsim:probability>
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<bpsim:probability costObjectTypeRef=
” app l i c a t i on−urban−r e s t r u c t u r i n g ”>0 .2

</bpsim:probability>
</bpsim:probabilities>

</bpsim:conditionalFlowSet>
</bpsim:exclusiveGateway>

</extensionElements>
<incoming>s id−D15F5375 − . . .</incoming>

<outgoing>s id −59595B8C− . . .</outgoing>
<outgoing>s id−A1FD99EE− . . .</outgoing>

</exclusiveGateway>

The cost-sensitive approach adopted to design the Business Process Model
eventually allowed us to gather data produced by the simulation and easily put
them in a form that facilitates ABC analysis. Focus is put on the application.
As explained earlier, each submitted application is a cost-object, in the sense
that it accumulates the costs produced by every activity that is going to process
the application itself. Also, when traversing the activities an application is also
capable of recording both the time spent in every activity’s queue and the time
for being processed.

Fig. 11. Cost reports for scenario1: (a) resource/activity; (b) activity/cost-object.
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Fig. 12. Work and queue time reports for scenario1.

Three simple process KPIs are going to be assessed through the simulation:
the monetary costs incurred by the Building Authority to attend the requests,
the work times spent by the activities to process applications and the queue
times applications had to wait before being processed by the activities. Figure 11
depicts a report of analytical costs computed for scenario1. In particular, costs
incurred for the allocation of resources to activities are reported in the section
“resource/activity cost” of the report; activity costs absorbed by the four types
of cost-object (applications) are instead shown in the section “activity/cost-
object cost” of the same report. In the Fig. 12 times spent by cost-objects for
traversing the process are shown. In particular, work times and queue times have
been reported respectively.

The obtained data provide a picture of the performance of the process in
terms of costs and times. Process designers may use those data to make typical
ABC analysis, and guess which part of the process (workflow, resource assign-
ments) is susceptible of improvements. New scenarios may be easily defined by
fine-tuning the basic scenario.

6 Conclusion

In the past decade there has been a growing interest of enterprises towards
the Business Process Management’s methodology and techniques. Field experts
agree that one of the most critical step in the management of business processes
is process analysis and modeling. Modelling a business process is not merely
defining its workflows. In order to precisely estimate the cost and the perfor-
mance of a process, the context where the process will execute must be carefully
identified and modeled at design time. In the this paper we proposed the defini-
tion of a novel process context model, which grounds on the BPMN notation and
on the ABC accounting principles, which process designers can leverage to define
cost-sensitive representations of business processes. In the paper, we discussed
some architectural and implementation details of a business process simulator
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capable of making simulations of such context-aware business processes, and of
producing estimates of both the costs they would incur and their execution times.
A simple yet comprehensive use case example was also discussed in the paper.
In the future, the just proposed cost model will be enhanced to encompass new
aspects that goes beyond the mere “monetary” aspect, the objective being to
make multidimensional analysis of the process performance. Also, a study will be
conducted to get the simulator exploit the semantics of the BPMN choreography
model.
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Abstract. The management of shared resources on the Web has become one of
the most pervasive activities in everyday life, but the heterogeneity of tools and
resource types (documents, emails, Web sites, etc.) usually causes users to be lost
and to spend a lot of time in organizing resources and tasks. Structured semantic
annotation can provide a smart support to collaborative resource organization,
but, as demonstrated by our user studies, users have often to deal with ambiguous
or unknown expressions, suggested by the system or by other users. As a
consequence, it is important to provide them with an “explanation” of unclear
annotations, which can be based on formally encoded domain knowledge,
retrieved from the LOD Cloud. We chose commonsense geospatial knowledge to
implement a proof-of-concept prototype providing such “explanations”. After a
brief presentation of the background, represented by the SemT++ project, we
describe the approach and present a user evaluation of it.

Keywords: Collaborative workspaces � Semantic annotation � Linked Open
Data � Semantic Web � Ontology-driven applications � Geospatial knowledge

1 Introduction

The collaborative management of shared resources on the Web has become one of the
most pervasive activities, not only for knowledge workers, but for everybody in
everyday life. However, due to the pervasive nature of this activity, which is required
by almost every task – from buying a ticket for a concert to organizing a holiday, from
writing a scientific paper to managing children activities – the number of different tools
that users have to use is very large, and useful resources belong to very heterogeneous
types (documents, web sites, images, email conversations, posts, etc.). In this scenario,
users are often lost and spend a lot of time in trying to organize resources and tasks.

In order to take on this challenge, a mechanism to handle heterogeneous Web
resources in a uniform way is required. Moreover, such a mechanism should enable
sharing and collaboration among users, and should help them by providing a smart
support to resource organization. Semantic technologies can be the key factor to face
this challenge. Ontologies and semantic representations of the handled resources, in
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fact, can endow collaborative tools with some “expertise” about the objects they are
managing, and this can turn such tools into smart companions. In particular, the
annotation of resources, based on shared semantic vocabularies, can enable collabo-
rative applications to help users in both resource organization and retrieval.

However, semantic annotation typically imposes a great overload on the users: In
order to gain a future advantage in organization and retrieval, users are required an
extra-work to annotate resources. To alleviate such an overload, tools for the collab-
orative management of Web resources should provide automatic annotations or, at
least, suggestions. We started the design and implementation of a (semi-)automatic
support to semantic annotation of resources (exploiting HTML parsing and Named
Entity Recognition); some preliminary results of this work can be found in [1]. As
demonstrated by our user studies, in a system that provides users with suggestions for
semantic annotation, and where annotations are collaboratively defined, users have
often to deal with ambiguous or unknown expressions, suggested by the system or by
other users for the annotation of resources. As a consequence, it is of paramount
importance providing them with an easy and quick access to the meaning of such
unclear annotations. In order to reach this goal, collaborative tools should be equipped
with formally encoded domain knowledge and the Linked Open Data (LOD) Cloud
(lod-cloud.net) represents a very rich source of knowledge about a wide range of
domains, in the form of data and semantic models that can be exploited within col-
laborative applications. However, a collaborative environment can be used to carry out
very different activities, each one referring to a different domain: Which are the most
suited datasets? Two considerations can help us answer this question.

First, datasets based on Linked Data best practices typically provide links to related
datasets: This means that from a selected set of data referring to a specific domain,
other datasets are usually reachable; in particular, many datasets contains links to
cross-domain resources such as DBpedia (wiki.dbpedia.org).

Second, there are some types of knowledge that, due to their intrinsic nature, can be
considered (almost) universal: Geospatial knowledge is one of the most popular type of
such a cross-domain knowledge. As demonstrated by the pervasive presence of ser-
vices based on geolocation, maps, and directions functionalities, geospatial knowledge
is involved in a lot of different specific domains and is used by everyone to carry on
everyday activities: Geospatial concepts and relations are used when planning a
journey, when taking care of environmental issues, when arranging an appointment,
when organizing a conference, etc. This knowledge does not represent a scientific
perspective, but instead a commonsense one (i.e. a perspective enabling people to
distinguish different geospatial entities, to identify and to georeference them); in fact, it
does not provide a formal precision degree in geographic descriptions, but instead a
model enabling people to describe, and ultimately organize, representations of
real-world entities, like mountains, cities, or streets.

The cross-domain nature of geospatial information is further confirmed by a recent
report by the LOD work team, where geography appears as one of the nine thematic
categories the whole LOD cloud is divided into [2]. In particular, GeoNames (www.
geonames.org) has assumed, together with DBpedia, a role of hub (see: lod-cloud.net),
becoming the de facto reference geospatial dataset in the LOD Cloud. Moreover,
geospatial knowledge can act as a “glue” in integrating and linking different datasets [3].
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These considerations led us to choose commonsense geospatial knowledge as the
first testbed for our approach, aimed at endowing shared workspaces with domain
knowledge. However, the proposed architecture (see Sect. 4.3) has a more general
validity, and can be used to include different types of domain knowledge within col-
laborative environments.

Ultimately, the main contribution described in this paper shows the role played by
(geospatial) ontologies and data retrieved from the LOD Cloud in the implementation
of the previously mentioned “explanation functionality” within a collaborative envi-
ronment for Web resource management.

The rest of the paper is organized as follows. In Sect. 2 we discuss the main related
work; in Sect. 3 we briefly summarize the main characteristics of the SemT++ project,
representing the background of the proposal presented in this paper. In Sect. 4, which
describes the contribution with respect to our earlier work, we present the motivations
of the presented approach, we sketch a simple usage scenario, and we describe the
implementation of the “explanation functionality”, together with a user evaluation of it.
Section 5 concludes the paper and outlines future developments.

2 Related Work

Several research fields have to be taken into account in order to outline the background
reference work for the approach presented in this paper.

As far as the original idea underlying SemT++ is concerned, an interesting refer-
ence work is represented by [4], presenting the problems of the desktop metaphor and
several approaches trying to replace it. In particular, an interesting model presented in
the mentioned book is Haystack [5], a flexible and personalized system enabling users
to define and manage workspaces referred to specific tasks. Another interesting set of
approaches are those grounded into Activity-Based Computing, where the core concept
structuring the interaction model is that of user activity [6, 7]. The main enhancement
of SemT++ with respect to these approaches is the explicit geospatial knowledge
model and the exploitation of LOD sets, discussed in this paper.

Another relevant research field that is worth to be considered is represented by
research about social tagging systems, where resources can be tagged with meta-data
referring to different aspects (facets); the user-centered, bottom-up tagging process leads
to the creation of multi-facets classifications called folksonomies [8]. Interesting semantic
enhancements of tagging systems have been developed [9], with particular attention to
knowledge workers [10].With respect to social tagging systems, SemT++ shifts its focus
from mass social communities to (small) collaborative groups of people sharing specific
activities.

In general, the idea of exploiting semantic technologies to support collaborative
resource management is not new. For example, a new research area has recently
emerged, the Social Semantic Web [8], an approach relying on the idea that semantic
technologies can support the creation of machine readable interlinked representations
of social objects (people, contents, resources, tags, etc.) enabling different social
“islands” (i.e., isolated communities of users and data) to be connected and integrated.
The approach presented in this paper can be seen as part of this project, since it aims at
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enhancing a collaborative environment for resource management with semantics, in
order to provide users with a smarter support to resource management.

Another project aimed at coupling desktop-based user interfaces and Semantic Web
is the Semantic Desktop [11]. In particular, the NEPOMUK project (nepomuk.
semanticdesktop.org) defined an open source framework for implementing semantic
desktops that rely on a set of ontologies and integrate existing applications to support
collaboration among knowledge workers. Drăgan and colleagues [12] propose an
approach to connect the Semantic Desktop to the Web of Data: This enables the system
to “bring Web data to the user”, thus supporting the exploitation of external data within
the user personal context. The proposal by Drăgan and colleagues is one of a great
number of recent semantic approaches trying to use LOD to enhance services for the
users. In the same direction, the LinkZoo tool [13] propose a collaborative annotation
platform based on LOD: Semantic annotations are stored as RDF triples and they
enable LinkZoo to couple standard keyword search with property-based filtering. [14]
contains a survey of the approaches to exploit LOD in metadata for multimedia content,
while Linkify [15] is an add-on for major browsers that adds a link to Named Entities
recognized in online texts, pointing to a mashup of information items extracted from
LOD sources. Passant and Laublet [16] present MOAT (Meaning Of A Tag), a
semantic framework for the definition of machine-readable meanings of tags: Tags are
represented as quadruples (<User, Resource, Tag, Meaning>), their meaning is linked
to well-known LOD sets (such as DBpedia and GeoNames) and can be shared with
other uses.

Lots of work has also been done, within different research communities, in the field
of collaborative semantic annotation. In the NLP field, tools have been implemented
aimed at supporting collaborative annotation of textual corpora [17]. NLP-oriented
annotation tools enable users to associate “semantic” labels to phrases within a text and
usually refer to an annotation schema that can be formally encoded as an ontology
(e.g., [18, 19] among many others).

In the Knowledge Management field, a similar notion of “semantic annotation”
has been used, where annotations link words or phrases within a document to
instances in a semantic knowledge base (and indirectly to classes of a domain ontol-
ogy); see, for instance, [20], which also contains an interesting survey of annotation
frameworks. A good survey of ontology-based annotation environments can also be
found in [21]. Usually, ontologies provide the metadata structure, and describe docu-
ment properties, such as author, date, format, etc. (e.g., Dublin Core: www.dublincore.
org). In some cases, annotation systems can rely on more domain-dependent semantic
resources (e.g., the Getty Thesaurus of Geographic Names: www.getty.edu/research/
tools/vocabularies/tgn in the geographic domain). Annotations have also been widely
used in e-learning [22] and in the so-called “semantic wikis”; for instance, Buffa and
colleagues [23] describe SweetWiki, a wiki tool supporting a structured, semantic
annotation of resources.

Finally, given that geospatial knowledge plays a major role in the proposal pre-
sented in this paper, we dedicate the final part of this related work overview to it. The
importance of geospatial knowledge, especially in information retrieval and knowledge
organization, is claimed in the literature (see, for instance, [24]), and is demonstrated by
the leading role that geography acquired in the Web of Data during the last ten years.
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In particular, the growth of Web 2.0 and its related practices, like crowdsourcing, found
in Geographic Information a preferential knowledge domain. Goodchild termed the so
gathered information volunteered geographic information, and considered it an inter-
esting example of user-generated content [25]. This phenomenon emphasizes the major
role played by a commonsense perspective over geographic knowledge: Services like
OpenStreetMap, WikiMapia, Google Earth, Google Maps were contributing to change
the way people interact with the Web, turning them into information prosumers, rather
than mere information consumers. Moreover, the recent mobile revolution, the avail-
ability of social networks like Foursquare, and the pervasive trend of geolocation and
resource geo-tagging, increased the role of geospatial knowledge in our everyday life.
Within this scenario, ElGindy and Abdelmoty propose a framework for analyzing
folksonomies derived from geo-tagging activity and discovering place-related seman-
tics (e.g., events, activities, personal opinions, and so on). The results of such an
analysis reveals “a much richer structure of concepts and relationships than those
defined in a formal data source produced by experts” ([26], p. 222). Moreover, the
synergy among semantic technologies, Web of Data and Geographic Information
resulted in the establishment of the Semantic Geospatial Web, a Semantic Web
extension based on a set of spatial ontologies that can be exploited in geography-based
retrieval systems, leading to better quality results [27]. In conclusion, it is worth
mentioning the geospatial ontology Space, based on GeoNames, WordNet and Mul-
tiWordNet [24]. Space is aimed at representing geographic and spatial concepts and
relations from the commonsense point of view, an aspect which is shared by our
perspective.

3 Shared Workspaces as “Round Tables” and Resources
as “Information Objects”

The background of the work described in this paper is represented by the Semantic
Table Plus Plus (SemT++) project. SemT++ started from the idea that shared work-
spaces could be seen as “round tables”, where people sit together in order to collab-
oratively carry on an activity (such as planning a journey, organizing children care,
participating in the social activities of a NGO, write a scientific paper for a conference)
[28]. Table participants typically use different types of resources to perform the tasks
required by the specific activity: They get information from Web sites, read papers,
write documents, watch videos or photo galleries, write emails and posts, and so on.
The resources useful to carry on the activity the table is devoted to are typically
encoded in different formats, handled by different applications, and stored in different
places, although they typically refer to the same semantic context. We thus designed an
interaction model aimed at providing an abstract view over table resources by handling
them as information objects, lying on a table, collaboratively managed (added, deleted,
modified, annotated) by table participants.

In SemT++, workspace awareness is guaranteed on each table by standard mech-
anisms such as a presence panel (showing the list of table participants currently sitting
at the table); icon highlighting (to notify users about table events); notification mes-
sages (filtered on the basis of the topic context represented by the active table [29]).
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One of the most important features of SemT++ is that each table is endowed
with semantic representations of the resources lying on it. Such representations are
based on the Table Ontology, a semantic model grounded in O-CREAM-v2 [30], a core
reference ontology for the Customer Relationship Management domain developed
within the framework provided by the foundational ontology DOLCE (Descriptive
Ontology for Linguistic and Cognitive Engineering) [31] and one of its extensions,
namely the Ontology of Information Objects (OIO) [32]. The Table Ontology enables
SemT++ to represent resources (documents, Web pages, email threads, images, etc.)
as information objects, with properties and relations. Figure 1 shows a simplified
example: The semantic representation of a Web page encoded in UTF-8/HTML5,
written in Spanish by Carlos, and containing two parts – an image and a link (to a pdf
document); moreover, the represented Web page has a main topic (Cuba music tour)
and it refers to a set of entities (called objects of discourse: Havana, Santiago de Cuba,
salsa, Camagüey).

SemT++ also includes a Reasoner that, on the basis of the semantic representations
of the resources lying on a table, can infer possible properties of related resources; for
example, if a document contains a hyperlink to a resource written in Spanish, the
Reasoner infers that probably the document itself is written in Spanish. A detailed
description of the Table Ontology, including classes, relations and axioms supporting
the reasoning mechanisms can be found in [33].

The semantic representations of table resources is a kind of semantic annotation, in
which the structure is provided by the Table Ontology. These representations are
collaboratively built by users, with a significant support provided by the system. In fact,
when a table participant adds a new resource to a table, a new semantic representation
is set up on the basis of contributions from the system and from table participants. In
particular, the system (actually, the Smart Object Analyzer module) analyzes the
resources and, on the basis of the results of the analysis, it performs the following tasks:

Fig. 1. Semantic representation of a resource (Web page) – simplified example.
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– It defines some properties: Typically, the format (e.g., UTF-8, HTML) and the parts
(e.g., images included in the analyzed resource). Parts are proposed to users, who
can select the interesting ones and add them to the table.

– It proposes candidate values for other properties: The author of the resource, the
language the resource is expressed in, the main topic and the objects of discourse
(representing the resource content). These suggested values are identified as
follows:

Authors, from meta information of the document itself;
Language, from meta information of the document itself or from the reasoning
mechanisms;
Topic and objects of discourse, from meta information about the document (e.g.,
HTML meta-tags), from the results of a Named Entity Recognition (NER) service;
from the Reasoner, which – on the basis of the Table Ontology – infers suggested
values.

Users can confirm or discard the suggestions, or they can add new values from
scratch. The activity performed by table participants in the definition of the semantic
representation of resources can be seen as a collaborative annotation task: Values for
object properties can be added, deleted, or modified, according to the collaboration
policy defined on the table: In case of a consensual policy, all participants can always
edit semantic representations, while in case of an authored or supervised policy the
final decision about the semantic annotation of a resource is taken by its creator or by
the table supervisor; a detailed account of collaboration policies in SemT++ can be
found in [34]. Semantic representations represent a shared view over table resources;
however, each table participant can also keep a personal view over resources, con-
taining “private” annotations; see [35] for details.

The current SemT++ proof-of-concept prototype is a Java Web application
accessible through a Web browser. Backend core functionality is provided by Java
components while services relying on heterogeneous technologies are accessible
through a RESTful interface: For example, a Python Parser Service provides the
HTML analysis, while a Node.js module is in charge of interfacing with the NER
Service, based on TextRazor (www.textrazor.com). Files corresponding to table objects
are managed through Dropbox, Google Drive, and Google Mail APIs. The User
Interface (UI) is based on Bootstrap (getbootstrap.com), which guarantees respon-
siveness and thus availability on different devices.

The Table Ontology, as well as the knowledge base containing the semantic
representations of table resources, are expressed in OWL (www.w3.org/TR/owl2-
overview), and the OWL API library (owlapi.sourceforge.net) is used to interact with
them. The current Reasoner implementation is based on Fact++ (owl.cs.manchester.ac.
uk/tools/fact).

We performed some user evaluations of the system, at different development
stages. The first evaluation is presented and discussed in [28], and demonstrated that
communication among users, resource sharing, and resources retrieval is significantly
faster when using SemT++ with respect to performing the same tasks without it.
The second evaluation is presented and discussed in [33], and told us that users
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appreciate the functionality of SemT++ User Interface enabling the exploitation of
multiple criteria (in particular, resource content) to perform object selection.

Moreover, we carried on a qualitative user study with the goal of defining the
model that supports collaborative semantic annotation of table resources, and in par-
ticular the suitable collaboration policies [34]. The main results of this user study are
the implementation of the mentioned collaboration policies (consensual, authored,
supervised) that can be set on each table, and the implementation of the personal views
functionality, clearly requested by users.

4 Providing Explanations Based on Commonsense Geospatial
Knowledge in Collaborative Annotation

4.1 The Need for Knowledge About Resource Content

The “expertise” of SemT++ represented by the Table Ontology mainly refers to
resources (documents, Web pages, images, email threads, etc.) as information objects,
i.e., it includes knowing that they are encoded in specific formats, they usually have
one or more authors, and so on. This knowledge also includes knowing that infor-
mation objects typically have a content, structured in a main topic and a set of entities
the resource “talks about” (the objects of discourse). However, the Table Ontology
does not provide any knowledge about the content itself: If a document talks about
“New York”, no semantic representation is associated to such a value, which is simply
a string.

In the evaluation aimed at testing the availability of multiple selection criteria [33],
as well as in the qualitative user study used to define the model handling collaborative
semantic annotation of table objects [34], many users pointed out that the meaning of
some topics and objects of discourse were unclear and that a sort of explanation would
have been very helpful. The examples of unclear values mentioned by users are system
suggestions (see Sect. 3) or annotations provided by other table participants. Since
system suggestions and collaboration among users are two core aspects of SemT++, it
is clear that the system needs to be enhanced with the required “explanation
functionality”.

The analysis of the users’ answers in the mentioned evaluation and user study also
showed that a significant number of examples of unclear values refer to places (vil-
lages, monuments, regions, mountains, etc.), and users would like to know their nature
(is Saint Barthélemy a village or a valley?) or their geolocation (where is Saint Bar-
thélemy? How far is it from Aosta?). These feedbacks from users suggested us two
things:

– Besides the semantic knowledge representing resources as information objects
(encoded in the Table Ontology), SemT++ tables need to be endowed with specific
domain knowledge, aimed at providing a semantic characterization of the entities
representing resource content; this knowledge would enable the system to offer
“explanations” of the unclear property values.
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– A significant aspect of the knowledge about resource content is represented by
commonsense geospatial knowledge, enabling the system to provide information
about places (villages, monuments, regions, mountains, etc.). Obviously, the rele-
vance of such a knowledge depends on the specific activity a single table is devoted
to: It is intuitively very important on a table devoted to the organization of a
journey, while it seems definitely less useful on a table set up to write a paper about
neural networks. However, as already claimed in the Sects. 1 and 2, commonsense
geospatial knowledge represents a very important cross-domain knowledge, and it
can play a major role in SemT++, in particular as far as the “explanation func-
tionality” is concerned.

On the basis of the just presented motivations, we designed and implemented a new
module, the Geospatial Knowledge Manager, in charge of managing commonsense
geospatial knowledge on SemT++ tables. The Geospatial Knowledge Manager will
exploit geospatial information retrieved from GeoNames, the most popular geographic
dataset in the LOD Cloud. Before describing how the Geospatial Knowledge Manager
works (Sect. 4.3), we sketch a very simple usage scenario (Sect. 4.2), showing how
geospatial knowledge can provide table participants with “explanations” of topics and
objects of discourse representing resource content.

4.2 Usage Scenario

Imagine that John, together with a group of friends, participates in a table devoted to
the organization of a journey to Cuba. John and his friends are particularly interested in
cultural and sustainable tourism. The discussion about the itinerary started a few days
earlier, and the table is currently populated by some bookmarks to Web sites describing
travels in Cuba. Browsing the Web, John finds another interesting site, proposing a
music tour of the island, thus he decides to add it to the table. When the new object is
dropped on the table, the system starts its analysis, finding that it is an HTML docu-
ment (encoded in UTF-8) and it is probably written in Spanish. Moreover, the Smart
Object Analyzer module discovers that it contains several images and hyperlinks,
which represent its parts; parts are proposed to John: he selects an image (showing the
tour steps on a map) and an e-book about Son music (linked in the Web page) and adds
them to the table. The system also suggests some candidate topics and a set of can-
didate objects of discourse (among which: Cuba, Havana, Santiago de Cuba,Moncada
Barracks, Camagüey, Music of Cuba, salsa).

John confirms the language (Spanish), provides Cuba music tour as main topic, and
looks at the candidate objects of discourse, in order to see if some of them could well
represent the Web page content. John is uncertain about one of them, which seems to
be interesting, namely Camagüey: Is it a city, a small village, or a beach? Is it relevant
for the music tour and, in general, for a cultural travel through Cuba? Should it be
mentioned as objects of discourse of the selected Web page? John thus clicks on the
linked item (Camagüey) to get an explanation: The system displays a pop-up window,
shown in Fig. 2, providing information about Camagüey, namely the kind of place
(a City), a short description, and its position on a map. On the basis of this information,
John decides to add it as an object of discourse.
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Later on, Mary sits at the table to have a look to the new items: She is notified about
the new Web page added by John, and she takes a look at the semantic description
(annotations), in order to have a view at-a-glance of its content. Intrigued by Cama-
güey, she clicks on it, gets the explanation (Fig. 2), and starts looking for further
information about the Cuban city.

4.3 The Geospatial Knowledge Manager

A preliminary version of the Geospatial Knowledge Manager and its role is described
in [36]. In the following we describe its current architecture and present a user eval-
uation of it (Sect. 4.4). The main components of the Geospatial Knowledge Manager
module are shown in Fig. 3.

We describe the role of the different components in the following.

Geo Ontology. The semantic model representing the commonsense geospatial knowl-
edge is provided in the Geo Ontology. This component represents the system “expertise”
about geospatial issues, from a commonsense perspective, as described in Sect. 1 and 2. It
provides a vocabulary to describe the content of table resources, as far as the geospatial

Fig. 2. “Explanation” of an object of discourse on a SemT++ table.

Fig. 3. Architecture of the geospatial knowledge manager.
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aspects are concerned, and thus it enables the system to “interpret” geospatial data
belonging to potentially heterogeneous sources. This role is one of major importance
within SemT++: The Geo Ontology, in fact, provides the conceptual framework needed
to integrate data coming from different datasets and possibly originally characterized by
means of different ontologies.

The Geo Ontology is a lightweight, application ontology, containing classes (about
240) and properties mainly reflecting the properties used by GeoNames to describe
geographic features (latitude, longitude, population, altitude, etc.). The top layer of the
taxonomic structure of the Geo Ontology is represented by two classes: GeoSocia-
lEntity – that includes all the geospatial entities created by people’s activities: For
example, infrastructures, human settlements, administrative and political institutions,
but also concepts used to partition the geographic space (such as regions or borders) –
and GeoPhysicalEntity – that includes natural or geophysical entities like valleys,
rivers, deserts, mountains, and so on.

It is worth underlining that, although the Geo Ontology partially reflects the
GeoNames ontology (see below), it is an independent semantic model, aimed at rep-
resenting a conceptual vocabulary useful to integrate data from heterogeneous sources.
This choice also ensures SemT++ not to be committed to any specific external semantic
model, and thus to any specific dataset.

Geo KB. The Geo KB is the knowledge base containing all the semantic assertions,
i.e. the “facts”, about geospatial instances, expressed according to the vocabulary
provided by the Geo Ontology. In particular, each geospatial instance (e.g., the instance
representing Camagüey) is classified with respect to at least a class of the Geo
Ontology (e.g., as an instance of the City class).

GeoNames. GeoNames is an open geospatial gazetteer, released in 2006, gathering
different data sources provided by governmental organizations, institutes of geography
and statistics, as well as users’ contribution. The GeoNames dataset contains over 10
millions of toponyms and 9 millions of features, uniquely identified by URIs, and
classified according to the GeoNames ontology, a taxonomy including 9 high-level
classes, called feature classes, and 650 subclasses, called feature codes. GeoNames
offers a number of RESTful Web Services (www.geonames.org/export/ws-overview.
html) enabling different types of search: A general purpose string-based search, a
search for closest toponyms, for the altitude of a geographic point, for cities and
toponyms within a user specified bounding box, for postal codes, for earthquakes, and
so on. The most part of GeoNames services return XML or JSON objects, while only in
some cases (for example for the general search service) RDF results are available. In
SemT++, we used the search service, i.e., the general purpose search service returning
a list of results in JSON format.

Vocabulary Mappings. Vocabulary Mappings represent the alignment between
SemT++ Geo Ontology and the GeoNames ontology, and enables GeoNames entities
to be classified into classes of the Geo Ontology. Vocabulary Mappings rely on two
relations, conceptual equivalence and subsumption; both these relations can involve a
GeoNames feature code and a class of the SemT++ Geo Ontology, or they can involve

Supporting Semantic Annotation in Collaborative Workspaces 525

http://www.geonames.org/export/ws-overview.html
http://www.geonames.org/export/ws-overview.html


two properties, one belonging to the GeoNames ontology and the other to the SemT++
Geo Ontology.

The conceptual equivalence relation is used to state that a GeoNames feature code
and a Geo Ontology class (or a GeoNames property and a Geo Ontology property) are
equivalent; the subsumption relation is used to state that a GeoNames feature code
represents a subclass of a Geo Ontology class (or that a GeoNames property represents
a subproperty of a Geo Ontology property). For example, the following is the
RDF/XML serialization of the axiom stating the subsumption relationship between the
class representing all individuals having H.STMH as feature code value in the Geo-
Names ontology and the class WaterSpring in the Geo Ontology:

<owl:Restriction>

<rdfs:subClassOf

rdf:resource="http://www.di.unito.it/ontologies/SemTppOntologies/

SemTppGeographicOntology#WaterSpring"/>

<owl:onProperty

rdf:resource="http://www.geonames.org/ontology#featureCode"/>

<owl:hasValue

rdf:resource="http://www.geonames.org/ontology#H.STMH"/>

</owl:Restriction>

Current Vocabulary Mappings mention 192 classes belonging to the Geo Ontology
and 233 feature codes from GeoNames, defining 186 conceptual equivalence relations
and 31 subsumption relations. Obviously, new Vocabulary Mappings have to be
defined if a new dataset, relying on a different ontology, has to be integrated within the
system.

Instance Mappings. Instance Mapping represent the correspondences between
SemT++ and GeoNames individuals (e.g. the instance representing the city of Cama-
güey in SemT++ and the instance representing it in the GeoNames dataset).

GeoManager. The GeoManager submodule interacts with GeoNames to retrieve
information about geospatial entities. The current version of the GeoManager relies on
the asynchronous Web framework Node.js and uses a local database (Local Geo DB),
implemented in MongoDB (www.mongodb.org), to locally store information retrieved
from GeoNames.

OntoMgmService. The OntoMgmService manages all the interactions with the Geo
Ontology and the Geo KB and invokes the Reasoner (see Sect. 3) to classify Geo-
Names entities in the Geo Ontology, on the basis of the Vocabulary Mappings
described above. The current version of the OntoMgmService exploits Java Servlets
and the OWL API library, and offers a RESTful service interface, providing results in
JSON format.

The Geospatial Knowledge Manager implements the “explanation functionality”
depicted in the usage scenario above (Sect. 4.2). In the following we detail the steps
performed by the Geospatial Knowledge Manager in order to achieve this goal.
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When a new topic or object of discourse is added to the semantic representation of a
table resource by a user, or when a candidate topic/object of discourse is proposed by
the system (as the case of Camagüey mentioned in the usage scenario above), the
corresponding string – together with the IRI referring to the instance created by the
system for that topic/object of discourse – is passed to the Geospatial Knowledge
Manager, more specifically to the GeoManager submodule.

The GeoManager checks in the Local Geo DB if the information about that item had
already been retrieved from the LOD, and, if not, it invokes the GeoNames search
service, getting a JSON object containing a list of entities, along with their descriptions.
The GeoManager tries to select the relevant entry using simple heuristics (e.g., the
presence of the searched string in the name of the GeoNames entity, the position in the
results); in some cases (e.g., the case of Camagüey in our usage scenario) this lead to a
complete disambiguation, while in other cases the user will be presented with a list of
alternative possible “explanations”, among which s/he can choose the suited one.

At this point, the GeoManager invokes the OntoMgmService, in order to have the
instance (identified by a system IRI) classified with respect to the Geo Ontology (e.g.,
classifying Camagüey as an instance of City). Such a classification enables the system
to provide the main information item within the explanaion, i.e., the entity type (al-
lowing users to know, for example, that Camagüey is a city and not a beach). More-
over, the knowledge available in LOD sets (GeoNames in our prototype) is brought
into the system, linked to the semantic description of table resources (as depicted in
Fig. 4), and available to table users: When a table user clicks on that (candidate)
topic/object of discourse, the result of the instance classification, together with other
relevant GeoNames data (e.g., localization on a map, description usually from linked
DBpedia data), are displayed (see Fig. 2, where the information about Camagüey is
shown).

As shown in the usage scenario (Sect. 4.2), this knowledge provides table partici-
pants with an “explanation” of the meaning of the (candidate) topics/objects of dis-
course, which can be useful when annotating table resources with semantic properties
representing their content. Furthermore, these “explanations” can also support users in
resource selection.

Fig. 4. The semantic representation of a Web page including geospatial knowledge.
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In the following section we presents the results of a user evaluation aimed at testing
the usefulness of this functionality.

4.4 Evaluation

Following a user-centered design approach, after having implemented a functionality
based on the user feedback from the first evaluation round (see Sect. 4.1), we contacted
again 8 of the users involved in our previous studies, in order to test the new “ex-
planation functionality”. We set up the table of our usage scenario (Sect. 4.2), i.e. a
shared workspace were users could organize a cultural and sustainable travel to Cuba.
The table was configured with a consensual policy for the management of collaborative
annotation (see Sect. 3). We invited our participants to imagine that the discussion is
now focused on the itinerary and we provided them with a set of bookmarks proposing
several tours, some of them being thematic ones (like a music and dance tour, or a
horse riding journey).

We left participants some time to take a look at the available resources, in order to
become familiar with the context. Then we asked three of them to select a resource
each, to be added to the table. This triggers the collaborative annotation process of the
added resources, in which the system suggests property values (as described in Sect. 3)
and users can select system suggestions or add new values. We asked users to con-
centrate on topics and objects of discourse (even though other properties – such as
language, author, etc. – were also available). When the participants reached a stable
agreement about the annotation, we stopped the annotation activity.

We recorded the number of times users used the “explanation functionality”
available; see Table 1. Moreover, after the test, we asked them to rate, in a 1 to 5 scale,
the usefulness of the functionality (1 meaning totally useless, 5 definitely useful); see
Table 2. Finally, we collected all free comments they had about the experience.

From results shown in Table 1 we can see that 5 users out of 8 used the “expla-
nation functionality”, while 3 of them did not use it at all. Quite interestingly, one of
them (user5) rate the usefulness of the functionality at the higher degree (see Table 2),
despite that s/he never used it during the test.

Table 1. Number of times users used the “explanation functionality”.

user1 user2 user3 user4 user5 user6 user7 user8 # users # times

3 1 2 0 0 3 1 0 5 10

Table 2. Users’ evaluation of the “explanation functionality”.

user1 user2 user3 user4 user5 user6 user7 user8 mean st.dev.

5 4 4 3 5 5 5 2 4.125 1.126
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In Table 2 we can see that the average rate is 4.125 (on a 1 to 5 scale), indicating
that the new feature was appreciated by users; the quite low standard deviation (1.126)
tells us that users tend to agree on it (in fact, nobody rated it as totally useless).

Analyzing free comments, we can find interesting suggestions to improve the
functionality. Three users said that the functionality would be more interesting if not
only geospatial issues were supported; two users pointed out that in the cases in which
more than one explanation were available, reading the explanations was quite
annoying: Since this derives from the fact that often results from GeoNames search are
not unique, it implies that a greater effort should be devoted to the disambiguation
phase.

5 Conclusions and Future Work

In this paper we presented the “explanation functionality” implemented within the
SemT++ system, providing users with information – retrieved from the LOD cloud –

about the entities referred to when describing resource content in a collaborative
semantic annotation environment. In particular, we claimed the central, cross-domain
role played by commonsense geospatial knowledge in such a context and described the
current implementation of the mentioned functionality, together with a user evaluation.

Some open issues clearly emerged from the presented approach. For example, the
connection of new datasets, different from GeoNames and in general from geography-
oriented datasets, currently requires the manual definition of a local semantic model
(taking the role of the Geo Ontology) and of the corresponding Vocabulary Mappings.
The investigation of semi-automatic approaches to ontology integration would be
interesting; see, for instance, [37].

Moreover, knowledge retrieved from LOD sets could be used to provide users with
suggestions about possibly related resources (for example, if a document, lying on a
table concerning the organization of travel to Cuba, talks about Son music, a link to
DBpedia could provide suggestions for adding resources about Caribbean music on the
table).
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