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Introduction

Leslie P. Willcocks, Mary C. Lacity and Chris Sauer

Overview

Modern organizations and their IT functions are increasingly choosing
to rely on external service providers for IT hardware, software, telecom-
munications, cloud computing resources, and automation tools, a prac-
tice known as information technology outsourcing (ITO). Meanwhile
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especially since 1999 and several landmark human resource outsourcing
deals, business process outsourcing (BPO), has also increasingly spread across
fundamental back office functions likefinance and accounting, procurement,
legal, real estate, human resources, insurance claims and general administra-
tion. By early 2014, global outsourcing contracts for ITO and BPO services
exceeded US$648 billion (ITO $344 billion; BPO $304 billion), according
toHFSResearch. By the beginning of 2015 the combined total exceededUS
$700 billion (Fersht and Snowden 2014). By the end of 2016, the global
ITO and BPO services market was estimated to be US$1,007 billion (ITO
$657 billion; BPO $322 billion) (Snowden and Fersht 2016). There are
many, oftenwildly diverging, estimates onmarket growth.Much depends on
the assumptions made. However, taking a conservative route through many
estimates, we follow Snowden and Fersht (2016) in seeing the market
experiencing a 2.2% ITO and a 4.0% BPO compound annual growth
through 2016 to end of 2020, reflecting more activities being outsourced,
and new service lines and delivery locations added.

Within these overall figures sits an offshore outsourcingmarket in which
2013 revenues exceeded US$100 billion in revenues. Estimates based on
evidence from a variety of research analyst reports suggest this market will
grow by 8–12% per year in the 2013–2018 period (Cullen et al. 2014).
Offshore outsourcing revenues were estimated to exceed US$140 billion
by end of 2016. Interestingly, despite the steady growth of outsourcing to
become a globally recognized practice, satisfaction levels from these types
of services remain quite mixed, and have done so across the evolution of the
ITO, BPO and offshore markets (Lacity and Willcocks 2015).

Outsourcing has many definitions, but perhaps the simplest is: ‘The
handing over to a third party of the management of activities, assets and/
or people to achieve required outcomes’ (Cullen et al. 2014).
Outsourcing does not exhaust the ways of using external service suppli-
ers. An alternative is to buy in resources which we define as ‘employing
external third party-resources to work under your management and
control to achieve outcomes.’ (Cullen et al. 2014). There has also been
increasing use over the last twenty-five years of software packages, while
cloud computing has also added ‘rent’ as-a-service options to the more
traditional make-or-buy choices (see Willcocks et al. 2014.) Then, of
course, there is always the in-house sourcing option. Indeed, recent years
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has seen a rise in captive centers – increasingly called global in house
centers (GICs) – spread across the many now viable international loca-
tions (a history of captive center evolution appears in this collection).

In this volume, we as editors draw upon compelling papers selected from
the Journal of Information Technology to address two major questions. The
first is: what theoretical perspectives can be most effectively used for the
study of sourcing practices? The second question will be especially inter-
esting to practitioners: how does an organization leverage the ever-growing
external services market to gain operational, business, and strategic advan-
tage? But before we present the rich papers that seek to address these
questions, a little history is in order. We need to frame and locate the
studies within the evolution of the external service provider market that has
grown from US$10 billion a year revenues in 1989 to what by 2016 has
become nearly a US$1 trillion a year global industry.

Origins of the Modern ITO and BPO Services
Industry

The landmark 1989 Eastman Kodak large-scale outsourcing arrangement
with suppliers is usually pinpointed as marking the beginning of modern
IT and business service outsourcing. From that date ITO accelerated. It
reached $50 billion revenues in 1994, over US$152 billion in 2000, and
over $344 billion by 2014. The early 1990s debate about the core compe-
tence of the corporation provided a context in which organizations increas-
ingly sought to outsource ‘commodity’ IT, the main objectives then being
to reduce costs, access expertise, and, if possible, catalyze performance.

The period 1989–1997 is often mistakenly characterized as a period of
large-scale, long-term, single supplier, IT outsourcing deals.While there were
several examples of these which all gained high profile, e.g., Commonwealth
Bank, General Dynamics, Xerox, and UK Inland Revenue – in fact most
deals were not like this, and fewwere single supplier – even at EastmanKodak
there were in fact three suppliers. By 2000 there were just over 120 so called
IT outsourcing ‘strategic alliances,’ but the dominant practice (as it has
continued to be) was multiple supplier outsourcing that used mid-term
length (3–7 years) contracts (Lacity andWillcocks 2001). Such deals tended
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to focus on outsourcing stable, discrete activities that were well understood,
and for which detailed contracts could be written.While this mitigatedmany
of the risks that went with outsourcing, this did not mean that clients and
suppliers had yet learned how to manage outsourcing arrangements effec-
tively. Managing outsourcing remains a problem for many to this day, with
the difficulty heightened by increasingly volatile business contexts and fast
changing technologies and services.

The IT outsourcing market grew apace in the 2000s. As suppliers
matured their ability to deliver IT services, more global locations
became viable. At the same time clients built their confidence and
competence. From around 2005 a more strategic interest in multi-
sourcing also developed. Here ABN Amro set a new landmark. After
cancelling prematurely a single supplier deal with EDS, the bank’s deal
with four suppliers in 2005 was portrayed as the dominant future
pattern for strategic sourcing to follow. At the same time the period
2005–2016 saw more, smaller, shorter term contracts driving market
growth. With the economic downturn from 2008, an interest in
consolidating supplier numbers took place. As a result of this, the
management and economic advantages of ‘bundled’ outsourcing –
going with one supplier for several different IT and also business
process services – grew. Another reason for this interest lay in the
administrative and management costs of multi-sourcing models and
the pressure to develop integrated technology platforms more closely
aligned with business needs (Cullen et al. 2014).

So far we describe a largely IT outsourcing trajectory. Business process
outsourcing (BPO) and offshoring/offshore outsourcing have been late-
comers within the outsourcing phenomenon. The 1990s saw pioneering
developments in both areas. As one example, in 1991 BP Exploration,
the oil major, outsourced all European accounting operations to one
supplier, Andersen Consulting. Accounting processes were consolidated
in a single site at Aberdeen, Scotland. In 1996 BP did the same thing
with its upstream, downstream and chemical businesses in the US, then
moved to two outsourcing suppliers in 1999. The Aberdeen shared
services center was interesting in that it attracted other oil industry
clients, including Britannia Operator and Conoco. With offshoring,
the 1990s saw several American and West European firms develop
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‘captive centers,’ while others outsourced some IT activities offshore to
India and elsewhere. Early examples included Baan and GE. Meanwhile
Indian suppliers began to develop their capabilities and markets, exam-
ples being TCS, Infosys and Wipro. But the turning point came with the
Y2K problem that materialized from 1996 onwards. To prepare for
Y2K, companies needed low cost, trained resources for its resolution
up against a ‘drop dead’ deadline. North American and European
companies increasingly and successfully used Indian suppliers and loca-
tions to handle the Y2K problem, and this really did begin to put
offshore models on the map from around 2000 (see Lacity and
Rottman 2008; Willcocks and Lacity 2006). Offshoring remains a
growing phenomenon to this day, and several chapters in this volume
focus on offshoring practices, reflecting the considerable interest in
academic research on this subject over the last 15 years.

Both BPO and offshoring opened up the global outsourcing market
in the first decade of the new century, offering new and genuine routes
to cost savings, and greater value from outsourcing. BP pioneered
human resource outsourcing in 1999 in a deal with newly founded
technology provider Exult. Its subsequent history suggests that this
BPO arrangement went through a number of difficult challenges from
which later BPO suppliers and clients learned a great deal. Another new
BPO ‘pure play’ – Xchanging – signed similar deals, though on a joint
venture basis, with The London Insurance Market and Lloyds of
London (insurance administration) and BAE Systems (previously
British Aerospace) (HR and indirect procurement) in 2001.
Meanwhile Bank of America outsourced multiple HR activities to
Accenture. From 2000 the BPO market picked up considerably. The
key BPO issue was whether clients had enough confidence to outsource,
even transform, their back offices against a background of a global
supplier market still developing its BPO capabilities. By 2010 there
had been rapid BPO expansion – the market was exceeding US$135
billion in revenues by end of that year – but there still remained massive
untapped potential growth for the BPO market (Willcocks et al. 2011).

Of all the outsourcing variants offshore outsourcing saw much the
fastest growth in the 2000–2010 period. India had a head start; it had
developed scale and a group of major suppliers, and by 2010 dominated
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the global offshore market. At the same time many other countries have
been actively offering services, and developing their outsourcing services
industries, often most successfully with local government backing. By
2016 one could count viable offshore locations in over 120 countries
worldwide, with India earning over 65% of the revenues, and the
Philippines having the second largest industry, with both countries
offering multiple ITO and BPO services.

One small market that began in 1997 – that of Application
Service Provision (ASP) – is also worth commenting on here. This
market grew during the e-business bubble of 1995–2001 and at one
stage had over 300 suppliers serving mainly small and medium sized
enterprises. Concerned with delivering applications, infrastructure
and services on a rental basis over the Internet, this phenomenon
was dubbed ‘netsourcing,’ (Kern et al. 2002). It grew rapidly across
the 1997–2001 period, but then fell away with the bursting of the
Internet bubble. However, it began to be resurrected from 2008,
now with the nomenclature of ‘cloud computing.’ Cloud sourcing by
2016 had become a potentially massive market for as-a-service exter-
nal service provision. Potentially cloud sourcing is also enormously
disruptive of more traditional outsourcing models that had devel-
oped over its brief 26-year history as an industry). One reason for
this is that cloud computing enables and amplifies the effects of
other emerging technologies, and in particular Blockchain, social
media, analytics, the internet of things, digital fabrication, robotics
and the automation of knowledge work. Such developments raise
fundamental questions for researchers and practitioners alike about
the future shape and trajectory of the global sourcing phenomenon,
and for client and service provider strategies.

The years 2015–2016 also saw the development of service
automation – estimated to be a small market of less than US$5
billion in revenues to service providers by the end of 2016.
However, as Willcocks and Lacity (2016) discuss, robotic process
automation and cognitive automation has the potential to be very
disruptive of the more conventional people-centric outsourcing
model that offshore outsourcing vendors and captive centers were
based on. Looking across these technological developments in cloud
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computing and service automation, it is probable that the speed with
which they will eat into traditional ITO and BPO models and
markets has been over estimated. As Snowden and Fersht (2016)
suggest, it is likely that there will be a huge amount of legacy
enterprise ITO and BPO business in play for a decade or more,
not least to enable organizations to move increasingly in the direc-
tion of more digital operations.

On the Global Sourcing Learning Curve

When we review this rapid growth, we see that it has had several major
impacts. The first is that clients and suppliers have all had to run very
fast to stay up with the latest market twists, players, technologies, and
potential new sources of competition and of value. Looking over this
history, senior executives in both client companies and service providers
have been, on the whole, short on time to think through long-term
issues and requirements. The effort in getting deals done, and running
them, has focused attention primarily on operations, and the day-to-day
issues. This has left little energy and time for strategizing and innovation
even though that is precisely what sourcing strategy and innovation
require.

Secondly and relatedly, finding out what works and what does not has
been, perhaps too often, a ‘hard learning’ experience. ‘Suck-it-and-see’ is
not necessarily the optimal way to proceed, especially if committing to
large-scale, possibly 10-year contracts, and potentially transformational
activities. As a third point, much has been achieved, but the creation of a
body of knowledge about outsourcing, covering such issues as strategiz-
ing, governance, contracting, pricing, relationships, measurement, pro-
cess optimization, is still very much work in progress. As we said, this is
not helped by dynamic business contexts, rapid changes in the supply
industry and the speed with which new technologies emerge.

Fourthly, even by 2017 the outsourcing industry was still at the early
stages of professionalizing itself. Professionalization brings with it the
benefits of such things as codes of conduct, minimum standards of
competence, standardized practices, a coherent career structure and an
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understanding of key roles required and what it takes to fill them. While
client retained capabilities have become, generally, more mature, and
more relevant to the tasks in hand in recent years, the benefits of global
sourcing becoming a profession on both client and service provider sides
are not with us yet.

Throughout this relatively brief history there has been much
learning and evolution by clients and suppliers alike. The voyage
of discovery that client organizations have been through is captured
in a four-phase model into which one can also read developments on
the supply side. The model was devised from research by Lacity and
Rottman (2008) (Fig 1.1).

Phase 1 – An organization looking at its first-generation outsourcing
contract(s) tends to fall on one side of a hype-fear divide. Our research
shows that clients at this stage believe too much in suppliers’ marketing
promises, and the power of outsourcing, or, conversely, are very dubious
about what outsourcing can deliver. If the client proceeds to outsource,
invariably it is with insufficient managerial competence, not realizing
that outsourcing tends to require different management capabilities and

Phase 1:
Hype and fear

Phase 2:
Pilots, first relationships
Best and worst practices emerge
Focus primarily on costs 

Phase 3:
Relationships mature
May renegotiate, switch suppliers
Richer practices emerge
Focus on costs & quality

Phase 4:
Institutionalized/
Reinvented 
Focus on value-added 

C
lie

nt
 le

ar
ni

ng

Time/Value

Fig. 1.1 Outsourcing learning curve (Lacity and Rottman 2008)
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ethos from managing in-house resources. Neither approach adds up to a
resilient way of trying to leverage outsourcing.

Phase 2 – After some hard learning through their first-generation
outsourcing experiences, clients then tend to focus primarily on cost,
becoming skeptical about how much can be really achieved, though
often still insisting on benefits beyond cost and service improvements.
The outsourcing literature sees phrases like ‘your mess for less’ as clients
focus on the cost-service trade-off in their discussions and disputes with
their suppliers.

While this sounds a limited set of objectives, nevertheless we have found
a surprising number of outsourcing deals have been quietly successful at
this relatively low level of ambition. Their characteristics included: cost and
service objectives, retaining a lot of in-house capability; outsourcing 20–
30% of activities; and outsourcing stable, and discrete activities they
understood and could write detailed contracts for. They chose multiple
suppliers and tended to use relatively short-term contracts of between 3–5
years in length. This approach tended to work and reflected that clients
were ‘smart in their ignorance,’ that is did not try to step beyond their
capabilities, but instead evolved their knowledge incrementally through the
actual experience of outsourcing, while mitigating the risks of learning
from experience (Lacity and Willcocks 2001, 2009).

Throughout the 2000s many clients were on their second or even
third generation outsourcing deals. Often there was a transfer of learning
into the new deals, but often also clients could react adversely to poor
experiences and try to do something quite different the second or third
time, thus pushing them down the learning curve as to these new
arrangements, suppliers, and ways of operating. Our research shows
most clients staying with existing suppliers – by the mid-2000s about
65% of deals went with incumbent service providers, though on chan-
ged contracts and scope; 30% were switching suppliers, and under 10%
were bringing activities back in-house (Willcocks et al. 2011). Our
research showed that many Phase 2 clients were getting smarter on
contracts, including seeing the need to work with suppliers rather than
having ‘at-a-distance’ relationships, building up more retained capabil-
ity, and getting more realistic about what could be achieved through
using the global external services market. Interestingly, we found quite
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often that the earlier learning on ITO arrangements did not always pass
on into newer deals involving business process outsourcing or offshore
outsourcing, raising question marks on whether client organizations
place enough emphasis on organizational learning and its transfer
(Willcocks and Lacity 2009).

Phase 3 – We have found many clients make it through to Phase 3
usually in their third or fourth generation outsourcing deals. These
clients tend to look for value-added rather than just cost savings, and
are searching for multiple business benefits from closer relationships
with their service providers. At the same time they frequently look to
reduce the number of their suppliers, and control them more closely on
outcomes. Such clients have learned a great deal from previous out-
sourcing experiences, have built strong retained management capabil-
ities, and are able to get the balance of contract and relationship
management right. They have focused on leveraging the relationship
with their suppliers for mutual business benefit.

Phase 4 – Few organizations have reached Phase 4 of their journey. In
research into high performance in outsourcing, Lacity and Willcocks have
found some 20% of BPO arrangements putting in ‘world class’ perfor-
mance as at 2015. These achieve significant cost savings and service
improvements on an ongoing basis, achieve multiple business benefits
and innovation, and record high client satisfaction. They have inculcated
management practices distinctively different from the 25% ‘Good’ out-
sourcing arrangements, and the 40% ‘Doing OK’ ones. Meanwhile as at
this date 15% of arrangements still have to be classified as ‘Poor’ (no cost
savings; costs could even increase; poor service performance; low client
satisfaction). Briefly these management practice attributes were multiple:
they included leadership pairings across client and supplier; a primary focus
on business and strategic benefits; strong transition change management
and transformation capabilities; a partnering approach; the retained orga-
nization aligned to business goals and its supplier; issues and conflicts
resolved collaboratively with the provider; the use of technology as an
enabler, deployment of domain expertise and business analytics; and
prioritization of and incentives innovation (Lacity and Willcocks 2015).

Looking across these four phases, outsourcing performance is invari-
ably better in Phases 3 and 4. While this is down to requisite client
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management capabilities, this also reflects maturing in service provider
learning and capabilities over the years. Nevertheless one has to ask: why
have so many organizations progressed quite slowly, often painfully, up
their learning curves? One truth is mundane, which is that key people
learn, then leave, in order to practice their learning elsewhere, at a higher
price. But we find that while service providers frequently try to institu-
tionalize their learning on managing outsourcing and on sector specific
know-how, clients all too frequently have not. Moreover, as we pointed
out above, learning on one type of outsourcing e.g., ITO, multi-supplier
sourcing is not routinely transferred and applied to another e.g., BPO
multi-supplier sourcing. Objectives change quite quickly in modern
business environments, and new contract forms, new sourcing arrange-
ments and new suppliers bring new unknowns into the picture requiring
ever new learning, as do new technology innovations like cloud comput-
ing, business analytics and service automation. Global sourcing has
become a fast-moving, dynamic high profile and impactful set of activ-
ities that remain difficult to deliver on. More reason, then, for even more
studies of the kind we find in this volume.

The Papers in This Volume

This brief review of the first twenty-six years of the modern global
sourcing industry sets the context in which the papers in this volume
have been developed. There seems to be a fundamental practical ques-
tion embedded in all these studies and that is: under what conditions can
outsourcing, or other forms of sourcing contribute to organizational
objectives? The answer will need a theoretical lens and, indeed, several
papers provide detailed examples of attempts to develop and use differ-
ent theoretical perspectives. The answer also needs to be evidence-based,
and a range of papers show that academics continue to be very good at
providing robust, rigorous, independent empirical research that is
increasingly needed in such subject areas where so much information
is being made available that does not have these qualities.

Having, as it were, ‘framed’ the volume, let us now look at the
content. The volume includes interesting and compelling articles from

1 Introduction 11



the Journal of Information Technology pertaining to theoretical perspec-
tives and studies of IT Outsourcing, Offshoring and BPO.

Introduction to Section 1: Theoretical Perspectives

Nearly twenty-five years of research on outsourcing has been framed and
guided by many theoretical perspectives. Lacity and Willcocks (2009)
examined 20 such theories from economics, strategy, sociology, and
systems science. They showed that each theoretical tradition has explicit
and implicit assumptions about the nature of human agency. Theories
from economics, most notably Transaction Cost Economics (TCE) and
Agency Theory (AT), assume that human agents make rational out-
sourcing decisions and engage in contracts to minimize total costs and to
mitigate risks, such as the risk that an agent will behave opportunistically
by hiding data, lying, or even threatening other agents. Theories from
strategy, such as the Resource-Based View (RBV), Resource
Dependency Theory (RDT), Game Theory, and Auction Theory,
assume that human agents build or acquire resources to execute strate-
gies that lead to ‘winning’. Theories from sociology, including Social
Exchange Theory (SET), Relational Exchange Theory (RET), Social
Capital Theory, Institutionalism, Power Theories, and Innovation
Diffusion focus on the relationships among human agents involved in
sourcing, including levels of trust and power and the influence of social
norms to elicit desired behaviors. Systems sciences have had as yet a
minor influence, but this tradition views organizations as organisms that
exchange resources across organizational boundaries and that learn
through feedback.

For this volume, we sought to select papers that represent the breadth
and depth of theoretical perspectives (see Table 1.1). Chapter 2,
‘Theoretical perspectives on the outsourcing of information systems,’
by Myun J. Cheon, Varun Grover, and James Teng initially appeared in
the first Journal of Information Technology special issue on IT outsour-
cing published in 1995. These authors quite early on recognized the
limitations of any one theory to make sense of the rich and nuanced
reality of outsourcing. These authors integrated four theories, namely

12 L.P. Willcocks et al.



RBV, RDT, TCE, and AT into a coherent framework of outsourcing
decisions. Over twenty years later, this paper’s influence is evidenced by
over 400 citations by 2016.

Chapter 3, ‘The information technology outsourcing risk: a transac-
tion cost and agency-theory based perspective,’ by Bouchaib Bahli and
Suzanne Rivard applied two theories from economics (TCE and AT) to
deeply assess the risks associated with outsourcing and to identify risk
mitigation strategies suggested by the theories. Specifically, the authors
examined how ten risk factors lead to supplier lock-in, costly contractual
amendments, unexpected transaction costs, disputes and litigation. They
identified nine specific risk mitigation strategies, including mutual hos-
taging, dual sourcing, sequential contracting, contract flexibility, clan
mechanisms, use of external expertise, and alternative methods of dis-
pute resolution such as arbitration.

Chapter 4, ‘Moments of governance in IS outsourcing: conceptualiz-
ing effects of contracts on value capture and creation,’ by Shaila Miranda
and C Bruce Kavan used the theoretical lenses of promissory contracts,
psychological contracts, and inter-organizational rents to ascertain
appropriate governance structures for each outsourcing phase. During
the contract negotiation phase, the authors posited that promissory
contracting theory informs how structures give rise to commitment
among parties. During the contract execution phase, psychological con-
tracting theory suggests how structures build social capital to coordinate
work and to resolve conflicts. Finally, inter-organizational rents theory
suggests how the structures of intellectual and economic capital lead to
value among partners.

Introduction to Section 2: From IT Outsourcing
to Offshoring and BPO

The papers in Section 2 capture the breadth of coverage from
empirical outsourcing research spanning ITO, offshoring, and BPO.
These studies draw from and extend the theoretical perspectives
covered in the first three chapters and several chapters build bespoke
models on supplier management practices, structures, processes, and
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capabilities (see Table 1.1). Chapters 5 through 11 empirically exam-
ine the context of the outsourcing of information technology services,
either to domestic or offshore suppliers or both. Chapters 12, 13, and
14 extend the empirical reach from exclusive ITO to include captive
centers and BPO services.

Chapter 5, ‘Norm development in outsourcing relationships,’ by
Thomas Kern and Keith Blois, is a detailed case study of BP
Exploration’s outsourcing of IT. Using the theoretical lens of social
norms to diagnose the case, the authors asserted that BP’s initial attempt
to structure its multi-provider environment using a consortium failed
because parties could not establish behavioral norms. Consequently, BP
decided to dismantle the consortium in favor of a more traditional
command and control structure.

Chapter 6, ‘Organizational design of IT supplier relationship manage-
ment: a multiple case study of five client companies,’ by Jasmin Kaiser
and Peter Buxmann, applied a strategic framework on organizational
design to analyze the strategies, structures, and processes for managing
relationships with suppliers in client firms. The authors examined IT
outsourcing strategy in terms of degree of outsourcing and number of IT
suppliers, the latter of which ranged from one supplier to several
hundred suppliers. The authors compared the centralized, decentralized
and hybrid structures across the cases and examined the mechanisms for
involvement and collaboration.

Chapter 7, ‘How do IT outsourcing vendors respond to shocks in client
demand? A resource dependence perspective,’ by Fang Sui, Ji-Ye Mao, and
Sirrka Jarvenpaa, focused on IT outsourcing from the supplier perspective.
The authors were interesting in understanding how ITO suppliers react to
major drops in client demand, a significant issue after the global financial
crisis of 2008. Based on five supplier-client relationships between Chinese
ITO suppliers and Japanese clients, the authors found that the power of
each explained the supplier’s strategy for dealing with demand shocks.
When the client was powerful, both weak and powerful suppliers adopted
a bridging strategy to strengthen the current relationship. When the
supplier was powerful but the client was not, the supplier adopted an
‘exploitative buffering’ strategy to attract new clients in new markets.

14 L.P. Willcocks et al.
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Chapter 8, ‘Operational capabilities development in mediated off-
shore software services model,’ by Sirkka L Jarvenpaa and Ji-Ye Mao, is
another look at Chinese ITO suppliers, but this paper questioned the
process by which ITO providers build human resource, process and
client-specific capabilities. The authors studied four small Chinese ITO
suppliers that service Japanese clients indirectly through a ‘mediated
model’ via a Japanese IT supplier. The IT personnel career development
capability was the most difficult for Chinese providers to develop, yet it
was the main determinant of the other two capabilities. Chinese suppli-
ers operated at the low end of the value-chain (coding and testing) and
therefore opportunities to build client-specific relationships were
restricted to the more senior people in Chinese firms.

Chapter 9, ‘A dynamic model of offshore software development,’ by
Jason Dedrick, Erran Carmel, and Kenneth L Kraemer is an important
theoretical and empirical contribution to the explanation of ITO deci-
sions and outcomes. The authors criticized static theories of sourcing
and instead developed a dynamic model based on their case studies. The
authors identified five feedback loops (scramble, snowball, balancing,
fundamental, and environmental) among economic factors, activity
attributes, and management practices that affected an organization’s
sourcing mix through time.

Chapter 10, ‘Anxiety and psychological security in offshoring rela-
tionships: the role and development of trust as emotional commitment,’
by Seamas Kelly and Camilla Noonan brought a completely new per-
spective to the study of offshore outsourcing relationships. The authors
applied Anthony Giddens’ work on modernity and self-identity to
examine how clients adjust to alien work arrangements like offshoring.
The authors found two different modes of client-supplier trust that were
built during the stages of courtship and cohabitation. The trust estab-
lished during the courtship phase helped the relationship survive a crisis
during the cohabitation phase.

Chapter 11, ‘Cross-cultural (mis)communication in IS offshoring:
understanding through conversation analysis,’ by David Avison and
Peter Banks, appropriated from anthropology the method of conversa-
tion analysis to study interactions between clients and offshore suppliers.
The authors found that American and British client employees
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dominated the conversations with Indian supplier employees. Degrees of
participation were explained by the lack of shared understanding, per-
ceived hierarchical differences and the lack of cues or responses, all of
which prompted US/UK employees to ‘hyper-explain’.

Chapter 12, ‘Applying multiple perspectives to the BPO decision:
a case study of call centres in Australia,’ by Mark Borman, is the first
chapter in this volume to examine the outsourcing of call centers.
The author drew on TCE, RDT, institutional theory, industry value
system, and a BPO provider capability framework to develop 14
propositions. Each proposition was assessed using three client-sup-
plier relationships. The author concluded that the multi-theoretical
perspective was indeed needed to explain the richness of the cases.

Chapter 13, ‘A historical review of the information technology and
business process captive centre sector,’ by Ilan Oshri and Bob van Uhm
is the only paper that examined a special type of insourcing model, called
a captive center. A captive center is an offshore delivery center owned by
the client organization. The authors examined four types of captive
center models (basic, hybrid, shared, and divested). Using primary and
secondary data, they looked at the evolution of these models over time
from 1985 to 2010. Similar to other chapters in this volume, the authors
found that insourcing decisions are dynamic, changing with both inter-
nal and external influences.

Chapter 14, ‘Review of the empirical business services sourcing litera-
ture: an update and future directions,’ by Mary Lacity, Shaji Khan, and
Aihua Yan, aimed to summarize 174 empirical studies on all ITO and
BPO studies published in 78 academic journals between 2010 and 2014,
thus bringing two prior literatures reviews published in JIT up to date
(Lacity et al. 2010, 2011). Compared with the earlier literature reviews,
this review found a deeper exploration of the direct effects of transaction
attributes, sourcing motivations, client and provider capabilities, and
governance on sourcing decisions and outcomes. The authors also assessed
the research progress that has been made on ten previously identified gaps
in knowledge. The authors proposed a future research agenda that
included continued, incremental progress on ‘normal science’ research
questions, as well as novel and ambitious research studies.
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Conclusion

By 2017 one of the interesting speculations was: are we witnessing the
death throes of outsourcing? Many have claimed transformative powers
for cloud computing (rent as a service over the internet), digitization
(especially of sourcing and the supply chain), robotic process and cog-
nitive automation (move from a labor-centric to a machine centric
model), and the rise of global in-house centers (eliminating external
service providers).

If true, it would follow that the accumulated knowledge of the
subject, as partly evidenced in this volume, would increasingly become
irrelevant. However, all informed predictions suggest continued out-
sourcing growth globally, albeit at an overall slower pace than before. To
reinforce this, some 60% of IT and 80% of back office business process
work is still done in-house so there is still plenty of room for the market
to grow. Moreover, we are not seeing a marked swing back to in-house
options – this has always been a minority practice, and usually takes the
form of adjustments rather than total ‘backsourcing.’ Outsourcing will
continue to grow, and the imbeddedness of existing contracts signed for
anything between three to ten years will slow down the impacts of new
trends and new technologies.

That said, however, there are real disrupters in this overall growth
pattern. Outsourcing will increasingly change its character, as providers
themselves adopt new technologies, and build and offer services based on
them. We will see a number of disruptors impact the traditional out-
sourcing scene more forcefully. Cloud vendors like Amazon, Google,
and cloud platform providers like IBM and Microsoft have enough
market clout to move on from impacting on SMEs to move up the
value chain with larger corporations. Software-as-a-service could ser-
iously impact on outsourcing as an option in many important back
office functions like accounts payable, indirect procurement, payroll,
and benefit administration. Using software over the internet, companies
may spend much more time serving themselves through their own
managed services. ‘Everything-as-a-service’ looks like a major, if long-
term trend – not just data storage, applications, but infrastructure,
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business processes, and global human and virtual workforces, as well,
just to name some existing developments. Robotics-driven vendors
began operating at the bottom of the BPO stack, and in IT help desk
and IT support. But 2016 saw dramatic increases in the take-up of
robotic process automation (RPA) in back offices and shared service
operations, and amongst BPO service providers themselves. If the multi-
ple business benefits continue to materialize like the ones we found in
our studies (Willcocks and Lacity 2016), then RPA will find bigger
markets, and could be followed by widespread adoption of cognitive
automation, eating further into outsourcing’s dominant labor-centric
economics and contracting modes.

All these trends presage dramatic changes in the character of outsourcing,
of which clients and providers themselves are very aware and to which they
are always seeking to respond. Undoubtedly in each round of contract
renewals across 2017–2020 we will see clients make new demands – on
cloud computing, robotic process automation, as-a-service, and adoption of
new technologies and business analytics, and we will see providers adjusting
their services to reflect these developments. All this makes the body of
knowledge built over the last 27 years more, not less valuable. Sourcing
theory, managing the sourcing life-cycle, relationships between parties, effec-
tive practices, the dynamics of offshore service delivery remain central to
organizations driving themselves up the sourcing learning curve. As
Nietzsche suggested, invariably you need to go back ‘like anyone who wants
to make a great leap forward.’ Academic studies, such as in this volume, form
the rich foundation, for further research designed to explore the dynamic
field of outsourcing and offshoring of business services.
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2
Theoretical Perspectives

on the Outsourcing of Information
Systems

Myun J. Creon, Varun Grover and James T.
C. Teng

Introduction

In recent years there has been an increasing amount of attention paid to
outsourcing of information systems (IS) functions in organizations. A
recent survey of IS senior executives highlights outside services manage-
ment as one of the six strategic management issues confronting organi-
zations in their management of corporate systems (Clark, 1992).
Another recent study by the Yankee Group indicates that by 1994
every Fortune 500 company would have considered IS outsourcing.
The changing and more strategic role of outsourcing in business firms
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has been given much coverage in trade publications like Computerworld,
Datamation, Network World, and MIS Week.

This area of study has produced a number of conceptual and
practitioner-oriented articles proposing the particular outsourcing
practices that would be associated with various business strategies.
In addition, recent research has begun to examine the determinants
of outsourcing practices from a strategic perspective. However, there
has been little in the way of strong theoretical models to aid in
understanding both the role of outsourcing in organizations and the
determinants of various outsourcing practices. This deficiency in the
literature needs to be addressed before significant progress can he
made.

The purpose of this paper is to provide a foundation to guide
future outsourcing research and practice by reviewing alternative
theoretical models that have and can be applied to explain the role
of outsourcing in an organization’s IS management. In order to
accomplish this task, we will first review the general background of
outsourcing and offer a definition of outsourcing. In the context of
outsourcing, we review the components of theory construction and
its importance to the outsourcing research process. We will then
present four specific theoretical perspectives and evaluate them for
their potential in enhancing our prescriptive understanding of the
determinants of outsourcing practices. Finally, these perspectives are
put together towards a contingency model of outsourcing that can be
used to guide future empirical studies.

General Background on Outsourcing

In this paper we define broadly outsourcing of IS functions as the organi-
zational decision to turn over part or all of an organization’s IS functions to
external service provider(s) in order for an organization to be able to
achieve its goals. This definition includes the following external services:
applications development and maintenance, systems operation, networks/
telecommunications management, end-user computing support, systems
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planning and management, and purchase of application software, but
excludes business consulting services, after-sale vendor services, and the
lease of telephone lines. An organization can obtain these services through
complete outsourcing, facilities management, systems integration, time-
sharing, and other contracts (including rental, installation and procure-
ment, and maintenance and programming).

The IS functions involve technological resources or the entire infra-
structure including hardware, software and communications systems
deployed, and human resources with managers, programmers, systems
administrators, maintenance and related personnel involved in the
design, maintenance and operation of the overall IT infrastructure
(Loh and Venkatraman, 1992). A rational perspective on outsourcing
presumes that organizations attempt to make these decisions in their best
interests.

It is important to note however, that IS outsourcing is neither a
new phenomenon nor is it homogeneous. There are various kinds of
outsourcing arrangements, some of which are depicted in Fig. 2.1
(Loh and Venkatraman, 1991). Facilities management which
involves high externalization (or low internalization) of human
resources, and time sharing which involves externalization of techni-
cal resources, have been around for decades. However, the nature of
outsourcing has evolved. Compared with the 1970s, current out-
sourcing practices differ in the following key ways (Aucoin, 1991;
Schiffman and Loftin, 1991):

(1) Larger companies are outsourcing although there is evidence that in
the current environment size does not affect the outsourcing decision
(Grover et al., 1994b).

(2) A greater range and depth of services are being outsourced.
(3) Service providers are accepting more responsibility and risk.
(4) The nature of the relationship with the service provider is evolving

and in many cases is a partnership.
(5) Information technology intensity and complexity is higher, giving

more companies the option of outsourcing in a competitive provider
market.
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The rapid changes in the technological base and the increasingly
competitive environment have caused some companies to shift the
focus of their outsourcing strategy from technology to information
utilization and management. From this perspective, organizations
can spend less time and resources building an internal computing
infrastructure while concentrating their efforts on the effective use
of information and the creation of new analytical data with which
they can improve management’s responsiveness to organizational
needs (Grover and Teng, 1993). Others can choose their outsour-
cing strategy based on their current deficiencies and the nature of
the outsourcing marketplace. Such flexibility offered to corpora-
tions in today’s outsourcing environment provides the impetus for
the need to develop a contingent model that facilitates evaluation
and eventually prescriptions on IT outsourcing. Guidance for such
a model can be obtained through theoretical perspectives in other
fields.

Time-sharing
outsourcing

Rental
contracts

Complete
inhouse

operations

Installation/
procurement

contracts
Systems

integration
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Maintenance/
programming
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Facilities
management
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technological resources

Internalization of
human resources

High

High

Fig. 2.1 Alternative types of IS outsourcing (Adapted from Loh and
Venkatraman, 1991)
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The Role of Theory in Outsourcing Research
and Practice

Rudner (1966, p. 10) defines a theory as ‘a systematically related set
of statements, including some law like generalizations, that is empiri-
cally testable’. The purpose of theory is to increase scientific under-
standing through a systematized structure capable of both explaining
and predicting phenomena (Rudner, 1966). In more detailed terms,
Bacharach (1989, p. 498) views a theory as ‘a system of constructs
and variables in which the constructs are related to each other by
propositions and variables are related to each other by hypotheses’.
The whole system, presented in Fig. 2.2, is bounded by the theorist’s
assumptions. Dubin (1969) maintains that the notion of specific
critical bounding assumptions is important because it sets the limita-
tions in applying the theory.

The function of a theory’, then, is to fulfil the objectives of prediction
(knowledge of the outcome) and understanding (knowledge of the
process) regarding the relationships among the variables of interest
(Dubin, 1976). Thus, a good theory enables one both to predict what
will happen given a set of values for certain variables, and to understand
why this predicted value should result. Further, a good theory enables
one to determine whether the theory is constructed such that empirical
refutation is possible (Bacharach, 1989).

Although the primary goals between theorist researchers and practi-
tioners may differ (Dubin, 1976), a strong theoretical model has great
value to both. Practitioners are primarily concerned with the accuracy of
prediction of a theoretical model in order to guide their decision-making
when outsourcing: thus, an accurate theoretical model is ‘practical pre-
cisely because it advances knowledge in a scientific discipline, guides
research toward critical questions, and enlightens the profession of
management’ (Van de Yen, 1989, p. 486). On the other hand, theorist
researchers have greater concern for understanding the ‘why’ behind the
prediction. For them, a well-developed theoretical model allows for
testing of the model and) based on these tests, revision of the model to
increase its accuracy.
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Outsourcing research and practice can benefit from various theoretical
notions developed in the fields of strategic management and economics.
The next section will discuss the basic theoretical models in order to
describe each approach and its implications for outsourcing research and
practice.

Theoretical Models of Outsourcing

Strategic management as a discipline is concerned with how firms
formulate and implement strategies in order to accomplish a desired
performance goal (Schendel and Hofer, 1979). Economic theories exam-
ine the coordination and governance of economic agents in their trans-
actions with one another. In the context of this paper, resource-based
theory (RBT), resource dependence theory (RDT) from strategic man-
agement, transaction cost theory (TCT), and agent cost theory (ACT)

Boundary = Assumptions about values, time, and space
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Fig. 2.2 Components of a theory (Adapted from Bacharach, 1989)
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from economics are reviewed in order to understand the growing trend
towards outsourcing of IS functions.

Resource-Based Theory

Resource-based theory views a firm as a collection of productive
resources. The growth of the firm depends upon a desire to utilize
slack resources (Penrose, 1959). Rubin (1973, p. 937) further defines
a resource as a ‘fixed input which enables a firm to perform a
particular task’. A variety of authors have generated a list of firm
resources which may enable a firm to conceive of and implement
strategies that improve its efficiency and effectiveness (Thompson
and Strickland, 1983; Hitt and Ireland, 1986; Barney, 1991).
These possible firm resources can be conveniently classified into
three categories: physical capital resources, human capital resources
and organizational capital resources (Barney, 1991).

According to the resource-based theory, competitive advantage can
only occur in situations of firm resource heterogeneity and firm resource
immobility. Firm resource heterogeneity refers to the resources of a firm
(physical, human and organizational capital) and how different these
resources are across firms. Firm resource immobility refers to the inabil-
ity of competing firms to obtain resources from other firms (Barney,
1991; Williams, 1992).

In order for a firm’s resource to provide sustained competitive advan-
tage, four criteria must be attributable to the resources: value (the
resource must be valuable to the firm), rareness (the resource must be
unique or rare among a firm’s current and potential competition),
imperfect immutability (the resource must be imperfectly imitable)
and nonsubstitutability (the resource cannot be substituted with another
resource by competing firms) (Barney, 1991).

Thus, the essence of the resource-based theory is that given resource
heterogeneity and immobility and satisfaction of the requirements of
value, rareness, imperfect immutability and non-substitutability, firm’s
resources can be a source of sustained competitive advantage. The role of
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resources in firm growth and (sustained) competitive advantage has been
developed by Rumelt (1974), Barney (1991), Grant (1991) and
Wernerfelt (1984). In other words, according to the resource-based
approach to strategic management, a firm’s competitive position
(above normal returns) depends on its ability to gain and defend
advantageous positions concerning resources important to production
and distribution (Rumelt, 1974; Wernerfelt, 1984; Barney, 1986;
Conner, 1991).

Thus, the critical problem faced by the firm is how to maintain
the distinctiveness of its product – or for identical products, its low-
cost position – while not investing so much in obtaining this
difference as to destroy above normal returns. Distinctiveness in
the product or low costs are tied directly to distinctiveness in the
inputs (resources) used to produce the product (Conner, 1991).
Grant (1991) provides in his five-stage procedure a practical frame-
work for a resource-based approach to strategy formulation: analys-
ing the firm’s resource base; appraising the firm’s capabilities;
analysing the profit-earning potential of the firm’s resources and
capabilities; selecting a strategy; and extending and upgrading the
firm’s pool of resources and capabilities.

Further, Grant (1991) argues that a resource-based approach to
strategy is concerned not only with the deployment of existing resources
and capabilities, but also with the development of the firm’s resources
and capabilities. In order both to fully exploit a firm’s existing stock of
resources and capabilities, and to develop competitive advantage, the
external acquisition of complementary resources and capabilities may be
necessary (Grant, 1991). This external acquisition (i.e., outsourcing) is
known as filling gaps of resources and capabilities in the strategic
management literature (Stevensen, 1976).

Filling gaps of resources and capabilities through an outsourcing strat-
egy not only maintains the firm’s stock of resources and capabilities, but
also augments resources and capabilities in order to buttress and extend
positions of competitive advantage as well as broaden the firm’s strategic
opportunity set (Grant, 1991). Figure 2.3 indicates the relationships
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among firm’s strategy, organizational resources, IS resources,
IS capabilities and outsourcing. This resource-based perspective for out-
sourcing provides a framework for examining the pool of IS resources and
capabilities (i.e., financial condition, people, machinery, facilities) that
may or may not be able to carry out a given strategy during the formula-
tion phase. Thus, the resource-based theory may demonstrate the fact that
strategies are not universally implementable, but are contingent on having
the necessary IS resource and capability base.

According to the resource-based perspective, outsourcing is a strategic
decision which can be used to fill gaps (i.e., the difference between
desired capabilities and actual capabilities) in the firm’s IS resources
and capabilities (e.g., information quality, IS support quality, staff
quality, cost effectiveness and financial condition). The firm’s IS
resources and capabilities may vary depending both upon the firm’s
resource attributes (value, rareness, imperfect imitability and non-sub-
stitutability) and upon the amount of the firm’s resources allocated for
IS. Thus, the outsourcing decision can be formulated as the following
linear relationship:

Outsourcing = f(gaps in IS capabilities)
Gaps = f(resource attributes, resource allocation)

Organizational
resources
attributes

Information
systems (IS)

resources

Gaps

Strategy

Information
systems (IS)
capabilities

Outsourcing

Fig. 2.3 A resource-based perspective of outsourcing
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Resource-Dependence Theory

While a resource-based approach to strategic management focuses on
an internal analysis of a firm in terms of resources and capabilities, a
resource dependence theory focuses on the external environment of a
firm and argues that all organizations find themselves dependent, to
varying degrees, on some elements in their external environments
(Thompson, 1967; Aldrich and Pfeffer, 1976; Pfeffer and Salancik,
1978; Aldrich, 1976). This external dependence is usually based on
the external elements’ control of some resources which an organiza-
tion needs, such as land, labour, capital, information, or a specific
product or service (Kotter, 1979). Aldrich states that ‘environments
affect organizations through the process of making available or with-
holding resources, and organizational forms can be ranked in terms
of their efficacy in obtaining resources’. Thus, a resource-dependence
theory stresses the organizational necessity of adapting to environ-
mental uncertainty, coping with problematic interdependence, and
actively managing or controlling resource flows (Pfeffer and Salancik,
1978).

According to the source and nature of the interdependence between
the environment and the organization, Emery and Trist (1965) describe
four types of environments: first, placid-randomized, in which the
necessary resources are randomly distributed, with a constant probability
of uncovering them; second, placid-clustered, in which the pattern of
resources are sequentially predictable; third, disturbed-reactive, in which
the distributions and probabilities of resources are created by the actions
of the organizations themselves; and fourth, turbulent, in which many
groups of organizations are closely interconnected and interdependent.
Based upon this work, Pfeffer and Salancik (1978) provide three dimen-
sions of organizational task environments: concentration, munificence
and interconnectedness. Each dimension differs according to ‘the nature
and the distribution of resources in environments, with different values
on each dimension implying differences in appropriate structures and
activities’ (Aldrich, 1976, p. 54). Concentration refers to the extent to
which power and authority in the environment is widely dispersed.
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Munificence refers to the availability or scarcity of critical resources.
Interconnectedness refers to the number and pattern of linkages among
organizations.

In the context of these dimensions of organizational task environ-
ments, a resource-dependence approach to strategic management argues
that organizations adopt strategies to secure access to critical resources,
to stabilize relations with the environment, and to enable survival
(Pfeffer and Salancik, 1978; Zeithaml and Zeithaml, 1984). These
strategies depend on the task environment and might involve alignment
with powerful units in the environment, outsourcing or control of
weaker units. Yuchtman and Seashore (1967) have defined organiza-
tional effectiveness in terms of the organization’s success in obtaining
scarce and valued resources from the environment. That is, resource
dependence theory maintains that organizational survival is dependent
on the acquisition of necessary resources from the environment.

To obtain externally resources that cannot be generated internally
organizations might enter into exchange relationships with other orga-
nizations in the environment. That is, organizations alter their structures
and behaviours to acquire and maintain needed resources (Ulrich and
Barney, 1984). The organization is likely to attempt to form a mutually
beneficial coalition. ‘For example, a firm can minimize its uncertainty in
supply relationships by engaging in coalition activities such as forming
links with influential individuals in supplier firms, becoming partners
with such firms in joint ventures, or acquiring key supplier firms’ (Ulrich
and Barney, 1984, p.472). Thus, resource dependence theory (Pfeffer
and Salancik, 1978), which emphasizes the dependence of organizations
on their external environment, provides a useful perspective from which
to examine the relationship between an organization’s decision to out-
source IS functions and that organization’s effectiveness.

Further, Pfeffer and Salancik (1978) argue that three factors are
critical in determining the external dependence of one organization on
another.

First, there is the importance of the resource – the extent to which the
organization requires it for continued operation and survival. The sec-
ond is the extent to which the interest group has discretion over the
resource allocation and use. And third, the extent to which there are few
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alternatives, or the extent of control over the resource by the interest
group, is an important factor determining the dependence of the orga-
nization (pp. 45–46).

Pfeffer and Salancik (1978) then define the term ‘environmental
dependence’ as ‘the product of the importance of a given input or output
to the organization and the extent to which it is controlled by relatively
few organizations (p. 51). Thus, the organization’s dependence on any
other organization (outsourcing) is determined by the importance of the
resource to the organization, the number of potential suppliers, and the
cost of switching suppliers.

Figure 2.4 shows the relationships among dimensions of organiza-
tional task environments, dimensions of resources, firm’s strategy, and
resource acquisition (outsourcing). The resource-dependence perspective
for outsourcing provides a framework for examining those dimensions of
task environments that may determine the firm’s dimensions of
resources. These dimensions of resources then determine an organiza-
tion’s decision to outsource IS functions. Further, a firm’s strategy may
affect the decision to outsource IS functions, since an organization may
need to obtain critical resources from external sources in order to
implement its strategy. Thus, outsourcing strategy is composed of dif-
ferent degrees of dependence of one organization on another in order to
obtain critical resources which are not available internally. Thus, out-
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Fig. 2.4 A resource dependence perspective of outsourcing
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sourcing as a strategic option can be formulated as the following linear
relationship:

Outsourcing = f(dimensions of resources, strategy)
Dimensions of resources = f(task environments)

Transaction Cost Theory

The transaction cost theory, introduced by Coase (1937) and developed
principally by Williamson (1975, 1979, 1981, 1985), maintains that the
organization of economic activity depends on balancing production
economics, such as scale, against the cost of transacting. Transactions
are here the exchanges of goods or services between economic actors,
who are technologically separate units, inside and/or outside the orga-
nization (Williamson, 1981). The analysis of transactions focuses on
achieving efficiency in their administration. In this perspective, organi-
zational success depends on managing transactions efficiently.
Organizations exist to mediate the economic transactions among mem-
bers inside and/or outside the organization (Ulrich and Barney, 1984).

The transaction cost approach offers a method of evaluating the
relative advantages of the different internal and external organization
forms for handling transactions. This theory also provides an excellent
framework for analysing the outsourcing option, since the essential
choice here is between using an outsourcing service provider (a market
mechanism) and providing in-house services (an organizational hierar-
chy) (Elam, 1988; Clemons and Row, 1989; Apte, 1990; Lacity and
Hirschheim, 1993b). First, the theory seems to be very useful for
investigating the outsourcing option as an economic reorganization of
IS departments. Second, the theory appears to be useful for formulating
an action plan that reduces transaction cost and thereby improves the
benefit one can realize through outsourcing.

Transaction cost theory identifies two costs to be considered in
determining whether the appropriate governance structure for a transac-
tion is a market or a hierarchy: production costs and transactions costs.
Outsourcing leads to smaller production cost (i.e., the cost of delivering
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IS functions) primarily due to the economies of scale that a service
provider enjoys in providing IS functions such as data centre and
communication operations and systems development (Apte, 1990) and
generally leads to higher transaction costs arising from negotiating,
monitoring and enforcing contracts. Therefore, the outsourcing option
can be evaluated with respect to the increase in transaction costs through
a framework that examines factors which influence the magnitude of
transaction costs.

Transaction costs increase as a result of three factors: asset specificity
or the degree to which the transaction will produce an asset that is
dedicated to a special purpose with poor alternative uses; the degree of
uncertainty in the environment as it impacts the contract and its fulfil-
ment; and infrequency of contracting, or the infrequency with which the
two parties contract together (Williamson, 1985).

Asset specificity in the context of outsourcing refers to the uniqueness
of the firm’s hardware and/or software architectures and the skill set of
IS employees. Such idiosyncratic investments would serve to increase the
costs of any transactional relationship with a vendor. Uncertainty is
another factor that influences transaction costs. Conditions of high
uncertainty in this relationship may be a result of unpredictable market,
technological, economic trends, contractual complexity and quality of
outputs. These might be mitigated through a complex control structure
instigated by the firm or the adoption of standards. Such mechanisms
can be used to reduce opportunism but may increase costs of enforcing
the transactional relationship. Also, the infrequency of contracting
might increase associated transaction costs due to initial ‘relationship
building’ during contract negotiation. Consistency of goals between the
contracting parties is critical to promote this relationship. It should be
recognized however, that certain IS functions tend to be inherently more
‘commoditized’ and can benefit from market relationships (i.e., lower
asset specificity, uncertainty and higher frequency of contracting) such as
transaction processing while others such as specialized application devel-
opment might benefit from hierarchical relationships.

Figure 2.5 indicates the relationships among transaction costs, their
determinants and outsourcing. Each of these factors raises the effort and
cost of structuring an agreement between service receiver and provider
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that will assure the successful completion of the contract and its future
enforcement. Based upon the factors determining the magnitude of
transaction costs (or the relative trade-off between transaction and
production costs), the decision to outsource can be expressed as the
following linear relationship:

Outsourcing = f(transaction costs)
Transaction costs = f(asset specificity, uncertainty, infrequency)

Agency Cost Theory

The agency cost theory, developed by Ross (1973), Mitnick (1975,
1986) and Jensen and Meckling (1976), examines the reasons for
principal-agent relationships and the problems inherent in them.
Jensen and Meckling (1976, p. 308) define an agency relationship ‘a
contract under which one or more persons (principal(s)) engage another
person (the agent) to perform some service on their behalf which
involves delegating some decision making authority to the agent’.

The focus of the agency theory is on determining the most efficient
contract (behaviour-oriented versus outcome-oriented) that governs the
relationship between a principal and an agent (Eisenhardt, 1988). The
choice between a behaviour-based contract (e.g., hierarchy governance,
insourcing) and outcome-based contract (e.g., market governance, outsour-
cing) depends on the agency costs, which are the costs incurred as a result of
discrepancies between the objectives of the principal and those of agents.
That is, the agency costs are the sumof themonitoring costs by the principal,
the bonding costs by the agent, and the residual loss of the principal.

Asset specificity
Uncertainty
Infrequency

Transaction
costs

Outsourcing

Fig. 2.5 A transaction costs perspective of outsourcing

2 Theoretical Perspectives on the Outsourcing of Information Systems 39



Monitoring costs are incurred by the principal in assessing the performance
of the agent, bonding costs are incurred by the agent in assuring the principal
of ‘his’ commitment and the residual loss is the loss resulting from having an
agent (with a parochial utility function) perform the task.

The agency cost theory provides an excellent framework for evaluating the
relative advantages of the different internal and external organization forms
for handling contracts between an outsourcing service receiver and a provi-
der. An agency cost perspective of outsourcing offers a method of examining
factors which influence the magnitude of agency costs. The presumption is
that organizations will base their outsourcing decisions on factors that
influence agency costs. Agency costs are determined by five factors: outcome
uncertainty due to government policies, economic climate, technological
change, competitor actions and so on; risk aversion of the outsourcing
receiver (or provider); programmability or the degree to which appropriate
behaviour by the outsourcing provider can be specified in advance; outcome
measurability or the extent to which outcomes can be easily measured; and
the length of the agency relationship (Eisenhardt, 1989). Agency costs
(monitoring, bonding and residual loss) increase in outsourcing relationships
with high uncertainty, high risk aversion, low programmability, low out-
come measurability and greater length of relationship.

Based upon the factors determining the magnitude of agency cost, the
decision to outsource may be expressed as the following linear relation-
ship (see Fig. 2.6):

Outsourcing = f(agency costs)
Agency costs = f(uncertainty, risk aversion, programmability, measurabil-
ity, length)

Uncertainty
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Measurability
Length

Agency
costs
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Fig. 2.6 An agency costs perspective of outsourcing
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The following section integrates the theoretical perspectives discussed
into a framework to guide empirical work in this area.

Towards a Contingency Model for IS
Outsourcing

Structural contingency theory has dominated the study of organizational
design and performance during the past twenty years (Hofer, 1975;
Miles and Snow, 1978; Miller and Freisen, 1978; Drazin and Van de
Ven, 1985; Ginsberg and Venkatraman, 1985). It is the perspective
underlying the prescribed dual approach to strategic analysis (Grant and
King, 1982): environmental threats and opportunities analysis, and
organizational strengths and weaknesses.

Contingency perspectives on business strategy indicate that the appro-
priateness of different strategies depends on the competitive setting of
business (Hambrick and Lei, 1985). Further, the perspectives rest on the
belief that ‘no universal set of strategic choices exists that is optimal for
all businesses, irrespective of their resource positions and environmental
context’ (Ginsberg and Venkatraman, 1985, p. 421). Thus, effective
strategies are those which achieve a fit or congruence between environ-
mental conditions and organizational factors (Drazin Van de Yen, 1985;
Venkatraman and Camillus, 1985). Fahey and Christensen (1986) pre-
sent a strategy research paradigm which indicates that the central
research question of strategy content is typically some variant of the
following: what results arise from following strategies under different
conditions? In the case of IS outsourcing, the question becomes: what
results arise from following IS outsourcing strategies under different
conditions? Therefore, the basic premise of contingency theory is that
outsourcing strategy is only one of several types of economic restructur-
ing by which an organization adapts to the environment (Child, 1987;
Clemons and Row, 1989). Therefore, there are situations under which
outsourcing mayor may not be appropriate. These situations include
discrepancies in IS factors, dimensions of IS resources and firm’s costs
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that are perceived by decision-makers as they seek to formulate the
outsourcing strategy.

Figure 2.7 puts together the variety of contingency variables discussed
earlier (in resource-based theory, resource-dependence theory, transac-
tion costs theory and agency theory) into a conceptual model for study-
ing outsourcing. We believe that such a framework can provide guidance
in examining the various aspects of the outsourcing phenomenon in a
consistent and cumulative manner.

Integrative Aspects of the Model

It should be emphasized that the various theoretical concepts depicted in
the model are interrelated. For instance, based on perspectives of
resource-based theory and transaction costs theory, Clemons and Row
(1989) examine economic reorganization and the role IT plays in it.
Economic restructuring is viewed in terms of changes in the allocation
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Fig. 2.7 A conceptual model for studying outsourcing
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and integration of strategic resources. They suggest that change in
competitive position comes from leveraging an advantage or mitigating
a disadvantage in critical resources. Changes in economic structure are
classified by the basic ways firms can alter or redeploy their resources:

Horizontal Integration of Resources within a Market

Firms can expand or contract within a particular market, relative to the
total market size. IT contributes to increasing scale economies both as a
resource by itself and as a mechanism for coordinating other resources.
Due to these scale economies, there could be pressure for increased
concentration of the IT resource, depending on the importance of IT
to the business and its cost relative to other costs. The firm concentra-
tion takes ownership consolidation, outsourcing and cooperative
supply – depends on the potential economies of integration, the initial
resource positions, and the transaction costs in transferring the services
of the resource.

Outsourcing strategy is adopted where the transaction costs of accessing
the resources are low relative to the savings from scale economies, and where
the risks of dependence are low. Smaller competitors may outsource the
services of the resources from third parties who are larger players within the
industry or from industries with significant overlap in the key resources.

Horizontal Integration of Resources between Markets

Firms can expand into, or withdraw from, different markets and
industries. Economic benefits may be creating scale advantages in
resources that are similar in multiple markets, reducing average unit
costs. However, this type of economic restructuring can also create
scope economies where the value of the integration is greater than
the parts independently. This integration between markets can take
on any form: ownership consolidation, outsourcing or cooperative
agreement. Outsourcing between markets is very common in finan-
cial services due to the high overlap in the resources required in the
different markets.
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Vertical Integration of Resources

Firms can expand into, or withdraw from, activities that are vertically
related within a single value chain. Vertical resource integration refers to
the transfer of goods and services along a single value chain. Unlike the
horizontal integration case, vertical integration indicates that decreased
transaction costs or increased production economies leads more to resource
disintegration. IT can lead to vertical disintegration (outsourcing) in access
to strategic resources when a firm (compared to larger competitors or other
service providers) is at a scale disadvantage in operating those resources,
and it is prohibitive to acquire the resources necessary to be competitive.

While resource dependence theory, though emphasizing that much
organizational action is determined by environmental conditions, recog-
nizes the possibility of intentional adaptation to environmental conditions
through management actions, resource-based theory emphasizes the
necessity of critical IS resources and capabilities. Thus, an organizational
decision to outsource IS functions depends both on a firm’s pool of IS
resources and capabilities and on environmental conditions. Pfeffer and
Salancik (1978) derive three roles for management – symbolic, responsive
and discretionary to explain how organizations may act upon the envir-
onment. The degree to which the organizations outsource their IS func-
tions can be classified by the different roles for management actions:

Symbolic Approach to Outsourcing

In the symbolic role, actions of an organization are unrelated to con-
straints. Organizational performance is determined primarily by the
firm’s existing IS resources and capabilities. Thus, the outsourcing
strategy involves low levels of dependence on external environment.

Responsive Approach to Outsourcing

In the responsive role, organizational actions are developed in response
to the demands of the environment. The organization acts according to
the interdependencies it confronts. Here constraints and actions are
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directly related. It is expected here that the outsourcing option involves
medium levels of dependence on external environment.

Discretionary Approach to Outsourcing

In the discretionary role, constraints and environments are managed to
suit the interests of the organization. Management’s function is to direct
the organization towards more favourable environments and to manage
and establish negotiated environments favourable to the organization.
Unlike other approaches, this approach to outsourcing involves high
levels of dependence on environment.

Thus, the decision to outsource IS functions is the result of the
complex interplay of two factors: the organization’s dynamic environ-
mental conditions and the extent to which the organization needs to fill
gaps in IS resources and capabilities.

Empirical Study Based on the Model

The model depicted provides insight, albeit preliminary, into the nature
and structure of outsourcing concepts and variables. These can be used to
direct inquiry into the phenomenon. For instance, propositions based on
resource-based theory would suggest that organizations that have deficien-
cies in their information resources would seek outsourcing alternatives.
These propositions could relate to a homogeneous monolithic outsourcing
or to discretionary introspection of specific IS functions (i.e., applications
development may be retained in-house but operations and end user
computing outsourced). Similar introspection could facilitate assessment
of the value, rareness, imitability and substitutability of IS resources. Based
on resource-based theory, corporations that perceive these assessments in
favour of there is resources would tend to outsource. It could also be
proposed that firms that follow aggressive strategies in fulfilling resource
gaps tend to outsource more and have a higher risk profile of outsourcing
arrangements.

Similarly, propositions based on resource dependence theory seek to
examine the nature of environmental resources (i.e., vendor market) and
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their ability to enter into contractual or partnership arrangements with
powerful vendors. Propositions examining the vendor market, vendor
versus firm power (concentration of resources) and uniqueness of IT skill
desired (munificence) as related to degree and nature of outsourcing
would facilitate understanding from this perspective. Integrated studies
that look at both firm, environment and their interaction through
strategy (e.g., symbolic, responsive and discretionary approaches) can
provide greater explanatory power.

Transaction cost theory examines outsourcing from an economic
perspective, trading off transaction costs and production costs.
Propositions based on this perspective would suggest that, since vendors
possess inherent economies of scale due to production efficiency and
labour specialization, outsourcing IS functions with low asset specificity
(e.g., network management, operations, transaction processing) would
be desirable while unique IS products such as application development
and planning should be insourced. There is preliminary evidence that
supports and questions these notions (e.g., Lacity and Hirschheim,
1993a; McFarlan and Nolan, 1995). Also, transaction costs increase
with asset specificity, uncertainty and infrequency in the didactic rela-
tionship, thereby making outsourcing difficult.

Agency cost theory suggests that agency costs increase based on
various factors. The costs of enforcing ‘tight contracts’ based on uncer-
tainty, measurability, length, programmability, etc., would inhibit out-
sourcing. These effects would be compounded if there was a lack of goal
congruence between the contracting parties.

There has been some early empirical work on some of the factors
suggested. For instance, Fitzgerald and Willcocks (1994) have examined
the degree of uncertainty in contractual definition. Loh and
Venkatraman (1992) have studied financial determinants of outsour-
cing. Grover et al. (1994a) and Teng et al. (1995) have evaluated the role
of strategy in pursuing a resource gap model of the outsourcing of IS
functions. Based on a market approach for meeting information proces-
sing requirements, Elam (1988) proposed the use of cooperative arrange-
ments (e.g., outsourcing) for future IS organizations in the following
areas: in developing back office and support applications, the IS organi-
zation will seek cooperative arrangements (external to the organization)
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that result in the divestment of skills, knowledge, and technology; in
developing strategic applications, the IS organization will seek coopera-
tive arrangements (external to the organization) that result in the acqui-
sition of new skills, knowledge, and technology.

Conclusion

The increasing pervasiveness of IS outsourcing, the competitiveness and
diversity of the vendor market and the growing interest among IS
researchers systematically to examine this phenomenon, provide the
impetus for this paper. The framework presented and the theoretical
perspectives reviewed, both strategic and economic, provide insight into
the complexity of variables that need to be studied. While making no
pretensions of comprehensiveness, the framework, its concepts and
interactions can guide future empirical research. While studies based
on one theoretical perspective have been reported, opportunities exist to
study the phenomenon in a more integrative manner, thereby facilitat-
ing a robust understanding. Future work should expand this model,
identify specific and testable constructs, and propose and test hypoth-
eses. Doing so will contribute to understanding current research and to
improving future research and practice while establishing a cumulative
tradition for this work.
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3
The Information Technology

Outsourcing Risk: A Transaction Cost and
Agency Theory-Based Perspective

Bouchaib Bahli and Suzanne Rivard

Introduction

The reliance on outsourcing as a means of providing information
technology (IT) services has been growing steadily over the past decade.
It was recently estimated that IT outsourcing would reach US$156
billion in 2004 (Lacity and Willcocks 2000). The fact that firms are
increasingly turning to external suppliers in order to meet their IT needs
does not mean that outsourcing is a panacea or that it is without
problems. While it may help clients achieve major benefits such as cost
savings, increased flexibility, higher quality services and access to new
technology (McFarlan and Nolan 1995), unsuccessful outsourcing
experiences are often reported in which suppliers have failed to meet
expected service levels and deliver the expected cost savings (Earl 1996;
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Willcocks et al. 1999). A number of studies published on the risks
associated with IT outsourcing have provided useful insights into the
phenomenon (Earl 1996; Aubert et al. 1998; Willcocks et al. 1999).
Notwithstanding their contribution, systematic efforts at refining the
conceptualization and measurement of IT outsourcing risks are required
(Willcocks et al. 1999). This has been the primary goal of this study.

This paper addresses the issue of risk assessment by proposing a
conceptual definition of the IT outsourcing risk. Adapting and extend-
ing a risk definition used in engineering and proposed by Kaplan and
Garrick (1981), it defines risk as a quadruplet composed of possible
scenarios, the likelihood of their occurrence, their associated conse-
quences and the risk mitigation mechanisms that can prevent them or
attenuate their impact. The proposed definition of risk is then applied to
IT outsourcing drawing on previous work on IT outsourcing in general
and the IT outsourcing risk in particular (Earl 1996; Aubert et al. 1998;
Lacity and Willcocks 2001; Kern et al. 2002b) and using transaction
cost theory (Williamson 1985) and agency theory (Eisenhardt 1989) as
theoretical foundations.

Risk Defined

‘Risk’ is probably one of the most frequently used words today. It is
heard every day, under extremely different circumstances, with respect to
the variability of investments, predispositions for cardiovascular disease
or the dangers of air travel. These various uses have different underlying
meanings, such as the probability of occurrence of an undesirable event,
the severity of its consequences or the variability of returns on assets. In a
comprehensive paper on risk March and Shapira (1987) proposed two
perspectives for defining and studying risk: the economic perspective
and the managerial perspective. In the economic perspective risk is the
variance of a probability distribution of possible gains and losses asso-
ciated with a given alternative. In the managerial perspective uncertainty
about positive outcomes is not considered important (as they constitute
the attractiveness of a given alternative). Rather, risk is associated with
negative outcomes. Risk is therefore perceived as a ‘danger or hazard’.
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Kaplan and Garrick (1981) adopted such a managerial perspective in
their widely-cited paper from the engineering discipline titled ‘On the
Quantitative Definition of Risk’ and argued that a complete risk assess-
ment requires that three questions be addressed. These questions are as
follows.

(1) What can happen?
(2) How likely is this outcome?
(3) If it does occur, what are the consequences?

They proceeded by proposing a general definition of risk as a complete
set of triplets involving scenarios, the likelihood of each scenario and the
consequences or an evaluation measure of each scenario (that is a
measure of the damages). Hence, in assessing the risk of a given situa-
tion, one would make a list of outcomes or ‘scenarios’, as suggested in
Table 3.1 [deleted in this reprint],1 where the ith line is a triplet <si, pi,
xi>, where si is the scenario, pi is the probability of occurrence of scenario
si and xi is the consequence of the occurrence of scenario si.

In IT outsourcing the scenarios suggested by transaction costs and
agency theory are not ‘acts of God’: they are within the client’s ‘feasible’
limits of control. They can therefore be acted upon using risk mitigation
mechanisms that reduce their likelihood of occurring or help prevent
them altogether (Lacity and Willcocks 2001; Kern et al. 2002a). In other
words, if a risk mitigation mechanism mi were introduced the corre-
sponding scenario might not occur. Hence, risk measurement requires
that these mechanisms be taken into account. Kaplan and Garrick’s
(1981) definition of risk is therefore extended with a fourth component
and risk is defined as a set of quadruplets including scenarios, the
likelihood and consequences of each scenario and the corresponding
risk mitigation mechanisms.

Formally, risk is defined as <si, pi, xi, mi>, where si is the scenario, pi is
the likelihood of that scenario, xi is the consequence and mi is the risk
mitigation mechanism.

1Table 3.1 deleted in this reprint for copyright reasons.
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While in some instances it is possible to estimate the likelihood of a
given scenario on the basis of past performance of the object under
study, it is not feasible to do so in several areas (Barki et al. 1993).
Consequently, several risk assessment methods adopt the approach of
approximating the probability of undesirable outcomes by identifying
and assessing the factors that influence their occurrence (Barki et al.
1993). The degree to which each factor is present in an endeavour will
contribute to the increased likelihood of a given scenario. Once this list
is drawn, risk management methods will consist of devising and using
mechanisms that will either diminish the loss related to the scenario itself
or decrease the likelihood of its occurrence by reducing the level of the
risk factors (Aubert et al. 2002).

Information Technology Outsourcing Risk

Kaplan and Garrick (1981) extended definition was applied to IT out-
sourcing risk. Potential scenarios in an IT outsourcing project and their
associated consequences were identified, the likelihood of each scenario
was determined through the risk factors leading to them and risk
mitigation mechanisms that could help avoid or attenuate their like-
lihood were identified. Table 3.2 presents the resulting risk assessment
framework. Following on and extending the work of Aubert et al.
(1998), the linkages shown in Table 3.2 are anchored in transaction
cost theory (Williamson 1985) and agency theory (Eisenhardt 1989). In
that Table 3.2 is not exhaustive, since it is limited to the suggestions of
two closely related theories. It is recognized that it would be possible to
study IT outsourcing risk from other theoretical and empirical perspec-
tives, such as contract theory and law. For instance, following Crocker
and Reynolds (1993), Aubert et al. (2003a) examined the costs and
benefits of contract completeness as a risk-reducing mechanism. The
perspective of law could also be adopted. Collins (1999) and Vincent-
Jones (2000) discussed the use of private law for protecting consumers
within the context of the market and the role and limitations of the law
of contract as a form of regulation. In addition, counter-posing discrete
and relational contracts each associated with their own distinctive modes
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of legal reasoning, MacNeil (1983) developed a comprehensive analysis
of the sources of ‘bindingness’ in contractual relations. While it is
recognized that IT outsourcing risk could be studied from these and
other stances, this paper limits the analysis to the perspective of transac-
tion cost and agency theory.

Transaction cost theory provides much of the theoretical background
for research on IT outsourcing (Lacity and Hirschheim 1993; Aubert
et al. 1996, 1998). This theory is centred on governance structures,
suggesting that the most efficient structure for governing a transaction –
either the market or the firm – depends on transaction costs, which are
related to some key characteristics of the transaction themselves.

Table 3.2 The IT outsourcing risk assessment framework

Scenarios Risk factors Consequences
Mitigation
mechanisms

Lock-in Asset specificity
Small number of
suppliers

Client’s degree of
expertise in outsour-
cing contracts

Cost escalation
and service
debasement

Mutual
hostaging

Dual sourcing

Costly contrac-
tual
amendments

Uncertainty Cost escalation
and service
debasement

Sequential
contracting

Contract
flexibility

Unexpected
transition and
management
costs

Uncertainty
Client’s degree of
expertise in IT
operations

Client’s degree of
expertise in outsour-
cing contracts

Relatedness

Cost escalation
and service
debasement

Clan mechanisms
Use of external
expertise

Disputes and
litigation

Measurement
problems

Supplier’s degree of
expertise in IT
operations

Supplier’s degree of
expertise in outsour-
cing contracts

Cost escalation
and service
debasement

Alternative
methods of dis-
pute resolution

Clan mechanisms
Use of external
expertise
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Transactions differ in a variety of ways by the degree to which relation-
ship-specific assets are involved, the amount of uncertainty about the
future and the actions of other parties, measurement problems, the
relatedness of IT operations and the number of suppliers in the market.

Transaction cost theory is based on two behavioural assumptions
(Williamson 1985). First, it operates on the assumption of bounded
rationality, which refers to how the cognitive limitations of the human
mind rule out a complete evaluation of the consequences of all possible
decisions. In an outsourcing context, the impact of bounded rationality
depends in part on the knowledge and skills the client can draw on in
specifying requirements, selecting appropriate suppliers and managing
and controlling the relationship. Second, the theory operates under the
assumption of opportunism, which posits that people do not only act in
self-interest, but that they also act with guile. For instance, IT suppliers
may lie about – or exaggerate – their capabilities or use their knowledge
advantage in order to sell IT resources to clients who have little experi-
ence and/or knowledge about their needs or market prices. They may
also do so because they want to enter a new market, to dominate a
market segment or to lock out competitors (Kern et al. 2002b). Research
has shown that these two behavioural assumptions are indeed relevant in
the context of IT outsourcing. For instance, Aubert et al. (2003b)
analysed the case of an insurance company – Emptor – the unfortunate
decisions of which regarding supplier selection, asset transfer, perfor-
mance measures and arbitration mechanisms led to excessive costs for
both partners, unrealistic deliverables and deadlines, poor service quality
and, ultimately, contract failure. While the analysis emphasized the role
played by the supplier’s opportunism, bounded rationality, in terms of
the client’s lack of expertise with outsourcing, also played an important
role in this case.

The second economic theory of interest is agency theory (Eisenhardt
1989). The major issue in agency relationships is ensuring that the agent
acts in the interests of the principal. The theory would assume, in the
case of IT outsourcing, that each party in the relationship has their own
profit motive, because the parties’ goals are not congruent. The principal
cannot monitor the actions of the agent perfectly and without cost
(Sappington 1991).
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Risk Scenarios and their Associated
Risk Factors

Agency theory and transaction cost theory suggest four main risk sce-
narios that can be associated with outsourcing: (1) lock-in, (2) contrac-
tual amendments, (3) unexpected transition and management costs and
(4) disputes and litigation. These correspond to those identified in the
literature on the IT outsourcing risk (Aubert et al. 1998). Since the
probability of occurrence of a given scenario is estimated on the basis of
risk factors, the presence of which would be likely to increase this
probability, each scenario is presented here along with the associated
risk factors (see Table 3.2).

The term lock-in refers to a situation where a client cannot get out of
a relationship except by incurring a loss or sacrificing part or all of its
assets to the supplier (Aubert et al. 1998).

Three main risk factors are conducive to a lock-in situation. The first
is asset specificity, which concerns investments made specifically because
of a given contract and which have a much higher value because of the
contractual relationship. If one party were to breach the contract, the
value of the relationship-specific investments would fall. This is the so-
called lock-in effect, where much can be lost to one or both parties if the
relationship dissolves (Williamson 1985; Kern et al. 2002b). The very
nature of the outsourced activity may contribute to increasing the degree
of asset specificity. The client’s idiosyncrasies may be such that, even for
a supplier with much experience, it constitutes a new environment (Kern
et al. 2002b). Having invested a great deal of time and effort in getting
the initial supplier fully operational, the client itself may be reluctant to
do so with a new supplier. Since some clients do not retain in-house
competencies with the outsourced activity, they may even be unable to
do so (Aubert et al. 2003b). The second risk factor often associated with
lock-in is a restricted number of suppliers, since the bargaining power of
suppliers increases as their number decreases (Porter 1985). Often a lack
of alternative sources of supply is the primary cause of a client’s depen-
dency on its supplier (Williamson 1985). Transaction costs can arise
when the presence of competitors does not constrain the supplier from
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behaving opportunistically (Walker and Poppo 1991). Finally, the cli-
ent’s lack of expertise with outsourcing contracts may also lead to a lock-
in (Aubert et al. 1998). The term expertise is used here to refer to a
combination of skill level with a given activity and length of time the
activity has been performed (Thompson et al. 1994). A client with little
expertise may make decisions that will directly lead to a lock-in situa-
tion. Such is the case of allowing a long initial term (5–10 years) without
adequate termination for poor performance or termination for conve-
nience clauses or not having asset buy-back or employment offer provi-
sions, no disengagement and handover obligations, no intellectual
property clauses governing the supplier modifications in event of termi-
nation, thus rendering the removal system inoperable or no usable
source code in escrow.

The second risk scenario, costly contractual amendments, refers to
any alterations, redrafting or changes made at any time during the
contract to part or all of its clauses whenever a contractual party (the
client and/or IT supplier) deems it necessary. Contracting parties are
rationally bounded and cannot foresee all eventualities, so writing and
enforcing complete contracts is impossible. As a consequence both
parties must rely on incomplete contracting and any amendment will
be made at a cost (Williamson 1985). Amendment costs include the
direct costs of communicating new information, renegotiating agree-
ments or coordinating operations in order to reflect new circumstances
(Walker and Weber 1984).

Contractual amendments are mainly due to the uncertainty about
future events and the other party’s actions. Three types of uncertainty
exist. The first is environmental volatility or the rapidity of market and
demand changes. Environmental uncertainty coupled with bounded
rationality diminishes the ability of partners for planning effectively
and, therefore, increases the transaction costs surrounding contractual
amendments (Pilling et al. 1994). In the second case uncertainty is tied
to technological discontinuity (technological changes and breakthroughs
that may render the technology of the original contract obsolete). Such
changes may force the parties to amend their contract, at a certain cost
(Earl 1996; Aubert et al. 1998). The third type of uncertainty is related
to the nature of the outsourced activities. An activity will be said to have
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a high level of uncertainty when it is difficult to describe with exactitude
the outputs it should produce (Aubert et al. 1998). Research in IT on
the determination of user requirements has demonstrated how difficult
such an activity is in the context of system development. Hence, any
increase in uncertainty provides an incentive for opportunistic behaviour
when contract clauses need to be amended (Williamson 1985).

Unexpected transition and management costs are hidden and/or
underestimated costs (Lacity and Hirschheim 1993). Transition costs
include set-up, redeployment or relocation costs, sales tax on equipment
purchases, equipment transfers, leasing costs, etc. Management costs
include the human resources devoted to managing an outsourcing con-
tract, termination, handover and reimplementation costs of the next
generation contract – these can certainly be significant switching barriers
where there is a lock-in (Klepper and Jones 1998).

The literature suggests three factors as antecedents to the occurrence
of unexpected transition and management costs: (1) the client’s lack of
expertise with the outsourced activity, (2) the client’s lack of expertise
with outsourcing and (3) the degree of relatedness of the outsourced
activity. As suggested by Aubert et al. (1998), a client’s lack of expertise
with the outsourced activity may lead to hidden costs and, therefore,
cause a loss of control over costs. Authors also suggest that a client’s lack
of expertise in contract management may lead to increased costs of
service (Lacity and Willcocks 2001). According to Klepper and Jones
(1998), a client without relevant expertise in outsourcing may expect to
incur more costs transferring and relocating people and transferring
equipment, leases and software licences. This results in unexpected
transition and management costs (Klepper and Jones 1998).

Relatedness, which is also called interdependence or connectedness,
refers to the interconnections between tasks, business units or func-
tions, such as the performance of one discrete piece of work that
depends on the completion of other discrete pieces of work (Wybo
and Goodhue 1995; Van Der Vliert 1998). Some consequences of
relatedness may have a negative impact on business performance
through inflexibilities and poor responsiveness to market changes.
The greater the interdependence, the greater the need for coordina-
tion, joint problem solving and mutual adjustment and this may
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impede cost control (Milgrom and Roberts 1992). Such obvious costs
may be small compared to hidden costs and constraints such as the
time managers must spend explaining decisions to top management
or the time spent in committees and on task forces coordinating with
sister units (Porter 1985).

There are two types of relatedness in IT outsourcing. First, an out-
sourced IT operation may have a direct (or indirect) link to an in-house
IT operation. Second, an outsourced IT operation may have a direct (or
indirect) link to another outsourced IT operation. When IT operations
are interdependent, the outsourcing of one may subtly weaken the
ability of the other in order to perform successfully (Earl 1996). For
instance, interfaces between systems provided by the supplier and those
provided in-house can be difficult and complex to build, maintain and
operate. If an outsourced shareholder system batch processes mutual
fund buy–sell transactions that are then fed into an in-house trust
accounting system, the timeliness and accuracy of the system output
will depend on the timeliness and accuracy of the output from the
mutual fund system. Coordinating the interface, timing and data struc-
tures will become difficult due to the separation of facilities and the
companies’ different agendas (Lowel, 1992). The client’s ability for
delivering its own products will therefore depend on the supplier deli-
vering the required data processing services.

The fourth risk scenario, disputes and litigation, refers to any con-
troversy concerning the association or representation of the contracting
parties in negotiating, fixing, maintaining, changing or seeking to
arrange the terms or conditions of a contract and the process of bringing
and pursuing a lawsuit (Klepper and Jones 1998).

Three risk factors are particularly apt to cause disputes and
litigation: the supplier’s degree of expertise (the term expertise is
used here as defined in the case of client expertise) in handling the
outsourced operation, its degree of expertise in outsourcing and
measurement problems.

It has been suggested that a lack of supplier expertise with the out-
sourced activity may lead to disputes and litigation (Aubert et al. 1998).
A supplier may not be able to respond to a rapid change in business
conditions or may not have a firm grasp of the client’s business and
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objectives or the necessary range of expertise to fulfil its needs (Clark
et al. 1995; Lacity and Willcocks 2001), thereby causing disputes
between the parties over the services rendered. The supplier may over-
estimate its capabilities and/or be unable to handle the operation as
technology changes (Aubert et al. 1998). If the supplier’s skills do not
improve, service quality will most probably decline, the potential for cost
reduction will be compromised and target setting will be suboptimal
(Earl 1996). Therefore, a failure to meet performance requirements will
affect the quality of the service received. If the supplier lacks expertise
with the business aspect of the activity, the client is exposed to business
risk, which may affect profitability. Since the supplier does not possess
comparable knowledge of both internal and industry requirements, the
client has to train the supplier’s personnel and explain user require-
ments, thereby incurring additional costs.

Because of its awareness of the impact of contractual clauses, a
supplier with much expertise with outsourcing contracts may very
well haggle more than an inexperienced one during the process of
reaching an agreement. On the other hand, while a supplier with less
expertise will often not haggle much during contract negotiation,
they may end up signing clauses that will, in the future, give rise
to disputes and litigations (Aubert et al. 1998). Examples of such
clauses are (1) unlimited liability including consequential damages,
(2) an obligation for back-to-back contracts with subcontractors even
though the level of insurances, liabilities and financial guarantees are
disproportioned to the work the subcontractor(s) is doing, (3) allow-
ing a termination for convenience right without compensation before
capital assets are fully amortized within the pricing regime, (4)
agreeing to match benchmarked costs conducted by an independent
organization without the right to agree the benchmarking
methodology, source data and sample selection and without the
right to disaggregate the unique contractual economic variants (i.e.
forced to acquire more client staff than required, insurance levels,
financial guarantees, etc.) between the sample and the contract, etc.
(The authors are particularly grateful to one of the anonymous
reviewers for suggesting this particular nuance, along with the exam-
ples of clauses.)

3 The Information Technology Outsourcing Risk: A Transaction . . . 63



Disputes and litigation are also associated with measurement pro-
blems. Alchian and Demsetz (1972) identified measurement problems
where it was impossible to evaluate the individual contributions of each
party and measure their fair value. The market can be ‘inefficient’ when
performance cannot be easily assessed, because it is not known what to
reward or how (Williamson 1985). The accuracy with which buyers
measure the quality of the products or services determines the efficiency
of market exchanges. In the absence of an accurate measure, buyers must
engage in a costly process of monitoring or suppliers must engage in a
costly process of signalling (Barzel 1982): the ability to measure out-
comes easily is therefore critical to the overall performance of markets.
Genus (1997) examined aspects of the contractual relationship between
the principal actors in a construction project. Differences about how to
interpret the supplier’s performance led to disputes between the parties.
The conflict focused on how to interpret contractual clauses concerning
‘optimization’ or the achievement of the best balance between capital
and operating costs. The case of Emptor cited earlier (Aubert et al.
2003b) is another illustration of the disputes that may result from
measurement problems. A few months into the contract with its sup-
plier, the volume of Emptor activities increased and batch window
problems began to appear. Since there was not enough time at night
to process the jobs and have the systems available in the morning, the
supplier decided to skip some jobs and process them over the weekend.
This resulted in major problems for Emptor and haggling over the
definition of service level started. The supplier was arguing that its
commitment was to have the system available 97% of the time and
that if a batch run was skipped and the system was still on-line at
07.00 h the 97% target was met. Emptor’s management obviously did
not agree with that interpretation.

Consequences

Two main consequences are associated with the four risk scenarios:
service debasement and cost escalation (Lacity and Hirschheim 1993;
De Looff 1995; Earl 1996; Aubert et al. 1998; Kern et al. 2002a).
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Service debasement refers to any reduction in the quality of services
received by a client (Aubert et al. 1998). Service quality may decline
throughout the contract or may just fall below agreed-upon levels. Cost
escalation refers to all costs incurred in the completion of the outsourced
activity that overrun originally contracted costs and occur throughout
the period covered by the contract. It is not limited to the cost of
actually performing the IT activity: it covers a broad range of costs
that are not present when an activity is performed in-house, including
the development and maintenance of an exchange relationship, mon-
itoring exchange behaviour and guarding against opportunism in an
exchange situation (Williamson 1985).

All four scenarios may lead to either or both consequences. For
instance, in a lock-in situation the supplier may very well be tempted
to increase its costs unduly. Aubert et al. (forthcoming) gave the example
of a large public corporation, whose supplier, at contract renewal time,
proposed a contract where the costs were 50% higher than the second
bidder’s proposal. The supplier was convinced that its client was locked-
in: the corporation had not retained any in-house expertise with the
activity and relatively few suppliers were large enough to offer the
breadth and depth of service required. In some instances the termination
costs, along with handover and reimplementation costs of the next
generation contract, can be such that they themselves constitute signifi-
cant switching barriers. Because the client cannot easily turn towards
another service supplier, a lock-in situation may also lead the supplier to
renege on service levels.

Contractual amendments and contract renegotiation can indeed be
very costly. As an extreme example, when renegotiation goes as far as
contract cancellation the costs can become prohibitive. Transition and
management costs can represent an important proportion of the total
costs of an outsourcing agreement. According to some sources, percen-
tages of between 5 and 7% of the value of an outsourcing contract may
have to be devoted to these costs (Scheier 1996). In some instances, these
additional costs make the benefits a firm expected to gain from out-
sourcing its IT activities vanish altogether.

The extremely publicized lawsuit between EDS and Xerox (Wall Street
Journal 2001) illustrates how costly disputes and litigations can become.
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EDS brought suit against its client alleging that it breached its contract by
bringing back some activities in-house that were part of the outsourcing
contract. Not all disputes and litigations are as publicized, but they are
indeed costly. Apart from the direct costs of lawyers’ and experts’ fees the
costs of the in-house resources whose time is spent working on the litigation,
indirect costs, associated with reputation effects, may also be incurred. Even
when disagreements do not lead to open disputes and litigations, they can be
costly. Kern et al. (2002b) gave the example of Clientco, a firm affiliated with
a large petroleum company, where disagreements between the client’s and
the supplier’s operation managers in charge of managing the relationships
became ongoing confrontations, up to a point where both managers had to
be replaced. According to Kern et al. (2002b) this was very costly for both
the client and the supplier. Disputes can also lead to service debasement. For
instance, because of its dissatisfaction with its supplier’s performance,
Detroit Medical Center recently sued to dissolve a 10-year $300 million
contract with Provider HealthNet Services. According to the client, Provider
HealthNet Services failed to achieve timely completion of medical records
and to deliver a plan for training employees and for organizing the depart-
ment for computerized records. Yet the supplier argued that it was the
uncooperative and obstructive action by Detroit Medical Center officials
that caused the performance problems (Morrissey 2003).

The two consequences, service debasement and cost escalation, are
closely related and one can lead to the other. For instance it may happen
that, because of service debasement, the client has to step-in in a ‘fire-
fighting’mode and perform some of the operations that should normally
be conducted by the supplier, hence incurring direct costs. On the other
hand, faced with increasing costs, the decision may be made to decrease
the service level.

Risk Mitigation Mechanisms

The four scenarios described above are not ‘acts of God’: rather they are
within the limits of what can ‘feasibly’ be controlled by the client. They
can therefore be affected by the use of risk mitigation mechanisms that
would influence their likelihood of occurring or help prevent them
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altogether. Hence, risk assessment can only be meaningful if a scenario is
less likely to occur because of a would-be effective mitigation interven-
tion. In other words, the measurement of risk implies taking these
mechanisms into account. A review of the literature on IT outsourcing
as well as transaction cost and agency theory led to the identification of
seven mitigation mechanisms that can influence the likelihood of the
occurrence of a scenario or decrease the severity of the consequence,
should the scenario take place.

These risk mitigation mechanisms are listed in Table 3.2 and are limited
to the suggestions of the two theories used in this study. Since the design,
negotiation, implementation and monitoring of any given risk manage-
ment mechanism can be costly, decision makers will have to compromise
between the levels of risk they are assuming and the extent of use of each
mechanism (Aubert et al. 2003a). It is not possible to generalize with
respect to the cost-effectiveness of a given mechanism: each situation ought
to be analysed with respect to its particular cost/risk reduction situation.

Risk Mitigation Mechanisms Associated with Lock-in

Clients may be exposed to a lock-in scenario if specific investments involve
a small number of suppliers and a single source of services (Klein et al.
1978). Two mechanisms may be used for influencing the likelihood of
this scenario. The first is reciprocal exposure to specific assets, that is
mutual hostaging (Koss and Eaton 1997). A credible commitment to
mutually advantageous exchange may be achieved, however, if both
parties have symmetric exposure to specific investments through partial
redistribution of specific investment costs to the potentially opportunistic
party. For instance, the client may invest in the supplier’s learning of the
company’s processes, tools and methods and the supplier may also invest
in physical equipment, site relocation, human resources learning, etc. The
second mechanism is dual sourcing (Richardson 1993; Kern et al. 2002b).
This multiple vendor strategy can be traced to Porter’s (1985) recom-
mendation for using several competing vendors in order to ensure low-
cost, high-performance levels and acceptable service quality. The argu-
ment posits that the ever-present threat of losing business to the other
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supplier will induce each vendor to provide a higher level of performance
and quality (Ngwenyama and Bryson 1999). Dual sourcing is often seen
as a mechanism for mitigating the effects of a lock-in scenario in that it
protects clients from complacency on the part of the single source (Aubert
et al. 1998; Currie and Willcocks 1998). The well-documented example
of dual sourcing at BPX is an example of the risk reduction role of this
mechanism (Cross 1995; Lacity and Willcocks 2001). Having an agree-
ment with three suppliers BPX could deflect the impact of a service
slowdown by spreading services between the suppliers and by keeping
suppliers conscious of the company’s ability to switch to another supplier
(Aubert et al. 2001). Aubert et al. (2003b) gave the example of Publix, a
large public corporation that also opted for dual sourcing as a means of
preventing lock-in.

Risk Mitigation Mechanisms Associated with
Contractual Amendments

Under highly volatile conditions and in order to avoid costly contractual
amendments parties can develop sequential relationships and agree to
flexible contracts (Harris et al. 1998; Kern et al. 2002b). An essential
aspect of cooperation in the face of unanticipated change is that the parties
to a contract forgo short-term, unilateral advantages. Such forbearance is
easier when the firm is confident that bilateral expectations of continuity
provide the capacity for retaliating against opportunism and reciprocating
forbearance. Uncertainty requires procedures for sequential decision mak-
ing within an ongoing relationship, thereby simplifying the adaptation
process (Williamson 1985). The second mitigation mechanism is flexible
contracting, which consists of flexibility in price adjustment, contract
provisions for renegotiation, termination of the contract and shortening
the contract period. Harris et al. (1998) asserted that the prime rationale
for creating flexible outsourcing contracts is to recognize that uncontrol-
lable external factors may intervene. This leaves parts of a contract open
for renegotiation because of the parties’ changing circumstances or the
change mechanisms built into the contract for protecting both the client
and the supplier.

68 B. Bahli and S. Rivard



Risk Mitigation Mechanisms Associated with
Unexpected Transition and Management Costs,
Disputes and Litigation

When bounded rationality and opportunism are combined with asym-
metries in information, perceptions of inequity may arise (Ouchi 1980).
Sometimes the measurement of behaviour, outcome or both may be
impossible (Eisenhardt 1989). This leads to unexpected transition and
management costs as well as disputes and haggling over who is right.
The literature proposes three risk mitigation mechanisms that can
potentially prevent these scenarios from occurring or attenuate their
severity: the hiring of external technical and legal expertise (Lacity and
Hirschheim 1993), clan mechanisms through socialization and shared
organizational norms and values (Ouchi 1980) and the use of alternative
means for dispute resolution (Klepper and Jones 1998).

External Expertise Procurement

Outsourcing technically immature operations may engender disas-
trous outcomes because the client organization is not in a position to
negotiate sound contracts with its supplier (Lacity et al. 1995). The
authors recommend buying expertise, but also integrating external
resources into an internally managed team. According to Johnson
(1997), appointing a contract or relationship manager who has the
responsibility for making it all work can also be helpful. This
manager should be knowledgeable about both overall company
business as well as the outsourced activity. Any outsourcing
agreement of substance will require consistent and robust manage-
ment if its objectives and benefits are to be achieved. Hence, an
expert is needed who understands the core contract management
processes (White and James 1996). An outsourcing evaluation and
negotiation requires technical, legal, management, negotiation and
outsourcing expertise (Lacity and Hirschheim 1993). The right
consultants and lawyers can greatly simplify an outsourcing transac-
tion for both parties (Klepper and Jones 1998). In addition, Key
(1995) suggested establishing a team of experts for serving as
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watchdogs and advisers. They should be familiar with service details
and capable of scrutinizing the vendor’s performance. Ashton (1998)
examined health care services using transaction cost analysis and
found a negotiator who was also contracted to negotiate on behalf
of the primary care groups.

Clan Mechanisms

Clan mechanisms rely on normative considerations for influencing
behaviour. Clan mechanisms are means to induce desirable
behaviour through soft measures: they are associated with terms
such as ‘informal control’, ‘normative control’ and ‘clan control’, as
opposed to formal control (Leifer and Mills 1996). Influence comes
in the form of shared goals, values and norms. Since there is no
explicit restriction on behaviour, clan mechanisms imply more
interpersonal respect and less mistrust than are found in formal
control mechanisms. Clan mechanisms often provide a supportive
environment in which partner firms come to understand the
processes and objectives of alliance management, which are often
initially unclear (Doz 1996). Where it is difficult to measure out-
comes and/or supplier behaviour, clan mechanisms can be used if the
parties share a vision, goals and norms.

Alternative Dispute Resolution

Alternative dispute resolution refers to a variety of techniques for
resolving disputes without litigation. Two of the better-known alter-
native dispute resolution methods are mediation (in which parties
voluntarily settle a dispute with the help of a skilled facilitator) and
arbitration (in which a disinterested, neutral party is chosen to hear
the case and give a legally binding ruling). In arbitration a dispute is
submitted to one or more impartial persons for a final and binding
decision (Auer 1999). Arbitration is an adversarial process that
resembles litigation but is less formal: it is therefore generally less
costly and time-consuming. Mediation, however, involves an attempt
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to resolve a dispute with the assistance of a neutral third party: the
parties must voluntarily and cooperatively resolve the case. The
mediator plays an advisory role. Mediation facilitates the bargaining
process by convincing the parties that they will be better off with a
settlement than in continued litigation. The parties do not appear on
a public court record or in the press: this strict confidentiality can be
an important consideration on both sides.

Arbitration can be beneficial for outsourcing contracts dealing with
very technical matters if it uses knowledgeable people from the industry
as arbitrators (Klepper and Jones 1998). The agreement should also
contain sensible complaints and dispute resolution procedures in order
to minimize the risk of future litigation and provide resolution proce-
dures for matters that are best resolved by means other than litigation.
Two measures should be considered.

(1) A simple procedure for enabling the parties to notify one another of a
complaint and then (if necessary) participate in a simple negotiation
or mediation process.

(2) An ‘expert clause’ that enables disputes about particular matters to be
resolved by an appropriate, nominated expert. Matters for resolution
by an expert include disputes about the achievement of agreed levels
of performance and availability and whether proposed variations in
workload are beyond pre-agreed bounds or should be provided free
of charge. Furthermore, in the absence of registered mediators and
arbitrators skilled in the specific nature of the dispute, both parties
need to negotiate the expert determination option.

Conclusions, Limitations and Research Avenues

This paper has proposed a framework for the conceptualization and
measurement of the risk construct and has applied this framework to IT
outsourcing. The main underlying idea is that treating risk as a prob-
ability or an expected value of undesirable consequences is of limited
usefulness. Rather, risk should instead be viewed as a set of quadruplets
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composed of scenarios (what can happen?), the likelihood of each
scenario or risk factor occurring (how likely is this outcome?), risk
mitigation mechanisms (what may prevent this scenario from occur-
ring?) and the consequences of each scenario (if it does happen, what are
the undesirable consequences?).

The conceptualization of IT outsourcing risks presented here allows
for the systematic capture of four risk dimensions: risk factors, scenarios,
their consequences and risk mitigation mechanisms. It describes and
establishes a comprehensive theoretical framework for assessing IT out-
sourcing risks that identifies the interrelationships between these dimen-
sions. The proposed definition provides interesting avenues for future
investigation and applications. Managers are also provided with a formal
tool for assessing IT outsourcing risks and our understating of this ill-
defined construct has been improved.

The main limitation of the proposed framework is closely related
to its strength. Indeed, the authors purposefully made the decision to
base the analysis on strong theoretical groundings and chose transac-
tion cost theory and agency theory for doing so. Notwithstanding
the soundness and usefulness of this theoretical background, it is
recognized that other theoretical frameworks are most relevant for
the analysis and the understanding of IT outsourcing. For instance,
the mitigation mechanisms proposed are limited to those suggested
by agency theory and transaction cost theory. In reality, other
mechanisms exist. For instance, by ensuring that the option of
repatriating the activity is viable and cost-effective lock-in can be
mitigated. Furthermore, even with a small number of suppliers,
explicit legal power (disengagement, buy-back and handover)
coupled with clear obligations and procedures to handover to
another supplier on an agreed cost basis can mitigate lock-in against
the incumbent supplier. Lastly, one of the greatest mitigation factors
is the way the relationship is managed (Kern and Willcocks 2002).
The paper has already referred to contract completeness and to law
as possible domains. It is recognized that other domains, such as
political theory (Lacity and Hirschheim 1993), would also be rele-
vant. A first avenue for research would be to complete the frame-
work developed here with insights from these areas.
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Future research also needs to address issues related to the dynamic
nature of risk over time. For instance, the degree of a risk factor before
signing a contract may change upwards or downwards throughout the
contract period. In addition, legal issues regarding the complexity of
contract behaviour should be included in the framework developed in
this paper in order to have a more comprehensive view of the IT
outsourcing risk. Finally, a rigorous empirical validation of the con-
structs developed in this study is needed in order to have a sound
measure of the IT outsourcing risk.
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4
Moments of Governance

in IS Outsourcing: Conceptualizing
Effects of Contracts on Value

Capture and Creation

Shaila M. Miranda and C. Bruce Kavan

Introduction

Early research on IS outsourcing focused largely on the role of the
contract and service level agreements in structuring and governing the
client–provider relationship (e.g., Lacity and Willcocks 1998). More
recently, researchers have begun to consider the role of non-contractual
mechanisms such as trust and psychological contracts, which may be
implemented at different moments during the inter-organizational rela-
tionship (e.g., Koh et al. 2004; Sabherwal 1999; Willcocks and Kern
1998; Davis 1996). Research has also begun to consider alternate forms
of governance, that is, arm’s-length vs embedded, that may be imple-
mented via each mechanism (e.g., Lee et al. 2004). With these research
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streams has been a growing realization that different forms of governance
invoked at different times during a relationship have different impacts
on the nature of the rents that accrue to the client. The objective of this
paper is to synthesize our understandings of the different forms of
governance that may be exercised at different moments in the client–
provider relationship and the manner in which governance choices at
one moment constrain those at another, and subsequently the nature of
rents mobilized. We draw upon the organizational literature on inter-
organizational relationships to extend and sharpen our understanding of
governance in the IS outsourcing relationship.

IS outsourcing is a boundary-spanning inter-organizational relation-
ship, in which functions traditionally performed in-house are performed
by another organization. In the IT discipline, governance has been
defined as ‘specifying the decision rights and accountability framework
to encourage desirable behavior in the use of IT’ (Weill and Ross 2004:
8). As a strategy though, we consider governance not just in terms of pre-
specified frameworks, but also those frameworks that emerge in interac-
tions between client and provider (Mintzberg 1978). Three forms of
governance are widely recognized: the market is an institutionally
derived and transaction- or contract-based governance form; the hier-
archy is an institutionally derived authority-based form; the network is a
socially-derived informal form (Williamson 1994; Shapiro 1987)1.

The following sections develop a model of IS outsourcing as a series of
governance choices that constrain or promote certain outcomes. The
model addresses the question of how governance choices affect outcomes
of IS outsourcing in terms of (1) value capture and (2) value creation.
The focus of the MoG model is on post-adoption governance choices,
that is, after the decision has been made to outsource an IS function.
The model identifies three outsourcing phases: the promissory contract,
the psychological contract, and elicitation of inter-organizational rents.

1 These parallel the price-, authority-, and trust-based governance forms identified by Davis
(1996). However, the governance forms identified by Davis have a more limited meaning that
those appearing in organizational theory (OT) literatures. For example, trust is only one aspect of
network governance (e.g., Nahapiet and Ghoshal 1998). We therefore adopt the governance
typology provided by the OT literatures.
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In each of these three phases, the building blocks derived from Ring and
Van De Ven (1994) and Nahapiet and Ghoshal (1998) delineate specific
processes undertaken and structures that emerge. We view the promis-
sory contract and the psychological contract as two moments of govern-
ance following adoption.2 The promissory contract represents formally
stipulated ‘paid for promises’ (Rousseau and Parks 1994: 4).
Psychological contracts refer to ‘an individual’s beliefs regarding terms
and conditions of a reciprocal exchange agreement between that person
and another party’ (Rousseau and Parks 1994: 19). We focus on psy-
chological contracts rather than social contracts as a counterpoint to
promissory contracts because social contracts are based on ‘shared,
collective beliefs regarding appropriate behavior’ (Rousseau and Parks
1994: 3). While it is hoped that such shared, collective beliefs will
emerge at this governance moment, they cannot be assumed.
Furthermore, social contracts are believed to be automatically ‘inherited
at birth or acquired by membership’ (Rousseau and Parks 1994: 4). In
contrast, psychological contracts emerge in the course fulfillment of the
terms of the promissory contract. Clients’ capture and creation of value
is enabled and constrained by these two governance moments.

At each governance moment, firms govern the outsourcing relationship
via market, hierarchy, or network arrangements (Adler 2001). Note that
our reference to governance specifically entails governance of the inter-
organizational relationship, not the governance of the participant organi-
zations. In the following section, we describe governance choices at each
moment, how the choices are constrained and acquire specific meaning
within the IS arena, and how choices at one moment affect later options.

Overview of the Theoretical Model

Researchers on organizational strategy have noted two mechanisms
whereby organizations attain rents – via the capture of value via effi-
ciency-seeking or the creation of value through innovation (e.g., Dutta

2This distinction is consistent with Macneil’s (1985) legal vs behavioral contracts.

4 Moments of Governance in IS Outsourcing . . . 81



et al. 2003). Research on inter-organizational relationships, and, more
recently, on IS outsourcing, has recognized the existence of arm’s-length
vs embedded governance structures in inter-organizational relationships
(e.g., Uzzi 1997, 1999; Jarillo 1988; Lee et al. 2004). Arms-length
relationships are those that are exclusively economic and rely solely on
formal means of governance. Embedded relationships are those in which
the economic and social content of the relationship overlap and the
social relationship is tapped for regulating the relationship. These studies
have recognized that the different governance structures tend to elicit
different types of rents in inter-organizational relationships. Thus, while
arms-length relationships facilitate the efficient deployment of economic
and intellectual capital, embedded relationships lead to the creation and
growth of these inter-organizational resources. The different rent-
mobilizing governance pathways elucidated in this paper are summarized
in Fig. 4.1. This model highlights two ‘moments’ of governance in inter-
organizational relationships – the moment of the promissory contract

Market

Hierarchy

Value capture

Hierarchy

Network

Value creation

Arms-length
relationship

Embedded
relationship

Promissory
contract

Psychological
contract

Inter-
organizational

rents

Fig. 4.1 Alternate governance patterns in IS outsourcing relationships
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and the moment of the psychological contract. At each moment, one of
two viable governance choices is available – market vs hierarchy at the
moment of the promissory contract and hierarchy vs network at the
moment of the psychological contract (Adler 2001). As depicted in
Fig. 4.1, path-dependencies are engendered by the initial governance
choice at the moment of the promissory contract, culminating in the
acquisition of rents through either the capture of value or the creation of
value. Alternatively, at the moment of the psychological contract, the
terms of the promissory contract may be re-negotiated, commencing a
new arrangement and re-starting the governance cycle.

In order to understand how these path-dependencies emerge, we
consider the nature of the promissory and psychological contracts. We
delineate the choices entailed in each of these moments, which, along
with rent-mobilization choices, aggregate into arms-length vs embedded
strategies. In doing so, we develop the MoG model summarized in
Fig. 4.2. This model considers the process and emergent structure at
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contract
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Affect

Fig. 4.2 A moments of governance (MoG) model of IS outsourcing
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each governance moment and in the mobilization of inter-organizational
rents. Here, structure is defined as rules and resources (Giddens 1979) or
as assets that can be utilized by the organization (Stewart 1999). Such an
approach enables a more comprehensive picture of the outsourcing
relationship.

The building blocks for the MoG model are derived from Ring and
Van de Ven’s (1994) developmental framework of cooperative inter-
organizational relationships and Nahapiet and Ghoshal’s (1998) theory
of intellectual capital creation via social capital. Ring and Van de Ven
identify three stages in the development of inter-organizational relation-
ships: negotiation, commitment, and execution. While these authors
view the development of the explicit, formal contract and the implicit,
informal contract as concurrent, based on the outsourcing literature (e.
g., Willcocks and Kern 1998), we model them as consecutive moments.
Furthermore, we explicitly model negotiation and execution as processes
and commitment as the structure of the formal contract. This is con-
sistent with Ring and Van De Ven (1994) who view negotiation as
‘formal bargaining processes’ (p. 97), commitment as ‘the terms and
governance structure of the relationship’ (p. 98) or the content of the
contract, and execution as the stage when ‘commitments and rules of
action are carried into effect’ (p. 98). Finally, at each of these three
stages, we contrast integrative vs isolative processes and structures and
their subsequent effects on the relationship. Thus, we propose that the
process of negotiating the contract impacts the contract terms to which
the parties commit. This commitment, in turn, influences the manner in
which the contract is executed.

Nahapiet and Ghoshal (1998) develop a model wherein social capital,
‘a set of resources rooted in relationships’ (p. 243), is a conduit for the
valuation, that is, exchange and recombination, of intellectual capital,
resulting in the growth of intellectual capital. The MoG model borrows
from this perspective, but differs in the following respects. First, it
distinguishes between social capital based on formally or informally
derived relationships. It recognizes that hierarchical relationships are
also associated with social capital, though a qualitatively different social
capital than that which derives from informal, network relationships.
Second, the MoG model views economic capital as a structure that
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parallels intellectual capital in its diffusion through social networks.
Third, based on Moran and Ghoshal (1999), the model distinguishes
between types of combination and exchange. Finally, we model alternate
outcomes in regard to intellectual and economic capital, that is, value
capture vs value creation. Specifically, we propose that the manner in
which the contract is executed defines the social capital as formal and
hierarchical or as informal and network-based. This social capital, in
turn, influences the manner in which the valuation of resources takes
place, ultimately determining the extent to which resources are devel-
oped or simply protected.

Promissory Contract Choices

The promissory contract is an important element of any complex busi-
ness relationship. It facilitates communication of expectations and needs
(Macaulay 1963). The promissory contract has been legitimized as an
initiation point for IS outsourcing (e.g., Willcocks and Kern 1998; Hu
et al. 1997; Lacity and Hirschheim 1993). It is a formal mechanism. As
such, it precludes governance via the network and limits governance at
the moment of the promissory contract to formal mechanisms, that is,
market or hierarchy governance (Williamson 1996).

There can be considerable variation in the construction and language
of contracts. Researchers have distinguished among types of promissory
contracts as transactional vs relational (Rousseau and Parks 1994) and
market vs hierarchy (Ang and Beath 1993; Stinchcombe 1985). We
synthesize these earlier perspectives and identify processes and structures
as constitutive of a market or hierarchy form of governance at the stage
of the contract. The MoG model focuses exclusively on those contract
terms that are entirely discretionary vs those constrained by task or
technological requirements. For example, Rousseau and Parks (1994)
distinguish between transactional and relational contracts in terms of
Thompson’s (1967) notion of interdependence and based on the ded-
ication of resources to the relationship. Pooled vs reciprocal interdepen-
dence represents a task constraint (Thompson 1967), while resource
allocations are a function of requirements. We therefore exclude such
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distinctions from our model. Table 4.1 delineates and defines the ele-
ments of the promissory contract that are the focus of the MoG model.
The source of the element in the literature is indicated. The next two
columns of Table 4.1 indicate what market and hierarchy forms of
governance mean vis-à-vis each of the promissory contract elements
identified.

‘Alliance negotiations set the tone for the relationship’ (Hutt et al.
2000: 59). We model the contract negotiation process as entailing
varying levels interdependence and participation during the negotiation
of the contract.

Unilateral contracts and limited participation are indicative of mar-
ket-type relationships. In such relationships, the abilities, needs, and
constraints of one partner are viewed as interchangeable with those of
others, making pro-forma contracts seem viable. In other words, the
provider views the needs of one client as identical to another or the client
views providers’ abilities and constraints as identical. Rather than
attempting to involve multiple constituents in the relationship, the
relationship is restricted to those immediately contracting for services.
This sets up a classic buyer-seller relationship in which the ‘identity [of
the buyer and seller] is unimportant’ (Williamson 1994: 102). In con-
trast, bilateral negotiation with extensive participation by both consti-
tuencies sets up an integrated relationship, which may then be
hierarchically structured.

The content of a contract specifies the commitments or obligations of
each party to the relationship. These commitments set up alternate
governance structures. We explore the following contract terms: stan-
dards, internalization, duration, and closure. Behavior-based benchmarks
and incentives, and cost-recovery approaches are viewed as hierarchical
structures, while outcome-based benchmarks and incentives and market-
pricing are viewed as market structures (Ang and Beath 1993;
Stinchcombe 1985). Internalized and integrative authority structures
and dispute resolution are also characteristics of conventional hierarchical
structures (Ang and Beath 1993). Note that a unilateral authority and
dispute resolution structure is not truly internalized in that it would offer
no internal recourse to the excluded party: ‘A one-sided holding of
hostages, a one-sided monopoly, a one-sided transfer of control over
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one’s resources, all lead to slavery’ (Stinchcombe 1985: 133). Such a
relationship would necessitate the externalization in the resolution of
inequities or problems experienced by the excluded party. Such externa-
lization of dispute resolution characterizes market relationships.

Given the extended nature of hierarchies and the transitory nature of
pure market relationships (Williamson 1994), evergreen or open-ended
contracts are indicative of a hierarchical structure: ‘A chief feature of the
hierarchical incentive system would be the continuity of exchanges’
(Stinchcombe 1985: 131–132). Similarly, pure market transactions are
characterized by easily soluble relationships with multiple others
(Williamson 1994), whereas hierarchies are characterized by relatively
durable relationships with a few (Weber 1978). Large hierarchies trans-
late to wider spans of control or additional hierarchical levels. A wider
span of control generates higher informational and monitoring costs
(Eisenhardt 1988). Additional hierarchical levels create information
losses during communication, which also adds to monitoring costs
(Williamson 1985). Thus, as a hierarchy grows in size, ‘the effects of
control loss eventually exceed the gains’ of the hierarchy over market
transactions (Williamson 1985: 134).

The four elements of contract content or commitments tend to be
inter-related. For example, relationships that emphasize ‘long-term mem-
bership largely focus on behaviorally oriented assessments’ (Rousseau
1995: 77). Similarly, contracts with ‘endogenous safeguards’, that is,
internalized authority and dispute resolution systems, tend to be associated
with extended and committed relationships (Ring and Van De Ven 1994).

Psychological Contract Choices

The promissory contract alone has proved inadequate in governing IS
outsourcing (Koh et al. 2004). While it is useful in communicating
initial expectations, no contract can fully cover exigencies that emerge
during fulfillment (Macaulay 1963; Ring and Van De Ven 1994).
Furthermore, if parties to a formal contract need to reference it during
fulfillment, the ensuing discord breaks down the relationship (e.g.,
Willcocks and Kern 1998). Researchers therefore recognize that
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additional governance is required after signing a promissory contract.
The objective of such governance is to facilitate cooperative work
(Sabherwal 1999; Willcocks and Kern 1998). We term this governance
stage the psychological contract. In IS outsourcing research, psycholo-
gical contracts have been considered in terms of vendors’ and clients’
expectations of each other’s obligations (Koh et al. 2004). Here, how-
ever, the psychological contract is considered in terms of shared or
mutual understandings about parties’ obligations.

At this stage in the IS outsourcing process, the market ceases to be a
viable governance option, at least for the duration specified by the
promissory contract and frequently for a period that extends beyond
that specified by the contract. Unlike supply-chain relationships, for
example, a client cannot shop around for an alternate provider at the first
signs of provider non-performance or malfeasance. Once a provider
assumes responsibility for a client’s telecommunications or application
development, the client and provider are both locked into the relation-
ship – minimally for the duration specified within the contract.
However, the prohibitively high costs of changing a provider may extend
the relationship even beyond the specifications of the contract (Lacity
and Willcocks 1998). For example, application service providers (a
specialized type of outsourcing arrangement in which client applications
are hosted by the provider) that provide ERP services may charge to
transport data that they have hitherto hosted. Thus, once a promissory
contract has been signed, the only viable governance choices are hier-
archy and network.

At this moment of governance, a hierarchy form of governance
implies the extension of firms’ internal bureaucratic structures to incor-
porate the other firm: ‘The easy way to get flexible continuous perfor-
mance over time is a hierarchy isolated from direct market processes’
(Stinchcombe 1985: 122). In contrast, the network form of governance
relies on less formalized inter-organizational structures to govern the
relationship. Elements of the psychological contract that distinguish
between hierarchy and network forms of governance are summarized
in Table 4.2.

The psychological contract emerges during the process of executing
the promissory contract. The psychological contract facilitates
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adjustment or alignment across the boundaries of client and provider
firms. Based on the literature on alignment across inter-departmental
and inter-organizational boundaries, we identify two processes – rou-
tine alignment via coordination and non-routine alignment via conflict
resolution (e.g., Adler 1995; Kale et al. 2000). These have been
identified as key processes in eliciting cooperation from disparate

Table 4.2 Alternative forms of the psychological contract

Elements of psychological contract Governance alternatives

Element Definition Source Hierarchy Network

Psychological contract processes: execution
Coordination ‘Integrating or

linking
together differ-
ent parts . . . to
accomplish a
collective set of
tasks’

Van de
Ven,
Delbecq,
and
Koenig
(1976)

Document-
based (stan-
dards and
schedules/
plans)

Interaction-
based
(mutual
adjustment
and teams)

Conflict
resolution

Addressing
disputes
regarding
expectations

Kale et al.
(2000)

Distributive Integrative

Psychological contract structures: social capital
Associations Nature of the

linkages across
the inter
-organizational
relationship

Nahapiet
and
Ghoshal
(1998)

Few, formal Extensive,
informal

Affect Presumed oppor-
tunism or trust
within the
relationship

Williamson
(1985);
Nahapiet
and
Ghoshal
(1998)

Presumed
opportunism

Presumed
trust

Cognition Extent to which
the relationship
has common
knowledge and
a shared
identity

Nahapiet
and
Ghoshal
(1998)

Discrete identi-
ties, codes,
and under-
standings

Shared iden-
tity and
common
knowledge

90 S.M. Miranda and C.B. Kavan



constituencies such as global virtual teams (Montoya-Weiss et al.
2001) and supply-chain collaboration (Spekman 1988).

Coordination in hierarchical or bureaucratic governance ‘is based
upon written documents’ (Weber 1978: 957). Bureaucracies rely on
the impersonal application of pre-specified rules (Weber 1978). This
impersonal application of rules to conflict situations is likely to preclude
the exploratory behaviors necessary for integrative conflict resolution. In
contrast, network governance that derives from social interaction and a
focus on the common good (Uzzi 1997; Powell 1996) translate into
interaction-based coordination mechanisms and integrative conflict
resolution.

The inter-organizational structures that emerge during execution are
referred to as social capital. Social capital has been defined in terms of
the patterns of associations and the resources that may potentially be
accessed through those associations (Nahapiet and Ghoshal 1998: 243).
While social capital is typically viewed as derived from informal network
relationships (e.g., Burt 1992; Granovetter 1985), we apply the term
social capital also to formally constituted hierarchical relationships.
However, the nature of this social capital is qualitatively different.

The literature on social capital and the structure of socio-economic
relationships has identified three elements: the associations among socio-
economic actors, their feelings of toward one another, and shared
language and cognitive resources (e.g., Nahapiet and Ghoshal 1998;
Kogut and Zander 1996). Based on these we delineate three structural
elements of control: associations, affect, and cognition.

Extensive associations are necessary for network governance. Whereas
sparse ties in a socio-economic domain make for tenuous relationships
and enable self-interested behavior (e.g., Burt 1992; Padgett and Ansell
1993), a dense network creates a social structure through which the
behavior of individuals may be informally regulated (Granovetter 1985).
Trust is critical to informal regulation (Granovetter 1985). Finally,
common knowledge, that is, shared identity, beliefs, expectations,
and understandings, are also invaluable in informally regulating the
relationship. They provide a basis for mutual understanding in inter-
organizational relationships (Sabel 1993) and the rules for interaction (Grant
1996). Thus, extensive, informal ties, common knowledge, and trust
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will characterize network governance at the stage of the psychological
contract. In contrast, hierarchical governance will be marked by sparse,
formal ties, and presumed opportunism. To the extent that clients and
outsourcing providers operate in different industries, their identities and
knowledge-bases will differ. Whereas an internal bureaucratic structure
facilitates a common identity and shared understandings, the underlying
plurality of an inter-organizational bureaucratic structure will make such
a shared identity and knowledge-base more difficult to achieve.
Therefore, hierarchical governance will manifest discrete identities and
lower levels of overlap in knowledge bases. In contrast, network structures
that are based on informal, interaction-based identities will facilitate a
shared identity that is independent of the formal identity of the individual
firms. Thus, hierarchical and network inter-organizational structures mark
different types of social capital with regard to interpersonal associations,
affect, and cognition.

Inter-organizational Rents

Alternate forms of governance mobilize inter-organizational rents differ-
ently. We consider organizational rents in terms of value capture and value
creation (Dutta et al. 2003; Priem 2001). We see two disparate orientations
toward the mobilization of rents in inter-organizational relationships: allo-
cative efficiency or efforts at value capture and adaptive efficiency or efforts at
value creation (Priem 2001;Moran andGhoshal 1999; North 1990). These
distinctions between value creation and value capture map also to firms’
efforts to balance ‘trying to learn and trying to protect’ (Kale et al. 2000: 217)
and are summarized in Table 4.3. Allocative efficiency or value capture
focuses on efficient, Pareto-optimal deployment of resources. This orienta-
tion focuses on hoarding or guarding capital, so as to protect ones’ core
competencies or positions. In contrast, adaptive efficiency or value capture is
oriented ‘to acquire knowledge and learning, to induce innovation, to
undertake risk and creative activity of all sorts, as well as to resolve problems
and bottlenecks of the society through time’ (North 1990: 80). This
orientation focuses on learning from partners and building or increasing
capability.
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‘Allocative efficiency and adaptive efficiency may not always be con-
sistent. Allocatively efficient rules would make today’s firms and deci-
sions secure – but frequently at the expense of the creative destruction
process that Schumpeter had in mind’ (North 1990: 81–82). Limiting
the relationship to independent and non-specific assets can ensure the
protection of firms’ assets or value capture by permitting the client to
easily transfer the outsourced operations to an alternate provider or
allowing the provider to not suffer undue losses in the event of termina-
tion of the relationship. The development of relationship-specific and
complementary assets, in contrast, yields sustainable advantage to the
relationship (Dyer and Singh 1998). Inter-organizational relationships
therefore need to address this ‘tradeoff between current profitability and
investing in future capability’ for long-term survival (Kogut and Zander
1992: 393).

Rents – either value capture or value creation – accrue via processes of
exchange and combination (Moran and Ghoshal 1999). Combinations
refer to the appropriation of resources (Moran and Ghoshal 1999).
Processes of exchange serve to make resources available were toward
productive use; they also stimulate innovation by increasing the possi-
bility for the perception of creative combinations (Moran and Ghoshal
1999).

The attainment of rents may be noted in the accumulation of differ-
ent types of capital. Consistent with prior business literature, we focus
on two forms of capital in addition to social capital, that is, economic
and intellectual capital (Nahapiet and Ghoshal 1998). While other
forms of capital have been identified, e.g., cultural capital (Bourdieu
1983), economic capital and intellectual capital are of interest as rents
that accrue from economic action (Nahapiet and Ghoshal 1998).

Illustration of the Proposed Model

Before we develop the proposed MoG model, we consider the Xerox-
EDS outsourcing arrangement as a preliminary anecdotal validation
of the model. To initiate the outsourcing arrangement, Xerox con-
stituted a ‘very small Core Outsourcing Team’, which included two
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lawyers (Davis 1996: 163). The Xerox team tended to dictate pro-
missory contract terms, and Davis observes that statements by team
members appeared inadequately informed and lacking in concern for
EDS’ processes or cost of providing service. This led to a commit-
ment that was unilaterally structured and price-driven. Consider the
following statement by a member of the Xerox outsourcing team:
‘We believe that we are developing a contract that will guarantee us
a competitive price throughout the period. We are going to build
into the contract productivity guarantees [and] price performance
guarantees . . . ’ (Davis 1996: 162). Final authority in regard to con-
tract changes and dispute resolution lay with Xerox. Thus, the
standards defined for performance and rewards and the manner in
which authority structures and dispute resolution were set up repre-
sented market governance. However, the scope and duration of the
contract were representative of hierarchical governance. The Xerox–
EDS relationship was extensive in nature, with EDS assuming all
functions that ‘did not qualify as core competencies’, that is, ‘the
majority of Xerox’s IT function’ (Davis 1996: 149). The contract
was an evergreen contract, indicating Xerox’s anticipation that its
relationship with EDS would be long-term (Kern and Willcocks
2001; Applegate et al. 1999). The contract was ‘formulated to
encourage partnering, and both EDS and Xerox’s senior managers
had committed to this notion’ (Kern and Willcocks 2001: 100).

It is clear from Davis’ account that the promissory contract initi-
ally impaired the type of psychological contract needed and desired
by Xerox and EDS. In the process of executing the contract, ‘both
sides realized that the relationship required an integration of efforts,
which could only be achieved through a high degree of cooperation’.
However, ‘the very existence of ‘price’ based control clauses within
the contract ensured that price controls would be operative’, which
created a ‘disconnect between the contract and the need for coopera-
tive controls’ (Davis 1996: 171). The interorganizational structure
represented a hierarchical form in which Xerox occupied a position of
supremacy: ‘Clearly the customer has received an elevated position’
(Davis 1996: 176). While both parties came to believe that ‘trust was
an important part of the relationship’ (p. 179), Xerox and EDS
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initially believed the other to be exclusively self-interested and that
the relationship ‘was no different than our relationship with anyone
else who supplies us with parts’ (Davis 1996: 162).

The promissory contract had set up a psychological contract that was
at odds with the value generation that Xerox hoped for. Among a variety
of objectives, ‘Xerox managers were relying on EDS’ environmental
scanning expertise’ to help Xerox transition to a client–server architec-
ture as well as stay current with other IT developments in the field. In
other words, Xerox anticipated novel technical knowledge to assist in the
development of new architectures and solutions and the possible devel-
opment of relationship-specific assets.

Only after deliberate efforts to overcome the limitations of the initial
contract through bilateral negotiation were Xerox and EDS able to
establish a cooperative relationship. This cooperative relationship was
predicated on Xerox’s realization that ‘some of the stuff that we wrote
in [the contract] isn’t the right way of working’ (Davis 1996: 181).
Interventions that focused on team-based coordination and joint pro-
blem-solving helped Xerox and EDS develop the atmosphere of trust
necessary for the achievement of its desired outcomes (Davis 1996).
Central to these interventions were joint social activities and EDS’
conscious efforts to leverage the personnel transferred from Xerox to
EDS following the outsourcing to facilitate a trust-based relationship
(Kern and Willcocks 2001). Then, ‘authority control was replaced
with a greater reliance on trust’, at which point ‘Xerox and EDS
[began] to explicitly deemphasize the contract’ (Davis 1996: 180).
Critical to this transition was also the shared identity – the ‘perceived
similarity in the organizations’ strategic intents’ (Kern and Willcocks
2001: 100).

In addition to Xerox’s learning objectives, though, efficiency was
also important. ‘The intention was to reduce costs by cutting the
headcount, by diminishing IT spent on legacy systems including
applications, and by changing the cost structure from fixed to variable’
(Kern and Willcocks 2001: 97). That the embedded relationship is
antithetical to value capture or allocative efficiency is apparent in the
Xerox–EDS relationship, in which ‘unanticipated cost increases’ were
noted to occur (Kern and Willcocks 2001: 87). Problems with
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allocative efficiency were also evident in EDS’ inability to ‘manage the
migration and integration, while handling in parallel the day-to-day
problems and requests . . .As a result, frustrated [Xerox] managers
began to micro-manage’ (Kern and Willcocks 2001: 107–108). Such
micro-management resulted in a downward relational spiral and in the
renegotiation of the contract. At this time, detailed service levels and
compensations were specified in the contract.

Thus, the embedded relationship initially structured by Xerox and
EDS was inconsistent with Xerox’s value capture objectives. ‘The
conditions underlying Xerox’s outsourcing initiative were
essentially . . . a drive for operational efficiency and a refocus on core
competence’ (Kern and Willcocks 2001: 122). To attain these objec-
tives, the appropriate pathway was an arm’s-length, not an embedded,
relationship. The application of a hierarchical contract and efforts at a
networked psychological contract, while conducive to adaptive effi-
ciency – as manifest in Xerox’s migration to the new client–server
architecture, thus frustrated the achievement of the desired allocative
efficiency.

Causal Relationships in the Moments
of Governance

Having delineated the building blocks of the MoG model, we now
explore the causal relationships among them that are depicted in
Fig. 4.2. We examine how processes produce structures and how these
structures constrain and enable subsequent processes.

From Promissory Contract to Psychological Contract

Promissory contract structures, or the terms to which parties commit,
emerge from contract processes. A bilaterally negotiated contract,
that is, interdependence in the promissory contract process, fosters
a mutual understanding of firms’ objectives and processes. Behavior-
based standards address how people do their jobs (Rousseau 1995).
A priori specification of such standards in an outsourcing relationship
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requires that the parties to the contract understand how jobs are done
across client–provider boundaries. Similarly, the specification of
internal authority systems and dispute resolution mechanisms
requires an understanding of how the other organization works and
a shared understanding of how the inter-organizational relationship
will function. Interdependence in contract negotiations provides such
an understanding. Thus, interdependence during the negotiation of
the promissory contract will promote the utilization of behavior-
based standards and internal authority systems.

Different functional areas have different perspectives to contribute
to the contract (Macaulay 1963). The involvement of business
personnel, in addition to technical and legal experts, assists in
identifying how the provider may add value (Kavan et al. 1999).
Extensive and multi-level organizational participation thus provides
the information necessary for informed contracting (Rousseau 1995).
Information supplied by individuals in the functional area being
outsourced can be invaluable in specifying behavior-based standards.
Participation of top management signals higher level of involvement
and the ‘direct interpersonal contact between the two senior execu-
tives at the partnering firms created the opportunity for cooperation’
(Hutt et al. 2000: 53). Top management participation is necessary for
agreement on internalized authority systems and dispute resolution
mechanisms. Top management participation also provides the com-
mitment necessary for undertaking riskier relationships, that is, rela-
tionships that are long-term and relatively exclusive or closed. In
sum, increased interaction via participation and interdependence
will provide the information and enable the sense-making necessary
for specifying a more detailed and involved relationship (Nahapiet
and Ghoshal 1998; Ring and Van De Ven 1994). Thus, extensive
participation in the contracting process will promote internalization
of control and longer-term and more exclusive relationships. In
contrast, in the absence of the rich understandings fostered by inter-
dependence and widespread participation in the negotiation process,
clients will default to outcome-based standards, externalization of
control, and more tentative contracts in terms of duration and
exclusiveness.

98 S.M. Miranda and C.B. Kavan



Proposition 1A Market governance processes at the time of the promissory
contract, that is, low participation and pro-forma contracts, promote market
structures in the promissory contract.
Proposition 1B Hierarchical governance processes at the time of the promis-
sory contract, that is, extended participation and bilateral negotiation, pro-
mote hierarchical structures in the promissory contract.

Detailed fee-for-service contracts, that is, outcome-based standards, have
been found to be more successful in yielding economic benefits than
more generic contracts (Lacity and Willcocks 1998). However, absent
total control, a focus on outcomes vs behaviors ‘fuels destructive beha-
vior’ (Pfeffer and Sutton 2000). It limits provider flexibility and respon-
siveness in the face of technological or task changes. The heightened
objectivity of outcomes vis-à-vis behavior further lessens the perceived
need for interaction (Rousseau and Parks 1994). Outcome-based con-
tracts therefore reduce coordination efforts to references to outcomes
specified in the contract. They preclude integrative behaviors by pre-
specifying desired outcomes.

The specification of authority systems and internalization of dis-
pute resolution helps institutionalize modes of conflict resolution
before conflict occurs (Kale et al. 2000). By precluding or minimizing
references to the formal institutional environment, internalization of
authority systems and dispute resolution focuses attention on inter-
action in navigating the relationship (Ring and Van De Ven 1994).
Coordination efforts, therefore, tend to be interaction-based. Since
such internalized systems derive from joint sense-making across orga-
nizational boundaries, they are likely to foster integrative efforts in
resolving conflict.

The time frame of the contract has been the focus of much research
on IS outsourcing (Lacity and Willcocks 1998; Kavan et al. 1999).
Lacity and Willcocks (1998) report that short-term contracts were
more successful than long-term, and more recent contracts were more
successful than older contracts. This may be because the rapid pace of
technological change renders the terms of longer-term contracts obso-
lete. Another reason for the apparent success of shorter-term contracts
may be the outsourcers’ ability to cut their losses if the provider does not
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meet their objectives. However, this failure to meet objectives may be a
result of a lack of clarity of objectives and outsourcers’ focus on pre-
specified transactions rather than value-added in the uncertain future
environment of information technology. Kavan et al. (1999) conclude
that longer-term contracts are preferable because high-setup costs can be
distributed over a longer period. A short-term contract would therefore
inhibit costly innovation on the part of the provider even where the
innovation would provide benefit to the outsourcer.

Time introduces an element of indeterminacy or risk in relationships
(Coleman 1990). However, this risk may be offset by the benefits of a
prolonged relationship. Time distinguishes purely economic transac-
tions from social relationships (Coleman 1990). In time, social interac-
tions facilitate mutual accommodation (Ring and Van De Ven 1994).
The effects of time have been noted in the attitudinal disparities between
contract and permanent workers: contract workers tend to display lower
in-role and extra-role behaviors than permanent workers and are per-
ceived by supervisors as being less loyal, obedient, and trustworthy; their
job scope is therefore limited, heightening the perception of them being
less committed (Ang and Slaughter 2001).

Contracts may be narrow in scope, with multiple providers being
utilized to complete various tasks; the contract may allow for easy
dissolution of the relationship and re-negotiation of terms with alternate
providers (Rousseau and Parks 1994). Alternatively, contracts may set
up pervasive and comprehensive relationships with a single or few
providers. These terms set up the level of closure within the client–
provider relationship. Many providers are a continuous reminder that
the provider is dispensable and thereby creates fear and distrust in the
relationship (Nahapiet and Ghoshal 1998). Fear and distrust pre-empt
open interaction and integrative problem-solving (Pfeffer and Sutton
2000). Close, exclusive relationships, on the other hand, force
both parties to find solutions to difficult situations (Nahapiet and
Ghoshal 1998). Furthermore, non-exclusive relationships exacerbate
concerns about protecting organizational resources from ‘leakage’ (Kale
et al. 2000). This results in efforts to minimize spontaneous, non-
document-based coordination and facilitate a distributive approach to
conflict resolution.
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Thus, in longer-term, closed relationships, a greater sense of commit-
ment motivates parties to accommodate each other’s needs. A focus on
behavior-based standards requires that parties remain cognizant of each
other’s efforts. Internalized authority resolution also requires ongoing
communication. These requirements for ongoing interaction over time
enhance the likelihood that parties will avail of interaction-based coor-
dination. The heightened commitment and mutual understanding fos-
tered by hierarchical contracts will foster integrative conflict
management. In contrast, market-oriented contract structures will pro-
vide fewer opportunities for communication and for the development of
an emergent understanding of each other’s needs. The absence of a long-
term, committed relationship will dissuade parties from accommodating
each other’s needs.

Proposition 2A Market governance structures in the promissory contract,
that is, outcome-based standards, externalized authority and dispute resolu-
tion systems, limited duration, and multiple providers, promote reliance on
hierarchical governance in the process of developing the psychological
contract.
Proposition 2B Hierarchical governance structures in the promissory con-
tract, that is, behavior-based standards, internalized authority and dispute
resolution systems, extended duration, and closure promote reliance on net-
work governance in the process of developing the psychological contract.

From Psychological Contract to Inter-Organizational
Resources

As noted earlier, the manner in which firms coordinate and resolve
conflict derives from the terms of the promissory contract and sets up
the relationship’s social capital or the structure of the psychological
contract. This social capital, in turn, influences the manner in which
inter-organizational resources are mobilized.

The objective of coordination is to facilitate integration across specia-
lized groups (Grant 1996; Adler 1995). There are two sets of coordina-
tion mechanisms: document-based coordination via standards and
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schedules/plans and interaction-based coordination via teamwork and
mutual adjustment (Adler 1995; Van De Ven et al. 1976). Document-
based coordination is impersonal and requires minimal interaction and
communication across organizational boundaries; tasks may be jointly
completed by simply referencing written standards, plans, and schedules
(Van De Ven et al. 1976). Interaction-based coordination necessitates
communication and depends on committees and teams for the synchro-
nization of tasks across organizational boundaries (Adler 1995).

The inherent dependencies, coupled with divergent partner goals
in inter-organizational relationships, necessitate ongoing conflict reso-
lution in managing inter-organizational relationships (Kale et al.
2000). Crises points that drive conflict and the process of conflict
resolution can also provide occasions for joint sense-making (Weick
1995). How the conflict is resolved, however, determines whether the
conflict has a productive or destructive effect on the relationship
(Deutsch 1969). The two types of conflict resolution strategies that
may be undertaken in inter-organizational relationships are integra-
tive or distributive strategies (Kale et al. 2000). In integrative strate-
gies, attempts are made to seek out mutually satisfying outcomes;
distributive strategies entail prioritizing one’s own outcomes over
those of the other party (Sillars 1980). Integrative strategies are
interaction-intensive and entail joint problem-solving. They are sui-
table on complex tasks on which there are no right answers and in
circumstances in which there is not a disparate distribution of power
across the conflicting parties (Rahim 1985). In distributive conflict
resolution, where each party is concerned only about their own
outcomes, such interaction and joint-problem solving is unnecessary.

Interactive coordination and integrative conflict resolution strategies
facilitate the formation of inter-organizational linkages as people are
required to interact and communicate repeatedly in order to accomplish
tasks or resolve disputes and cannot simply refer to written documents or
external entities (e.g., Nahapiet and Ghoshal 1998). Interaction-based
coordination provides the opportunities for parties to socialize and to
develop positive affect and shared understandings that are the hallmark
of network structures (Adler 2001). Such interactions increase the
possibility for forging new ties across organizational boundaries. Social
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ties emerge while individuals are involved in social activities (Feld 1981).
Such informally developed ties increase the coverage of the inter-orga-
nizational network. Deep, personal relationships emerge from sympa-
thetic interactions, rather than necessary interactions (Silver, 1990).
Interaction-based coordination facilitates the development of shared
cognition since it enables greater information sharing and immediate
feedback (Van De Ven et al. 1976).

Integrative conflict resolution can contribute to the development of
process trust. Reciprocity and a mutual concern is key to process trust.
In Uzzi’s study of firms in New York City’s garment district, trust was
found to be an important element in the relationship. Trust emerged
when one party offered extra effort voluntarily and when such effort was
then reciprocated (Uzzi 1997). These ‘extra efforts’ were not easy to
value in a monetary sense, but typically involved voluntary problem-
solving when the other party was faced with a crisis. In Davis’ (1996)
study of the Xerox–EDS and Kodak–IBM relationships, interaction-
based coordination via groups and committees facilitated the develop-
ment of inter-organizational trust. At Kodak, partners’ training in nego-
tiation and conflict management helped develop inter-organizational
trust (Davis 1996).

The ties that develop from interactive coordination and integrative
conflict resolution transcend those specified in the contract in breadth,
that is, the number of ties increase over time, and in depth, that is, they
develop a social content, rather than a purely economic content. Such
ties are the hallmark of a network structure (Nahapiet and Ghoshal
1998). They promote a common identity and foster shared norms and
trust (Coleman 1990). They dispel concerns about partner opportunism
as voluntary good-faith is demonstrated.

In contrast, document-based coordination entails referencing the
contract and service-level agreements in order to ensure that specialized
activities across client and provider organizations are synchronized.
Distributive conflict resolution focuses parties on their own interests
(Rahim 1985), requiring no understanding of the emergent needs and
constraints of the other party. These relationship–management strategies
therefore preclude the development of close, personalized ties and a
shared understanding necessary for network relationship (Adler 2001).
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As such, presumptions of opportunism prevail and contentions necessi-
tate recourse to formal channels for resolution.

Proposition 3A Hierarchical control processes, that is, document-based
coordination and distributive conflict resolution, promote hierarchical control
structures.
Proposition 3B Network control processes, that is, interaction-based coordi-
nation and integrative conflict resolution, promote network control structures.

The nature of the social capital that emerges in the management of the
psychological contract circumscribes the rent-attainment processes avail-
able to the outsourcing relationship. Ties between boundary-spanners in
inter-organizational relationships are important in cementing the rela-
tionship (Seabright et al. 1992). Direct ties facilitate knowledge-spillover
benefits (Ahuja 2000). They provide privileged access to intellectual
(e.g., Burt 1992; Granovetter 1978) and economic resources (e.g., Lincoln
et al. 1996). A reliance on close, personal ties is evident in studies of IS
outsourcing too: Speaking of his/her relationship with Kodak, an IBM
manager said: ‘I’ve gottenmore direct coaching fromKodakmanagers than
from my own boss. We play golf together, we go out to dinner together;
there is a level of social interaction’ (Davis 1996: 259).

The nature of inter-organizational affect, that is, presumed trust or
opportunism, is critical to resource sharing too. Presumed opportunism
refers to the belief that others will act in a self-interested fashion; in its
ultimate sense, opportunism is seen as ‘calculated efforts to mislead,
deceive, obfuscate, and otherwise confuse’ (Williamson 1994: 102).
Presumed opportunism prompts guarded interaction with others. By con-
trast, trust is the assumption of risk with the expectation that another will
act in a beneficial fashion (Gambetta 1988). In defining trust, we explicitly
adopt the position that trust in informal governance structures parallels
opportunism in formal governance structures.3 Zucker (1986) identifies

3 This is in opposition to the position sometimes implicitly adopted in the literature, that is, that
trust is an informal regulatory mechanism. Trust, per se, has no regulatory value. Rather, it enables
the reliance on shared norms and values that are informally constituted. Based on Nee and Ingram
(1998), we view the regulatory potential of networks as stemming from shared norms. Thus, the
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three forms of trust: characteristic-based trust, process trust, and institu-
tional trust. Characteristic-based trust surfaces swiftly based on demo-
graphic similarities. Process trust emerges over time, in the process of
interaction. Rousseau et al. (1998) refer to this type of trust as relational
trust. Institutional trust refers to trust that derives from third-party
regulation.

IS researchers have found trust to be important in outsourcing rela-
tionships. Trust was found to contribute to a virtuous circle marked by
quality and on-time performance; distrust formed a vicious cycle of
poor-quality performance and delays (Sabherwal 1999). In another
study, trust was found to be a determinant of perceived partnership
quality (Lee and Kim 1999).

Trust facilitates voluntary exchange (Uzzi 1997). In Davis’ research,
trust-based controls enabled the informal, personalized exchanges neces-
sary for the achievement of the firms’ complex goals. The commitment
of resources in inter-organizational relationships is often incremental
(Khanna et al. 1998). Trust facilitates the commitment of economic
resources across organizations (Sabel 1993).

Similarities in cultural attributes are essential to successful alliances
(e.g., Hutt et al. 2000). Shared beliefs, expectations, and understandings
do not have to be all pervasive, but cover the relationship and joint
operations (Sabel 1993). This facilitates the sharing of knowledge that is
not common (Grant 1996). Common knowledge and a shared identity
can help circumvent issues of bounded rationality in individuals’ ability
to acquire and process information (Grant 1996). It defines rules for
interaction and processes for social learning (Kogut and Zander 1996).

As seen earlier, perceived commonalities are essential to characteristic-
based trust (Zucker 1986). Characteristic-based trust is rooted in the
expectation that those who are demographically and socially similar to us
are more likely to act in an anticipated fashion than those who are
dissimilar to us. This is supported by themergers and acquisitions literature
where cultural incompatibility has frequently been found to impede the

network counterpoint of the externally-and formally constituted and legitimized rules of market-
and hierarchy-based regulation are internally- and informally legitimized norms and sanctions.
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development of trust (Doherty 1988). Thus, organizational similarities or
compatibility will tend to facilitate characteristic-based trust. Further,
compatibility provides a common ground for negotiating relational or
process-based trust. Sabel (1993) posits that trust can emerge even
among relatively disparate organizations when they are motivated by the
possibility of long-term benefits. Such studied trust arises out of a joint
reframing of organizational identities resulting in shared beliefs, expecta-
tions, and understandings.

Cultural similarity across disparate organizations may be affected by
identity reconstruction (Wishart et al. 1996; Sabel 1993). A shared
identity fosters a belief that others will not act in an opportunistic
fashion; this promotes expectations of cooperation and thereby
encourages cooperative exchanges (Kogut and Zander 1996). A shared
identity expedites the transfer of tacit knowledge (Grant 1996).

Formal relationships, anticipated opportunism, and disparate identi-
ties promote only impersonal, planned, and immediate exchanges.
Formal relationships will offer fewer occasions for the occurrence of
what Moran and Ghoshal (1999) term the ‘multiple coincidence’, that
is, existing opportunity, perceived opportunity, and motivation for all
parties. Anticipated opportunism will result in a reliance on planned
exchanges alone so as to forestall the other’s opportunistic behavior (e.g.,
Kale et al. 2000). Identity discontinuities serve as knowledge boundaries,
preventing the seepage of knowledge from one identity to another (e.g.,
Kogut and Zander 1996).

Strong ties, trust, and a shared identity also facilitate novel combina-
tions. Strong ties facilitate the incorporation of knowledge from an old
project into a new project (Hansen 1999). This represents a novel
combination. A reframed, shared inter-organizational identity enables
organizations to attract resources from other public and private organi-
zations (Sabel 1993), thereby increasing the pool of resources available,
and the possibility of novel combination (Moran and Ghoshal 1999).

Again, formal relationships, anticipated opportunism, and disparate
identities promote only routine combinations. Exchanges via formal
relationships alone constrain the pool of resources available for combi-
nation, thus limiting the probability of novel combinations. Presumed
opportunism leads to efforts to minimize uncertainty (e.g., Williamson
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1985). Since uncertainty is the hallmark of novel combinations, beliefs
that the other party will act opportunistically will minimize efforts at
novel combination. Finally, since a shared identity is necessary the
transfer of knowledge (Kogut and Zander 1996), disparate identities
will hamper such knowledge transfer.

Proposition 4A Hierarchical governance structures, that is, limited, formal
associations, presumed opportunism, and disparate identities, lead to imperso-
nal exchange and routine combination of capital.
Proposition 4B Network governance structures, that is, extensive, informal
associations, presumed trust, and a shared identity, promote personal exchange
and novel combination of capital.

The final process in the MoG model is that of valuation, that is, the
manner in which resources are exchanged and combined in the relation-
ship. Personalized exchanges are informally and socially regulated,
impersonal exchanges rely on formal institutional support (Moran and
Ghoshal 1999). Another distinction between impersonal and personal
exchanges is in the nature of reciprocation. Instantaneous reciprocation
reduces a social act to an economic transaction (Simmel 1978).
Therefore, reciprocity is immediate in the case of impersonal exchanges
and deferred in the case of personal exchanges. Moran and Ghoshal
(1999) stipulate three conditions necessary for exchange: ‘the opportu-
nity for exchange must exist, it must be motivated and perceived’ by all
parties to the exchange (p. 387). They term these three conditions a
‘multiple coincidence’, alluding to the relative improbability of its
occurrence. Thus, in order for impersonal exchanges to occur, they
need to be planned. The likelihood of personalized exchange is fairly
high, though, since it is intrinsic to most voluntary social interactions
and immediate repayment is unnecessary.

Routine combinations ‘are more likely to replicate services that
already exist’ (Moran and Ghoshal 1999). They are manifested in
conventional production. Novel combinations facilitate the discovery
of innovative processes, products, or services, for example, 3 M’s Post-It
Notes (Moran and Ghoshal 1999). While the process of routine combi-
nation is structured and deterministic, the process of novel combination
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is not. In other words, one knows what the final product will be in
routine production and exactly what needs to be done in order to obtain
the final product. In the case of innovation, however, the final product is
not known a priori. In fact, it may be unintentionally derived and once a
product is obtained, it may or may not be one that is commercially
viable (Moran and Ghoshal 1999). Thus, the process of novel combina-
tion is fraught with uncertainty.

Impromptu exchange makes additional resources available for novel
combination, which in turn facilitates innovation (Moran and Ghoshal
1999). We see considerable evidence of capital development via
impromptu exchange and novel combination. For example, the success
of Silicon Valley firms, in contrast to those in the Massachusetts’ Route
128 area, has been attributed to the development of technological
knowledge via exchange (Saxenian 1996). Rolm provides an excellent
example of knowledge development through recombination. Lever-
aging their technical knowledge and customers’ knowledge of firms’
telecommunication needs and inter-organizational social ties, Rolm
was able to create not only a marketable product but also a marketing
infrastructure that enabled them to gain a distinctive advantage (Lane
and Maxfield 1996). The joint problem-solving observed among the
garment-industry firms studied by Uzzi (1997) is yet another example of
growth through personalized exchange and novel combination. Research
on the Sydney hotel industry found that network ties translated to a
dollar-value in terms of improved hotel yield; these economic benefits
were augmented by the density of network ties, that is, when one’s
friends were also friends (Ingram and Roberts 2000). These advantages
accrued through improved collaboration, mitigated competition, and
richer information exchanges.

While authors have observed that intellectual capital grows with perso-
nalized exchange and novel combination, the potential for the growth of
economic capital has frequently gone unnoticed. Money has typically been
viewed as a zero-sum asset, to which one no longer has access once it is
given up in exchange. However, Parsons (1963) describes the non-zero-
sum nature of money. He points to the vehicle of credit through which
money acquires multiple simultaneous uses in collectives. Money is there-
fore not a static or a social resource. Those with economic resources are
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more likely to attract additional resources by being deemed credit- or
investment-worthy. This tendency is captured in the Matthew Effect.
Merton (1968) observes that real-life frequently parallels the biblical para-
ble of the talents in that those who have the resources attract further
resources, while those that do not tend to lose even what they have.
Further, economic resources are convertible to other forms of capital
(Bourdieu 1983). Money attracts rich social ties and can purchase knowl-
edge. Relationships extend the credit available (Stark 1990).

Through mechanisms of credit, investment, and risk-diffusion,
economic resources can be reallocated across the relationship so
that they may be pressed into more effective service. Direct evidence
of such combination and exchange entailing economic capital in
networks is sparse. Nonetheless, we find some preliminary evidence
of resource combination and exchange in diffusing economic risk
and facilitating economic recovery. Research on post-socialist enter-
prises in Hungary notes the pervasiveness of ‘recombinant property’,
property ‘that can be justified or assessed by more than one standard
of evaluation’ (Stark 2001). Such recombinant property facilitates
coping with uncertainties stemming from a volatile economic envir-
onment and enables heightened responsiveness to state mandates. In
diffusing risks, recombinant property enables the assumption of risk
(Stark 2001). Research on keiretsus demonstrates that firms with
network ties were able to invest more in times of financial distress
than did independent firms, and subsequently stronger sales growth
(Hoshi et al. 1991). Thus, impromptu exchanges and recombination
will facilitate the development of advantageous complementary and
potentially relationship-specific assets.

In contrast, planned exchanges enable parties to an interorganiza-
tional relationship to identify in advance what resources will be shared
and what will be ‘off-limits’. This facilitates protection of indigenous
resources (Kale et al. 2000) and the capture of value along pre-negotiated
lines. Routine combinations will enable the organizations to preserve
their existing positions or those stipulated in the contract (Moran and
Ghoshal 1999). In other words, the provider will attain rents via the
economies of scale and scope that they are able to leverage, less the rents
they are contractually obligated to transfer to the client.
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Proposition 5A Planned exchanges and routine combinations facilitate the
capture of value with regard to intellectual and economic capital.
Proposition 5B Impromptu exchanges and re-combinations facilitate the
creation of value with regard to intellectual and economic capital.

Power-asymmetries Associated with Governance
Strategies

An organization’s need for financial, physical, and informational
resources makes it dependent on resource sources external to the orga-
nization; external organizations that control these resource streams enjoy
heightened levels of power (Pfeffer and Salancik, 2003/1978). Initial
command over resources offers firms disparate opportunities to define
the relationship and outcomes that would constitute an effective rela-
tionship (Sydow and Windeler 1998). These initial disparities in dom-
inance are then produced and reproduced in the execution of the
relationship (Sydow and Windeler 1998). Conditions set up by hier-
archical contracts permit provider control of decision-making within the
client organization. Exclusive and long-term contracts concentrate the
external control of the client’s critical IS resources in the hands of a
single vendor. Such concentration of control confers power over the
client to the provider (Pfeffer and Salancik 2003/1978).

Proposition 6A Clients in embedded relationships experience greater control
by their provider than clients in arm’s-length relationship at the moment of the
promissory contract.

Conditions of resource dependence promote the development of stron-
ger inter-organizational relationships (Pfeffer and Salancik 2003/1978).
They stimulate inter-organizational communication and, consequently,
the incidence of interaction-based coordination and consensus, which,
in turn, promotes heightened exchange and referrals (Van De Ven and
Walker 1984). These mechanisms can serve to reduce the client’s
experience of dependence on and control by the vendor (Pfeffer and
Salancik 2003/1978; Van De Ven and Walker 1984).
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Proposition 6B The external control experienced by clients in embedded
relationships is no different than that experienced by clients in arm’s-length
relationship at the moment of the psychological contract.

Situational Boundaries of the Model
and Research Directions

An important aspect of theory development is circumscribing the
boundaries of the theory (Whetten 1989). These situational boundaries
are summarized in Fig. 4.3. From this figure, it will be apparent that we
anticipate that the nature of the transaction, the resource environment,
institutional conditions, and geographies of time and space serve as
external constraints on the moments of governance in IS outsourcing.
Below, we consider each of these conditions.

Transactions

The nature of a transaction can engender high transaction costs, that is,
costs of safeguarding a transaction from performance gaps (Williamson
1994). Transactions that are asset-specific, that is, are idiosyncratic to
the client, create an ex-post small-numbers condition wherein the client
is dependent on the existing provider because no other provider has
developed the competence to meet its needs. This renders the client
vulnerable to opportunism (Williamson 1985). Transactions may also
be uncertain, that is, where knowledge about ‘the future state of the
environment and what will be required to cope with that world’ is
unavailable (Pfeffer 1982: 135). On such transactions, boundedly
rational decision-makers will be unable to ascertain the potential out-
comes associated with alternate courses of action.

Conditions of asset-specificity and uncertainty that give rise to trans-
action costs therefore impose constraints on governance choices,
enabling efficiencies for internalized transactions and vulnerability to
hazards for externalized transactions (Williamson 1985). Under such
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conditions, it the promissory contract can at best be loosely structured
and the psychological contract must be well-developed (Williamson
1985).

Resources

Social capital has been defined as ‘the aggregate of the actual or potential
resources which are linked to possession of a durable network’ (Bourdieu
1983: 248–249). Two salient resource attributes are therefore munifi-
cence and access (Lin 2001). Organizational slack facilitates experimen-
tation because slack buffers against downside risks (Reuer and Leiblein
2000; Wiseman and Bromiley 1996; Hannan and Freeman 1984). As
slack reduces, organizations are more cognizant of risks and attempt to
limit their downside exposure (Steensma and Corley 2001). Under such
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conditions, decision-makers also resort to more rational decision mak-
ing, using objective and justifiable criteria (Schick 1985); low slack
intensifies belt-tightening strategies (Hambrick and D’Aveni 1988).

Not all members of a social network have equal access to the resources
within the network; rather, access is a function of one’s position –
location or status – within a network (Lin 2001). Thus, a client that is
highly visible within the business community is likely to enjoy heigh-
tened resource access vis-à-vis the provider. The nature of the resources
held also influences access: relationship-specific resources permit easier
access, while access to organization-specific resources requires negotia-
tion (Dyer and Singh 1998).

Key individuals or groups can determine the pool of resources avail-
able to the entire network and accessible to specific players. When such
players exit the relationship, it can prove to be extremely detrimental to
the network. One reason for the downfall of Japanese networks was the
exit of key players such as Toyota from financial networks. As these
organizations became more successful, they began to finance their own
growth, no longer relying on banks. Consequently, Japanese banks were
forced to seek out weaker players, without recourse to the stronger
players to offset these new risky investments (Ozawa 1999).

The potential for the exit of key players is particularly problematic in
complex outsourcing relationships such as application service providers. A
vendor’s failure or the turnover of critical employees could have a detri-
mental effect on the effectiveness of embedded relationships. Prior to the
development of an embedded relationship, parties need to carefully inves-
tigate each player’s long-term financial and managerial viability so as to
ensure that critical players do not abruptly exit the relationship.

Institutional Pressures

Institutions constrain organizational choices and the viability of those
choices (Meyer and Rowan 1977; North 1990). This is no less true of
governance choices. The choice of an embedded strategy, for example, is
susceptible to organizations’ institutional environment, which may ren-
der embeddedness a liability instead of an asset. Uzzi (1997) proposes
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that when firms face contravening institutional pressures, embeddedness
may prove to be a liability. He cites the example of the large conglom-
erate Federated, Inc. who acquired retailers such as Macy’s and Bullocks
in the 1980s, and forced a shift from a relationship orientation to
transaction orientation among retailers. Besides such direct effects, con-
travening institutional pressures also indirectly impact the viability of a
network governance choice.

We also see evidence of the constraints of institutions in Asian financial
networks. In reconstructing its economy after WWII, Japan sought to also
preserve the integrity of its social values. This gave rise to the distinctive
Japanese management model. The Japanese Model has been characterized
by embedded internal and inter-organizational relationships. Internal
embeddedness is manifested in social contracts of lifelong employment.
External embeddedness is evident in keiretsu arrangements. Toward the
late 1980s, these embedded relationships became problematic for the
Japanese economy for two reasons. First, firms in keiretsus focused
exclusively on growth rather than profit. Networks facilitate asset sharing
and a diffusion of risk (Stark 2001). This funded the growth of firms in
keiretsus. This growth, coupled with their insulation from knowledge that
the market was slowing down, led to their investment in unsustainable
growth (Ozawa 1999). Second, culturally favored collectivist values pre-
cluded penalizing weak or non-performing keiretsu members. When faced
with a market slow down, keiretsus were no longer able to offset the losses
racked up by its weaker members (Ozawa 1999).

Thus, a normative and regulatory environment that favored the
sustenance of ties irrespective of their financial viability operated as a
constraint. The internal cognitive environment may also pose institu-
tional constraints on governance choices and their success (Selznick
1957). While a shared identity facilitates learning and cooperative
endeavors, it can limit exploration and encourage the misapplication
of existing rules (Burgelman 2002; Kogut and Zander 1996). In
embedded relationship, a shared identity may create a diminished incli-
nation to reconstruct the identity, even when such identity reconstruc-
tion is essential to the recognition and diagnosis of major problems. Just
as the successful creation of an inter-organizational relationship necessi-
tates a cognitive reframing of identities (Sabel 1993), the diagnosis of
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major problems may necessitate similar reframing. Sense-making is after
all inextricably linked to identity construction (Weick 1995). Consider,
for instance, the Ford–Firestone relationship.

The Ford–Firestone relationship, by all accounts a close and collegial
relationship until recently, goes back nearly a hundred years. The current
Ford chairman, William Clay Ford, and his sisters are progeny of Ford
and Firestone lineage. John Nevin, Firestone’s chairman and CEO at the
time of Bridgestone’s acquisition of Firestone, was previously a 17-year
Ford employee. The two companies’ collective response to Ford’s problem
with its Explorer line is clearly illustrative of what Uzzi (1997) terms joint
problem-solving. However, their very embeddedness and motivation to
solve each other’s problems resulted in their inability to recognize the
catastrophic situation unfolding. As problems with the Ford–Firestone
solution began to emerge, recognizing the problem could have resulted in
significant dissonance between the organizations’ desired identity and the
identity that recognition of the problem may have necessitated. Ford and
Firestone would have to construe of themselves as having settled on a fatal
long-term solution to an immediate problem. An identity that encom-
passed either party or both parties as being the cause of customer fatalities
would have represented a departure from the prevailing identity, and been
untenable. Loyalty to each other and guilt for having suggested/agreed to
the initial solution would also have precluded such a voluntary reconstruc-
tion of identity, necessary to recognize the problem.

Institutional pressures can also offset resource dependencies that
emerge in embedded relationships (Pfeffer and Salancik 2003/1978).
They thus encourage transactions that are otherwise difficult to sustain
based on competitive market conditions (North 1990).

Geography of Space and Time

Research has suggested that social relationships are viable resources and
governance structures in economic relationships. Such research, how-
ever, has focused exclusively on proximal, spatially bounded (e.g., Uzzi
1997; Saxenian 1996) and/or temporally continuous relationships
(Kumar et al. 1998; Uzzi 1997). This raises the question: how can
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embeddedness be an asset in the spatially – and temporally – mobile
context that represents the majority of American businesses? In the
outsourcing context, this issue of geography is particularly salient given
the rapid proliferation of off-shore sourcing arrangements.

In Saxenian’s (1996) account of Silicon Valley, we see embeddedness
as deriving from geography: ‘the natural boundaries of the peninsu-
la . . . ensured a density of [real estate] development that minimized
physical distances between companies and facilitated intensive informal
communications’ (p. 30). Spatial proximity contributed relationship
development in three ways: First, the local university, associations, and
trade groups facilitated formal interchanges. Second, engineers’ met and
shared information at impromptu gatherings around local watering
holes. Third, due to the dense population of high-tech firms, job
mobility within the area did not necessitate a disruption of one’s family.
Such mobility facilitated the development of embedded relationships
among engineers. Kumar et al. (1998) see embeddedness as relating to
time in two ways: First, merchants at Prato had long histories of
associations from school, church, trade associations, and political parties.
Second, Italian culture pre-disposes a longer-term, cross-generational
memory of favors and betrayals than would be typical in US culture.

Geography need not preclude embedded relationships. Saxenian
(1996) reports that embeddedness also derived from ad hoc information
sharing via phone conversations. Robey et al. (2000) found that while
co-location facilitated practice-based learning (associated with embedd-
edness) in virtual teams, such learning was also possible among remote
members. Future research needs to better understand the effects of space
and time on embeddedness. These may prove to moderate the possibility
and/or the effectiveness of embeddedness in outsourcing relationships.

Conclusions

We now consider the implications of our proposed model for practice.
We then delineate research issues and directions suggested by the
model.
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Implications for Practice

A prescriptive implication of the model presented in Fig. 4.1 is that
governance choices need to be made based on the nature of the out-
comes desired. Governance choices and desired outcomes define the
relationship as either arms-length or embedded. A value creation strategy
is inherently uncertain. The outcomes are frequently unknown and un-
specifiable at the time of the promissory contract. Therefore, the manner
in which desirable outcomes might be attained is also unknown. Such
inherent uncertainties call for a hierarchical promissory contract
(Stinchcombe 1985). Such a contract stipulates ongoing authority rela-
tionships via which an alignment of understanding may constantly be
pursued.

In contrast, the more determinable nature of the outcomes and
processes underlying a value capture strategy lend themselves to initial
specification via a market-type promissory contract. In such a contract,
the clear specification of desired efficiencies, along with commensurate
rewards and penalties, fosters clients’ ability to capture value from the
provider’s economies of scale and scope in the outsourcing relationship.

Research Directions

This paper modeled the processes and outcomes involved in the govern-
ance of IS outsourcing. Specifically, we suggest, embeddedness as an
alternative governance mechanism and chart the consequences of this
alternative in contrast to arms-length outsourcing relationships.
However, before our proposed research model is investigated, prelimin-
ary research is needed to confirm the feasibility of embedded relation-
ships in the geographically- and temporally mobile environment
characteristic of US firms. Research also needs to build on the existing
model, specifically attending to the issue of power.

In empirically examining the model presented in Fig. 4.1, the
nature of the initial contract may be assessed by a content analysis of
the document or from factual information regarding a firm’s out-
sourcing activities (e.g., Ang and Beath 1993). Literature on
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coordination and conflict resolution mechanisms is extensive, with
an adequate supply of metrics from which to draw (e.g., Adler 1995;
Kale et al. 2000). Existing measures are also available to assess
associations, trust, and cognition. The nature of exchange and com-
bination of economic and intellectual capital may be assessed via
interviews or a review of archival data.

Research may also wish to investigate how promissory contract
choices affect the governance cycle following the renegotiation of a
promissory contract. Our position in this paper was that the rene-
gotiated contract would simply start another governance cycle.
However, it is likely that the cycle initiated by the renegotiated
contract is not independent of the initial governance cycle. The
nature of these potential path dependencies bears further
consideration.

The proposed model may be investigated with a cross-sectional study.
If such a study were to be undertaken, it is important to note that the
complexity of the proposed model likely allow for only a portion of the
model to be tested in a single study. However, in order to best explore
the dynamics of the inter-organizational context, and provide a richer
theoretical understanding of initial and emergent governance structures,
a longitudinal, comparative, case study approach may be most appro-
priate. This approach will allow us to investigate the process of relation-
ship development and the processes involved in moving from one
governance scenario to another. It may also enable us to understand
the circumstances under which embeddedness ceases to be a relational
asset and becomes a liability.

At a more generic level, this paper proposed that governance choices
circumscribe the capital that may accrue to relationships. Our analysis of
IS outsourcing may be viewed as a case in point – an illustration of the
effects of the terms of promissory and psychological contracts on capital.
These effects may also pertain to other types of economic relationships –
intra-organizational relationships and inter-organizational relationships.
Future research may want to investigate the generalizability of our
propositions to other organizational relationships. More attention is
also required in conceptualizing and testing the boundary conditions
of the model proposed in this manuscript.
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Part II
From IT Outsourcing to Offshoring
and Business Process Outsourcing



5
Norm Development in Outsourcing

Relationships

Thomas Kern and Keith Blois

Introduction

This paper describes BP Exploration’s decision to outsource its informa-
tion technology (IT) function, that is to contract out the organization’s
IT assets, people and activities to outside suppliers, which in exchange
provided and managed the assets and services for monetary returns over
an agreed time period (Loh and Venkatraman 1992; Lacity and
Hirschheim 1993). This decision led to an initial attempt to create a
consortium rather than to using a number of bilateral agreements.
However, this attempt was not successful and it was subsequently
reorganized using a ‘hierarchical’ form of organization. The paper
describes the history of this process and suggests that a crucial factor
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leading to the collapse of the consortium approach was the failure to
establish norms of behaviour.

Research Approach

This paper is based on information collected through the use of an
in-depth longitudinal case research method. Case research in such a
context is particularly appropriate for exploratory research of this
nature (Pettigrew 1990; Walsham 1993). The approach makes it
possible to investigate ‘sticky, practice-based problems [such as
outsourcing relationship practice] where the experiences of actors
are important and the context of action is critical’ (Benbasat et al.
1987, p. 369).

Three issues influenced the research design. First, the BP Exploration/
multiple-supplier outsourcing contract involved an innovative deal that
focused on developing alliance type relationships between a group of
suppliers and a customer. Second, this outsourcing relationship involved
many stakeholders including users/benefactors of the outsourcing ser-
vice, client relationship managers, vendors’ account management teams
and the vendors’ technical service groups. Third, access to senior man-
agers was possible for both customers and suppliers. This made it feasible
to obtain a comprehensive view of the development of the relationship.

Data Collection and Analysis

The data collection was undertaken between December 1996 and June
1997. Interviews using open-ended questions developed from the literature
on IT outsourcing, norms, interorganizational relationships, behaviour in
relationships and relationship management in outsourcing were conducted
with managers from BP Exploration and the vendor companies. The semi-
structured interview protocol (a copy of the actual interview protocol can
be obtained from the authors upon request) was designed for eliciting data
about the outsourcing situation, relationship practice and relationship
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behaviours. The interviews were transcribed and verified with the relevant
respondents. A higher level of abstraction and interpretation was achieved
by applying the precepts of intentional analysis to the transcripts (Sanders
1982). In addition, by using reviews of internal documents, newspaper
articles and trade press articles about BP Exploration a comprehensive case
history was constructed. These procedures made it possible to develop a
qualitative, interpretative approach to the construction of the case study
described in the next section.

The Case

Background

BP Exploration, BP’s second largest and most capital-intensive division, is
responsible for exploration and production operations in 16 countries. In
1989 BP Exploration’s IT infrastructure was primarily based onmainframe
systems with approximately 1400 personnel. In the 1990s, BP Exploration
was made more autonomous and it decided to develop a new flatter global
management team (Cross et al. 1997). Key to this change was the use of IT
for facilitating communications and as an essential ingredient for improv-
ing overall productivity. In addition, BP Exploration’s IT function played
a critical role in supporting the exploration and production operations.

By 1995 it was becoming evident that BP Exploration’s IT function
was not only being challenged to decrease costs and improve operational
efficiency, but was expected to make an active contribution to BP
Exploration’s future business. BP Exploration now believed that it no
longer needed to own the technologies that provided business informa-
tion to employees (Cross et al. 1997) and by 1995 IT services were not
viewed as being one of BP Exploration’s core competencies.

The Move to Outsourcing

In November 1991 BP Exploration issued requests for information
stating BP Exploration’s intention to refocus its IT department and
summarizing the scope of the work that would be outsourced. This
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was the start of a search that lasted 15 months. The potential suppliers
ranged from niche providers in areas such as data centre management,
applications development and telecommunications groups to every
major service provider in the market.

BP Exploration’s view was that outsourcing should reduce costs and
also rebuild the whole of its IT function and services on a different and
more effective basis. The aim was to reposition the internal IT team in
order to create much more value rather than having them deliver IT
services themselves. Outsourcing was also part of BP Exploration’s
strategy for developing a common operating environment with standard
packages. Together with BP Exploration’s internal restructuring efforts,
management expected the outsourcing arrangements to help diminish
the costs of finding new oil fields and improve productivity.

By mid-1992 a final shortlist of six suppliers had been established, but
BP Exploration now realized that no single supplier could provide all their
IT requirements to a best in class level (Currie and Willcocks 1997). BP
Exploration’s managers were aware from previous outsourcing experiences
of the difficulties in maintaining a coordinated interface between individual
suppliers and this convinced them that, although it needed different
suppliers with differing skills for different activities, they had to have the
ability to work together. BP Exploration recognized that an effective inter-
face between suppliers was dependent on it having good relations with each
of them but, because some of the suppliers were competitors, this was
recognized to be a challenge. Thus, although BP Exploration had originally
decided to outsource its services selectively, it now wanted a consortium of
more than one and fewer than five companies for putting forward a
proposal for all its IT needs through the provision of a seamless service.

The challenge to the suppliers, even though several were at least in part
competitors, was to form a consortium for presenting a proposal with the
best cost–performance target. The potential suppliers explored what each
could do, testing their capabilities, forming alliances, dissolving them and
forming new ones. In October 1992 BP Exploration accepted the proposal
submitted by the Sema Group, Science Applications International
Corporation (SAIC) and British Telecommunications (BT) Syncordia as
these three suppliers best complemented each other’s expertise and cap-
abilities and all were capable of providing BP Exploration with services
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globally. (The Sema Group’s 1995 turnover was in excess of £677 million
with its major markets being the UK and France. SAIC, based in San
Diego, had an annual turnover of $3.1 billion in 1997. BT owns
Syncordia, which had revenues of £250 million in 1996 and had a £1.2
billion contract value (which implies that most of the contracts were
between 3 and 5 years).)

BP Exploration established 5-year agreements with the Sema Group
and SAIC and a 2-year agreement with BT Syncordia which was later
renewed in 1995 for another 2 years. However, because of the high price
volatility of IT services (in particular for telecommunication services)
new performance contracts were to be negotiated annually for price
rates, services and performance levels.

Outsourcing Scope

The Sema Group was contracted to operate BP Exploration’s UK data
centres in Glasgow and the computer centre in Harlow and to provide IT
services for BP Exploration’s offices at Stockley Park and BP Exploration’s
head office in London. SAIC was contracted to manage the IT facilities at
BP Exploration’s European headquarters and all the company’s other
applications. This included all the technical applications such as applica-
tions for seismic assessment. In addition, it was to manage desktop and
local area network services in Aberdeen. BT Syncordia was contracted to
manage BP Exploration’s telecommunications and telex networks world-
wide providing data, voice and video communications services.

The contracts and arrangements between BP Exploration and the
three vendors took a great deal of time to finalize. European ‘anti-
trust’ law stopped the three suppliers from formally joining in a con-
sortium for delivering services to BP Exploration. Thus, BP Exploration
was forced to contract individually with each of the suppliers, but with
the implicit agreement that they had to provide the services for BP
Exploration’s needs conjointly. One supplier was to be the primary
contractor coordinating the services the trio provided to the businesses
supported by the site for each of BP Exploration’s eight major business
sites.
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The Aston–Clinton Principles

In late 1992 senior managers from SAIC, the Sema Group, BT
Syncordia and BP Exploration developed the Aston–Clinton principles,
which encapsulated what these parties believed to be the characteristics
of a successful partnering relationship.

[I]n terms of the intent for the relationship, all companies signed for us
what was called the Aston–Clinton principles of relationships. It was
something which we all wanted to adhere to, it was not a contract but it
was the spirit in which we wanted the relationship to move forward. [ . . . ]
It is the characteristics of what a partnership arrangement is. So that is
about long-term relationships, mutual commitment, sharing the rewards
and risks, commitment to each other’s success, creating win–win relation-
ships and scenarios. Totally dependent on one another. [ . . . ] This is
about working together in a way that was different (IT director, BP
Exploration).

These principles formed an addendum to the contracts agreed
between all parties, but were only a guiding framework and had no
legal status. In essence the principles outlined the following:

(1) Simplicity of practice.
(2) Visibility of costs.
(3) Trust between the parties.
(4) Common understanding between the parties.
(5) The creation of a win–win relationship.
(6) Fair returns for consortium members.
(7) A long-term relationship but no legal partnership between the

parties.
(8) Site targets, including margins, to be agreed locally.
(9) Risk/Reward arrangements to apply to the difference between

the costs included within the target and the actual costs as
demonstrated via an open book policy.

(10) Principles generally to apply on a site-by-site basis as well as on a
global basis.
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(11) From time to time benchmarks to be established by BP
Exploration in order to validate the ‘best in class’ performance,
not necessarily just financial performance.

(12) Other alternative financial arrangements for ad hoc activities can
apply where appropriate, for example fixed fee or incremental costs.

The agreement covered generic and specific services, legal provisions,
general commercial principles, financial targets, margins and incentives,
quality assurance and performance reviews. BP Exploration’s managers
at each of BP Exploration’s 16 sites negotiated individual contracts with
the IT suppliers, specifying the scope of services, service levels and
performance targets.

Costs were very closely scrutinized.

The three suppliers’ books are open to us; they itemize all costs clearly in
quarterly or annual invoices, distinguishing among direct, allocated and
corporate overhead costs charged to BP Exploration [ . . . ]. Our agreement
stipulates that we can audit our suppliers’ accounts of services to us, if it
proves necessary (IT director, BP Exploration, quoted in Currie and
Willcocks (1997)).

Benchmarking provisions were also included in the framework agree-
ments and suppliers were required to deliver best in class services for specific
areas. In circumstances where another provider could supply an important
service more cost-effectively, then BP Exploration could insist on the
relevant supplier being subcontracted andmanaged by the existing vendors.

The Start-Up Period

The start-up period was more challenging than expected. Early concerns
arose with the negotiation of the site-specific contracts and service level
agreements where service level targets, price margins and other aspects
still had to be localized. Not surprisingly in the first-year activity
frequently relapsed into merely defining and finalizing agreements at
each of the business sites.
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Initially there was a drop in service levels as the suppliers attempted to
understand the systems and requirements, which was difficult within BP
Exploration’s fast-changing IT strategy and structure. The suppliers
found it difficult to keep up with BP Exploration’s intention to lead
the market in terms of technological developments. In addition, the
vendors faced problems with BP Exploration’s culture and operational
structure. All this affected service performance negatively and damaged
relationships.

By 1995 each of BP Exploration’s eight (16 by 1997) key business
sites globally had one member of the consortium operating as the
primary contractor coordinating the services provided by the other
suppliers. Each vendor in turn was appointed as the primary contractor
somewhere with ultimate responsibility for a seamless service to a
business site and the service levels at each site. However, although by
1994 the vendors were performing according to agreed service levels,
users remained dissatisfied with the services.

Delivering services within BP Exploration’s expected cost boundary
was not always easy, particularly as BP Exploration’s activities had spread
geographically. This presented large challenges to the vendors,
particularly for BT Syncordia, which had to provide the fundamental
telecommunications link with parts of the world that are not as techno-
logically advanced as others.

The New Contract

BT Syncordia was initially only contracted for 2 years. In early 1995,
when BT Syncordia was asked to rebid for its area, the Sema Group and
SAIC were also encouraged to submit bids. In the end BT Syncordia was
re-contracted for 3 years, but the process had seriously strained relations
between members of the alliance.

By early 1996 all BP Exploration sites were using outsourcing
suppliers and relations in the first sites outsourced had settled down.
Operationalizing the consortium approach was not easy for the
vendors and relations between them had already been seriously
strained by the re-bidding for BT Syncordia’s business. In addition,
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disputes had erupted, particularly between the Sema Group and
SAIC, with every placement of new business because their portfolios
and offerings were so similar. However, relations between the sup-
pliers did not break down, not least because BP Exploration required
that they did not do so, but because they had also agreed to the
Aston–Clinton principles.

In early 1996, the vendors’ account managers were voicing concern
that BP Exploration’s management infrastructure required numerous
regional contracts and interface responsibilities, which were becoming
difficult to manage. Although BP Exploration’s IT managers recognized
that each account manager had to interface with up to 15 people they
could not find a solution to this difficulty.

With so many relationships, managers could not keep themselves
informed on BP Exploration’s strategic moves. Internal reports, memor-
andums and newsletters were often the only source of information about
BP Exploration’s plans and, consequently, in a number of cases vendors
faced unexpected surprises and pressures that drove them to their limits.
This lack of sharing reflected BP Exploration’s line managers’ perspec-
tive that the IT suppliers were commodity suppliers. This contrasted
with BP Exploration’s senior management’s expectation that the vendors
would be innovators using their experiences with other clients and their
expertise and knowledge of technology and processes. Yet this did not
occur and the vendors mostly delivered process and commodity type
services even though these suppliers considered themselves to be best in
class in their areas.

BP Exploration’s Re-Evaluation

In early 1997, BP Exploration began reconsidering its IT organization.
As outsourcing by then represented 80% of their annual IT budget and
the contracts were coming to an end in March 1998, the role of out-
sourcing was a critical factor. In addition, there was a need for BP
Exploration to devise a corporate-wide common operating environment
that required a standard platform. However, it was becoming obvious
that if global IT commonality (involving 35 000 users) was to be
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achieved it was necessary to think about reducing the suppliers down to
one and, hence, it was becoming questionable what role the consortium
would then have after 1998.

BP Exploration now recognized that, as an outsourcing venture, the
consortium approach had not worked as initially planned. Even though
the vendors had committed themselves to providing a seamless service in
many cases they found it increasingly difficult to actually work together
and cooperate. In effect, the vendors had remained competitors, parti-
cularly in those instances where BP Exploration placed additional busi-
ness or asked for project bids. Performance had suffered, forcing BP
Exploration’s managers to become involved in managing the vendors
(particularly in adjudicating disputes about service provisions and
responsibilities). As a result, even though one of BP Exploration’s
objectives had been to decrease the amount of management time spent
on IT, additional managers had been allocated to the outsourcing
relationships.

BP Exploration therefore decided that the consortium approach
was too complicated and, although some advantages had arisen from
having multiple suppliers for particular areas, it was not felt that the
benefit of economies of scale were being gained or that innovation
from the outsource suppliers had been obtained. So BP Exploration
decided to move to another model for seamless end to end
management.

By June 1997 BP Exploration had redefined their IT structure and
now its outsourcing strategy was to have one global strategic partner
responsible for providing the service management of their total IT
infrastructure. Additional vendors such as the Sema Group, SAIC
and BT Syncordia would continue to deliver commodity services
such as data centre management, application support and
telecommunications.

IBM and EDS as well as SAIC, the Sema Group and BT Syncordia
were asked to bid against this new specification. EDS was chosen as the
preferred supplier and was recommended to the BP Exploration board,
which subsequently ratified the choice. In August 1998, both BP
Exploration and EDS signed a 5-year renewable contract for the infra-
structure part.
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Interpretation

It is increasingly being recognized that investigations of alternative
forms of governance that only consider the structure of the organiza-
tion cannot provide a complete insight into its efficiency and effec-
tiveness. For example, it has been shown that the costs of managing
relationships differ across similarly organized dyads as a result of the
different relational norms that exist in the dyads (Artz and Brush
2000). As a result, while many writers have sought to create ‘a rich
classificatory apparatus’ (Williamson 1979) of types of governance
relationships, great stress is now also placed on the role of the norms
that underpin the way a relationship operates. It has been suggested
that Macneil’s (1983, 2000) work both provides ‘a rich descriptive
apparatus’ (Blois, 2002, p. 547) that gives insights into the nature of
those norms that determine the success of a business relationship and
also shows that ‘quite different relationships can exist even within
the same governance structure’ (Blois, p. 546). (Macneil thinking
has developed over many years, but Macneil (1983) is a good
summary of his current thinking, which he defended and slightly
extended in Macneil (2000).) Thus, the centrality of norms in
creating both the atmosphere within which relationships exist and
the manner in which they operate is increasingly being recognized
(e.g. Heide and John 1992; Gundlach and Achrol 1993). However,
there are four fundamental questions regarding norms that are illu-
strated by this case.

Question 1: What Do Norms Do?

‘Norms’ create expectations of behaviour and ‘imply a certain action and
are shared by the actors’ (Hakansson and Johanson 1993, p. 44). Indeed,
Macneil (1983) believed that society shares a number of common norms
that make it necessary for contracts to contain certain features but not
necessary to include statements about others. Yet norms vary a great deal
between and within societies as is illustrated by international contracts
where ‘a “foreigner’s” requirements as to what should go into a contract
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will often surprise us but what we would not consider necessary to
include may surprise them’ (Blois 1999, p. 8).

Businesses recognize the impossibility of a contract meeting every
eventuality so that there is a need for adaptability within a contract
and the completion of a contract is frequently dependent upon ‘workers
being able to take up a lot of the uncertainty’ (Stinchcombe 1990,
p. 236). Indeed, ‘Both the normal economic models of a market trans-
action and the legal model of a contract tend to obscure the degree to
which large numbers of contracts are (realistically, though not legally)
agreements to deliver an indefinite good or service for an indefinite price’
(Stinchcombe 1990, p. 215). Without such willingness to be adaptable
many business relationships would grind rapidly and regularly to a halt.
Norms are in a sense the lubricants that keep relationships from being
stymied by their contractual terms.

In this case three problems arose. First, the consortium’s members,
though competitors, were expected to work closely with each other
as the senior partner on some sites and as the junior partner on
others! Yet neither BP Exploration nor any member of the consor-
tium recognized in advance that the norms that they usually applied
in their relationships with their clients would not be applicable to
this situation. Consequently, their staff were working with norms
that were at best not appropriate to the new situation and at worst
made for difficulties. For example, a company’s norms do not
normally encourage the acceptance of flexibility, information
exchange and solidarity in contacts with competitors, all of which
are needed if sound relationships are to be developed between
organizations (Heide and John 1992).

Second, BP Exploration’s line managers conducted their relationships
with the consortium members as if they were buying a commodity
service. Yet a major reason for outsourcing was BP Exploration’s desire
to obtain a state of the art IT service! Its behaviour towards the con-
sortium was therefore based on norms that were inappropriate relative to
its stated objectives.

The third problem was that SAIC was not familiar with European
modes of operations and ‘had a horrendous job trying to adapt to a non-
US culture’ (BP Exploration manager).
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Initially the various participants in the relationship continued to
apply the norms appropriate to their past experience, yet these were
almost totally inappropriate for the new relationships within which they
were expected to work.

It could be argued that the Aston–Clinton principles were an attempt
to ‘create’ a set of norms. However, it is first questionable whether norms
can be ‘created’ in this way (see below). Second, in specific situations the
correct way to proceed within the spirit of the Aston–Clinton rules
could only be decided within a set of norms! In other words the
Aston– Clinton rules were either so vague as to be meaningless or so
specific as to leave no room for doubt that the norm was that BP
Exploration was in charge!

Question 2: How Are Norms Formed?

Some norms’ roots can be related to cultural backgrounds, but the
roots of others are more difficult to identify. However, how norms
develop when new industries or, as in this case, new forms of
organization evolve is far from apparent. This is particularly a pro-
blem where industries and organizational forms have evolved very
rapidly and include genuinely new structures (see Bjorn-Andersen
and Turner 1994). The importance of establishing norms is hinted
at by Heide and John’s (1992) view that, without them, ‘a buyer’s
ability to exercise needed vertical control is limited’ (p. 00), for it is a
reminder that the lack of agreed norms has cost consequences for
those involved in a relationship.

The work of Axelrod (1984) and Gronovetter (1985) is suggestive in
this matter, but little in the way of empirical studies seems to have been
carried out. In relationships such as the one described in this case, which
develop in a new environment, the relative power of the parties involved
is presumably a major factor. Thus, where one organization is very
dominant in a new market it seems probable that their values and
approaches to business will be very influential.

As the case indicates, the Aston–Clinton principles were an
attempt to create norms and these encapsulated what the parties
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believed to be the characteristics of a successful partnering relation-
ship. Indeed, in the first year the consortium’s members tried to
work together, but in this period the relationships within the con-
sortium were so poor that the arrangement nearly collapsed, parti-
cularly as IT service levels dropped in this period. However,
gradually acceptable service levels were established. Yet relationships
between the individual consortium members and BP Exploration
remained ‘frosty’ as the BP Exploration’s managers’ perception was
that this was a commodity outsourcing deal and so treated it as a
transactional exchange rather than a relationship. Throughout this
period the consortium’s members were learning to work with each
other (i.e. developing norms) and with BP Exploration. BP
Exploration then disrupted the development process by encouraging
the Sema Group and SAIC to submit bids against BT Syncordia for
the renewal of its contract.

Commons (1950), while accepting that they overlap, suggested that
transactions are dynamic and go through three temporal stages: negotia-
tion, agreement and execution. It is in the agreement stage that the
governance structures plus the structural and procedural safeguards that
will organize the deal are set up. In the execution stage, renegotiation
and adaptation of these structures and safeguards may be required if
those already set up prove to be inadequate. The difficulty in this case
was that the members of the consortium needed to go through these
stages in order to establish relationships with each other while almost
simultaneously, but acting as a consortium, they went through these
three stages with BP Exploration!

BP Exploration expected to implement the first outsourced
arrangements 15 months after issuing the initial requests for infor-
mation to potential suppliers. With a normal outsourcing arrange-
ment this would have been a challenge but, between issuing the
requests for information and letting the contract, BP Exploration
changed the nature of their demands to require outsourcers to form
consortia! It is therefore not entirely surprising that problems arose
following such rapid changes not least because personal relationships
contribute a great deal to the establishment and maintenance of
agreed norms. As Ring and Van De Ven (1994) stated, ‘if personal

142 T. Kern and K. Blois



relationships do not supplement formal relationship over time, then
the likelihood increases that conflicts will escalate’ (p. 109) and
personal relationships take time to develop.

Question 3: How Do Norms Operate within Complex
Relationships?

Within business relationships the nature of exchanges that occur
between the personnel involved can vary a great deal. Sometimes the
relationships at a senior level are more relaxed than those at a junior
level. Yet the opposite can be true with junior staff making the relation-
ship work on a day to day level in spite of adversarial behaviour between
the directors.

Sometimes staff roles also strongly influence the interactions that
occur (Green 1995). Here the common language and values of profes-
sions or crafts may be more important than the organizations’ view of
the relationship. Indeed, it has been asserted that ‘More efficacious
negotiation appears to result when the counterpart architects of nego-
tiating strategy between two organizations play the same roles (that is,
manager and managers or lawyers and lawyers)’ (Ring and Van De Ven
1989, p. 186).

This would suggest that, not only may there be a hierarchy of
norms that apply to a relationship, but also that norms are multi-
dimensional (Noordewier et al. 1990; Hiede and John, 1992) with
an overarching set of norms within which those individuals whose
job it is to operationalize the relationship have to function.
However, they may consciously operate with different norms. For
example, a salesperson and a buyer may work closely together freely
‘bending the rules’ in order to keep the relationship working
smoothly at a day-to-day level, even though the norm imposed by
their separate organizations is that everything should be ‘done by the
book’. Of course, the opposite could be the case. Both Guitot
(1977) and Gabarro (1987) commented that, within a newly formed
organizational relationship, individuals’ relationships will at first be
determined by their role. Over time though their role will not
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disappear; it may merely diminish in favour of the qua persona
(Guitot 1977). However, the nature of exchange, even within a
role, is strongly influenced by the personality of those involved
(Zaheer et al. 1998).

The consortium’s structure and its relationships with BP
Exploration were complex. The outsourcing management board
composed of senior managers from BP Exploration and the consor-
tium were overseeing the outsourcing venture. The vendors’ account
managers ultimately controlled the relationship on behalf of the
consortium both on a global and also regional level. Their respon-
sibility was to oversee site performance, new business opportunities
and resolve any major problems. However, the account managers
had little impact on day-to-day interactions. The vendors’ line
managers or relationship managers were responsible for service per-
formance regionally and interfaced with BP Exploration’s regional
partner resource manager and business information managers.
Apparently, while at the higher levels relationships were good, at
the operational level they were mostly adversarial. There are many
possible reasons for this discrepancy of approach, but it is possible
that the rapid setting up of the arrangement had left too little time
for senior management in BP exploration and the consortia to
communicate effectively with their operational managers.

Question 4: How Can Norms be Classified?

Many classifications of norms have been proposed, but no one is
regarded as dominant. Macneil’s (1983) ten norms are influential
though they have been less used than might be expected. Other writers
(e.g. Kaufman and Stern 1988) have produced modified versions of
Macneil’s (1983) norms. Heide and John (1992), working from
Macneil’s (1983) norms, proposed that relational norms are a higher
order construct consisting of three dimensions.

(1) Flexibility, which defines a bilateral expectation of the willingness
to make adaptations as circumstances change.
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(2) Information exchange, which defines a bilateral expectation that
parties will proactively provide information useful to the partner.

(3) Solidarity, which defines a bilateral expectation that a high value
is placed on the relationship. It prescribes behaviours directed
specifically towards relationship maintenance.

Of these only flexibility is evident as being displayed by the members
of the consortium. However, such flexibility did not seem to be recipro-
cated by BP Exploration. In contrast, there is evidence of BP
Exploration’s failure to accept that information exchange with members
of the consortium was important.

As for solidarity, BP Exploration’s encouragement of the Sema Group
and SAIC to submit bids against BT Syncordia and implicitly against
each other was guaranteed to create distrust between them. It also
implied that BP Exploration had little long-term commitment to the
members of the consortium and that BP Exploration would always be
seeking out alternative suppliers if only as a method of keeping the
consortium members on their toes.

Certainly, if the presence of flexibility, information exchange and
solidarity is necessary in order for relational norms to operate then it is
not surprising that this complex relationship effectively failed.

Some Implications

It is often suggested that close business to business relationships are
characterized by the willingness of both parties to adapt. However, the
literature often only implies that adaptation involves investment in
tangible facilities. For example, ‘Adaptations presume investments that
may partially lead to relationship-specific assets’ (Moller and Wilson
1995, p. 42). However, what was important in this case was the need for
adaptation with regard to intangible features such as ‘norms’.

In more typical buyer–supplier relationships (such as, for example, the
relationship that BP Exploration developed with EDS in 1998) the
adaptation of norms is less significant if only because competitors are
not being expected to cooperate. However, when a new form of
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organizational inter-relationship is created it cannot be presumed that
appropriate norms will evolve. Having talked ‘partnership’ BP
Exploration effectively subcontracted a major problem to the consor-
tium members assuming that the members of the consortium would sort
out their inter-relationships. Moreover, BP Exploration made it clear
that it was in charge of the overall relationship between the consortium
and itself. BP Exploration seemed to have initially allocated no manage-
rial time to assisting the members of the consortium in establishing new
norms of behaviour that were appropriate to their roles as collaborators –
while remaining competitors outside of this context. In addition, some
of BP Exploration’s managers were not clear about the objectives of the
exercise and saw it only as a commodity supply arrangement rather than
a partnership ensuring BP Exploration’s access to leading edge develop-
ments. What is worse, just as norms were evolving, BP Exploration
‘reminded’ them that they were still fundamentally competitors by
inviting them to bid against each other!

Selznick (1957) argued that a relationship only becomes institu-
tionalized when norms and values have been established with enough
clarity for the relationship to be able to continue beyond the
immediate tenure of its founders. Such a process must take time
yet BP Exploration moved to implement these new outsourcing
arrangements extremely rapidly. Although commentators recognize
that negotiation, agreement and execution – the three stages of a
transaction – may overlap, it is not generally recommended that any
two of them are conducted almost simultaneously. In fact BP
Exploration’s timetable left little room for anything but discussion
of technical matters.

The timetable also seems to have failed to recognize ‘that underlying
formal contracts are a host of backstage interpersonal dynamics that
mobilize and direct the formal contracting process but are seldom visible
or explicitly written into the formal contract’ (Ring and Van De Ven
1989, p. 179). Neither does BP Exploration seem to have understood
‘the tension produced by inherently contradictory roles enacted by
transacting individuals’ (Ring and Van De Ven 1989, p. 172) whereby
an individual needs to reconcile their personal interests with those of the
organization. Such reconciliation takes time.
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Finally, if the consortium was to be a success then its members would
have had to show flexibility, information exchange and solidarity towards
each other. However, BP Exploration’s conduct made it unlikely that they
would behave in this way. Particularly damaging was BP Exploration’s
decision to encourage them to compete against each other, but nearly as
serious was BP Exploration’s treatment of them as commodity suppliers.
Commodity suppliers after all do not make profits by being flexible or
showing solidarity towards each other or by exchanging information.

In summary the case suggests the following:

(1) Where an unusual organizational structure is proposed manage
ment must recognize the possibility that the norms dominant
within the constituent organizations will not necessarily be
compatible.

(2) Where the norms are not compatible then action must be taken
through changing management schemes in order to develop
appropriate norms.

(3) The development and internalization of new norms takes time.

Concluding Comments

Influenced by its experience in the 1980s with facilities management
arrangements, which had highlighted the difficulties of obtaining value
and true benefits, BP Exploration decided that, if it was to outsource again,
it would pursue partnering-based relations that integrate risk–reward
sharing arrangements in order to attain real value. In addition, the sheer
size of BP Exploration’s undertaking and the resulting requirements led it
to consider using more than just one supplier partner and to try using a
consortium-based partner arrangement (Currie and Willcocks 1997).

BP Exploration entered this outsourcing arrangement with many of the
usual overheads found in large organizations already reduced. It had also
gained invaluable knowledge from its prior experience of outsourcing.

The downside of the consortium outsourcing arrangement was the
increase in transaction costs of handling three suppliers. BP Exploration
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made efforts to transfer the management responsibility to the consortium
by appointing a lead contractor for each site and compelling them to
deliver a seamless service for all areas contracted. Yet on many occasions
the competitiveness between the vendors demanded adjudication and,
hence, active BP Exploration management involvement. When such
coordination problems arose the responsibility was passed between the
suppliers resulting in a ‘finger pointing match’, with nobody in the end
taking the blame for poor service performance (Currie and Willcocks
1997). The aftermath of these disputes about service competencies
diminished the sharing of both resources and commercial knowledge.

Many factors led to this being a less than successful experiment in
outsourcing. However, a major contributor was a failure to recognize the
need for establishing norms of behaviour that were appropriate to this
form of organization. As was commented in retrospect, ‘You do not
assemble a group of vendors and say be nice boys and go off and do good
things for us’ (head of the Business Information and Process
International Systems Programmme, BP Exploration).

However, given that the four questions above, namely what do norms
do?, how are norms formed?, how do norms operate within complex
relationships? and how can norms be classified?, remain as yet at least
partially unanswered, this is not a criticism of the participants but a
challenge to researchers. Certainly after its experiences BP Exploration
reverted to a more traditional buyer–supplier relationship leaving EDS
to supply its IT by managing a group of suppliers on a hierarchical basis.
Within such a traditional type of relationship all parties would under-
stand the norms.

Finally, the norm questions are of particular interest to understanding
relationship practice in outsourcing in general. We found that the four
norm questions offer a lens through which the outsourcing relationship’s
modus operandi can be interpreted, discussed and explored in other
outsourcing cases discussed in a particular relationship context (see
Kern and Willcocks 2001). As such the four questions provide a crucial
starting point for researchers in delving into the non-tangible issues of
outsourcing relationship practice. Moreover, it also offers managers
involved in an outsourcing venture from both the supplier and client
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side a useful set of questions by which to assess their practices in
fostering and maintaining a successful outsourcing relationship.
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6
Organizational Design of IT Supplier
Relationship Management: A Multiple
Case Study of Five Client Companies

Jasmin Kaiser and Peter Buxmann

Introduction

IT organizations face enduring demands to drive down cost and increase
efficiency. As a preferred strategic option, many rely on outsourcing
arrangements with specialized IT suppliers, which fulfill a substantial
part of their IT services. The management of these outsourcing relation-
ships has become one of the key issues, which mostly plays a crucial role
in IS/IT outsourcing.

A thorough exploration of successful client-supplier relationships has
also become a newer focused theme in IS/IT outsourcing literature,
which has shifted research away from the exploration of initial steps in
a sourcing process, for instance outsourcing decision making (see e.g.,
Hirschheim et al. 2008: 9–10). However, management of external
suppliers is not solely an issue in IS/IT outsourcing. The general impor-
tance of supplier relationship management (SRM) was already stated in
1991 by Cusumano and Takeishi, when presenting results from a survey
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of automobile plants in Japan and the US: ‘Supplier relations and
management are crucial areas for any firm that subcontracts portions
of components design and production because of the dependence this
creates on the skills of outside organizations’ (Cusumano and Takeishi
1991: 563). As the example shows, the concept of SRM has also evolved
in other fields of research, such as supply chain management (SCM),
highlighting its cross-industry wide importance.

In this paper, we adopt a client perspective regarding the management
of supplier relationships. In this context, IT SRM covers a variety of
activities, ranging from identifying potential IT suppliers through devel-
oping and monitoring supplier relationships, to terminating an under-
lying outsourcing contract. Thus, IT SRM has many facets and
researchers have tried to address them. A wide range of contributions
has appeared in the respective subphases, covering, for example, impor-
tant elements of contract negotiations (Lacity and Hirschheim 1993) or
contract design (Fitzgerald and Willcocks 1994), as well as factors that
influence the duration of an outsourcing arrangement (Goo et al. 2007).
To further manage outsourcing relationships, it has been argued that
firms need sourcing competencies and capabilities to succeed (Feeny and
Willcocks 1998; Cohen and Young 2006: 12; Willcocks et al. 2006).
Furthermore, the role of two modes of governance – formal control (e.
g., written contracts) and relational governance (e.g., unwritten, prac-
tice-based mechanism) – have been studied in research (e.g., Poppo and
Zenger 2002; Goo 2009). Further work was done by McFarlan and
Nolan (1995) who identified areas within a company that are crucial for
managing external suppliers. Another contribution in this context
explored formal vs informal approaches to the management of supplier
relationships (Heckman 1999). An overview of relevant articles pub-
lished from 1988 through 2000 is provided by Dibbern et al. (2004).
Recent work to the implementation phase of outsourcing is revealed in
follow-up literature reviews (Gonzales et al. 2006; Alsudairi and
Dwivedi 2010; Lacity et al. 2010).

The purpose of the paper at hand is to explore IT SRM from a
more holistic perspective, extending prior research that primarily
focused on single subphases, for example, supplier selection or rela-
tionship building. More precisely, we pay attention to the client’s
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organizational design to manage outsourcing relationships. It is
widely believed that organizational design can positively impact
corporate performance, as long as organizational design decisions fit
to certain contingency or context factors, such as a company’s
strategy (Drazin and Van De Ven 1985; Galbraith et al. 2002). In
IS/IT outsourcing, the role of organizational design at the ‘client-
supplier interface’ (Willcocks and Lacity 2006) is, however, an
under-researched topic. One exception is the work of Jimmy et al.
(2011), which recently examined the organizational design of the
‘customer interface’ on the supplier side. This paper contributes to
IS outsourcing relationship literature by addressing a client’s organi-
zational design choices on the interface to its suppliers. Filling this
gap in research helps to pave the way to a better understanding
about how to ‘fit’ organizational design to a given company’s con-
text, thereby contributing to IT SRM effectiveness and, ultimately,
IS/IT outsourcing success.

Literature on organizational design was used to guide the study on
organizational design of IT SRM. The following research question
guided the research process and analysis: ‘how can IT supplier relation-
ship management be efficiently organized on the client side?’

To answer the research question, the remainder of the paper is organized
as follows: The next section reviews literature on organization design in
general and provides the conceptual background of this study. With a
description of our empirical study design, we illustrate our chosen research
approach. Third, the results of a multiple case study, conducted in the IT
organizations of five large-scale enterprises, are presented along our
research framework. The article closes with a discussion of findings,
limitations and possible directions for future research.

Conceptual Framework

Organization design is often simplifying thought of organizational structure,
but it goes far beyond the step of drawing boxes and lines in organizational
charts (Champoux 2000). There is a long tradition on organization research
that gave rise to several theories and frameworks in the past 60 years (Snow
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et al. 2005). For example, Galbraith (1977) proposed his star model, a
framework composed of strategy, structure, processes, human resources,
and reward systems. A similar model was offered by Peters and Waterman
(1982) called the 7-S model, which contained seven major organizational
components. Miles and Snow (1978) empirically examined relationships
among organizational strategy, structure and process, and they identified
three commonly occurring configurations called the prospector, defender
and analyzer. Despite some differences in the frameworks, scholars stress the
importance of an alignment of the components (Drazin and Van De Ven
1985). In this paper, we guided our study on the star model offered by
Galbraith et al. (2002) (see Fig. 6.1).

Strategy encompasses the company’s vision as well as short- and long-
term goals and depicts the ‘cornerstone’ in the organization design
process. Consequently, design decisions should be in accordance with
strategy.

The second component of the star model addresses organizational
structure. Organizational structure determines the location of formal

Strategy

Structure

Process

Degree of centralization
Mode of SRM sourcing

•

Degree of outsourcing•
Number of suppliers•

Degree of stakeholder
Involvement in SRM process

•

Mechanisms for
collaboration

Reward systems

People practices

•

•

Fig. 6.1 Conceptual framework of organizational design (adapted from
Galbraith et al. 2002)
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power and authority within an organization. Designing an organiza-
tion’s structure determines organizational components and defines their
relationship and hierarchical structure.

After strategy and organizational structure have been defined, the
framework continues with process design. According to Galbraith et al.
(2002), each organizational structure creates ‘silos’ that might in turn be
harmful when collaboration across organizational units is needed.
Defined processes and lateral connections (e.g., informal networks,
cross-boundary teams) present mechanisms to create collaboration of
structurally separated organizational units.

The last two components are reward systems and people practices. Reward
systems ‘define expected behaviors and influence the likelihood that people
will demonstrate those behaviors’ (Galbraith et al. 2002). The following
four components were deemed essential for a successful reward system:
performance metrics, desired values and behaviors, monetary and non-
monetary rewards. The final point on the star model comprises people
practices that include human resources systems and policies within an
organization. As typical elements, selection and staffing, performance feed-
back mechanisms, training, and career development are included.

In this paper, we investigate three aspects of organization design that
also occurred frequently in other evolved frameworks: strategy, structure
and process. Although organizational design is often primarily thought
of as being relevant for the customer interface, a company is also
challenged to build organizational design on the procurement and
supply side (Trent 2004). Given the focus on IT SRM in this article,
we discuss these three components from an IT organization’s perspec-
tive. Therefore, we focused on several constructs, for example, degree of
outsourcing, required to assess appropriately the respective organiza-
tional components in the context of IT SRM (see Fig. 6.1).

Strategy

A company’s IS/IT sourcing strategy is ideally derived from corporate
strategy (Lasch and Janker 2005) and basically covers decisions on what
to outsource and what to insource. Furthermore, a sourcing strategy may
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determine preferred suppliers and guidelines on how they should be
contracted (Feeny and Willcocks 1998). Therefore, ideally, a company’s
IT SRM activities, for example, supplier selection and contract negotia-
tion, are in accordance with the overall sourcing strategy. Two crucial
determinants of a firm’s sourcing strategy are the aspired degree of
outsourcing and the number of external sources or suppliers involved
in the provision of IT services and products, often also discussed as
single vs multi-sourcing.

The degree of outsourcing has been an element of various empirical
studies (e.g., Lacity and Willcocks 1998; Lee et al. 2004) and is often
measured as the proportion of outsourced services of a company’s IT
budget (Lacity and Willcocks 1998). Researchers have introduced sev-
eral theories to explain outsourcing and decision making, for example,
resource-based theory, transaction cost theory or agency theory (e.g.,
Dibbern et al. 2004).

From a transaction cost economics view (Coase 1937; Williamson
1981, 1985), a sourcing or ‘make vs buy’ decision can be seen as a
‘tradeoff between production costs and coordination or transaction
costs’ (Malone et al. 1987: 485). This idea is based on two funda-
mental observations. First, competition and economies of scale typi-
cally lead to lower production costs in markets (‘buy’) than in
hierarchies (‘make’). Contrarily, transaction costs are, in general,
higher in markets than in hierarchical arrangements (Williamson
1981, 1985; referring to Coase 1937). Transaction costs encompass
a variety of costs, such as costs for searching for an adequate
supplier, negotiating a contract and controlling and monitoring a
supplier’s performance. Precisely, these costs limit the number of
suppliers that can be managed by a customer; in other words, it may
be assumed that when adding a supplier to an organization’s supplier
base, the sum of transaction costs increases (Bakos and Brynjolfsson
1993: 39). However, transaction cost theory is only one perspective
that has been adopted to study ‘the optimal number of suppliers.’
When reviewing literature, many statements can be found that
address differing strategic benefits by either decreasing or even
increasing the number of suppliers. Table 6.1 lists a short selection
that was adopted from a literature review of Levina and Su (2008).
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A related research area worth mentioning is the development of
theoretical models at the beginning of the 1990s that investigated
the impact of an increased use of information technology on the
extent of a supplier base. Early research predicted that the use of IT
may reduce client’s coordination costs with suppliers (Malone et al.
1987), their search costs (Bakos 1991) and costs for supplier perfor-
mance monitoring (Clemons et al. 1993: 14). In consequence, an
extensive use of IT would tend to increase the optimal number of IT
suppliers (Bakos and Brynjolfsson 1993: 39). However, it was hard
to find empirical evidence for these early assumptions. Driven nota-
bly by studies of the automobile industry that reported a move to
fewer suppliers (e.g., Cusumano and Takeishi 1991), further theore-
tical considerations were made. Bakos and Brynjolfsson (1993)
showed that when suppliers’ commitment is needed, such as certain
investments in innovation or quality, it can be optimal to rely on a
small number of suppliers in order to increase their incentives to

Table 6.1 Selected literature of supplier base strategies (adapted from Levina
and Su 2008)

Author (year) Recommendation and implications

Rottman and Lacity
(2006)

Firms should employ a relatively small number of sup-
pliers (but at least two) to reduce strategic and
operational risk and increase competition.

Cousins (1999) Focusing on fewer suppliers helps build high-depen-
dency relationships, shares technological advan-
tages, and allows time to build relationships, which
improves resource utilization and reduces costs.
Focusing on a few suppliers risks missing critical
changes in supplier markets, reduces flexibility, and
increases dependency.

Lacity and Willcocks
(1998)

Employing multiple providers and fostering competi-
tion among them can help firms maximize flexibility
and control.

Richardson and
Roumasset (1995)

Single sourcing supplier policy creates lock-in and
increases costs due to the lack of supplier
competition.

Bakos and
Brynjolfsson (1993)

Firms should limit the number of employed suppliers
to induce suppliers’ investments in ‘noncontractibles’
such as quality, responsiveness, and innovation.

6 Organizational Design of IT Supplier Relationship . . . 159



make such noncontractible relationship-specific investments.
Clemons et al. (1993) argue that an increased use of IT will lead
to a higher degree of outsourcing. They argue that IT decreases not
only coordination costs, but additionally the risks associated with an
outsourcing endeavor. On the basis of these considerations, they
advanced their ‘move to the middle’ hypothesis: In light of the
favorable effects of information technology, firms will increase their
outsourcing degree but will rely on fewer suppliers, taking advantage
of long-term relationships that allow for steeper learning curves and
economies of scale.

The discussion shows that strategies are generally not static and are
subject to alter over time due to changes in markets, external environ-
ment factors or dissatisfaction with current performance (Markides
1999; Johnson and Leenders 2001). However, dynamic studies of
changes in IT sourcing strategies are scarce. One exception is the study
of Aral et al. (2010), which examined companies’ IT sourcing decisions
over a 5-year period, revealing that companies globally prefer to rely on
long-term relationships with known IT suppliers. In this study, sourcing
strategy was also assessed dynamically to better understand the ‘corner-
stone’ of the remaining organizational dimensions, structure and
processes.

Structure

As the famous statement ‘structure follows strategy’ (Chandler 1962)
stipulates, ideally, the organizational structure of IT SRM should be
in line with the IS/IT sourcing strategy. In general, five common ways
of structuring an organization exist, namely, grouping by function,
by geography, by product, by customer/markets, or by workflow
processes (Galbraith et al. 2002). While doing so, it has to be
determined where decision-making authority and power is located
(Galbraith et al. 2002). This task refers to the classic issue of cen-
tralization vs decentralization (Pugh et al. 1968; Monczka et al.
2010). Organizations position themselves on a continuum with com-
plete centralization at one end and complete decentralization on
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the other, choosing thereby a specific degree of centralization. With
our study’s focus on IT SRM, a centralized unit that has the authority
for the majority of SRM activities can be envisioned on one extreme.
Similarly, we might encounter more decentralized organizations
where the majority of SRM responsibilities have been assigned
to divisional sub-units within the IT or purchasing departments.
There may be organizations that do not lie at these extremes, but
rather rely on a combination of a centralized and decentralized
approach, called hybrid (Monczka et al. 2010). Given that IT SRM
is a boundary-spanning activity in the sense that interaction with
suppliers from the company’s external environment is needed, it
appears to additionally be a challenging task to determine which
activities should be centrally led and which should be assigned to
operating units. The challenge arises because each fundamental struc-
ture, centralized or decentralized, has advantages and disadvantages.
For example, centralized structures can often more easily obtain cost
savings, efficiencies, and decisions with increased clout, while decen-
tralized structures are known for an increased speed of response,
easier coordination, and a better opportunity of reacting to unique
requirements.

In the context of IT SRM, the approach of a centralized or hybrid
structure is related to the organizational concept of a ‘Vendor
Management Office’ (VMO), a term primarily discussed in publica-
tions for IT professionals, such as CIO Magazine or Computerworld.
According to Guth (2007), the first VMOs appeared in 2000 and
were first adopted by IT departments of large companies, like Cisco
Systems. According to a study by Forrester Research, centralized
SRM models have been widely implemented in companies, either
in the IT or purchasing department (Connaughton 2011). However,
profound literature about VMOs is lacking. Functions that a VMO
should ideally fulfill, their potential added value and organizational
structure have to the best of our knowledge not yet been addressed
by academic studies.

One might now be reminded of a related organizational entity
seen in many companies, the Project Management Office (PMO).
The Project Management Institute (2008) defines a PMO as ‘an
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organizational body or entity assigned various responsibilities related
to the centralized and coordinated management of those projects
under its domain. The responsibilities of the PMO can range from
providing project management support functions to actually being
responsible for the direct management of a project.’ The definition is
broad and empirical cases show that in practice structure, function
and roles of a PMO vary to a high degree (Arttoa et al. 2011),
similar to what one might expect in the case of a centralized unit
(CU) for IT SRM.

However, organizations need not solely rely on resources within
an organization to carry out their SRM (pure in-house model).
Theoretically, companies have various ‘sourcing alternatives’ for IT
SRM (mode of SRM sourcing). As in initial IS/IT outsourcing of,
for example, IS development or operations, it might also be con-
ceivable here to outsource the subsequent management of IT sup-
pliers completely (or more likely to a certain degree) to a specialized
third party. In case of an outsourced IT SRM, four different struc-
tural types can be differentiated. First, SRM may be assigned to
either (I) an internal provider, for example, a subsidiary company, or
(II) to a provider external to the company. Second, we can distin-
guish whether (a) the focal company has still direct contractual
relationships with its suppliers or (b) whether the provider acts
primarily as a prime contractor for the focal company and has a
number of subcontractors further down the supply chain.

While the case of contracting a prime contractor (type b, internal or
external) is already a well-known outsourcing configuration in IS/IT
outsourcing literature (e.g., Cullen et al. 2005), especially the approach
of contracting a ‘specialized’ provider for the management of the com-
pany’s remaining IT suppliers opens up various opportunities for future
research (type a). One central question that arises here is: To which
degree it is advisable to outsource the management of IT suppliers to a
third party? Accordingly, this model can be combined with a retained
internal organization (centralized, decentralized or hybrid) to fit a com-
pany’s needs and strategy.

Figure 6.2 aggregates the aforementioned organizational structures for
IT SRM, varying upon degree of centralization and mode of SRM
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sourcing. The results of our multiple case study give further insights into
the shape of these models in practice.

Process

As a third dimension of organization design, the process layer of IT
SRM is now examined (see Fig. 6.1). At the beginning, we introduced
IT SRM, ranging from selecting potential IT suppliers through devel-
oping and monitoring supplier relationships to terminating an under-
lying outsourcing contract. This section takes up this idea and outlines
nine core activities that were deemed to be central to IT SRM.

Affiliated group
Focal companyDegree of centralization

Centralized

Hybrid
(centralized–
decentralized)
SRM

Decentralized
SRM

Mode of SRM sourcing Pure in-house SRM Hybrid

Supplier base

I. Internal
   supplier

II. External
    supplier

SRM outsourcing

Alternate ways
of IT SRM

Either with (a) focal company as direct
contractor or (b) supplier as prime
contractor

or

SRM

Fig. 6.2 Organizational structure models of IT supplier relationship
management
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This selection of core activities is based on a generic supplier manage-
ment process proposed by Lasch and Janker (2005). Herein, the concept
encompasses the identification, limitation, analysis, and rating of poten-
tial suppliers, as well as the ongoing management and controlling of
client-supplier relationships. Thus, this understanding encompasses a
broad range of tasks, beginning with the identification of potential
suppliers subsequent to an outsourcing decision. SRM is embedded in
an overall sourcing process that further includes a strategy phase, where a
sourcing strategy is derived from corporate strategy (Lasch and Janker
2005), the feasibility of outsourcing is evaluated, and the outsourcing
endeavor is finally planned (Brown and Wilson 2005: 25).

In a first step, market research often needs to be conducted in order to
identify potential suppliers that might provide the required product or
service. However, in an overall selection process it is often not possible to
analyze and evaluate all potential suppliers identified in this step.
Therefore, clients seek further information from suppliers, for example,
by requesting a self-assessment questionnaire or ‘request for information’
(Koppelmann 1998: 81; Lasch and Janker 2005: 411). The result is a
short list of prequalified suppliers that is used for the subsequent analysis
and rating steps. We abstract these steps in the first phase and summarize
them under the first core activity ‘identifying and preselecting suitable
IT suppliers.’ In supplier analysis, results from market research and self-
information, and if necessary from additional audits, are collected and
processed to the following rating or evaluation step (‘analyzing and
evaluating the performance of potential IT suppliers’). Evaluation
should be conducted systematically and be based on key factors relevant
to supplier choice. Many methods for evaluating and supporting deci-
sion making are discussed in literature (e.g., Lasch and Janker 2005:
411). A typical tool is the supplier scorecard that lists the selection
criteria, assigns weightings and is filled out with quantitative and/or
qualitative data gained from supplier analysis (Monczka et al. 2010:
175). The evaluation process is normally followed by a contract negotia-
tion phase (‘conducting contract negotiations’) with one or more short-
listed suppliers, where the design of a contract itself is seen as a very
critical issue (Van Weele 2009: 171). The future outsourcing parties
need to agree upon, for example, the type and scope of contract, terms of
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agreement, and pricing and fee structure (Van Weele 2009: 172). With
the final supplier selection and the signing of an outsourcing contract
(‘selecting IT supplier for service provision’), the pre-contractual and
contractual phase are completed.

Once a contract has been signed and the supplier has started contract
fulfillment, monitoring and controlling of supplier performance need to
be carried out (‘monitoring and controlling contractually agreed IT
services’). In order to encourage suppliers to improve their service,
companies can take corrective measures such as incentives or sanctions
(‘taking measures (incentives, sanctions) to manage external service
provision’) (Sparrow 2003: 109; Lasch and Janker 2005). In SCM
literature, additional concepts, for example, supplier advancement, sup-
plier development or supplier integration, are often discussed (Monczka
2000: 47 f.; Lasch and Janker 2005). We did not go into depth on this
point. However, we see opportunities for future studies to explore, for
example, relevance and shape of these concepts in the IS/IT outsourcing
context. The next step covers ‘maintaining IT supplier relationships’ in
terms of relationship building and care.

So far, we have derived seven core activities of IT SRM from SCM
literature. In a second step, we compared our activities with the ‘supplier
management process’ introduced in ITIL (IT Infrastructure Library), a
recognized framework of best practices for IT Service Management
worldwide (Office of Government Commerce 2010: 3). Inherently,
the process steps explained therein were already ‘IT-related.’ However,
the described ITIL process is quite similar to our process, derived from
‘generic’ SCM literature and encompassing four core activities ranging
from evaluation of new suppliers/contracts up to contract renewal and
termination (Office of Government Commerce 2007: 151). Since it
seemed reasonable to include the step ‘contract renewal or termination’
as well, we extended our process with ‘renewing/terminating active
contracts.’ Furthermore, ITIL recommends the establishment of a sup-
plier/contract database to increase consistency and effectiveness in the
implementation of overall supplier strategy and policies. Therefore, we
included a more ‘administrative,’ ongoing task with ‘maintaining an IT
supplier and/or contract database.’ Based on literature, we finally derived
nine major activities of IT SRM (see Fig. 6.3).
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The process described is by its nature ‘cross-functional’ and involves
several people with different competencies and skills, who are typically
active in different organizational entities throughout an organization.
On a department level, the following five entities are conceivable as
relevant stakeholders in IT SRM within large-scale client firms
(Heckman 1999: 61; Office of Government Commerce 2007: 150):
(1) A business department demanding a specific IT product or service,
(2) the IT department fulfilling the IT needs of their internal customers
(typically with the support of IT suppliers), and (3) the purchasing
department with its traditional tasks, like the identification of potential
sources of supply, bid and contract preparation, negotiations, and sup-
plier performance evaluation. (4) Legal departments might also be
involved in the SRM process, since they typically handle a company’s
legal issues and act as advisers, for example, in drafting contracts with
suppliers. And finally, (5) the financial department in charge of organiz-
ing financial and accounting information necessary to make sound
business decisions.

In order to achieve the involvement of these usually separated
departments, at least two ways exist to bridge boundaries established
by an organization’s structure, here referred to as mechanisms for
collaboration (Galbraith et al. 2002). First, a company can formalize
its processes, that is, documenting activities and clearly defining and

IT supplier relationship management

1. Identifying
and 
preselecting
suitable IT
suppliers

2. Analyzing &
evaluating the
performance of
potential IT
suppliers

3. Conducting
contract
negotiations

4. Selecting IT
supplier for
service
provision

6. Taking
measures to
manage
external
service
provision

7. Maintaining
IT supplier
relationships

Ongoing activities

8. Renewing/
terminating
active
contracts

Time

9. Maintaining an IT supplier and/or contract database

Underlying
sourcing
strategy

5. Monitoring &
controlling
contractually
agreed IT
services

Fig. 6.3 Core activities of IT supplier relationship management process
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articulating roles and responsibilities. In addition to process forma-
lization, lateral connections can be used to bridge barriers. Informal
networks, as well as cross-business teams, can help to foster work
collaboration. Especially when selecting an appropriate supplier, a
temporary, cross-functional purchasing team may be assembled to
combine skills of different stakeholders (Johnson et al. 2001: 127;
Sparrow 2003: 70–71).

Research Approach

Research Design

Relating to our main research question ‘how’ IT SRM is organized
with regard to strategy, structure and process, the case study
approach was deemed particularly appropriate (Yin 2003: 13).
Despite traditional criticism, for example its lack of generalizability,
the case study method has seen extensive application in the IS field
(Dubé and Paré 2003; Gonzales et al. 2006). Since IT SRM has not
yet been studied from an organizational research perspective, the case
study approach was deemed especially appropriate because it allows
researchers to thoroughly study the phenomenon of interest from
different sources of evidence.

Given that multiple cases usually yield more general results, a
multiple-case design was chosen (Yin 2003). Relying on multiple
individual cases ensures that ‘the events and processes in one well-
described setting are not wholly idiosyncratic. At a deeper level, the
aim of multiple case study is to see processes and outcomes across
many cases, to understand how they are qualified by local condi-
tions, and thus to develop more sophisticated descriptions and more
powerful explanations’ (Miles and Huberman 1994: 172). According
to this rationale, five cases were selected for this study, which allow
us to deepen our understanding of organizational design in relation
to IT SRM. The investigation of five cases complies with the
evaluation of Eisenhardt (1989), who considers a number between
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4 and 10 cases appropriate for most purposes. Furthermore, by the
end of the fifth case, little new knowledge about the research object
was acquired and we deemed the number sufficient with regard to
‘theoretical saturation’ (Eisenhardt 1989).

This utilization of case study research methodology follows a
widely recognized positivist research approach, which assumes that
the researcher plays a passive, neutral role and does not intervene in
the phenomenon under study (Dubé and Paré 2003). According to
Yin (2003), case studies can further be of exploratory, explanatory
and descriptive nature. The objective of this case study approach is
to compare each individual case with the a priori developed orga-
nizational design framework. Although the theoretical background
of the framework has been discussed, it is not the primary aim of
this case study to establish or to test causal relationships. Thus, our
case study approach is best described as a descriptive one. Within
our five cases, IT organizations of large-scale client companies form
the units of analysis. The sample of enterprises covers different
industry sectors, such as automotive, finance, transport, travel,
and logistics. Apart from this sectoral variation, we tried to raise
homogeneity in our selection and focused on companies with head-
quarters in Germany. Furthermore, our selection was driven by
criteria that point to similar challenges with regard to IT sourcing
and SRM. In addition to a comparable size and complexity (the
cases had IT budgets in the region of three-digit million euro in
2010), all investigated IT organizations have outsourced activities
such as the development and/or operation of their information
systems to a substantial part to IT suppliers, leading to a degree
of outsourcing ranging from 60 to 80%. To justify this limitation
in our selection, it can be argued that the proportion of in-house
production is inherently interrelated with the number and types of
contracted IT suppliers, as well as the role that IT SRM might play
in the respective organization. With this in mind, the selection of
cases follows theoretical and literal replication (Yin 2003: 47).
Basically, we ensured that the basic conditions just explained were
similar in each case (literal replication). Apart from that, cases were
selected to predict contrasting results due to differing case
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conditions, for example, whether or not a large in-house provider
was in place (theoretical replication).

Data Collection

The whole study was conducted in a time period of three months,
starting in January 2011. For data collection, we relied on multiple
sources, because data triangulation is highly recommended in case
study research (Eisenhardt 1989: 534; Yin 2003: 97–101). Altogether,
a questionnaire, five in-depth interviews and company documentation
were used to raise confidence in our findings (Yin 2003: 86). Qualitative
data were interlinked with quantitative data to elaborate our analysis
later on (Miles and Huberman 1994: 40–43).

The questionnaire consisted of seven pages, comprising qualitative
and quantitative questions. The structure was related to our research
questions and divided into four sections. In the first section (two
pages), we queried general information about size, core activities, and
organizational structure of the IT organizations under study. The
second section (one page) contained questions about the past and
current developments in IS/IT sourcing strategy. The process activ-
ities of IT SRM and the involvement of different stakeholders was
the subject of the next section (two pages). The last section covered
questions with regard to the organizational structure of SRM (two
pages). A pretest of the questionnaire with three respondents was
initially conducted, discussing reactions to the form, wording, and
order of the questions.

The key-informant method was then used to obtain knowledge on
organizational design in our case study companies (e.g., Campbell 1955;
Bagozzi et al. 1991). The key informants were staff members of the
respective IT organization, relatively high in hierarchy (most of them
with direct reporting to the CIO) or entrusted by their CIO to conduct
the study with us. The experts had several years of experience in the
company/within the IT organization and were suitable contact persons
for our study subject. In a first step of data collection, the key informants
were asked to send us a completed version of the questionnaire. An early
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analysis of responses proved that using a standardized questionnaire was
fruitful in revealing first similarities and irregularities between the five
cases. In a subsequent step of data collection, the contact persons were
available for semi-structured face-to-face interviews. Here, we used the
completed questionnaire as a guideline for more detailed questions. In
one case, due to time and availability constraints, the questionnaire had
to be filled out during the in-depth interview. In almost all cases, we
were able to collect additional information material encompassing, for
example, organizational charts and process descriptions. In this way,
potential errors and biases resulting from our key informants’ judgments
were reduced.

During data collection, a case study protocol and database supported
our research and helped to raise the reliability of our study (Yin 2003).
The protocol was established prior to data collection and recorded the
objectives of our study, procedures, as well as the questionnaire design.
Therefore, it was easier to ensure that data collection followed the same
guidelines in each case. Our case study database kept all relevant data in
one place. It contained raw material, including completed question-
naires, interview transcripts and company documentation, as well as
data displays and analysis results.

Data Analysis

After transcription of the audio-taped interviews, the data gained
from the three collection techniques were interlinked and analyzed.
In a first step, each case was analyzed separately along our conceptual
framework. Data from the three sources were brought together and
checked for consistency. Case analysis meetings with two research
assistants, priorly involved in data collection, were frequently held,
discussing the data and interpretations to create a common under-
standing of the respective cases (Miles and Huberman 1994).
Various data displays (Miles and Huberman 1994) of the qualitative
and quantitative data were created and assigned to the conceptual
organizational design framework, also allowing for the identification
of patterns from cross-case analysis.
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During the different phases of research, we attempted to increase
validity in several ways, as recommended by Yin (2003) among others.
As already mentioned, we relied on multiple information sources during
data collection to enhance construct validity. For the same purpose, we
sent a result report in anonymized form to all companies participating in
the study and discussed it specially with experts from one case company
in depth. To enhance external validity, we used replication logic in our
multiple-case design. Furthermore, our underlying framework was built
upon existing literature and theories, raising both the conceptual level
and comprehensibility of our work (Eisenhardt 1989: 544 f.) (Appendix
table A1).

Empirical Findings

In the following, the findings that emerged during case study analysis are
presented along the conceptual framework of organizational design. Thus,
the findings on our research question, how IT SRM is organized across the
five cases, as well as the observable reasons that lead to a specific organiza-
tional design, are discussed in the following three sections.

Strategy

To assess strategy as the first component of organizational design of IT
SRM, the study examines the degree of outsourcing and the number of
contracted IT suppliers as two major determinants of an IT department’s
strategy that have naturally a high impact on the shape of IT SRM.

Degree of Outsourcing

The current degree of outsourcing was measured as the proportion of IT
budget in 2010 spent on outsourcing (see Table 6.2). In three of the five
companies, the degree was measured exactly with the reported numbers
of total IT budget and purchasing volume. For the remaining two
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companies (cases D and E), the degree of outsourcing in relation to the
IT budget was estimated by our key informants or calculated by them-
selves. The current degree of outsourcing was relatively high in all five
companies, ranging from 60 to 80%. As described earlier, a high out-
sourcing degree was a selection criterion in our study, since it seems
reasonable that companies with a high outsourcing degree are particu-
larly challenged to set up an efficient SRM.

Since strategies, and hence the degree of outsourcing, are subject to
change, an attempt was made to capture a dynamic view of the under-
lying sourcing strategy. While analyzing the responses towards past and
future trends in the degree of outsourcing, it was striking that except
for company E, no one reported an increased outsourcing within the
last five years. During interviews, however, we gained the impression
that the general degree of IT outsourcing has already been on a high
level for more than five years in all five companies. A further significant
increase of outsourcing was not expected in the next years. Companies
B, C, and E in particular started to reduce their in-house activities
approximately 10 years ago, shifting the provision of IT services and
products towards external sources. Case A reported that the degree of
in-house activities was increased during the financial crisis in the last
years. However, now, they again pursue an opposite strategy and are
increasing outsourcing. Furthermore, company D reported that its in-
house IT supplier would increase outsourcing with regard to coding
and testing activities.

Number of Suppliers

To assess the current status of companies’ IT supplier bases, the number
of active IT suppliers (based on purchase orders in 2010) was queried.
Four of five companies have implemented a ‘multi-sourcing’ model and
purchased from a multitude of IT suppliers, ranging from 60 up to
‘several hundred’ in 2010. Case A had difficulties in indicating the exact
number of its suppliers. Whereas the number of external IT suppliers
operating their information systems was well known with 7, the number
of IT suppliers supporting IS development was not exactly determinable.
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The total number here was estimated to reach several hundred IT
suppliers, whereby the key informant adopted a group perspective.
Case B was able to exactly indicate the number of IT suppliers in their
division, mainly because the number was ‘manually’ determined by the
company with great effort prior to this study. The number includes one
in-house provider that accounts for a substantial part of total IT spend-
ing. Case C reported that they contracted about five large outsourcing
partners and about 35 medium-sized businesses. A large number of
smaller IT suppliers are purchased through a general contractor, result-
ing in a total of 60 suppliers. Compared with the other cases, case D was
particular. A subsidiary company receives 90–95% of the total IT
spending yearly, that is, a ‘single sourcing’ model was basically adopted
here. Finally, our key informant of case E indicated that they basically
relied on 5-10 large IT suppliers on a group level. Although the infor-
mant was not able to indicate the exact total, the number of smaller IT
suppliers was estimated to range between 50 and 100.

Three of our five companies surveyed indicated that they had
decreased their number of IT suppliers noticeably in the last five years.
Among these was company A that significantly reduced the number of
suppliers contracted for operating their information systems: the num-
ber decreased here from 270 to 7 in 2008. In the domain of information
systems development, a comparable reduction was not yet achieved.
Owing to an increased ‘level of complexity’ resulting basically from the
process-oriented structuring of the IT organization, a significant
decrease is therefore considered more difficult. However, first
approaches were made: One large IT supplier was contracted to act
like a prime contractor. This prime contractor then contracted further
suppliers that had previously had direct contractual relationships with
company A. Thus, the number of ‘direct suppliers’ was decreased in this
case by a form of ‘subcontracting’ from company’s A perspective. Similar
changes were reported in case C. The logistics company reduced their
numbers from 250 in 2003 to 60 in 2010. Again, a substantial part of
this reduction was achieved by ‘subcontracting,’ also known as ‘tiering’
in SCM literature: the ‘tiering approach reduces the number of suppliers
that the organization deals with directly, but does not necessarily reduce
the total number of suppliers in the supply chain’ (Ogden and Carter
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2008: 9). The third company (case E), which has streamlined its supplier
base, explained its strategy as follows:

We have strategically concentrated our purchasing to a few suppliers. In
the bidding procedure we have guidelines of preferred suppliers. When
you have niche products or projects then we might involve smaller
suppliers. But we have followed the overall strategy to a few larger
suppliers within the last years. (case E)

With regard to future changes in the supplier bases, several forward-
looking statements were gained. Whereas case A expects a further
decline in their supplier base in the next years, C’s supplier base is
expected to remain rather stable. Our key informant in company E
was more unsure on how to predict an outcome for his company
and commented cautiously that the future number would depend on
changes in markets and project volumes. However, for the coming
years he expects that the desired trend towards a few strategic
partners would continue. Although the companies B and D have
not significantly reduced their supplier bases in the last years, case
B at least expects a move to fewer outsourcing relationships in the
upcoming years. Company D sees no imminent shift in strategy and
expects to continue contracting almost exclusively through its sub-
sidiary company.

Taken all together, we observed that many companies still deal with
a large number of IT suppliers. However, when trying to interpret
these numbers we have to keep in mind that our cases were based on
large-scale companies, where IT needs cannot be compared with mid-
or small-sized companies. Whether the large number of suppliers was
a strategic decision or whether the supplier bases had grown uncon-
trolled was not subject to our study. Nevertheless, we found evidence
that some IT organizations have realized a substantial reduction of
their supplier bases (cases A, C, and E) or have planned to do so in the
next years (case B). In addition, as described earlier, all companies had
a high degree of outsourcing at the time of the survey. Although we
have not explored the favoring role of increased use of IT, we might
notice that some companies have started a ‘move to the middle’

176 J. Kaiser and P. Buxmann



approach (increase of outsourcing but to fewer suppliers) expected by
Clemons et al. (1993). However, the two parts of the approach –
increased outsourcing and reduction of supplier numbers – do not
seem to occur in parallel. The findings suggest that strategic decisions
that can be dated back to more than five years ago lead to today’s high
outsourcing degree in the investigated companies, and have seemingly
reached a ‘steady state’ now. In contrast, significant reductions in the
IT supplier bases appear to have taken place in the last five years and/
or to be taking place in the next few years. From a cost perspective, it
might be argued that in the past few years the case study companies
have turned their attention towards potential cost savings that reside
in supplier base reductions, instead of relying solely on ‘optimal’
outsourcing decisions.

Structure

With regard to the second organizational design element, structure, the
case study companies have implemented various models for the manage-
ment of their IT suppliers. In the following, the findings on degree of
centralization and implemented mode of SRM sourcing are presented.

Degree of Centralization

The majority of the five companies surveyed have implemented a
centralized unit for SRM, pursuing a hybrid approach (cases A, C, E).
Case B still has a ‘decentralized’ structure in place, but is also considering
implementing a central unit within the next years. The internal structure
of case D to carry out the management of its large in-house provider also
follows rather a ‘decentralized’ approach. The three companies that have
implemented a centralized SRM point to a high heterogeneity regarding
organizational position, structure and the responsibilities of a centralized
unit (see Fig. 6.4). The central units were established in a time period
from 2000 to 2009 and encompass at least 10 people today.

Beginning with case C, the company decided to even implement two
separated units for SRM, one dealing with ‘build’-suppliers, that is,
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suppliers contracted for IS development, and one addressing ‘run’-
suppliers, responsible for IS operations. The separation was explained
as follows:

We separated the tasks into two units. One is dealing with a large number of
development suppliers and one is dealing with a small number of IS operations
suppliers. [ . . . ] Furthermore, we have different levels of service depths in each
unit. In the first unit, staff members of the purchasing department and
business departments are more involved than in the second unit. (case C)

The organizational unit that manages suppliers for IS development has a
specific ‘controlling function’ and therefore involves stakeholders central
to the SRM process:

They [staff members of the unit] ensure that the purchasing department
concludes an appropriate contract. Besides, they involve the business
departments’ ideas and call the legal department in legal matters. (case C)

Case A:
Automotive

2009Established in
(year)

Characteristics

Reporting line

Number of
employees
(FTE)

CIO CIO

CIO CIO

“operative
CU”

“strategic
CU”

COO (IT)

COO (group-
level)

Infrastructure
Operations

CU
“run”-

suppliers

IT Service
Management

IT Service
Control

CU “run”-
suppliers

CU “build”-
suppliers

Organizational
Structure

One central unit dedicated for licence
management, supplier performance
management (focus: “run”-suppliers)

Head of IT infrastructure CIO/VP IT Service Control

Separated management of
“build” and  “run”-suppliers

1 “strategic” CU/
several operative CUs

11 2/8 app. 10/15

COO (IT)/CIO

2002/2006 2000

Case C:
Logistic

Case E:
Finance

Fig. 6.4 Characteristics of central units in hybrid supplier relationship man-
agement models
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The second organizational entity focuses on the management of
contracts/licenses in the domain of IS operating and is orientated
towards ITIL’s service agenda for ‘supplier management.’

Company A established a centralized unit within its IT department
two years ago and takes a similar approach to that followed by company
C. Again, a unit, reporting to the head of IT infrastructure, was estab-
lished to fulfill the management of suppliers providing IT operations.
Alongside carrying out license and contract management, the unit is
responsible for monitoring supplier performance. However, a similar
unit for the management of suppliers for IT development has not been
established yet.

Company E established one unit with a direct line reporting relation-
ship to the Chief Organizational Officer of IT and assigned ‘strategic
tasks,’ for example, development of sourcing strategy and maintaining
relationships to strategic outsourcing partners. In addition, a central unit
was established within each of several CIO divisions, carrying out more
‘operative’ tasks, for example, monitoring suppliers’ performances and
conducting contract negotiations.

Across all three cases, perceived benefits that resulted from the imple-
mentation of one or more central units for IT SRM were reported to be
the following:

• Facilitating the development and enforceability of guidelines and
standards for IT sourcing/SRM, for example, procedure models or
security guidelines, and their check of compliance;

• Raising transparency of a company’s contractual relations with one
supplier across different divisional units;

• Helping leveraging synergy potentials and cost savings by bundling
activities and optimal utilization of resources.

Mode of SRM Sourcing

With regard to our second structure variable, mode of SRM sourcing,
our case companies relied on different alternatives previously discussed
theoretically. As described earlier, we found that during supplier base
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reduction, a ‘tiering’ approach was often chosen (cases A and C): multiple
contractual relationships to smaller IT suppliers were terminated and
they were now serving as subcontractors to one general company con-
tractor. From a SRM perspective, we might expect that a substantial
part, if not all, of the management of these ‘second tier’ suppliers was
assigned to the prime contractor in this way (type IIb – external
provider, focal company has no direct contractual relationships with
suppliers). Subsidiary companies, internal to the group, are in place in
cases B, C, and D (type Ib – internal provider, focal company has no
direct contractual relationships with suppliers). In the latter case, the in-
house provider is considered to be primarily responsible for IT SRM for
the group. Except for the management of this in-house provider and a
small number of direct commissioned external suppliers, the IT organi-
zation is significantly relieved from the management of IT suppliers.

To a lesser extent, cases B and C have an in-house provider in place,
whereby the directly commissioned suppliers are still managed in-house.
Case E follows a pure in-house model, in which the SRM of external IT
suppliers is predominantly fulfilled by client staff.

The theoretical consideration that companies may still have contracts in
place with various IT suppliers (types Ia and IIa), but have delegated their
management to an internal or external party, was not predominantly
observed in our case companies. However, this scenario is not unrealistic.
To increase professionalism or realize cost savings, companies might choose
to contract a specialized third partner for supplier selection or performance
monitoring. We see at least specialized suppliers in the market, offering a
broad range of SRM activities. As mentioned above, further research is
specifically needed here to understand the shape, benefits, and limitations
of this model from a theoretical and empirical point of view.

Process

The whole process of IT SRM described above was expected to be cross-
functional and involve resources, skills, and competencies that are
located most likely in different organizational entities, such as the
purchasing or IT department.
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Degree of Involvement

A dedicated section in our questionnaire tried to capture the relevance of
the derived nine core activities, as well as the involvement of the five
stakeholder departments within the organization. To achieve this, the
case study respondents were asked to rate the intensity of stakeholder
involvement throughout the process. The five departments included
were IT, purchasing, legal and financial departments, as well as the
respective business departments representing internal customers. For
each activity and stakeholder department, a four-point intensity scale,
ranging from ‘not at all’ to ‘very intensive,’ was provided to indicate the
degree of involvement. Table 6.2 shows the average involvement of the
five departments in IT SRM across the five cases. Here, we coded the
response options with integers, ranging from 0 (‘not at all’) to 3 (‘very
intensive’) and calculated the arithmetic mean across all nine activities.

Beginning with case D, due to its ‘unique conditions’ in our case
selection, the involvement of the purchasing department (2.7) was in
average rated here much higher than the involvement of the retained
internal IT department (1.1). An essential reason is that the internal
IT department of case D has transferred a substantial part of SRM to
its in-house provider. In other words, the in-house provider is
basically in charge of selecting and contracting new suppliers, as
well as managing the ongoing contractual relationship.
Nevertheless, the in-house provider’s activities are controlled by the
remaining IT organization of the group. The interplay between D
and its subsidiary company was exemplarily explained regarding
strategy development as follows:

Our in-house provider is in charge of further developing our IT sourcing
strategy. Of course, it needs to be accepted by our CIO, but the provider is
the driving force here. (case D)

Apart from a variance in the absolute degree of involvement, the results
in the remaining four cases, which fulfill still significantly SRM activities
in-house, show a similar distribution: the IT department (arithmetic
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mean 2.3) and purchasing department (arithmetic mean 1.6) are the
departments being most involved in the management of a company’s IT
suppliers. A predominant role in IT SRM was often attributed to the IT
department. Legal and business departments play a supporting role. In
particular, financial departments seem to play a minor role in IT SRM.

Looking more closely at the average involvement in the nine core
activities of IT SRM within these four cases, the findings suggest the
following (see Table 6.3):

• The role of an IT department is predominant regarding the following
tasks: identification and pre-selection of suitable IT suppliers, mon-
itoring and controlling suppliers’ performance, as well as taking
measures to improve service provision.

• The steps of analyzing and evaluating the performance of potential IT
suppliers, conducting contract negotiations, as well as the final selection of
an IT supplier are jointly fulfilled by an IT and purchasing department.

However, these results must be interpreted carefully. The rating was solely
done from an IT organization’s perspective, that is to say: for example, a
purchasing manager might have rated the involvement of his department
differently (see limitations of our study).

Mechanisms for Collaboration

The star model of Galbraith et al. (2002) suggests that organizations
need to find ways to bridge structural boundaries that might espe-
cially exist between IT and purchasing departments in this context.
The IT organization of case B shows a good example of how
formalization and the use of teams, as a more lateral connection,
facilitates the collaboration across structurally separated departments.
Similar to the remaining cases, B has developed guidelines for the
whole sourcing process, ranging from development of a sourcing
strategy through selection of suppliers to the termination of a con-
tract. A formal process description governs the sequence of steps and
the involvement of the purchasing department. In addition, it
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defines when a temporary purchasing team with representatives from,
for example, the purchasing and financial department needs to be
established. In case C, it was reported that their SRM process was
even supported technologically by a workflow management system,
facilitating an active control of the process steps across organizational
boundaries. Thus, in the five case companies, process formalization
and the use of cross-functional teams were the observed predominant
means of guaranteeing the exchange of information in the context of
IT SRM. While not focused in our study, we expect informal net-
works to be additionally in place within the companies, favoring also
cross-functional collaboration in IT SRM.

Conclusion

This paper can be classified as a research paper paying attention to an
emerging issue in IS research: the management of outsourcing relation-
ships. Organizational design decisions on the client side were selected as
the focus of this study to provide better insights into effective ways to
manage IT supplier relationships. Three core elements of organization
design, strategy, structure, and process, were examined in five IT orga-
nizations of large-scale enterprises. The findings suggest that IT SRM is
widely perceived as an important aspect in IS/IT outsourcing leading to
various changes in IT organizations’ design.

Discussion of Key Findings

As the star model of Galbraith et al. (2002) suggests, companies’ underlying
sourcing strategies that have an essential influence on IT SRM, were first
explored. Here, we focused on two aspects: outsourcing degree and number
of suppliers. In general, all companies surveyed have a relatively high out-
sourcing degree and have outsourced a substantial portion of their IS devel-
opment/operating to third parties. Except for one company, which contracts
almost exclusively to its subsidiary company, the number of IT suppliers was
from 60 up to ‘several hundred’ IT suppliers across all remaining cases large.
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However, we partially observed a sharp reduction in the supplier bases within
the last few years.While the automotive industry is the classic example where
a significant reduction of the number of suppliers has been observed
(Cusumano and Takeishi 1991; Clemons et al. 1993; Lemke et al. 2000),
similar investigations of a company’s reaction to a very large number of
contracted IT suppliers are very scarce in today’s academic research. One
exception is a recent study of Willcocks et al. (2010), which also indicated
that some client companies have started working on a reduction and con-
solidation of their supplier bases. Here we have brought the ‘move to the
middle’ hypothesis to mind, which predicted a move to more outsourcing
but with fewer suppliers (Clemons et al. 1993). A dynamic view on compa-
nies’ sourcing strategies suggests that the investigated IT organizations have
recently aimed much effort at an efficient management of their contractual
relationships instead of relying solely on ‘optimal’ sourcing decisions.

This shift of emphasis does not only affect sourcing strategies, but
leads to changes in organizational structure as well. Our conceptual
framework distinguished between different organizational models of IT
SRM, varying upon the degree of centralization and mode of SRM
sourcing. The two extremes on a continuum, ‘decentralized supplier
relationship management’ and ‘centralized supplier relationship manage-
ment,’ present ways to structure SRM intra-organizationally. The out-
sourced SRM model covers an alternative where a company decides to
outsource (a part of) its SRM to a third party. Our case studies covered
these structural models and showed examples of their practical imple-
mentation. The predominant in-house model was a hybrid (centralized-
decentralized) structure, where IT organizations have established one or
more centralized units for a part of the related activities, stressing the
importance of IT SRM. Although a great variety of design and respon-
sibilities of these centralized units appear to be in place in practice, two
ways to efficiently structure the units emerged from our case companies:
Separating either strategic and more operative tasks, or separating units,
dealing with suppliers contracted for IS development or IS operations.

The last section addressed the process layer of organization design and
studied the core activities and stakeholders involved in IT SRM.
Conceptually, we derived nine core activities from a generic process
gained from SCM literature and the best-practice framework ITIL.
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These activities basically constitute a process, ranging from identification
of potential suppliers through building relationships and performance
monitoring to the termination of contractual relations. Owing to the
process’ wide scope, several competencies and skills need to be involved.
Therefore, companies usually need to involve staff members from IT,
purchasing, and legal departments etc. throughout the process. We shed
some light on the distribution of IT SRM tasks, showing that IT and
purchasing departments play the major role (from IT perspective) here.
Formalizing SRM processes and relying on lateral connections, for
example, purchasing teams, presented two predominant ways to bridge
barriers between different organizational entities, that is, departments
central to IT SRM (Galbraith et al. 2002).

Not reported so far, our study tried additionally to provide the total
number of people (full time equivalents, FTE) involved in the described
SRM process within the IT organizations. However, our case companies
had great difficulties to provide such a number. Since we do not want
the reader to be deprived of the ‘lessons learned,’ we try to briefly
summarize the reasons, why our attempt did not prove successful.
First of all, as already mentioned, companies that followed a hybrid
approach and established central units were able to provide us the
number of people devoted to SRM centrally (10 people and more).
When trying to get the number of people also involved in SRM, but
active in more decentralized organizational entities, the key informants
could only give us relatively little information. Even the attempt to
estimate the number of people involved in SRM turned out to be
difficult, but revealed some further characteristics of today’s SRM
implementation in practice. First, there still seems to be a large extent
of people across the IT organization involved in the SRM process only
part-time and temporary, which itself shows that the extent of people
needed for SRM changes dynamically. Therefore, the need of people for
SRM does not depend only on a given contract size, but seems also to be
depending on, for example, the type of contract (fixed-price, etc.), the
subject of the contract and the activities that are retained in-house (IS
operations, development, etc.), as well as the delivered quality and
know-how level of the commissioned suppliers. Given the lack of
transparency and the partially dynamic involvement in SRM activities,
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it is likely that there is a further great potential for companies to
streamline their SRM activities to reach a more mature IT SRM.
Bundling and centralization of further SRM activities might be one
way to do this, but we expect companies thereby facing a major chal-
lenge in finding their optimal degree.

Limitations and Future Work

To advance research in the field of IT SRM, we conducted a multiple
case study into the IT organizations of five large-scale German enter-
prises, attempting to understand how IT SRM has been implemented
from an organizational design perspective. The multiple case study
pointed out the barely examined issues in research and we will now
briefly discuss promising directions for future research in the field.

Although we did not conduct a single case study but studied a total of
five cases, there is still a need for other studies to discuss, argue or
confirm our findings. One major limitation arises from the fact that
we applied the single key informant method. Despite our attempt to
compensate this limitation by relying on, for example, data triangula-
tion, future studies could extend research by adopting additionally a
purchasing or legal perspective. Second, a larger empirical basis is needed
to gain a representative picture of current shape and trends in IT SRM.
Owing to our relatively small case number, we were, for example, not
able to explore cultural or sectoral differences. Determining whether
there is a remarkable trend towards a significant reduction in IT supplier
bases, as well as studying the spread of centralized units, appears to be
worthwhile research areas. Future studies are needed to study, for
example, conditions, success factors, risks and benefits of these concepts
to support companies planning to implement them.

Further research efforts should be made to additionally consider the
remaining two organizational elements of the star model, reward systems
and people practices, along with the potential benefits companies might
reap from an alignment of these organizational design facets. At this
point, one should remember contingency theory, which suggests that
there is no universal best way of organizing, but that the optimal
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organization design is rather contingent upon various internal and
external constraints (Galbraith 1973; Donaldson 2001). In this context,
our case organizations suggest the following conclusions: Centralized
units seem to ‘fit’ especially well into organizations with a certain size
and favoring strategic conditions, such as a high outsourcing degree and/
or a large supplier base. The most straightforward reasons might be the
eventually increased ability to handle the complexity that arises out of
these aforementioned contingency factors. And secondly, given the
variety of activities necessary for IT SRM and the number of different
organizational entities needed to carry them out, they call for a clear
regulation of responsibilities, or in other words, process formalization.
To further generalize, these initial and other assumptions, additional
empirical studies are needed, elaborating on the applicability of organi-
zational contingency theory in the context of IT SRM, and its influence
on IS/IT outsourcing success.

Another field that is deemed to valuably contribute to IS outsourcing
research is a thorough investigation of the organizational model of
‘outsourced supplier relationship management,’ that is, outsourcing (a
part) of SRM activities to specialized third-party providers. Many pros
and cons can be named for both alternatives, pure in-house vs out-
sourced SRM. That is, for example, independency and control keeping
on one side and the further leverage of economies of scale and concen-
tration of business core competencies on the other. In our opinion, it
would be worthwhile to view this model through different theoretical
lenses and studying it in empirical studies, verifying its potential to
succeed in the IS/IT outsourcing market.

In the beginning, we pointed to the fact that SRM has already been
well studied in SCM literature, albeit not with a focus on IT suppliers.
Some principles known in SCM, for example, ‘supplier base reduction’
or ‘tiering’ were observed in our cases. Another interesting direction for
future study would be to evaluate whether further SRM concepts from
‘mature’ industries, such as the automobile industry, can be applied to
the IT/software industry. Furthermore, an additional look at differences
between the industries, for example the fact that spatial proximity is less
important in the software industry, could further point to particularities
in the management of IT suppliers.
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Appendix

Table A1 Framework to assess descriptive case studies (Adapted from Dubé and
Paré 2003)

Research design
Clear research questions Yes, ‘how’

Multiple-case design Yes, five cases
Nature of single-case
design

Not relevant, due to multiple-case design

Replication logic in
multiple-case design

Both theoretical and literal replication logic

Unit of analysis Companies’ IT organizations with special focus on
IT supplier relationship management

Pilot case Not conducted, since it is recommended for studies
with highly exploratory nature

Context of the case study Research was conducted both off-site (question-
naire) and on-site (face-to-face interviews). The
two data collection periods were well-described
and the period of investigation was reported
(January to March 2011). Nature of data was ret-
rospective and ongoing.

Team-based research
Different roles for multi-
ple investigators

Yes
Author 1 and two research assistants in data
collection

Author 1, 2 and two research assistants in data
analysis

Data collection

(continued )
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Table A1 (continued)

Elucidation of the data
collection process

Yes

Multiple data collection
methods

Yes, questionnaires, interviews and documents

Mix of qualitative and
quantitative data

Yes, both qualitative and quantitative data

Data triangulation Yes, for different sources
Case study protocol Yes
Case study database Yes
Data analysis
Elucidation of the data
analysis process

Yes, see section ‘Data Analysis’

Field notes Yes
Coding and reliability
check

Reliability of study findings was tried to reach in
several ways. First, evaluation of questionnaires
and interview data were checked by research
assistants to minimize errors and biases.
Furthermore, interpretations were discussed in
case analysis meetings. The use of a case study
protocol and database present herein important
prerequisites for ensuring reliability (Yin 2003).

Data displays Yes
Flexible & opportunistic
process

Yes. Since our data collection process overlapped
with an initial data analysis, process flexibility was
guaranteed. An initial analysis of the completed
questionnaire data helped to make adjustments
in the interview guide and to ask supplementary
questions.

Logical chain of evidence Yes. Our research questions lead to the conceptual
framework of organizational design. Then the
framework guided data collection and analysis
that provided finally evidence to our initial
research questions.

Searching for cross-case
patterns

Yes

Quotes (evidence) Yes
Project reviews Yes, in form of case analysis meetings
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7
HowDo IT Outsourcing Vendors Respond
to Shocks in Client Demand? A Resource

Dependence Perspective

Fang Su, Ji-Ye Mao and Sirkka L Jarvenpaa

Introduction

IT outsourcing vendors rely on client orders as they grow toward a
steadily increasing number and variety of client projects (Levina and
Ross 2003). However, there are numerous factors that can threaten
the demand certainty of clients. For example, clients might choose to
sign sequential and short-term contracts (Lacity and Willcocks 1998;
Bahli and Rivard 2003), or divide orders and create competition
among multiple vendors (Currie 1998; Rottman and Lacity 2006),
to mitigate their exposure to risks. Such practices not only have a
negative effect on long-term collaboration between a vendor and its
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client but also make it hard for the vendor to forecast future demand
and manage its resources. Moreover, in a globally competitive envir-
onment, relationships between clients and vendors become vulner-
able to sudden and unexpected environmental jolts (Grewal et al.
2007; Lavie et al. 2010), such as terrorist attacks (Nolan et al. 2004)
and financial crises (Grewal et al. 2007). Such environmental jolts
further exacerbate IT vendors’ demand uncertainty (Grewal and
Tansuhaj 2001) and can lead to a rapid decline in client orders, or
what we call demand shocks.

It is therefore important for vendors to identify effective response
strategies to reduce the inimical effect of environmental jolts (Aubert
et al. 2002). However, prior studies have primarily focused on risk sources,
risk factors, and risk mitigation from the clients’ point of view, paying far
less attention to risks faced by vendors (Aundhe and Mathew 2009).
Furthermore, whereas the extant research has explored several measures
for vendors to mitigate risks that threaten the success of IT projects (e.g.,
Taylor 2007), not much is known about how vendors respond to shocks in
client demand, which have a direct and serious effect on vendors’ business
(Grewal et al. 2007). For example, building collaborative partnerships with
clients is helpful for reducing the probability and potential impact of risks
before their occurrence (Taylor 2007; Aundhe and Mathew 2009), but
how vendors rebuild and reinforce collaborative relationships, ex post to
drastic decline in client orders, is not well understood. Therefore, this
research aims to address the following questions: How do IT vendors
mitigate the effect of demand shocks, and why?

The transaction cost economics theory and agency theory are among
the most commonly adopted theoretical foundations in IT outsourcing
risk research (Bahli and Rivard 2003; Mathew 2011). These theories are
helpful for understanding mechanisms for mitigating risks through
contract design (Taylor 2007; Mathew 2011), but they are not useful
for understanding exogenous risks that are caused by sources indepen-
dent of vendor and client actions.

This research adopts resource dependence theory (RDT) (Pfeffer and
Salancik 1978; Hillman et al. 2009) as its theoretical lens.
‘Organizations must transact with other elements in their environment
to acquire needed resources’ (Pfeffer and Salancik 1978: 234), and they
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rely upon their cooperation with partners to achieve business objectives
(Emerson 1962; Anderson et al. 1994). RDT helps explain how orga-
nizations stabilize external resource provision after environmental jolts
such as demand shocks (Bode et al. 2011). In fact, RDT also suggests
‘ways to reduce or overcome environment uncertainty’ (Carroll 1993:
243) that disturbs a firm’s external resource provision (Bode et al. 2011),
such as a merger, joint venture, and co-optation (Pfeffer and Salancik
1978; Carroll 1993). Central to these actions is the concept of power
(Hillman et al. 2009). RDT argues that power relations with the
exchange partner have an effect on the focal firm’s action (Casciaro
and Piskorski 2005). For example, an IT vendor in a disadvantageous
power relationship can obtain stability by seeking reciprocal dependence
between itself and its client. Hence, our secondary research question is:
How do power relations with the client influence an IT vendor’s
response strategies to demand shocks?

Chinese IT vendors’ experience during the financial crisis of 2008
provided a valuable opportunity to extend the IT outsourcing litera-
ture. Previously, offshore IT outsourcing from Japan experienced
rapid growth from 2003 to 2008 at an annual rate of 30% (Beijing
Association of Sourcing Service 2010), with highs of 42.8% in 2005
and more than 50% in 2006. However, the industry suffered a major
blow from the global financial crisis of 2008. The volume of Japanese
offshore outsourcing business declined 10% in 2009 and further
declined 15% in 2011 (Beijing Association of Sourcing Service
2011). The effect on Chinese vendors, which collectively made up
the largest share of Japanese offshore IT outsourcing, was exacerbated
by rapid appreciation of the Chinese currency and rising labor costs.
Some vendors were wiped out completely, whereas most of them
downsized significantly. Shocks in demand not only decreased ven-
dors’ profits and increased operation costs (Nolan et al. 2004; Bahli
and Rivard 2005) but also threatened their survival (Huang et al.
2004; Grewal et al. 2007).

This research examines strategies used by Chinese IT vendors to
mitigate the effect of demand shocks. A multiple case study was conducted
involving five pairs of vendor–client relationships involving two Chinese
vendors, both of which experienced sudden and drastic declines in business
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and cancellation of orders as a result of the financial crisis of 2008. The unit
of analysis was a single vendor–client relationship, as each vendor took
different response strategies on a client-by-client basis. This research
advances theory development by explaining the differences in IT vendors’
response strategies to demand shocks.

Theoretical Background

RDT and IT Outsourcing

RDT focuses on a firm’s external environment (Javalgi et al. 2009). It
considers the firm as an open system that needs to exchange resources
with the environment (Pfeffer and Salancik 1978) to achieve its business
objectives (Anderson et al. 1994), and thus the firm is constrained by its
context (Pfeffer 1981). The scarcity of key external resources creates a
firm’s dependence on its exchange partners (Bode et al. 2011). This
dependence on external resources (and their exchange partners) creates a
potential risk for the firm because the firm lacks control over its external
resources (Pfeffer 1981, 1987). Exchange partners’ actions may disrupt
the flow of needed external resources (Casciaro and Piskorski 2005).
Therefore, the firm must adapt to environmental uncertainty and
actively manage or control external resource flows (Javalgi et al. 2009).

In IT outsourcing, clients outsource their projects to procure profes-
sional services or assets from vendors, while vendors learn domain
knowledge and gain revenue from clients (Levina and Ross 2003;
Jarvenpaa and Mao 2008). Both sides depend on each other to varying
extents (Scott and Davis 2007; Caniëls and Roeleveld 2009). Therefore,
RDT helps explain interfirm relationships between IT outsourcing
clients and vendors (Huang et al. 2004). However, few prior studies
have drawn significantly on RDT to examine IT outsourcing (e.g., Rao
et al. 2007), and most of them are from the clients’ perspective (e.g.,
Huang et al. 2004). For example, Huang and colleagues pointed out
that a client can become strategically dependent on the vendor and be
exposed to the vendor’s opportunism or nonperformance, particularly
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when the vendor cannot be easily replaced (Aubert et al. 2002; Bahli and
Rivard 2003; Huang et al. 2004; Aron et al. 2005).

Vendors depend on clients for profit and resources (Jarvenpaa and Mao
2008). In fact, a large number and variety of IT contracts drive and enable
vendors to build operational capabilities and grow their resources (Levina
and Ross 2003; Ethiraj et al. 2005). However, to reduce their dependence on
vendors, clients might engage multiple vendors (Bahli and Rivard 2003;
Huang et al. 2004), sign short-term contracts (Lacity and Willcocks 1998),
break a project into segments (Rottman and Lacity 2006), and insource
assets that are core to the client’s business (Watjatrakul 2005). These client
practices not only impair vendors’ bargaining power (Lacity et al. 2009) but
also create uncertainty in demand (Scott and Davis 2007). As outsourcing
vendors’main expense is the cost of human resources, which stays the same
despite any decline in orders and associated increase in employee idle time,
demand shocks threaten the survival of vendors. Although prior research
suggests that vendors could try to stabilize demand by becoming an expert in
the client’s IT needs (Aundhe andMathew 2009) and sharing value with the
client (Levina and Ross 2003), these measures are mitigations ex ante to
demand attenuation. Little is known about response strategies to demand
shocks that occur suddenly and have to be dealt with ex post.1

Power Relations

Power is important for understanding organizational actions (Pfeffer and
Salancik 1978; Davis, and Cobb 2010), which can be traced back to
Emerson’s (1962) theory of power-dependence relations. Emerson
defined dependence as a function of resource criticality and the avail-
ability of alternative providers of critical resources. More specifically, the
dependency of actor i on actor j is determined by two factors: the
strategic importance of resources provided by j for i’s survival and the
extent to which j controls the resource (Pfeffer and Salancik 1978).
According to Emerson’s exchange framework, the power of i over j is

1 The term ‘demand shocks’ in this research primarily refers to sudden and drastic declines in
client orders, without considering rapid increases.
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equal to and based on the dependence of j upon i, which means the
power of i over j comes from the control of resources that j values and
that are not available elsewhere (Davis, and Cobb 2010).

There are two distinct theoretical dimensions of resource dependence:
power imbalance and interdependence (Casciaro and Piskorski 2005;
Gulati and Sytch 2007). The former refers to the power differential
between two organizations, whereas the latter is determined by the sum
of their mutual dependence. Both power imbalance and interdepen-
dence need to be considered simultaneously to characterize a power
relation accurately (Casciaro and Piskorski 2005; Caniëls and
Roeleveld 2009). The reason is that any power-imbalance relation can
involve varying levels of mutual dependence, and conversely, any given
level of interdependence can be associated with different levels of power
imbalance in the dyad of firms.

Therefore, the effect of a power relation cannot be properly assessed
by considering the dependence of one firm on the other without taking
into account its reciprocal dependence (Casciaro and Piskorski 2005;
Caniëls and Gelderman 2005; Gulati and Sytch 2007; Caniëls and
Roeleveld 2009). On the basis of the literature, we classify power relations
in a dyadic relationship (actor i and actor j) accordingly into four scenarios
in terms of high-high, high-low, low-high, and low-low (see Table 7.1). In
Configurations 1 and 4 (low-low and high-high), i and j have equal power
over each other, and they are in a power balance. In Configuration 4, the
power of both i and j is high, and hence they are in a high-interdependence
situation, whereas in Configuration 1, because of the low power possessed

Table 7.1 Configurations of power relation

i’s power over j

Low High

j’s
power
over i

Low Configuration 1: Power bal-
ance low interdependence

Configuration 2: Power
imbalance: i dominance
medium interdependence

High Configuration 3: Power
imbalance: j dominance
medium interdependence

Configuration 4: Power bal-
ance high interdependence

Source: Caniëls and Roeleveld (2009) and Casciaro and Piskorski (2005)
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by each firm, i and j are in a low-interdependence situation. Configurations
2 and 3 (low-high and high-low) represent power-imbalance situations.
When i’s power over j is higher than j’s power over i, i is in a dominant
situation, and vice versa (Emerson 1962; Caniëls and Roeleveld 2009).

Strategies to Reduce Demand Uncertainty Based on RDT

Resource dependence on business partners leaves firms vulnerable (Scott and
Davis 2007); however, they can acquire and maintain external resources by
increasing the dependence of other firms on them and/or decreasing their
dependence on others (Ulrich and Barney 1984). RDT suggests a wide range
of actions that firms can take to reduce dependence and uncertainty, such as
a merger and acquisition, joint venture, and interlocking boards of directors
(Pfeffer and Salancik 1978; Scott and Davis 2007; Hillman et al. 2009).
These actions can help control and stabilize resource flows to varying degrees
(Scott and Davis 2007; Davis, and Cobb 2010).

Many prior studies have examined the relationship between power-
relation and dependence-mitigation actions. For example, interdependence
was positively associated with a merger (e.g., Burt 1980) and a joint venture
(e.g., Park and Mezias 2005) because of the importance of the resources
provided by each firm. However, most of the prior studies focused on
controlling andmanaging demand uncertainty and dependence (Davis, and
Cobb 2010) in an attempt to reduce the probability of uncertainty and its
potential impact. To our knowledge, little effort has been directed to the
questions of how a firm should respond when demand shocks do occur, and
how does the power relation affect the choice of a response strategy?

Bode et al. (2011) examined how firms responded to supply chain
disruption. Just as supply uncertainty is a key area of supply chain
management, so is demand uncertainty (Paulraj and Chen 2007).
Bode and colleagues identified two types of strategies in response to
resource flow disruption: buffering and bridging (Thompson 1967).
Buffering works outside the current relationship either by reducing the
importance of the valued resource, such as building up slack resources
(Bode et al. 2011; Chattopadhyay et al. 2001) or by reducing the
importance of the supplier, such as seeking alternative sources of supply
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(Caniëls and Gelderman 2005). This strategy aims to ‘gain stability by
establishing safeguards that protect a firm from disturbances that an
exchange relationship confers’ (Bode et al. 2011: 834). In contrast,
bridging works in the context of an existing relationship and directs
resources to ‘control or in some manner coordinate one’s actions with
those of formally independent entities’ (Scott and Davis 2007: 235).
This strategy tries to ‘manage uncertainty through boundary-spanning
and boundary-shifting actions with an exchange partner’ (Bode et al.
2011: 834), for example, by investing in collaborative structures (e.g., a
joint venture), modifying an existing exchange relationship, such as a
merger or acquisition (Pfeffer and Salancik 1978; Carroll 1993), or
offering valued resources (e.g., information) to the exchange partner
(Casciaro and Piskorski 2005).

Moreover, Bode et al. (2011) examined the relationship between
dependence on the exchange partner and the choice of buffering and
bridging, and they found a positive association between dependence
and bridging but an inverse U-shaped relationship between depen-
dence and buffering. That is, bridging is the only option in the case of
extremely high dependence on an exchange partner. For example,
firm A is one of numerous small suppliers of firm B, which is big and
the only client of A (i.e., A is highly dependent on B). If firm B
demands a lower purchase price by threatening to cut orders from A,
A can only meet B’s demand (bridging). A better option for A is to
form a long-term relationship with B (bridging), but B’s likely
resistance has to be considered because B does not want to lose its
bargaining power and its advantageous exchange condition (Casciaro
and Piskorski 2005). This example shows that the effect of the power
relation on a firm’s behavior cannot be properly assessed by consider-
ing the dependence of one firm on the other without taking into
account its reciprocal (Caniëls and Gelderman 2005; Casciaro and
Piskorski 2005; Caniëls and Roeleveld 2009).

Furthermore, a power relation may have different effects on the response
strategies used to manage uncertainty in demand vs the response strategies
used to manage demand shocks. The existing literature focuses largely on the
management of the ex ante uncertainty, not on the response strategies to
demand shocks, as is the focus of this research. For example, Casciaro and

204 F. Su et al.



Piskorski (2005) argue that the higher the dependence on a partner, themore
desirable buffering is for minimizing future uncertainty and for absorbing
constraints resulting from dependence. However, in case of demand shocks,
the literature has found that a firm should strengthen its relationship with the
exchange partner (Grewal et al. 2007; Bode et al. 2011), which is, in fact,
bridging. Because of the differences in focus of the past research (demand
uncertainty vs demand shocks), the literature does not provide a clear under-
standing of the relationship between power relations and response strategies.
Hence, it is important to investigate the relationship further. Our research
questions can be further specified for the IT outsourcing context – namely,
how does an IT outsourcing vendor respond to a decline in orders from a
client according to its power relation with the client, and why?

Research Methods

We adopt the case study method in this research for two reasons. First,
this research essentially addresses the ‘how’ and ‘why’ questions, and
thus the case research method is deemed appropriate (Yin 1994).
Second, a case study is ‘most appropriate in the early stages of research
on a topic’ (Eisenhardt 1989: 548). As efforts in theory building for IT
outsourcing vendors’ response to demand shocks have been scanty
(Aundhe and Mathew 2009), we choose the case study method.
Following Eisenhardt’s (1989) recommendation for multiple case stu-
dies, we examine the relationships between five pairs of vendor–clients.

Research Setting and Case Selection

Case selection was based on the following considerations. First, a candi-
date vendor’s business was primarily in the Japanese market before the
financial crisis in 2008. Vendors that operated in multiple markets were
excluded to make sure the sampled vendors faced the same environment.
Second, the selected vendors suffered a great deal from demand shocks
that ensued from the financial crisis. Third, sufficient variation was
apparent both in power relations between vendors and their clients
and in their response strategies. Finally, a practical factor was access to
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the informants (Yan and Gray 1994). It was essential for the researchers
to have multiple visits and access to various levels of management.
Therefore, two IT vendors satisfying these criteria, Alpha and Beta,2

were chosen.
Both Alpha and Beta were based in Beijing, which hosted the largest

cluster of offshore IT outsourcing businesses in China. The revenue of
IT outsourcing from Japan had maintained an annual growth rate of
30% from 2000 to 2008. However, the volume of executed contracts
suddenly declined, by double digits, in 2009 and 2010 (Beijing
Association of Sourcing Service 2011). Beginning in 2009, Japan was
no longer the largest source of offshored IT services for Beijing, and its
market share also declined from the 2008 high of 45.7% to 30% in
2009, and to merely 18% in 2010, according to the Report on the
Development of the Service Outsourcing Industry in Beijing (2010,
2011). Not until 2011 did the Japanese market rebound, and the
volume of executed contracts regained its 2008 level.

Most of the local vendors were small- and medium-sized enterprises
(SMEs) and vulnerable to demand turbulence. Among the 400 vendors
servicing overseas clients in 2008, emerging and small ones accounted
for close to three-fourths of the total, according to the Beijing
Association for Offshore Outsourcing. The Association classified ven-
dors with revenue exceeding US$100 million as large, $10–100 million
as medium-sized, $2–10 million as emerging enterprises, and those
under $500,000 as small. Alpha was medium-sized, with a revenue of
$80 million in 2008, but it was also a top 10 IT outsourcing vendor in
Beijing and publicly listed in Hong Kong Stock Exchange since 2004;
meanwhile, Beta was a small vendor.

Alpha

Founded in 1995, Alpha grew by a factor of 10 in the 7 years before the
crisis and had more than 3,200 employees in 2008. The Japanese

2Their real names are disguised, as are the names of their Japanese clients.
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market accounted for more than 90% of Alpha’s revenue, mostly in the
securities brokerage and financial services industry. In fact, business
from the two key clients, X and Y, accounted for more than 80% of
Alpha’s business. Alpha’s clients were not able to escape the ripple
effects of the financial crisis. As a result, many employees suddenly had
no work to do, and Alpha downsized to around 2,300 employees at the
end of 2010. Moreover, profit declined 21% in 2009 and another 32%
in 2010. Finally, along with the rebound of the Japanese market in the
first half of 2012, Alpha saw an increase in its revenue, and the size of
the firm stabilized at 3,000 employees.

Since its foundation, Alpha operated on the principle of ‘just follow-
ing the lead of the client’ and emphasized establishing a long-term client
relationship. For example, top leaders of Alpha developed a close perso-
nal relationship with their counterparts in the client firms. There were
social functions biannually at the top management level. In addition,
Alpha also encouraged its middle managers to travel to Japan to develop
friendships with clients’ project managers. Furthermore, Alpha empha-
sized a prompt response to change requests by the client.

Beta

Beta was founded in 2003 and maintained an annual growth rate of
30–40% till 2007, and the number of staff members also increased
from around 70 to more than 240. Beta had a stellar performance
in 2007 and experienced its strongest growth ever. However, it was
hit hard by the 2008 financial crisis, and orders disappeared suddenly
in the second half of 2008. Business did not improve in 2009, with
no new project in sight (except some small legacy maintenance
projects). Layoffs and resignations followed in waves. The size of
the firm shrank to 90 employees. Beta operated at a loss in 2009
and 2010.

Beta’s business model was based on rigorous software development
processes. To achieve technical excellence, it invested a great deal of
resources and manpower in Capability Maturity Model Integrated cer-
tification, which was seen as important for winning client trust and
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securing orders. The co-founders were all from a technical background
and had little contact with the senior management of clients above the
division head level.

Before the crisis, over 90% of the business came from the Japanese
market and the remaining 10% from a local Chinese client. However,
considering the worsening long-term outlook of the Japanese market,
along with the appreciation of the Chinese currency, Beta decided
during the crisis to gradually shift its focus to the domestic market.
While waiting for the Japanese market to rebound, Beta developed its
own products for the domestic market and intensified its marketing
accordingly. By the end of 2011, revenues were roughly equal between
the Japanese market and the local market. The firm was transformed and
able to ‘walk with two legs’ by adding a growing local business.

Theoretical Sampling

Because of the potential effect of the vendor–client power relation on
vendor behavior, we used a vendor–client relationship as the unit of
analysis, instead of just vendors. We selected five pairs of vendor–client
relationships from Alpha and Beta, which covered all four scenarios
(high-high, high-low, low-high, and low-low). On the basis of Caniëls
and Roeleveld (2009) and Emerson (1962), the vendor’s power3 and the
client’s power were assessed separately, as the basis for theoretical sam-
pling, as follows. A given client’s share in the vendors’ total revenue was
considered an indicator of the client’s power. Given that a vendor
typically served multiple clients, we set 20% as the threshold for asses-
sing the power relation. This value was also consistent with the industry
norm: ‘[I]f a client takes up 20% of our business, it would have major
clout over us,’ one of our interviewees indicated.

To measure a vendor’s power, we considered two factors: its importance
to its suppliers and its substitutability to its suppliers. First, the importance
of a vendor was determined by both the nature of tasks that it performed

3 ‘Vendor’s power’ is the short form for ‘a vendor’s power over its client.’
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(e.g., upstream work, such as functional design and system integration
tests, vs downstream work, such as coding and unit test) and the impor-
tance of the project to the client (e.g., whether it was an upgrade of
production systems or a new application development vs maintenance of
legacy systems). Compared with downstream projects, upstream work
required business knowledge of the client and developers that had experi-
ence and advanced skills. The client’s dependence on the vendor would be
high if the outsourced task required specific knowledge (Caniëls and
Roeleveld 2009). Similarly, the more critical the project was for the client,
the more important was the vendor. The importance of a vendor was
assessed based on the effect of the outsourced task to the client. If the
service might enhance or disrupt the client’s business operation (e.g., an
upgrade or maintenance to the core transaction processing system), it
would be considered important. Second, the number of alternative vendors
was used as the indicator of substitutability of a vendor. Assessment of
vendor power was based on both its substitutability and its importance to
the client. A vendor’s power would be high only if it was both important
and non-substitutable. The reasoning is that a nonessential resource does
not create dependence, regardless of whether it is substitutable. Similarly,
as long as a resource is substitutable, it does not create dependence,
regardless of its importance4 (Pfeffer and Salancik 1978: 51).

Table 7.2 summarizes the characteristics of the five pairs of relationships.
As shown in the table, the five collaborative relationships experienced
decline in business during the financial crisis to varying degrees. The five
clients included both end-user clients and IT outsourcers in a variety of
industries. Clients ranged from small to medium to large sizes. The scale of
vendor–client collaboration, measured by the number of participating
employees of the vendor servicing the client, also varied across a wide
range. The years of the partnership varied from under 5 years to more than
10 years. Such a diverse set of cases offered a firmer grounding of theory
than more homogenous ones (Harris and Sutton 1986).

4Note that revenue from a client is a critical resource to any vendor. Therefore, if a client’s share of a
vendor’s business exceeds 20%, the client would be considered both important and non-substitutable. If
a client contributes less than 20% of a vendor’s total revenue, it is important but substitutable.
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Data Collection

This research was part of a larger project on IT outsourcing in China.
Alpha and Beta were two of the multiple vendors that the researchers
followed from 2007 to 2012. The research team conducted semi-struc-
tured interviews onsite. Our questions initially centered on capability
development and later shifted to the impact of the financial crisis and the
firms’ responses. The focus of our investigation also narrowed down
from the firm level to the individual vendor–client relationship level.
The interviewees held senior positions, including top managers and co-
founders, and most of them were division heads and project managers
(see Table 7.3). Each interview lasted about one to one-and-a-half hours.

Table 7.3 Profiles of interviews

Casesa Interviewees
Number of
interviews Time of visit

Alpha-X President, a vice president,
head of planning
department, head of
quality assurance, a divi-
sion head

5 July 2007, July
2010, January
2012

Alpha-Y President, a vice president,
director of development
center, division heads,
and project managers

10 July 2007, July
2010, January,
February, and
April 2012

Alpha-Z Director of development
center, division heads,
and project managers,
subleaders

9 July 2010,
January,
February, and
April 2012

Beta-S Co-founders, division
heads, and project
managers

11 July 2007, July
2010, January,
February, and
April. 2012

Beta-T Co-founders, division
heads, and project
managers

10 July 2007, July
2010, January,
February, and
April 2012

aIn Japan–China outsourcing, vendors typically maintain a division structure. Each
division services one or more clients, and the divisions operate independently. In
our cases, each of the five clients was serviced exclusively by one division of the
corresponding vendor.
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The interviews were recorded and transcribed for analysis. The research
team also accumulated a large amount of archival data, consisting of
industry reports, corporate annual reports of Alpha, and interviews with
professional associations.

Data collection and data analysis overlapped. In addition to inter-
views, we made follow-up phone calls or used email to collect additional
data from the interviewees, whenever it was deemed necessary. We
stopped data collection when it became apparent that no new insights
had emerged and when inconsistencies between our emerging theory
and the data ceased to exist.

Data Analysis

We followed the approach by Santos and Eisenhardt (2009) and Martin
(2011) in research design and data analysis in general. Both within-case
analyses and cross-case analyses were conducted to seek patterns of rela-
tionship between the power relation and response strategies. As is typical in
comparative case research, we first created individual case write-ups based
on the interviews and archival data (Eisenhardt 1989). During this process,
we described the evolving scale of collaboration (client engagement), task
type, project type, impact of the financial crisis, and the response strategies
for each pair of vendor–client relationship. Figures and tables were drawn
to help understand the relationship between the power relation and the
response strategies in each case (Miles and Huberman 1994). Through
repeated readings of the interview transcripts, we developed an under-
standing of the response strategies, which were labeled as buffering or
bridging based on the prior literature. We then identified the relationships
between the power relation and the response strategies in each single case.
In this process, we found similarities and differences among different cases
but deferred further analysis until all individual case write-ups were com-
pleted in order to maintain the independence of the replication logic
(Eisenhardt and Graebner 2007).

We then turned to cross-case analysis, in which insights that emerged
from each case were compared with those from other cases to identify
consistent patterns and themes (Eisenhardt and Graebner 2007). Cases

7 How Do IT Outsourcing Vendors Respond to Shock . . . 213



were grouped randomly and by emerging constructs (e.g., buffering),
power relations, and vendor in order to facilitate comparisons and identify
patterns. Comparisons were made between varied pairs of cases. Through
comparisons, some constructs were refined, such as explorative buffering
and exploitative buffering; and some relationships were emerged, such as
the effect of the vendor’s power on response strategies. As patterns
emerged, other cases were added to develop more robust causal relation-
ships (e.g., Santos and Eisenhardt 2009). Discrepancies and agreements in
the emergent theory were noted and investigated further by revisiting the
data. We followed an iterative process of cycling among theory, data, and
literature to refine our findings, relate them to existing theories, and clarify
our contributions (e.g., Santos and Eisenhardt 2009). As with all theory
building from cases, it was not an exact match, but a close one. The process
yielded consistent and robust explanations for different response strategies
for the four scenarios of power relation.

Results of Data Analysis

Before we discuss the relationships between power relations and response
strategies, we report on the repertoire of response strategies. The analysis of
the five vendor–client relationships reveals a wide range of response stra-
tegies. More importantly, the analysis suggests important variations within
buffering and bridging that have not been previously identified. The added
specificity on buffering and bridging develops a more nuanced under-
standing of them. We look at buffering first and then bridging.

Response Strategies to Demand Shocks

Buffering

Buffering is a strategy that is external to and bypasses an interfirm
linkage to reduce the severity of the impact from ex post demand
fluctuations (Bode et al. 2011). Two distinct buffering strategies
emerged from our data analysis. One was to reduce the importance of
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orders from a specific client by improving efficiency and cutting cost
based on accumulated knowledge and other resources; the other was to
seek orders from alternative clients or other markets, which required
expanding the knowledge base and bringing changes to the current
organization. What was distinctively different between these two strate-
gies was the focus on either existing knowledge/resources vs new knowl-
edge/resources. According to March’s (1991) notion of exploring new
possibilities and exploiting old certainties, and Lavie et al.’s (2010)
argument, exploration means pursuit of a new or novel knowledge
base and resources, whereas exploitation refers to taking advantage of
the existing knowledge base and resources. Accordingly, we define the
two types of buffering strategies as exploitative buffering and explorative
buffering. Each strategy involves multiple actions, as we discuss in detail
in the following paragraphs.

Exploitative Buffering

When client orders decline drastically, cost cutting and improving efficiency
can alleviate the effect to some extent (Chattopadhyay et al. 2001). Our data
indicate that in each of the five cases the vendor indeed took a large array of
measures to lower cost to cushion the impact of demand shocks.

The first reaction of both firms to the crisis was to cut costs. Every
interviewee mentioned efforts targeting cost control, from the company
level down to project teams, in response to the decline in revenue and
rising costs. For example, Alpha laid off 926 employees, while Beta fired
about 150, which was more than 60% of the total. For the retained
employees, ‘some employees were forced to take vacation on a half
salary, which lasted for two to three months’ (a division head of Beta),
whereas others were loaned to other IT outsourcing companies during
idle time to earn revenue.

Both Alpha and Beta also emphasized improving efficiency. As the head
of Y division in Alpha (serving client Y exclusively)5 described it, ‘in the

5Y division here is the short form for the division that exclusively served client Y. Similarly, the unit that
served clients X, S, and T is referred to as the X division, S division, and T division, respectively.
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past, we might assign 120 developers to a 100 person-month project. Now
we put on 110 or even 100 to try to get it done.’ A co-founder of Beta also
mentioned that ‘our personnel utilization rate was 70–80% prior to the
crisis, but is almost full capacity now. Work that was done by five devel-
opers previously is handled by three.’ Moreover, when Beta realized the
magnitude of the crisis, it put together a project team to develop a software
development tool for productivity, despite the cost pressures resulting from
disappearing orders. The tool was ready to use in 2010, after more than a
year’s effort, and achieved its objective for improving productivity.
According to a co-founder of Beta, the tool facilitated ‘the completion of
a project in 50 to 60 person-months that was estimated to take 80 to 90
person-months.’

Alpha provided domain knowledge, technical training, and Japanese
language training for employees during idle time, because of lack of work,
to prepare for new opportunities once the Japanese market condition
improved. Whereas training on technical skills and Japanese language
was organized by the human resources unit, training on domain knowledge
was new and occurred within project teams or work units. In contrast, Beta
reduced routine training for employees to cut cost.

Reducing costs and improving efficiency are effective absorbers to
environmental jolts (Meyer 1982; Chattopadhyay et al. 2001), and they
produce an immediate effect. Although training to enhance employee skills
is not able to absorb the consequences of a demand shock, it contributes to
establishing safeguards to protect firms from future uncertainty (Scott and
Davis 2007). None of these measures requires new knowledge or resources
because they are refinements of current skills or processes; both reducing
costs and improving efficiency are characteristic of exploitative activities
(Levinthal and March 1993). Therefore, these activities constitute an
execution of exploitative buffering.

Explorative Buffering

Our data revealed two kinds of explorative buffering: developing new
markets and seeking alternative clients. The Beta-T and Alpha-Z cases
illustrate this pattern.
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During the worst time of the crisis, in 2009, the T division of
Beta received only minimal work from T. Management of Beta
started to realize, ‘if we only do generic work (coding and unit
testing) that can be done by anybody, we have no advantage.’
Furthermore, ‘while costs in China keep increasing, vendors’ value
propositions to Japanese clients keep diminishing. Life will be harder
and harder. However, along with the growth in China over the past
years, demand for custom-made solutions started to emerge in
domestic firms . . . I felt this could be an area of future growth,’
reported a co-founder. After much deliberation, Beta started to
invest in the exploration of new markets, under the supervision of
the co-founder who used to concentrate on offshore outsourcing
business. He identified specific targets in developing the domestic
market and ‘now spends only about one third of his effort on
offshore projects and the rest on developing the new domestic
market.’

Drawing from the domain knowledge gained while collaborating
with the Japanese client, the T division of Beta allocated several
employees to try to develop a product data management (PDM)
system for domestic SMEs. Although the effort failed later, the
division head and the co-founder realized that product development
should be based on market requirements, and this lesson helped their
next initiative.

In the Japanese market, Beta’s management concentrated its atten-
tion on existing clients with large volumes of business. For example,
the head of T division recalled, ‘we made frequent visits to clients
during the crisis, to communicate with them, by focusing our effort
on key clients, such as client S. Our attention was not on T because
their business was small.’ The same was true in the Alpha–Z rela-
tionship. During the crisis, the executive in charge of clients Y and Z
said, ‘I directed my energy to collaboration with Y, doing little to
strengthen our tie with Z.’ The head of Z division in fact sought
business from other Japanese clients and got a small project with
potential to evolve into a significant one.

To develop new products and to enter a new market requires new
knowledge because, in both cases, the vendor needs to be familiar with a
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new partner’s business processes and domain knowledge, which are
explorative activities (Beckman et al. 2004; He and Wong 2004). In
other words, entering a new market or seeking alternative clients not
only reduces the importance of the existing client but also involves
learning or exploration of new knowledge. Therefore, we refer to this
strategy as explorative buffering.

Bridging

Bridging refers to actions that seek to strengthen the current relationship
(Bode et al. 2011). Our data show there are two distinct strategies here as
well. One explores new collaborative relationships with the current client
that seeks new market opportunities; the other consolidates the current
relationship by more efficiently exploiting existing knowledge and resource
bases. According to Lavie and Rosenkopf’s (2006) argument about func-
tion exploration–exploitation, explorative activities involve acquiring and
generating new knowledge, while exploitation accesses and leverages exist-
ing knowledge. Accordingly, we define these two strategies as explorative
bridging and exploitative bridging, respectively.

Exploitative Bridging

Exploitative bridging involves activities that target the existing interfirm
linkage by exploiting existing knowledge and resources more efficiently
and effectively. Several types of vendor behaviors were found to be
associated with this strategy, including offering discounts and making
cost-saving proposals to clients, accepting challenging projects, and
strengthening customer relationships.

During the financial crisis, Japanese clients endured significant cost
pressures, and they asked their vendors to lower unit prices. However,
there had been no increase in the unit price already over the previous decade,
despite rapidly rising labor costs and currency appreciation, which all
squeezed vendors’ profit margins. Alpha and Beta responded to the requests
differently. The Y division of Alpha did not compromise on unit price but
decided to offer volume-based discounts to help the client. According to the
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division head, ‘I would not negotiate with you on unit price. However, if you
increase business with me by 50%, I can give you a 5% discount. The bigger
the project, the deeper the discount. This offer helped seize some opportu-
nities, which signaled our goodwill when the client was going through a
difficult time. The discount was small but produced a significant result,
compared to other vendors.’ In contrast, Beta reluctantly agreed to a lower
unit price because ‘we had no choice; otherwise, there would be no business,’
the division head acknowledged helplessly.

Alpha also offered cost-saving proposals to the client, based on its
accumulation of experience. As the head of Y division in Alpha described it:

We emphasized proactively providing rationalization proposals to the client.
The clients normally would not take detailed design into consideration at
analysis and functional design stages; thus, their design would have a lack of
discipline [and thus be hard for us to implement], although it could still be
sound. However, if they used our design template, to which our people were
accustomed, our development work would be faster. Moreover, the client
might ask us to do many things by the end of the month. If it was not
possible, I’d tell them which ones should have higher priorities, which ones
should be postponed, which ones needed to go through testing first, and
which ones could be put into use without testing. Recently, in some
projects, we prepared design templates for our client and told them, ‘If
you document your design this way, my development work would be
expedited.’ They agreed. The client was happy with this arrangement and
adopted our templates. Our profit decreased for certain [because of the
reduced number of contracted man-months], but if I could not make the
delivery schedule, a higher profit would be meaningless.

The head of Y division in Alpha commented, ‘since the financial crisis,
we traveled to Japan again and again, visiting each client that we had
dealt with before. There was always some information, or potential
projects. If nothing materialized immediately, we built goodwill for
the long term. When they have the business, they’d remember us first.’
A co-founder who was in charge of S division in Beta also took similar
actions to strengthen customer relationships: ‘We worked hard proac-
tively to increase our contact with S. Because of its size, there might be
benefits associated with routinely visiting clients.’
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The vendors also made concessions by taking on challenging
projects that they might not have taken otherwise. For example,
during the financial crisis, new projects from S were ‘mostly complex,
challenging short-term projects, because easy projects went to sub-
sidiaries of S . . . . Although the profit margin was low, requiring hard
effort and overtime work, we had no choice and had to take them.
Otherwise, we would have nothing to eat,’ described a project man-
ager of S division in Beta.

Providing discounts and cost-saving proposals helped the client
lower its costs, which is consistent with the literature suggesting that
vendors aim to acquire more orders by sharing with clients gains from
collaborative relationship (Levina and Ross 2003). Taking on challen-
ging projects expanded the scope of collaboration with existing clients,
while trying to increase the business volume. Customer relationships
were brought closer through frequent client visits. In sum, all of these
responses involved an existing relationship and the intent to strengthen
the ties (Beckman et al. 2004). The responses leveraged the vendor’s
internal resources and capabilities, such as human resources and opera-
tional know-how.

Explorative Bridging

This strategy seeks to strengthen the relationship with a current
partner by expanding the relationship through new forms of colla-
boration. To develop a closer relationship with X, top leaders of
Alpha engaged in a marathon negotiation with their counterparts in
X regarding the formation of a joint venture. Confronted by the
sudden environmental jolt, Alpha sought to strengthen its ties with
X and to regain its business. Alpha leaders also sensed that X eagerly
wanted to reduce costs. Therefore, Alpha’s President saw ‘a new
opportunity’ and proposed an alignment to X: ‘You are pushed to
the corner [by the crisis]. Only I can help you move forward. You’d
better work with me, and cut out ties with others. Forget about
turning back . . . . Let’s align our organization structures.’ The joint
venture was officially set up in early 2011. As a result, X eliminated its
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IT department in Japan and relocated its much reduced IT staff to the
joint venture on Alpha’s site in China.

Besides cutting costs, a more important objective of the joint ven-
ture was to explore the Chinese market together. The President of
Alpha mentioned that ‘the domestic market is growing bigger, but we
are not able to overcome the entrance barriers by ourselves. Our basic
strategy is to collaborate with our major Japanese partners, which are
more experienced with the market. We leverage their strengths by
setting up a joint venture, aiming to enter a particular industry.’ The
Japanese client also ‘wanted their products to be adopted by more
Chinese firms, and they needed our market research, and participation
in the entire product development [process]. They wanted our support
in marketing this product to the Chinese market,’ said the head of X
division.

Such a new form of collaboration with a client constitutes function
exploration (Lavie and Rosenkopf 2006), for jointly developing a new
product or new market. On the one hand, it strengthens customer
relationships. On the other hand, by collaborating with clients, the
vendor can acquire new knowledge and resources to enter a new
market. Therefore, this form of response is defined as explorative
bridging.

The four response strategies are juxtaposed in Table 7.4 to highlight
their differences along three dimensions: target of action, goal, and
means to mitigate demand shocks.

Power Relation and Response Strategies

A cross-case analysis revealed patterns of vendors’ different response
strategies based on varying power relations with their client (see
Table 7.5). For example, in light of demand shocks, exploitative buffer-
ing was adopted in all power relations, whereas the bridging strategy was
executed only when the client was in a high-power position. The effect
of the power relation on vendors’ response strategy is elaborated further
in the following paragraphs from both the vendor’s and the client’s
power perspectives.
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Exploitative Buffering Independent of Power Relations

Our data indicate that all five cases involved exploitative buffering
(Table 7.5). This strategy aims to lessen the importance of key resources
by enhancing productivity, reducing resource consumption, or creating
slack. It is an internally oriented strategy (Chattopadhyay et al. 2001)
that does not require new resources (e.g., clients and business knowl-
edge, in this case), takes effect more quickly and easily, and requires
lower costs (March 2006). Others have argued that in the event of
external crisis, cost control is always an effective measure (Suarez and
Oliva 2002). In this research, both Alpha and Beta took various

Table 7.4 Four response strategies

Exploitative
buffering

Explorative
buffering

Exploitative
bridging Explorative bridging

Target The vendor
internally

Other rela-
tionships

Current
relationship

Current relationship

Goal To reduce
depen-
dency on
key
resources

To explore
new mar-
kets and
clients

To strengthen
the current
relationship

To reform or tighten
the current rela-
tionship with new
forms of
collaboration

Means Lowering
cost and
improving
efficiency

Gaining new
resources
from other
sources

Gaining more
of the same
resource from
the current
partner

Gaining new
resources from the
current partner

Table 7.5 Power relations and response strategies

The client’s power

High Low

The ven-
dor’s
power

High Alpha-X:
Explorative bridging and
Exploitative buffering

Alpha-Z:
Explorative buffering and
Exploitative buffering

Low Alpha-Y; Beta-S:
Exploitative bridging and
Exploitative buffering

Beta-T:
Explorative buffering and
Exploitative buffering
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measures to control costs in the face of demand shocks. Therefore, we
put forward the following proposition:

Proposition 1: When faced with a sudden decline in orders from a client,
an IT vendor will adopt exploitative buffering, regardless of its power
relation with the client.

The Effect of the Client’s Power

The correspondence between power relations and the remaining three
strategies is less straightforward. As described earlier, Alpha adopted the
bridging strategy with X and Y, its two major clients, which had a high
power over Alpha; meanwhile, it pursued the buffering strategy toward
Z, with which Alpha had a high-power relation. Similarly, Beta adopted
the bridging strategy in dealing with the power-advantaged client S but
chose to implement the buffering strategy with client T, which had low
power over Beta. In sum, when the client’s power was low, the vendors
adopted buffering, and when the client’s power was high, the vendors
chose bridging.

Why does the client’s power have an effect on the vendor’s response?
First, firms generally tend to optimize the use of limited resources by
investing in potentially important clients (Wang and Hong 2006). The
client’s high power implies that resources provided by the client are
critical. Cancellation or reduction of orders from such a client on a
massive scale imposes a serious hazard on the vendor’s operation
(Pfeffer and Salancik 1978; Casciaro and Piskorski 2005). Therefore,
the vendor has a higher probability of regaining and stabilizing
demand by strengthening its relationship with such clients (Bode
et al. 2011). Second, it is difficult for a vendor to find alternative
clients that contribute a high proportion of its revenue in a short time.
In contrast, clients that generate a small business volume are highly
substitutable because the vendor can expand its relationship with other
clients to compensate for the loss of the small client’s business. As the
head of Y division of Alpha indicated, ‘it is hard to find a major client
like this [with such a high business volume], nearly impossible.’ Third,
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it can be easier for a vendor to obtain new business from its large clients
than from small clients because the large clients can offer more oppor-
tunities for new business and to scale up than small clients can.
Moreover, accumulation of prior experience (e.g., familiarity with the
client’s management style and processes) can facilitate the execution of
new projects (Levina and Ross 2003). On the basis of these arguments,
we conclude:

Proposition 2: When a client’s power is high, the IT vendor will adopt
bridging in response to a sudden decline in orders from the client.
Proposition 3: When a client’s power is low, the IT vendor will adopt
buffering in response to a sudden decline in orders from the client.

The Effect of the Vendor’s Power

As shown in Table 7.5, although Alpha responded to the demand shock
with bridging strategies to strengthen links with both X and Y, there
were major differences. Alpha was in a high-high power relation with X,
and it adopted explorative bridging by negotiating a joint venture with
X, thereby establishing a new and stronger link with X. However,
exploitative bridging was adopted for Y, which had a power advantage
over Alpha, such as providing favorable terms of service. Similarly, Beta
also used an exploitative bridging strategy with S, with which it had a
low-high power relation. From these observations, we found that a
vendor’s power influenced its choices.

In dealing with high client power, why does the vendor’s power have
any effect on the response strategy? First, the reason might lie in the
willingness of the client to collaborate. High vendor power implies that
an interruption to interfirm linkage is highly damaging to both parties,
and thus the motivation to collaborate is strong and mutual (Caniëls
and Gelderman 2005). The client is motivated to stabilize its resource
flow, just as the vendor is, and would be willing to invest in collabora-
tion with the vendor of high power. In such a circumstance, an
explorative bridging by the vendor requires investment from both

224 F. Su et al.



sides (Rothaermel 2001). In contrast, if the vendor with low power
faces a client with low motivation to collaborate and to invest in the
relationship, such a client is likely to seek other vendors. For example,
Y had numerous IT vendors in China, ‘as Y is always in search of what
is the best for them, and they do not believe we are always the best . . . .
They’d hire other firms if they are cheaper’ (a vice president of Alpha).
In comparison, Alpha was the only Chinese vendor for X.

Second, the power-advantaged party might prefer to maintain its
superior bargaining power to squeeze more value from the less powerful
side (Gargiulo 1993). Explorative bridging requires closer collaboration
and knowledge integration between the two parties in search of a new
market or other business opportunities (He and Wong 2004; Lavie and
Rosenkopf 2006). The closer cooperation can increase both parties’
dependence on each other (Jean et al. 2010). In contrast, exploitative
bridging is more one sided, which likely has a smaller effect on inter-
dependence (Casciaro and Piskorski 2005). Therefore, in a power-
imbalance situation, explorative bridging might not be feasible because
the power-advantaged party does not want to forgo its advantageous
position. Following these arguments, we propose:

Proposition 4: Bridging activities are contingent upon the vendor’s
power: If the vendor also has high power, it will seek explorative bridging;
otherwise, it can only choose exploitative bridging.

Conclusions and Discussion

This section consists of four elements: key findings, theoretical contri-
butions, managerial implications, and limitations and directions for
future research.

Key Findings

This study addresses two research questions: How do IT outsourcing
vendors respond to demand shocks, and why? Drawing on RDT, we
found that a vendor adopted one or more of the following four response
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strategies, depending on the power relation with its client: (1) exploita-
tive bridging to gain more repetitive orders from the current client, by
leveraging existing resources; (2) explorative bridging, seeking new busi-
ness from the current client through a new form of relationship; (3)
explorative buffering by seeking new markets and/or clients; and (4)
exploitative buffering by lowering costs, improving efficiency, or enhan-
cing the vendor’s own capabilities.

Moreover, a vendor’s choice of response strategy varies from client
to client, based on the power relation with the client. On the one
hand, the client’s power determines the vendor’s options of response
to demand shocks: bridging or buffering. More specifically, in the
case of high client power (i.e., there exists a high dependency on the
client), the vendor strives to strengthen its relationship with the
client and to stabilize the supply of orders. This goal results in the
vendor’s adopting a bridging strategy. In contrast, when the client’s
power is low, the vendor might choose not to strengthen its relation-
ship with the client. The vendor will adopt explorative buffering by
directing its resources to areas of higher return, in addition to
exploitative buffering. These findings are consistent with the empiri-
cal study by Bode et al. (2011), who showed that when dependence
on the resource supplier is high, the pursuit of bridging strategies
increases. Their study also suggests that when the dependence is low,
the probability of the vendor’s buffering is small because the effect of
disrupted resource supply from the client is small. However, their
latter finding is different from ours. In our study, characterized by a
drastically contracted market, vendors could not afford to lose any
client or project.

On the other hand, the vendor’s power constrains the feasibility of
the vendor’s choice (i.e., it limits the number of feasible response
strategies). If both the client and vendor are in a high-interdepen-
dence relationship, explorative bridging is likely to be acceptable to
the client so that the two choose to strengthen their link through
cross-investments. This result is consistent with Yan and Gray
(1994), who show that alliances (joint ventures) occur when firms
are mutually dependent. In contrast, in the case of high client power
but low vendor power, the client lacks motivation to develop a closer
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relationship with the vendor, although it would not reject favors from
the vendor. As a result, explorative bridging has a lower feasibility for
the vendor, but exploitative bridging is nearly always welcomed by
the client. This scenario is consistent with the finding of Casciaro and
Piskorski (2005) that power imbalance is negatively associated with
activities for absorbing the source of external constraints, but inter-
dependence is positively associated with constraint absorption. Our
study finds that explorative bridging is closely aligned with constraint
absorption because it also needs the client to invest resources and
knowledge.

Our research indicates that the IT vendor in a disadvantageous
power relation has to reinforce its collaboration with the client (brid-
ging) after a demand shock. This finding is different from prior work
on RDT (e.g., Casciaro and Piskorski 2005; Scott and Davis 2007),
which suggests that seeking another partner (explorative buffering) is
also a choice for the power-disadvantaged side to reduce potential
uncertainty. This discrepancy arises from the difference between
demand shocks and demand uncertainty. In the former case, when a
firm has suffered already after demand uncertainty became demand
shrinkage, explorative buffering would not be a wise choice because it
could take much more time and effort to search for new partners than
to repair the link with the client.

Our data analysis also reveals that the four strategies are not
mutually exclusive.6 For example, exploitative buffering, which is
an internally oriented organization strategy, is compatible with the
other three externally oriented strategies. Both internal and external
actions can be taken simultaneously in response to an environmental
jolt (Chattopadhyay et al. 2001). In particular, explorative buffering
and exploitative bridging can be pursued together. For example, in
the cases of Alpha-Z and Beta-T, while managers directed their
energy mainly to seeking alternative clients or developing new mar-
kets (explorative buffering), they also took actions to consolidate their

6 The authors would like to thank an anonymous reviewer for the advice on discussing the
compatibility among the four response strategies.
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link with the existing client by, for example, increasing their routine
visits to the client (exploitative bridging). Such coexistence of buffer-
ing and bridging is consistent with the prior literature (e.g., Fennell
and Alexander 1987; Meznar and Nigh 1995; Bode et al. 2011).

Furthermore, we found that the effects of the three externally
oriented strategies are different in the following three ways7: First,
explorative bridging can change the vendor’s power relation with a
client by increasing the client’s dependence on the vendor. In the
Alpha-X relationship, the client’s substantial investment of resources
and provision of domain knowledge to Alpha increased the depen-
dence of X on Alpha. For the establishment of the joint venture, 40%
of the capital came from X. Before the financial crisis, Alpha was X’s
only vendor in China but nevertheless a second-tier supplier. After this
crisis, the joint venture became the tier-one supplier to X and replaced
the IT department of X.

Second, the effects of exploitative bridging vary. For example, the Y
division of Alpha offered preferential terms of contract and volunteered
cost-saving proposals to respond to Y’s consolidation strategy by dealing
with fewer large vendors. As a result, Alpha was able to gain more
business from Y. When the Japanese market rebounded in 2011, Y’s
business also recovered quickly, and Alpha became the largest Chinese
vendor of Y. Alpha’s volume of business with Y also exceeded the
historical high, which resulted in a stronger link with Y, although
Alpha still faced competition from several key vendors of Y in China.
In comparison, exploitative bridging did not improve Beta’s collabora-
tion with S. By 2011, the volume of business from S recovered to near
pre-financial crisis levels, but projects from S became harder and harder
to do, with tight delivery schedules. These projects tended to be ‘hard
bones to chew,’ with tight schedules and without any prospect for long-
term collaboration.

Third, explorative buffering can reduce the vendor’s dependence
on the client. In Beta’s case, although T handed out ‘some projects
occasionally, on and off’ to Beta after the financial crisis, the overall
volume remained insignificant. The T division of Beta was rewarded
by its efforts to develop the domestic market, to the extent that
revenue from the domestic market accounted for 50% of the
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company’s total revenue in 2012, compared with less than 10% in
2007. As a result, Beta’s dependence on its Japanese clients was
greatly reduced.

Theoretical Contributions

This research has made three important theoretical contributions to the
IT outsourcing literature. First, whereas the extant literature focuses on
how clients manage and reduce uncertainty and risks caused by vendors,
we examine vendors’ response strategies to mitigate the effect of demand
shocks. Second, this study enriches research on vendors’ risk manage-
ment. None of the past studies, to our knowledge, considered IT out-
sourcing risks ex post from a vendor’s perspective. We identified four
types of response strategies to demand shocks and found their choice and
execution were influenced by the power relation between a vendor and
its client. Third, this research offers new insights into relationship
management in IT outsourcing. Despite a large body of prior research
(Lacity et al. 2010), including studies on the effect of relationship
management on success (Lee and Kim 1999; Haried and Ramamurthy
2009) and capabilities of relationship management by a vendor or client
(Willcocks et al. 2007), there is a paucity of research on the mitigation of
risks through relationship management (Mathew 2011). This research
shows that relationship management offers strategies for reducing the
effect of environmental jolts after their occurrence, such as providing
cost-saving proposals to strengthen the collaboration.

Demand uncertainty is a critical issue in supply chain management
(Primo et al. 2007). This research on responses to demand shocks also
contributes to research on supply chain disruption. Although much
prior research exists on supply chain management, little attention has
been directed to response strategies to supply chain disruption (Bode et
al. 2011). The four strategies identified from this research, along with
the determinants of their choice, could be potentially applicable to
managing supply chain disruption. Moreover, this research provides
more specificity to the bridging and buffering strategies by focusing on
the firm’s reciprocal power relation with its partners. These findings shed
new light on the management of supply chain disruption.
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Managerial Implications

This study has implications for IT outsourcing vendors managing demand
shocks caused by environmental jolts. Managers need to consider power
relations with their clients in selecting response strategies. More specifically,
faced with a drastic reduction in business from a client, the IT vendor needs
to take the following two factors into consideration: First, it must assess the
importance of the partnership to the client. If the partnership is important to
both parties, the vendor should strengthen the mutual interdependence with
the client (e.g., via joint venture or other forms of close ties), which may
result in higher mutual dependence. Otherwise, if the vendor is dependent
on the client but has little effect on the client’s operation and growth, the
vendor in such a low-power relation should aim to provide more value for
the client to improve its own power relation. Second, the vendor should be
clear about what extra value it might be able to offer the client. Only by
offering value-added service enhancements can the vendor secure the client’s
business. For example, in the context of this research, cost savings were a key
motivator for the Japanese clients. When a client faces cost pressures, the
vendor can help by offering more cost savings for its client than other
competitors do (e.g., volunteering proposals on software development pro-
cesses and enhanced productivity). In sum, although environmental jolts are
beyond the control of IT outsourcing vendors, the key to containing the
damage is to increase their power relation with their clients.

Limitations and Future Directions

This research has several limitations, which also represent directions
for future research. First, this study has not considered vendors’ busi-
ness culture (e.g., market orientation), organizational strategy, and
confidence in the market. A vendor’s market or client orientation
facilitates the attainment of high client satisfaction and loyalty (Kirca
et al. 2005), which can increase the vendor’s power over its client. For
example, being sensitive to client requirements, Alpha was able to
maintain a close collaborative relationship with its clients. In contrast,
Beta’s lack of deliberate effort to foster client relationship did not help
improve its low-power relations with clients, despite a decade-long
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client engagement. Moreover, a vendor’s response strategy to demand
shocks can be affected by its market orientation because its choices are
subject to the influence of its past actions (Teece et al. 1997; Sydow et
al. 2009). To deal with demand shocks, a vendor with a strong client
orientation might be more inclined to adopt bridging and thus to
strengthen ties with clients, as in the case of Alpha. By comparison,
as a technically oriented firm, Beta’s first reaction to demand shocks
was to develop a new product for a different market (buffering) and
thus leverage its technical strengths. Furthermore, interpretation of the
demand shock also affects response strategies. For example, a vendor’s
confidence in the market likely induces bridging. In contrast, a vendor
without confidence might consider buffering. Therefore, future studies
should take a more comprehensive approach to investigating vendor
responses by considering their business culture, strategy, and interpre-
tation of market changes. Second, as with any case study, general-
izability of findings is a weakness. Propositions developed in this study
are subject to empirical testing in future studies, especially surveys
based on a large sample. Nevertheless, we hope the findings of this
study stimulate further studies on IT vendors’ responses to demand
shocks, which is an important but ignored topic. Finally, some exploi-
tative bridging activities seem to increase a client’s dependence on the
vendor, but others might not. Future research needs to examine
response strategies more closely and their effect on power relations.
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8
Operational Capabilities Development
in Mediated Offshore Software Services

Models

Sirkka L. Jarvenpaa and Ji-Ye Mao

Introduction

Offshore outsourcing, or offshoring, involves crossing national bound-
aries to purchase services. Although offshoring includes both activities
contracted to independent third parties abroad and international insour-
cing to foreign subsidiaries, here we will only consider the former.
Offshoring of services is critically dependent on a supply of providers
(vendors) that have operational capabilities to offer comparative cost
advantage, satisfactory quality, and on-time delivery despite the differ-
ences in distance, time zones, and culture (Carmel and Tjia 2005). Yet,
the literature on information technology (IT) offshoring as well as
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outsourcing of IT services more generally has largely focused on custo-
mers (particularly in the USA and Europe) (e.g., Willcocks and Lacity
2000, 2007; Goles 2001). The vendor perspective has been much less
studied (Levina and Ross 2003; Feeny et al. 2005; Borman 2006). In the
context of offshoring, research is largely limited to India-based providers
and the business models they use with their US customers (e.g.,
Rajkumar and Mani 2001; Kaiser and Hawk 2004; Vashistha and
Vashistha 2006; Oshri et al. 2007).

In software services offshoring, China represents an understudied
setting, yet an important one for several reasons. First, there are strong
expectations of the Chinese software services industry’s explosive growth
in the coming years (Qu and Brocklehurst 2003). China’s software
services outsourcing reached RMB 2.6 billion (about US$340 million)
in the first quarter of 2006. During the same time in 2007, the market
increased to RMB 3.3 billion (about US$430 million) (Analysis
International 2007). The development of the software industry is desig-
nated in China as a national priority with aggressive targets for export
(Economic Daily, 2007). Second, the Chinese providers use business
models that are different from those presented in the offshoring litera-
ture. The software export firms based in China are largely small- and
medium-sized with heavy reliance on the mediated offshoring business
model whereby a Chinese vendor delivers offshore software services to a
larger foreign-based IT contractor (vendor) that interfaces with the end-
client firms.

The mediated business model has both theoretical and practical
implications for the development of the operational capabilities in the
Chinese software services firms. To survive and grow, these firms must
be able to develop operational capabilities that go beyond country-level
comparative low labor costs that are shared by all the Chinese firms and
by firms in many other low cost countries (Qu and Brocklehurst 2003).
Yet, the development of those capabilities is impeded by the business
model the firms deploy. Among the limiting factors are small-sized
projects, low value-adding tasks, and limited opportunities to interface
with the end client.

This paper focuses on the development of operational capabilities in
the mediated business model. Operational capabilities are those involved
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in the provision of a service or a product. Prior literature on large
vendors has found three types of operational capabilities of critical
importance to IT vendor success: client-specific capabilities, process
capabilities, and human resources capabilities (Rajkumar and Mani
2001; Levina and Ross 2003; Ethiraj et al. 2005). Although some
capabilities cannot be deliberately created due to their rare existence or
social complexities (e.g., culture), many capabilities reflect an evolution-
ary learning process in which an organization needs to invest financial,
cognitive, and emotional resources (Zollo and Winter 2002). Deciding
on what capabilities to build and how to build them are critical manage-
rial choices for any firm, but the decision is particularly perennial for
small- and middle-sized offshore software services firms with limited
resource base. Capabilities development can sap critical resources with-
out necessary returns and undermine not only firm growth but also
survival (Sapienza et al. 2006). The current theories on the development
of capabilities relate mainly to large firms or firms in mature economies
(Zollo and Winter 2002; Zahra et al. 2006). Hence, the unique context
of the current research can benefit both theory development and practice
of global services offshoring.

In this paper, we advance theory by arguing that small- and medium-
sized Chinese firms face major hurdles for developing their operational
capabilities at least partly because of the mediated business model.
Client-specific capabilities, process capabilities, and human resources
capabilities are all affected by the small size of projects, low value-adding
tasks, and lack of direct interaction with the end client. We also build
theory of the mechanisms that Chinese firms use to overcome these
challenges and develop the three sets of capabilities to accomplish profit-
able growth in a highly competitive industry. Our theorizing is based on
interviews and interactions with industry experts and consultants as well
as four case studies in Chinese firms where we conducted semi-struc-
tured in-depth interviews with knowledgeable informants including
owners, senior management, project management, developers, human
resources managers, and quality managers.

In this paper, we refer to the vendor as the firm supplying IT services
and the client as the buyer of the IT services. The rest of the paper is
organized as follows. In the next section, we present the background on
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the mediated model in China, operational capabilities in IT offshoring,
and the learning perspective to the development of capabilities. Then,
we present the research approach and methods. In the fourth section, we
present the case analyzes on four vendors. Subsequently in the last
section, we suggest some theoretical and practical implications from
the cases followed by conclusion.

Theoretical Background: The Mediated
Business Model, Operational Capabilities, and
Capabilities Development

The information systems literature on offshore outsourcing is recent but
rapidly increasing. Much of the literature focuses on client capabilities to
manage offshore vendors (e.g., Nicholson and Sahay 2001), client
decision processes of what, how, and when to offshore (Carmel and
Agarwal 2002; Aron and Singh 2005; Rottman and Lacity 2006),
transforming the client–vendor relationship from tactical to strategic
(Kaiser and Hawk 2004), organizational form and location decisions
(Aron and Singh 2005; Vestring et al. 2005), and the deployment of
advanced software process approaches (Pries-Heje et al. 2005).

Although broad in issues covered, the literature is narrow in its
geographic coverage. The offshore studies are mostly limited to India-
based vendors (Nicholson and Sahay 2001; Rajkumar and Mani 2001;
Kaiser and Hawk 2004; Aron and Singh 2005; Levina 2006; Rottman
and Lacity 2006; Oshri et al. 2007). Other regions have been much less
studied, such as Russia (Pries-Heje et al. 2005; Levina 2006), China1

(Qu and Brocklehurst 2003), and Taiwan (Wu 2006).
Transaction cost economics has been the dominant theoretical para-

digm in offshore sourcing (e.g., Qu and Brocklehurst 2003), although
recently the theoretical frameworks have become more diverse

1 The literature on offshoring to China (e.g., Kennedy and Clark 2006; Feenstra and Hanson
2005; Hsieh and Woo 2005) focuses on manufacturing and product outsourcing, not services
outsourcing.
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encompassing the systems dynamics approach (Dutta and Roy 2005),
knowledge systems perspective (Garud and Kumaraswamy 2005), and
the resource-based view of the firm (Wu 2006). The resource-based view
of the firm (Penrose 1959; Barney 1991) is still debated, although largely
an accepted theoretical lens in information systems research to examine
how firm-specific capabilities are developed and how the capabilities
contribute to firm performance (Gonzales et al. 2006).

Our focus is on capabilities development in a mediated business
model. Only few empirical studies have examined offshore vendor
capabilities development and largely from the vantage point of large
India-based vendors that are independent players whose work is not
contracted through other IT firms (e.g., Kaiser and Hawk 2004; Ethiraj
et al. 2005). Hence, we break new ground by focusing on China and
examining a mediated offshoring model.

Mediated Business Model in Chinese Software Services
Firms: Drivers

The mediated business model is briefly mentioned in the literature (e.g.,
Rajkumar and Mani 2001; Ethiraj et al. 2005), but largely viewed as a
transitory model during the early phases of a vendor’s life. For example,
Morstead and Blount (2003) associate the mediated model with Tier 2
vendors that have yet to mature to Tier 1 vendors.

The mediated model is common in the export business of Chinese
software services to Japan (Qu and Brocklehurst 2003). Japan represents
the largest market to Chinese firms (Hu et al. 2007). Similarly, China
constitutes the main offshoring destination to Japan (OECD, 2007).
According to Qu and Brocklehurst (2003: 62), ‘China has at least
managed to compete with India on an equal footing in the Japanese
market.’

In the Chinese–Japanese offshoring services, the mediated business
model developed over time. Initially, the Chinese firms provided on-site
staffing to alleviate cost pressures that Japanese firms faced in early
1990s, but over time, the staff augmentation model was complemented
or substituted with offshore development to deliver greater cost
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reduction to the Japanese firms. Expatriate Chinese who had worked in
Japan started to set up offshore facilities in China.

In themediatedmodel, the client is not the end user of the software, but a
Japanese IT company (see Fig. 8.1). The Japanese IT firm (client) contracts
work with the Chinese software services firm (vendor) to carry out tasks
such as program design, coding, and unit testing. The Japanese IT firm
(client) performs the high-level functional design, and it might break the
application to several different projects to be subcontracted to different
Chinese vendors. It is also the client who integrates the different deliver-
ables into a functioning system and manages the interactions with the end
client (end user of the software such as bank) (Qu and Brocklehurst 2003).2

The mediated model competes primarily with country-level compara-
tive low labor costs and less with skill or competence advantage (Carmel
and Tjia 2005). Chinese firms face Japanese IT firms that maintain
arguably the best quality control and most sophisticated process manage-
ment in the world. Chinese process management capabilities lag behind.
For example, in 2005, only 21.6% of the software services businesses in
Beijing had been certified as capability maturity model (CMM)/CMMI
level 3 or above, and only one of them reached CMMI level 5.

Drivers of mediated model. The drivers for the mediated model are
multifold. Perhaps the primary ones are the lagging maturity in process
capabilities and the fragmented market comprised of small-sized firms
(Organisation for Economic Co-operation and Development (OECD)
2007). The largest Chinese vendor, Neusoft, has only 9000 employees
(Neusoft 2006). The mediated model allows firms of small size and with
limited process capabilities to enter the market. Indeed, the low entry
barriers have triggered high levels of entry by new firms in China
(Vashistha and Vashistha 2006). The growth has occurred despite the
limited supply of managerial resources with experience in software
industry and prior experience in client industry (Ju 2001).

The mediated model also helps to overcome the lack of robust
partnership networks overseas. Chinese software firms are found to

2The material was supplemented with interviews with various experts in the industry during July
2004. The material is based on interviews with experts in the industry during July 2004.
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have weak partnership networks compared to their Indian counterparts
(Wu et al. 2005).

The mediated model overcomes some of the obstacles related to work
culture and legal system. Although geographically, culturally, and lin-
guistically, Chinese firms have an advantage with the Japanese clients
compared to the Indian or Western firms, there are still major differ-
ences. The Chinese mentality of ‘cha-bu-duo’ (close enough is good
enough) promotes ad hoc work practices. The mediated model lowers
the client risk from ad hoc work practices. Gupta and Raval (1999)
suggest that cultural issues can ‘make or break an offshore project.’

Finally, the mediated model also increases the client’s control over
issues that pose legal risks. Chinese legal system, while improving, is an
important impediment to China’s growth as an offshoring destination
(Organisation for Economic Co-operation and Development (OECD)

Japanese End-User

Japanese Client
(IT Company) 

IT Vendor
(Operations in

China) 

IT Vendor
(Operations in

Japan)  

Fig. 8.1 Business models in Chinese–Japanese software services offshoring
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2007). The mediated model protects clients against what is characterized
in the literature as a weak contract and intellectual property system in
China (Kennedy and Clark 2006). Rottman and Lacity (2006) report
that firms break projects into smaller ones to protect intellectual prop-
erty. By distributing smaller segments among different suppliers, no one
vendor sees enough of the project at any one time to understand it fully
and exploit the understanding opportunistically.

Operational Capabilities in Software Services Firms

Although the mediated model accommodates the broader environment
in which Chinese firms operate, little is known about operational
capabilities that allow firms to succeed with the mediated model. Prior
literature on IT outsourcing has identified three classes of capabilities
with vendor success (Levina and Ross 2003): (1) client-specific capabil-
ities, (2) process capabilities, and (3) human resources capabilities.

Client-specific capabilities focus on relational routines and resources
that align vendor activities with the client’s goals and priorities on a
short- and long-term basis (Levina and Ross 2003; Ethiraj et al. 2005).
The vendor must develop an understanding of the client’s business and
design cost-effective communication and interaction patterns (Rajkumar
and Mani 2001). The vendor must have sufficient knowledge of the
business (e.g., banking), functional domain (e.g., stock trading), and the
specifics and idiosyncrasies of the client’s operating environment. The
vendor’s interactions with clients must help clarify expectations and
establish a sense of client trade-offs (user needs vs budget limits).
Ongoing communication must clarify priorities, anticipate resource
requirements, and report on issues and changes in project status.

Process capabilities relate to task delivery routines and resources that
accomplish software design, development, and execution (Levina and
Ross 2003; Ethiraj et al. 2005). The capabilities reflect technical com-
petences, skills, and resources in systems and software development
processes. The CMM developed by the Software Engineering Institute
at Carnegie Mellon University is commonly used to improve software
development processes. However, to improve process maturity requires
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substantial discipline and explicit learning investments in infrastructure,
systems, and training programs (Ethiraj et al. 2005). This is likely the
main reason for the relatively low percentage of Chinese vendors with
higher levels of CMM/CMMI certification.

Human resources capabilities are associated with recruiting practices,
training, and mentoring programs, designing jobs with a balanced mix
of specialization and exposure to a variety of project tasks, and develop-
ing a performance appraisal and compensation systems (Levina and Ross
2003; Ferratt et al. 2005). Rotating employees across projects and tasks
gives them opportunities to learn new skills and interact with different
team members (Argote 1999). Individual career development plans,
promotion from within, and alternative career hierarchies are all asso-
ciated with beneficial effects on human resources capabilities (Levina and
Ross 2003).

Levina and Ross (2003) found in a study of a large US vendor that the
three operational capabilities had to be simultaneously present and
mutually reinforcing each other. Their findings suggest that making
choices among the three capabilities might be misguided, as all three
capabilities must be developed in concert.

In the offshoring context, Ethiraj et al. (2005) examined client-
specific and process management capabilities in the context of a large
Indian offshore vendor. They found both capabilities to be associated
with firm performance. The project management capabilities helped to
maximize internal operational efficiencies and improve quality and
profitability in rapidly maturing Indian software industry that targets
offshore markets. In the software development literature more broadly,
many have found that the increased levels of formalized routines in
systems development improve quality and productivity (e.g., Herbsleb
et al. 1997; Krishnan and Kellner 1999).

For client-specific capabilities, Ethiraj et al. (2005) note the key role of
personnel used by offshore vendors at the client site (the so-called onsite
personnel). A similar finding was reported by Kaiser and Hawk (2004)
who examined the development of vendor and client capabilities among a
large Indian vendor and US financial services clients. The onsite personnel
was critical to ensure robust communication channels and develop a long-
term relationship between the firms. In her study of a small Russian and
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Indian provider, Levina (2006) found the boundary-spanning practices of
middle managers at the client organization to be more critical for effective
collaboration than the middle managers at the provider organization.
Outside the offshoring and outsourcing literature, such middlemen are
often labeled as relationship managers, accountmanagers, client executives,
or consultants (Iacono et al. 1995; Brown 1999).

In terms of human resources capabilities, Ethiraj et al. (2005) only
mention the need to invest in training programs in new technologies and
software processes for both developers and managers. Others, not spe-
cific to the offshoring literature, have noted that human resources
practices are closely aligned with firm strategy (Youndt et al. 1996).
Ferratt et al. (2005) review two human resources archetypes. Archetype
1 has a short-term transactional orientation that puts lower emphasis on
firm-specific investments in terms of formal training and mentoring.
Archetype 2 has a longer term relationship orientation that puts greater
emphasis on worker participation in firm decisions, significant invest-
ment in formal training and mentoring. Following the notion of ‘fit’ (see
Ferratt et al. 2005), firms competing primarily on comparative labor cost
advantage would be expected to emphasize Archetype 1.

Development of Operational Capabilities in Mediated
Offshoring Model

The mediated model has implications for the development of opera-
tional capabilities. The mediated model is associated with small project
size, low value-adding tasks, and limited interaction with the end client. Qu
and Brocklehurst (2003: 64) note that ‘most Chinese suppliers are not
even aware who the end users are.’Others have noted that Chinese firms
have little contact with the end user’s business except for at certain stages
of project such as field support.3 This limits the acquisition of client-
specific capabilities particularly business domain knowledge and the
development of robust communication routines. The high-level and
high-paying work is retained by the Japanese IT firms, which leave
low-level work to the Chinese vendors. The low-level work demands
low technical skills from the Chinese developers. Therefore, the
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mediated model can also impede the development of human resources
capabilities. Small-sized projects, low-valued tasks, and limited end-
client interaction limit the degree of employee specialization as well as
the variety of tasks that they are exposed to. In such an environment, the
firms are challenged to develop meaningful career paths.

Although the mediated model can be constraining in terms of cap-
abilities development, we counter argue that Japan–China offshore out-
sourcing presents an environment where Chinese vendors are able to
overcome – at least partially – some of these constraints and develop
their capabilities incrementally. Since the Chinese vendors work with
Japanese clients (Japanese IT companies), which tend to possess strong
process capabilities, it is an opportunity for the Chinese firm to learn and
gain maturity. Also, the projects involve substantial knowledge transfer
from the client to the vendors in terms of business knowledge and
project management know-how. Japanese clients maintain a hands-on
approach to project management, which allows them to assess quality,
progress, and costs, and to take intervening actions if necessary, as they
do in other industries (Liker and Choi 2004). The client’s technical
experts often remain on the vendor site for extended stay to introduce
business requirements to the project team, perform design reviews, and
monitor quality.

Learning mechanisms for developing capabilities. How are Chinese firms
exploiting these opportunities to develop their capabilities despite the
constraints of the mediated model? In the remainder of the paper, we
take a learning perspective to the development of operational capabilities
(Zollo and Winter 2002). Zollo and Winter (2002) distinguish between
two types of learning mechanisms in capabilities development in large
firms: (1) deliberate and explicit firm-specific investments and (2) impli-
cit ‘learning by doing.’ The deliberate investments involve explicit
knowledge articulation and knowledge codification mechanisms and
require greater managerial and financial resources than the passive
experiential processes of learning by doing. The explicit investments
involve time and energy to engage in collective discussions, performance
evaluation processes, and codification of knowledge in the form of
manuals, blueprints, and project management software. The implicit
learning by doing involves repeated and cumulative experiences. Both
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implicit and explicit categories of learning mechanisms result in
improved performance, although the degree of improvement can be
impacted by a variety of factors such as internal organizational processes
and structures (Eisenhardt and Martin 2000).

The mix of learning mechanisms also depends on the characteristics of
the capabilities to be developed (Zollo and Winter 2002). Ethiraj et al.
(2005) argue specifically that implicit and tacit experience by doing is
the dominant learning mechanism for client-specific capabilities,
whereas improvements in process capabilities require explicit learning
investments in infrastructure, systems, and training programs. By infer-
ence, Ethiraj et al. (2005) argue for explicit investments for human
resources capabilities development.

Importantly, Ethiraj et al. (2005) focus on large firms. Zollo and
Winter (2002) focused on large firms in mature economies and indus-
tries. We know of no study that has explicitly examined capabilities
development in small- and medium-sized offshore software services
firms, although studies exist on capabilities development in call centers
(Pan et al. 2005) and IT hardware component sourcing (Wu 2006).

Research Method

Data collection took place in two phases. During the summer of 2004,
the 2 researchers conducted 12 interviews to get a broad view of the
software services industry in China. A diverse group of interviewees
included developers (team and project leaders), user manager, senior
managers, business consultants, senior analyst of a research firm, foun-
ders, and CEOs of software firms. The interviews were all held in
Beijing and involved Americans, Chinese, and expatriate Chinese
representing diverse enterprises that included a start-up, state-owned
enterprise, foreign companies, and private Chinese firms. The inter-
viewees were asked to help us understand the industry structure and
macro-environment in which the Chinese software firms operate.

The second phase took place during the summer of 2005 and involved
case studies in four software services firms in Beijing, China. The purpose
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of the case studies was to explore the capabilities development in small- and
mid-sized Chinese firms. Case study research is appropriate in situations
where the research question involves a ‘how,’ ‘why,’ or exploratory ‘what’
question, the investigator has no control over actual behavioral events, and
the focus is on contemporary phenomenon (Yin 1989). The research
presented in this paper fits all of these three criteria.

The four firms in Beijing were selected for three reasons. First, Beijing
represents the largest base for software development and export, as well as
the most rapid pace of growth in China. Second, the researchers had
connections or could get referrals to the four firms in Beijing. Third,
although all four firms were exporting software services, they varied in
terms of backgrounds, sizes, and software services. Two of them were
considered well-established services providers to Japan, whereas the other
two were recent entrants to Japanese–Chinese outsourcing. One of the
latter two was already established in American–European export markets.
Three of them were founded by Chinese entrepreneurs and under the
control of Chinese managers at the time of the study. The other one was a
joint venture of the Japanese IT firm and a Chinese research institution.
Although the ownership and management of this Japanese joint venture
was quite different from others, we decided to keep it in the analysis to
provide a contrast to the other three firms (see Tables 8.1 and 8.2).

The unit of analysis is the vendor company regarding the develop-
ment of capabilities via various learning mechanisms. In each case,
interviews were arranged through a senior executive of the target firm,
and senior management including the CEO or President usually parti-
cipated in the study (see Table 8.3). The interviews in each firm were
scheduled in a top-down sequence, and this way assured open and active
participation of lower-level personnel. Site visits had the duration of one
or two working days. Each interview lasted from 1 to 2 hours. Both
researchers participated in the interviews, and extensive notes were
taken. In one of the four companies, a research assistant was also present
at the interview to help transcribe the interviews. The two researchers
then compared their notes and combined a consolidated version. In
addition to interview data, relevant information in the public domain,
such as company web sites, news releases, publicities in the media, and
financial statements of public company, were all collected and used.
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Prior to visiting the sites, an interview guide was prepared. For
qualitative research, some (Eisenhardt 1989; Yin 1989) recommend
predetermined research questions, themes, and data collection plans.
Especially when multiple case studies are used, having predetermined
data collection plans is helpful to make data collection more systematic

Table 8.2 General background of the companies studied

Company Background

A – High growth publicly
held firm

Started up by two former university classmates,
previously an experienced developer in Japan
and a software sales representative in China for
a multinational

Publicly listed in Hong Kong Stock Exchange in
2004

One of the largest vendors in China, with over 10
subsidiaries in China, and one in Japan, in 2006

B – Slow growth small firm Founders previously worked in a Japanese joint
venture company in China, or Japan

Worked with many different clients and various
types of projects

Much of the initial work had been at the lower
end of the value chain but increasingly moving
up to higher value-adding work

C – Established firm, new to
Japanese market

Ranked among the top 10 offshore vendors in
China, founded by 4 former university
classmates

Outsourcing business to the Japanese market
since 2003

Initially staffing by internal people, and after
some setbacks replaced them with Chinese
developers with Japanese work experience

D – Slow growth joint
venture

The Japanese parent IT firm and a Chinese
research institution held 90% and 10% of the
stakes, respectively. Ninety percent of the
business was in middleware and platform
software, e.g., web server, database server,
directory server, and storage server

Technological expertise spanned over 30–40
different middleware products plus mobile
application software, and quality control tools

The CEO emphasized, ‘we are a technology
company’
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and enhance comparability of results. Following these recommenda-
tions, the relevant literature in the area of capabilities management was
reviewed and the interview guide developed (see Appendix).

Qualitative case analysis involved writing individual case write-ups
based on the interviews and the archival data. These individual case
write-ups were then ‘coded’ in terms of the client-specific, project
management, and human resources management capabilities. The sec-
ond author did the first round of the coding and the first author did the
second round. The cross-case comparison of data explored the common-
alities and differences in capabilities and in their development.

Results

In our analysis, we organized the case studies around the three types of
capabilities identified as critical for vendor success in prior outsourcing
and offshoring literature (Levina and Ross 2003; Ethiraj et al. 2005):
client-specific capabilities, process capabilities, and human resources
capabilities. Furthermore, we explored the learning mechanisms (Zollo
and Winter 2002) in the development of those capabilities in the context
of the mediated model of offshoring.

As synthesized in Table 8.4 and Fig. 8.1, all of the four firms heavily
relied on tacit knowledge accumulation in building the client-specific
capabilities although deliberate investments in firm-specific structures

Table 8.3 Interviewees’ job title

Company Job titles

A President, senior manager for training, quality assurance engineer,
project manager, senior developer, developers

B Co-founder and director, software development division; manager,
quality assurance, project manager; developer, HR manager,
internal training instructor

C Chairman and CEO, VP marketing, GM Japanese business, market-
ing manager, Japanese business manager, PR manager

D Chairman, president, director, systems development, project
manager, group leader
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Table 8.4 Learning mechanisms of the capabilities

Capabilities Learning mechanisms

Client
specific

Top management’s overseas work experience, familiarity with
the client culture, focus on long-term relationship with clients,
and ability to creatively adapt client procedures to the suit the
Chinese context

Infrastructure development to cater client needs in safety and
security measures, separate venues and work units, and com-
munication channels for client

Extensive use of onsite staffing and bridge engineers, including
native Japanese, decentralized quality control (QA) function
to cater to client needs

Having client expert onsite, participating in training sponsored
by clients

Process ISO 9000:2000, CMM certification and related training;
employee work report; standardized requirements documen-
tation, templates, and design review procedures

Adopting the client company’s procedures, tools, QA systems,
and philosophy (‘accounting approach’ to process manage-
ment, ‘quality first’ and productivity)

Deliberate effort in learning by doing, and then fixed as
standard processes; extensive effort in ‘optimizing’ ISO pro-
cesses based on client needs

Learning from clients, e.g., by applying a US-based major
client’s sophisticated testing procedures for Japanese clients;
managerial training

Human
resources

Middle managers received external training, hiring fresh grad-
uates and providing training regardless of firm sizes, and
experienced expatriates; systematic career development
systems

Frequent visits by employees to the client firm; cultural blend-
ing activities; employees’ self-driven learning

‘People-oriented’ philosophy; flat organizational structure and
friendly work environment; Japanese language training,
opportunity to work overseas on client sites and raises to
motivate employees

Adopting tools and platforms in Japanese language;
team-building camps and mandatory half a year’s language
training; employee development programs
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and processes were also evident in the case data but to a lesser extent.
The accumulation of learning about the client’s business domain and
hence the development of client-specific capabilities were strongest at
middle and top management levels. The top management brought years
of experience in responding to clients’ needs and their business net-
works, or lack of thereof, in Japan. The repeated interactions had
developed high levels of familiarity between the management of the
vendor and the client. Lower levels of the firms had much fewer
opportunities to gain customer-specific capabilities including domain
knowledge.

Similar to client-specific capabilities, process capabilities were devel-
oped from both deliberate investments and experience accumulation.
Although here, the explicit investments were more apparent than with
the development of client-specific capabilities. Most of the firms also
made proactive investments in deliberate learning of project manage-
ment tools and methodologies. The firms had pursued CMM process
maturity competences to varying extents, and more importantly each
firm adapted the standard processes to their circumstances. The nature
of the projects and the interface with the client, who possessed not only
domain knowledge but also process capabilities and technical skills,
appeared to be determining factors. This is a unique feature of the
mediated model, influencing the mix of learning mechanisms by the
Chinese vendors.

The practice to develop human resources capabilities was a response
to the constraints of limited firm financial and managerial resources as
well as the turnover of lower-level staff, which were common in such
mediated business model. Skill development, promotional policies,
encouragement, and incentives remained somewhat ad hoc except in
Company C. Most visible learning and improvements took place at
middle levels.

Next we discuss how the firms appeared to have overcome the con-
straints of the mediated model and be able to develop their capabilities. It
is worth noting that one of the four companies, Company D, was a 90%
Japanese subsidiary; therefore, it was not representative of the China
vendors in general and better be used as a reference only for comparison.
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Company A – High Growth Publicly Held Firm

Client-specific Capabilities

To a large extent, Company A’s capabilities development occurred
implicitly via close coupling with its clients. The bulk of the company’s
business came from a couple of very large Japanese IT firms that served
end-user clients in the banking and securities industry (e.g., electronic
trading solutions).

Initially, the President of the firm and co-founder had brought with
him years of experience in responding to the clients’ needs and their
business networks in Japan. The repeated interactions had developed
high levels of familiarity in the business domain and practices of the
client. According to the President, ‘trust with Japanese clients has
evolved to such a stage over time that I can sign a contract without
looking at the financial details. If I lose money on a particular project,
they will make it up with extra in the next contract to me. If I bid 100
man-months and ended up using 80 only, we’d do more on usability
and user interfaces, so that we are not too far off. If my client has to
cancel a project, and asks me to share some of the loss, I’d do it because I
know they’ll pay me back in the next project.’ The President continued,
‘This is hard for the Indian companies to do, coming from a Western
contract-based culture. This is in the root of east agricultural economies,
which is something common between Chinese and Japanese culture.’
On an ongoing basis, much of the learning of client-specific capabilities
occurred implicitly at the project level through the Japanese technical
experts whom the clients sent to the vendor site.

Company A had also made explicit investments to stay closely con-
nected with the clients. But so did also their clients. Company A’s
divisions and departments were structured with direct correspondence
to clients. In some cases, a client paid for a fixed charge to retain a
department on long-term contracts for staff stability and guaranteed
availability. This allowed the vendor to develop a work force with a
high level of domain knowledge in a client’s business. The staff for
different clients were housed in different geographic locations as the
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way to manage security and protect customer confidentiality. In some
cases, the technical development environments were physically discon-
nected from the company’s infrastructure but connected with that of the
client’s. Company A had also dedicated onsite personnel, so-called
bridge engineers for major projects at the client sites. Bridge engineers
handled the day-to-day interaction between the client and the offshore
vendor site.

Process Capabilities

Company A’s process capabilities originated from the President’s crea-
tive adaptation of the methodology he had learned in Japan to the local
culture and client needs. The company continued to develop process
capabilities via learning from the technical experts sent to the vendor site
and from ‘the bridge engineers.’ The project teams used the client’s
software design and building platforms. Effort estimation was based on
prior projects with the particular client.

Compared to learning from the clients via experience and adopt-
ing their sophisticated processes, it was less important for the firm to
invest extensively in standard processes and quality standards beyond
certain degrees. Two of the company’s departments passed CMM 2
in 2002, but the company had made a conscious decision not to
pursue CMM 3. One project manager remarked, ‘CMM is a refer-
ence point for us, the client requirements are our guiding principles.’
A developer remarked, ‘we do not practice quality here as a straight-
jacket.’ To be responsive to client needs, the quality assurance
function was decentralized. Most of the quality personnel resided
within the departments serving specific clients. There was only a
small central quality assurance group.

Human Resources Capabilities

Naturally, the frequent changes in requirements and rigid process
adherence featured in the mediated model were not always welcome
by the developers. One of them described how in one project, 90%
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of the team quit because of fatigue and the lack of recognition of
individual contribution. The developers also resented that their
development environments were locked by the client’s needs and
had little opportunity to gain skills on new platforms. One described
the work environment as ‘“blue-collar” style, equipped with basic
furniture and crowded, and offices scattered in the city for cost-
saving.’ The developers complained about the lack of challenging
projects that involved new technologies. The task features imposed a
challenge for human resources capabilities development, to identify
and train the people with the right skill set and attitudes. The
company’s strategy was focused on operational efficiency at the
low-level coding and unit testing, which involved lower risks and
required less capabilities. This meant low-level and low value-adding
work for developers, however.

A key mechanism for human resources capabilities was recruit-
ment. At the entry level, the company preferred to hire fresh
college graduates as the main source of developers and then pro-
vided initial training for them. It was believed that people who had
worked for 3–5 years become hard to train and indoctrinate with
the company values. Training was conducted in a centralized
intensive mode for 3 months, consisting of Japanese language
training and working on prior client projects. Through this explicit
process, codified knowledge is shared and transferred to new
employees. Much of the task-specific and client-specific training
occurred on the job later on.

Company B – Slow Growth Small Firm

Client-specific Capabilities

Similar to the case in Company A, a director of Company B attributed his
firm’s client-specific capabilities to ‘our senior management’s experience in
working with Japanese clients.’ The senior management had much tacit
knowledge of the clients’ operations and stayed in close daily contact with
the client’s project personnel. For middle- and lower-level personnel,
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developing client-specific capabilities was more challenging. Company B got
disparate and relatively small projects from a diverse set of clients. A project
manager described their work as ‘hard bones with little meat to bite.’

Process Capabilities

Company B was still searching for the optimal mix of deliberate and
experiential learning mechanisms to build its process capabilities. As the
smallest and youngest company in our sample, Company B faced the
biggest resource constraint. One of the examples given by a project
manager was very telling of the reliance on ad hoc implicit learning.
Many of his projects ‘came with tight schedules and changing objectives.
As a result, there were many versions to manage, a modification might
affect not only just one module, but all modules need to be inspected for
the rippling effect.’ It was only through trial-and-error and gradual
accumulation of experience that the project team figured out an
approach in response. Their devised approach was to have full multi-
rounds of internal discussion aimed at thorough understanding of the
design. This approach was also used to deal with the client’s desire for a
joint discovery of requirements. As another example, an individual
programmers’ first reaction to technical challenges was to get on the
internet or other forms of self-learning, rather than formal institutional
infrastructure for support.

As the company grew and projects became larger, the increasingly
complex work put pressure on the company to move away from ad hoc
practices to developing a more disciplined approach. ‘Initially, we had
no methodological guidance for estimation and resourcing but after
many setbacks we developed our own system of project management,’
noted the quality manager. Some of the major clients, especially those
that had developed closer relationships with the company through a
history of successful past projects, had also sent their personnel to the
company to train developers in process management.

To enhance its process capabilities, Company B augmented its
learning from clients by investing in both standard processes and
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certification. The firm had achieved 1SO 9000 certification and was
planning for CMM 3 at the time of our data collection. Part of the
task of the central quality group was to optimize ISO processes,
understand CMM requirements, and consolidate CMM and ISO
into the firm’s processes. This work was very hands-on. The quality
manager reported, ‘Right now, Q/A is involved in the full process of
product development, but once the processes are mature, we [Q/A]
might just follow the key points.’ However, Company B struggled
with finding the right balance between best-in-class processes and the
client’s tight delivery deadlines. A manager commented, ‘indeed we
have improved our competence through doing outsourcing for
Japanese clients. Our clients have strict quality processes. We follow
their processes as much we can and in the process, improve our own
abilities.’ One of the founders noted that ‘our Japanese clients do
not care much about the level of CMM because Japanese companies
have their own procedures and processes. We are building a quality
system to develop our own processes, a uniformed system to respond
to all kinds of requirements from Japan. It allows a common
response to all scenarios.’

Human Resources Capabilities

The strategy to develop human resources capabilities was similar to
that of Company A, especially in terms of recruitment practices.
The company hired entry-level developers mostly from universities
in Beijing, whereas the middle tier was recruited from job fairs.
New hires were asked to attend new employee training programs
and redo a previously completed project in order to accumulate
experience. As in Company A, Company B’s human resource
practices aimed to promote Japanese business customs that stressed
the needs of the client company. Moreover, the company main-
tained a large percentage of the team onsite. The opportunity to
work in Japan was used as both a reward and employee develop-
ment practice.
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Company C – Established Firm, New to the Japanese
Market

Client-specific Capabilities

Having used to conducting business with Western clients, learning
client-specific capabilities in the Japanese market had been challenging.
The CEO noted that it took 2–3 years of work with Japanese custo-
mers before gaining their confidence. Technological know-how was
not an entry barrier, but trusting relationships, as ‘steady business
comes after trust is established.’ Because of the differences in business
practices and customs, the firm was able to leverage little of its inter-
national reputation with European and US clients in Japan. To over-
come this constraint, the firm used its human resources practices to
build client-specific capabilities. The firm had hired several seasoned
Chinese managers with work experience in Japan to develop client
relationships.

Process Capabilities

As in the other companies, process capabilities were also built via
learning from the clients as well as deliberate investments in certification.
Company C heralded its superior ability to learn from clients by sending
its personnel to the client’s training courses. One of the founders
explained, ‘we send employees to our clients’ project management
training courses. We have adopted many procedures from our customers
including their internal quality tools.’ Company C passed ISO 9000
quality certification in 2004 and CMM 3 certification in December
2006, partly because its US clients valued the CMM certification.
Regarding Japanese clients, a manager explained, ‘Japanese have differ-
ent methodologies, but still the general process thinking is the same. We
can leverage our process management successes from the US and
European side in our Japanese business.’ In practice, this meant meeting
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the internal quality frameworks of Japanese clients using the CMM and
ISO reference points internally.

Human Resources Capabilities

Company C had the most extensive and deliberate human resources
capabilities among the four companies. The CEO’s motto was ‘great
people come through good human resources processes,’ which
highlighted the central importance of human resources capabilities.
The company had an extensive internal training program that focused
not only on technical skills but also on cross-cultural and client manage-
ment as well as process management. Such extensive training was
exceptional in the software services industry in China. The company
was known for its emphasis on learning and team-oriented culture. All of
its senior managers had earned their EMBA degree on a part-time basis.
After 3 years of service, employees were sponsored to study for a master’s
degree in software engineering from top software engineering schools.

Whereas the recruitment practice was similar to that of the
competitors targeting fresh university graduates at the entry-level and
veterans in the industry at the middle level, Company C invested more
in formal training. For example, fresh graduates were given 3 months of
training, conducted by two outside companies. For a project manager
hired from overseas, he or she would be brought back to Beijing for at
least 1 week for orientation and cultural immersion.

To complement deliberate learning mechanisms, the firm also created
an environment to facilitate experiential learning. When asked for
examples, the general manager of Japanese operations mentioned that
despite the multimillion losses in his initial management responsibilities,
he was still trusted by founders and given more opportunities. A junior
employee compared his experience with his previous employer and
noted how Company C went out of its way to assign work that leveraged
his talents and strengths. Managers knew their employees well through
social and training camps, which were exceptional among Chinese off-
shore firms.
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Company D – Slow Growth Joint Venture Firm

Client-specific Capabilities

Because Company D was a joint venture of its client (Japanese IT
firms), developing firm-specific capabilities was less of a priority. The
senior management had previously worked in the client company.
Members of the core team for key projects visited the parent com-
pany to experience the culture and to get to know the client. The
company also invested and participated in cultural exchange visits to
Japan organized by third parties for selected employees. One of the
project managers told us that she had visited Japan 7 or 8 times
during the last 5 years.

Process Capabilities

Compared to the other three firms, Company D invested heavily in
quality certification processes and formal training curricula. The firm
was the first software company in Beijing to reach CMM 5, the third
or fourth in China. The strong emphasis on process capabilities and
deliberate learning was consistent with the nature of project tasks, as
Company D was specialized in software product development,
mostly in complex middleware. According to the CEO, the reasons
for CMM 5 certification included: (1) it was ‘considered important
to outsiders, particularly as we try to enter the Chinese market,’ (2)
it could serve as ‘a reference point to the current quality system and
help enhance the current process,’ and (3) it could help improve an
employee’s pride in the company. Furthermore, by implementing
explicit assessment of process capability, the company could gauge
gaps and implement targeted improvements and become the ‘No. 1
in quality and productivity in China’ as a software services vendor.
At the project level, the company claimed to have achieved deeper
analysis and improved estimation skills. CMM 5 had led to the
development of a risk management capability.
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Human Resources Capabilities

The general recruitment practices of the firm not only were similar to
that of competitors (e.g., targeting fresh university graduates for entry-
level jobs) but also varied to some extent. For example, consistent with
the nature of project tasks, the company had a high ratio of advanced
degree holders (25% had a masters or Ph.D.). The company emphasized
management training and preferred to promote from within. Developers
interviewed by us also expressed a strong motivation and belief in
continuous learning and recognized its importance.

To recap across the four cases, different firms emphasized somewhat
different capabilities and employed different mechanisms to suit the
mediated business model. Some of the contingences that appeared to
affect capabilities development and learning mechanisms were vendor
scale, project tasks, and client relationships. What also surfaced was the
foundational nature of human resources capabilities.

Discussion

This study addresses an important issue for researchers and practitioners
of offshoring of software services: how do offshore vendors develop their
capabilities in a mediated offshoring business model? We used the three-
part organizing framework for operational capabilities by the Levina and
Ross (2003) study on outsourcing. The same capabilities have been
studied by Ethiraj et al. (2005) in the offshoring context and found to
relate to an offshore vendor’s project success, but the vendor was a large
established one in India providing offshoring services to the USA.

Our study focused on small- and medium-sized firms that do their
business as subcontractors to Japanese IT firms to carry out tasks such as
software testing and coding. To the extant literature and theoretical
background, we made three important arguments. First, we suggested
that the mediated model can help overcome some of the challenges that
small- and medium-sized Chinese firms face including their small size,
low maturity of process capabilities, and the weak legal environment,
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although the mediated model can also constrain the development of
certain operational capabilities. Second, moving beyond the prior litera-
ture on the three types of capabilities, we further examined their rela-
tionships in the mediated model and identified the pivotal role of human
resources capabilities. Third, we have integrated the three types of
capabilities and the contingency factors into a synthesized model
(shown in Fig. 8.3) and examined their two-way relationships between
the capabilities and contingency factors. The latter is also seen as the
outcome of capabilities development in a dynamic model.

The Mediated Model

All four companies studied have been in existence for several years. All of
them were considered financially solvent according to the industry
experts. The mediated model has also allowed considerable growth and
financial success in two of the firms, and strong performance in the other
two. In particular, Company A was ranked among the top five Chinese
firms providing offshoring software services to Japan (in terms of reven-
ues). Company C was ranked among the top 10 offshoring firms in
China.

The more successful firms have managed to incrementally develop
their capabilities following a successive path that allowed them to move
beyond from coding and unit-testing work, to functional design, con-
ceptual design, and even architectural design. Moving to larger and
higher-level projects allowed the Chinese firms to deliver greater cost
advantage and reap higher profitability, provided satisfactory quality,
and on-time delivery could be assured.

The case studies suggest that the mediated model affects capabilities
development; but rather than constraining, the mediated model shifts
the development of capabilities from the vendor’s organizational bound-
aries to the ‘extended organizational forms’ (Aron and Singh 2005).
Long-term close relationships with clients facilitate the transfer of
domain knowledge, IT technical knowledge, and process management.

Human resources capabilities appeared to be constrained by the
mediated model. In some of the firms, only low-level (‘blue collar’)
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work is assigned for the vendor. In such a model (as in manufacturing),
scale and operational efficiency are important for the vendors. The work
can be tedious and result in low morale. Some of the Chinese developers
conveyed a sentiment that they feel that they are required to act passively
doing everything according to the design specifications, without any
need to think on their own.

The constraint on human resources put pressure for the firms to
invest in recruiting, development, and appraisal processes that fit with
their strategy. Whereas firms shared common recruiting approaches,
they also exhibited different human resources practice archetypes in
training and employee development. For example, Company A and B
followed Archetype 1: short-term orientation, reliance on recruiting
rather than developing personnel, and lower emphasis on firm-specific
investments on ongoing employee training. In contrast, Company C
and D were more of Archetype 2: longer term orientation, promotion
from within, significant investment in training and development. The
finding might appear surprising given that the mediated model is seen to
be primarily competing on efficiency and comparative low labor costs,
which suggests Archetype 1. A closer examination of the cases reveals
that the differences can be accounted for with the contingency factors
such as project tasks, vendor scale, and client relationship.

Similar to the prevailing offshore models described in the literature
(Kaiser and Hawk 2004; Ethiraj et al. 2005; Levina 2006; Oshri et al.
2007), the mediated model accommodated vendor personnel (‘bridge
engineers’) at the client site. However, the bridge engineers’ role was
‘narrowed’ compared to what has been described with the non-
mediated offshore models. For example, Kaiser and Hawk (2004)
describe how the on-site vendor personnel accomplished requirements
determination for new applications and even conducted performance
reviews for the client technical personnel. In a mediated model studied
here, the bridge engineers’ role seemed to be more limited in terms of
functions as well as client access. Particularly early on the projects, the
access was limited but widened as the project moved to testing and
maintenance phases. The limited access was overcome by top manage-
ment’s prior experience in Japan and their ongoing close involvement
in the projects.
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The mediated model also required high levels of vendor flexibility and
adaptive capability. With Japanese clients, requirements were specified at
the high level at the start of the project. These requirements had to be
further discovered and specified while the software was developed. This
led to the client’s sending their own technical personnel to the vendor
locations to manage the discovery process. The vendor visits promoted
learning, but they also could lead to cultural conflict. China and Japan
have different customer service cultures. This is not unique to software
services firms but prevails more generally between China and Japan.
While Japanese clients tend to strive for perfection in customer services,
which leads to the frequent changes in the requirements to satisfy their
end clients, Chinese developers are under the influence of their ‘cha-bu-
duo’ attitude (‘close enough is good enough’). Human resources prac-
tices were needed to help employees to deal with these cultural conflicts.

Development of Operational Capabilities

As illustrated in the case analysis (e.g., see Fig. 8.2), the development of
client-specific capabilities involved a variety of implicit and explicit
learning mechanisms. Client-specific relationships were built on the
basis of repeated interactions and contracts, investments in organiza-
tional design, and training in the client’s service culture. Process cap-
abilities were built by exploiting both implicit and explicit learning
mechanisms as were human resources capabilities.

Prior literature (e.g., Levina and Ross 2003) has noted the comple-
mentary relationships among the capabilities. Our case studies extend
their findings by anchoring human resources as the foundation for the
development of the two other capabilities (see Fig. 8.2). In the mediated
model, each company’s success is tied to its capabilities development
effort in recruiting various levels of talents, providing training in the
client language, culture, technical skills, project management processes,
and client-service mentality in the employees to cater to the clients’
communication style, business requirements, and processes. The impor-
tance of human resources capabilities was stressed by all of the four
companies and interviewees of all levels.
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Whereas the four companies exhibited varying degrees of reliance on
formal process certification such as ISO and CMM/CMMI, the four
companies had a nearly identical approach to recruiting at the entry level
and middle level. To some extent, process capability is developed and
acquired via a combination of recruiting and training.

In the mediated model, client-specific capabilities are manifested
in the effective adoption of the client process, processes and proce-
dures, communication styles, and business knowledge. As one of the
managers pointed out the adoption of client processes and tools was
important, and sometimes more so than ISO and CMM standards,
because it could facilitate the mediating Japanese IT firm’s effort to
integrate the final systems, which may be developed by several
parties. In addition to training, client-specific capabilities gradually
developed via bridge engineers, staffing on client site (e.g., for system
integration and support), client representatives’ visit, and regular
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Fig. 8.2 Learning mechanisms in the four cases
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communication between the vendor and client personnel. The accu-
mulation and retention of such capabilities also hinged on human
resources capabilities. The four cases illustrated slightly different
practices in retaining and motivating employees based on their
circumstances.

In the mediated model, where the Chinese vendors operated at the
low end of the value chain featuring mostly coding and unit-testing,
the work was relatively portable and modular, and revenue and
productivity were based on fixed estimated man-months. Therefore,
cost control was important, which requires operational efficiency via
process enhancement and quality assurance to stay in project budget,
schedule, and allowed bug rate. Scaling up was key for the vendors
to obtain larger and more profitable contracts, which in return
secures resources for explicit learning mechanisms such as CMM
certification and richer forms of client engagement, for example,
bridge engineers, visit to client sites, and video conferencing and
phone calls. Interestingly, Company B had its multi-year projection
of head-count growth on its website, as a management objective.
Figure 8.3 illustrates these interdependencies among the operational
capabilities.

Contingent Nature of the Learning Mechanisms

We identified three factors that appeared to influence the adoption of
learning mechanisms, and each of them will be elaborated below. First,
the scale of the company is a factor. Larger ones possess more resources,
bigger bargaining power, and internal specialization of organizational
units and individuals (e.g., dedicated QA personal), which led to bigger
and more profitable projects. Only after firms became larger could they
afford the certification (CMM and ISO) and other forms of deliberate
learning. Smaller firms such as Company B had to rely more upon
experience accumulation. For example, as mentioned in the previous
section, one of the teams had a lot of problems with the evolving client
requirements, and it was only through trial-and-error that gradually they
figured out their own way to deal with it.
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Second, the strong orientation to long-term client relationship was a
key factor in capabilities development in the mediated model. Through
repeated interactions with two to three of its largest clients over time in
supplying software services, Company A had developed not only a better
understanding of the client’s business requirements and customer service
culture but also efficient approaches to deal with clients’ style of com-
munication and requirements specification. For example, the company
had developed customer-specific development and review check lists. An
interesting finding of the four case studies is that in these companies the
client relationships tended to grow tighter for mutual gains, along with
vendors’ capabilities development and maturity. Tighter relationships
might result in clients’ financial investment in the vendor firm for
minority interests, as in Company A and B.

Third, as predicted by Zollo and Winter (2002), a firm’s task features
(originating from its strategy) tend to exert influence on the learning
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mechanisms. A comparison between Company A and Company C lends
support to this assertion. Company A was a low-cost and high efficiency
firm, achieving its high profitability via a combination of focus in
financial services, working with few clients with many big projects,
and effective cost control. Both client-specific and process capabilities
resided primarily with senior and middle managers. In contrast,
Company C had some unique capabilities in software product localiza-
tion and a diverse range and levels of tasks, which required a more
specialized work force. Company C exhibited the use of extensive
deliberate learning mechanisms including human resources practices of
Archetype 2 at all levels of the firm.

It is worth noting that this paper goes beyond Zollo and Winter
(2002) by specifying the impact of the capabilities development on the
contingency factors in an interactive relationship for the mediated busi-
ness model. Viewed also as the outcome of capabilities development, the
contingency factors’ importance is further emphasized.

Conclusion

Our findings contribute to the stream of research that emphasizes
context-specific capabilities. The business model of the offshore vendor
impacts its capabilities development. The learning mechanisms of cap-
abilities can take on more generic mechanisms, however. Although the
companies varied in the level and value of client-specific capabilities,
interactions with clients were part of mechanisms to develop the cap-
ability in the different firms. Of course, some mechanisms can be specific
to firms as well. For example, company A dealt with financial services
firms that were particularly concerned with security and privacy.
Security procedures that protected client confidentiality were a critical
part of customer-specific capabilities.

Whereas this study focused on offshore vendors’ perspective and has
obvious implications for them, our findings have implications to clients
as well, especially for overseas IT firms seeking cost-reduction. In mana-
ging relationships with vendors that lack both business domain
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knowledge and project management capabilities, deep relationships that
embed knowledge transfer are critical. Deep relationships can evolve
through escalation of project sizes via repeated interaction, to reach co-
dependence to maximize mutual gains. However, at least initially, it is
the client (the buyer of services) that must make implicit and explicit
learning investments to help develop the vendor’s capabilities.

Limitations and Future Studies

This research has several limitations. First, the sample is a convenience
one, based on accessibility to vendors. All firms were headquartered in
Beijing, where one of the authors is located and has industry contacts.
However, our focus on Beijing-based vendors is appropriate, since
Beijing is the largest base in China for software export. Second, as an
exploratory study, this research is aimed at identifying issues concerning
capabilities development, not to prove or test any theory. Also, our study
lacked a longitudinal perspective. Our next step is to develop hypotheses
and launch a survey of capabilities development by Chinese offshore
software vendors. Moreover, the offshore outsourcing industry is under-
going a consolidation process involving many merger and acquisition
deals to create the necessary scale to compete internationally. This
certainly will impact on the firms’ operational capabilities and learning
mechanisms and will be an interesting direction for future research.
Future research also needs to attend to the financing structures and
ownership that are undergoing rapid changes in China.

Appendix

Interview guide

How would you categorize your company’s business?

• business model, financial structure
• products and services you offer to customers
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• internal processes you use to produce and deliver those products and
services

• customer, brand, and channel activities

What are your firm’s core competencies? How have their changed over
time?

What is your company’s strategic intent? How does it differ from your
closest competitors?

Where do the good ideas come from developing new capabilities or
improving existing ones? Levels? Areas? Inside/Outside? Whose respon-
sibility is it to develop capabilities?

How is ‘capability improvement’ and ‘learning’ incorporated into the
incentive structure and performance review process of your employees
and management? What about contracts with clients?

Describe a recent example of developing a core competency? What
triggered it? Had you tried to improve it before?

How did the outsiders play a role . . .what made you choose this
approach of developing it? Did you have some false starts? What
were the risks? What have been the benefits from improving the
capability?

Focus on one important project/external relationship? How has it
helped you develop competencies?

What type of internal changes has the company experienced in
building competences? Culture? Structure? Incentives? Technology?
IP?

How would you expect the way your company managed capabilities
change over the next 2 years? Why? Will the changes be incremental vs
revolutionary?

Over the past 5 years, which companies in your industry have best
capitalized on new capabilities? If appropriate, ask them to clarify the
type of capabilities?

Does your way of managing core capabilities differ from the way
that Western businesses tend to do it? Other Chinese firms? Indian
firms?
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9
A Dynamic Model of Offshore Software

Development

Jason Dedrick, Erran Carmel
and Kenneth L. Kraemer

Introduction

As the offshoring of knowledge work has accelerated, theoretical
models to explain the phenomenon have not kept up. Most theoretical
models assume a static transactional relationship between factors that
lead to a binary offshoring decision. Such models do not take into
account the mix of sourcing choices at the level of a firm, nor do they
consider dynamic changes over time. As a result, it is difficult to predict
the extent to which the growth of offshoring will continue, and what
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its implications might be. This paper helps to address the issue by
developing a dynamic model of offshore software development.

The pace of offshoring has been striking. India’s exports of software,
business processes, and information technology (IT) services grew from
$12.9 billion in 2004 to $31.3 billion in 2007 (Nasscom 2008), and
offshoring has grown rapidly in places such as Israel, China, the
Philippines, and Russia. IBM alone hired 90,000 workers in low-cost
countries over 3 years ending in 2007 (Hamm and Schneyer 2008), and
other IT companies such as Accenture, Oracle, and EDS hired aggres-
sively in offshore locations. Companies in other industries moved inter-
nal IT operations offshore or outsourced to offshore IT service providers
such as Infosys, TCS, and Wipro.

There has been a surge in academic research on offshoring since
around 2007. For example, special issues of MIS Quarterly, the Journal
of Information Technology, and the Journal of Operations Management
have been published on offshoring. Other empirical research has
looked at offshore sourcing of business processes (Tanriverdi et al.
2007) and the global disaggregation of service occupations (Mithas
and Whitaker 2007).

However, there is still a need for more complete conceptual models
to understand the drivers and process of offshore sourcing. We use
qualitative research on the offshore migration of software services by
major US companies to develop a dynamic model of sourcing. A
dynamic model is useful in understanding the adoption of a practice
such as offshoring that can take place over time with each company
having its own trajectory.

We find that the offshore sourcing decision is driven by powerful
economic forces, primarily cost pressures, access to new sources of
skilled workers, and the opening of fast-growing markets outside the
developed world. The sourcing decision also is influenced by the
nature of the activity, including its modularity and maturity, and by
the management practices and capabilities of firms making the sour-
cing decisions.

Yet the relationships are not unidirectional, nor static. Rather, they
are iterative and dynamic, involving feedback loops, learning cycles,
and cumulative effects over time. The element of time has been
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introduced analytically in the offshoring literature by Dutta and Roy
(2005), but while Dutta and Roy study offshoring at the country
level, we look at the firm level. We find an iterative process as the
sourcing decision is repeated with each new project/task/process that
is rolled out. As firms source activities offshore, they manage the
process proactively to facilitate further offshoring. Such management
practices can change the very nature of the activity, making it more
amenable to offshoring. Meanwhile, future sourcing decisions are
influenced by the mix of capabilities and preferences left from prior
decisions.

Our dynamic model improves on static models by accounting for
such changes over time. The implication of our model is that globa-
lization of knowledge work (such as software development) may go
further and faster than a static analysis would suggest. That is, firms
continue to look for and find new opportunities to reduce costs and
gain access to skills and markets, creating greater capabilities in off-
shore locations and pulling even more activities offshore in a spiral of
accelerated migrations.

Background on Offshoring

Our model building in this paper is set in the domain of globalization
and offshoring. Therefore, we briefly summarize key dynamics of the
increase in globalization and offshoring in recent decades.

Globalization has been led by multinational corporations (MNCs)
looking for new market opportunities and sources of low cost natural
and human resources. Changes in the global economic environment,
including trade and financial liberalization, and falling transportation
and communication costs, facilitated globalization.

The first wave of globalization mostly involved manufacturing, as
disaggregation of production processes enabled manufacturing to
move offshore, and in many cases, to be outsourced to other firms
(Sturgeon 2002). However, during this earlier era, most higher
skilled work – such as R&D, engineering, administration, and mar-
keting – remained under the firm’s control and usually in its home
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country. The trend was toward a division of labor in which devel-
oping countries did physical production work and developed coun-
tries specialized in knowledge work.

This division of labor has changed in recent years, however, with the
well-publicized trend toward offshoring of services to developing coun-
tries. Beginning with call centers and software development, and
expanding to include product development, back-end financial and
legal services, and even R&D, more and more knowledge work has
moved offshore (Lewin and Peeters 2006).

These trends raised the questions of why offshoring was suddenly
growing so fast and how far it would go. There have been several
attempts to identify and quantify the number of occupations and
jobs that could, or were likely to, end up offshore (ACM Job
Migration Task Force 2006). Forrester research estimated that 3.3
million high tech and service jobs would move offshore from the
USA by 2015 (Hilsenrath 2004), whereas Blinder (2007) found that
28–42 million service jobs in the US economy could at least poten-
tially be moved offshore. These analyses involve identifying charac-
teristics of an activity or occupation that make it easier or harder to
move offshore, and then adding up the number of jobs that fall in
the ‘offshorable’ category. They are not based on a well-defined
conceptual model of firm behavior with regard to offshoring, nor
do they incorporate factors that may accelerate or slow the process
over time.

In ‘Theory and foundation model’ section, we review the literature
on offshore drivers and present a foundational model based on the
literature. In the ‘Research methodology’ section, we describe our
fieldwork, protocol, and data sources. In the ‘Factors influencing
sourcing decisions’ section, we report the results of our research on
the key factors influencing offshore decisions. In ‘A dynamic model
of offshore sourcing’ section, we present our complete model and
map our cases back to that model. The ‘Conclusion’ section dis-
cusses our contributions and implications, whereas the ‘Limitations
and future research’ section acknowledges limitations of our small
number of case studies and suggests future directions for research.
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Theory and Foundational Model

Literature Review

Various theories have been employed in studies of sourcing decisions.
One is transaction cost economics (TCE), which is used primarily to
explain the boundaries of a firm, that is, why it carries out some activities
within the firm’s hierarchy, even when the market offers a lower cost
alternative. TCE focuses on the risk of opportunism by trading partners
and other coordination costs associated with market transactions
(Williamson 1979; Clemons et al. 1993). Although TCE focuses on
the market vs hierarchy sourcing decision, it also has been used to
hypothesize when firms will locate activities offshore (Tanriverdi et al.
2007). Limitations of TCE in explaining IT sourcing decisions have been
identified (Willcocks and Lacity 1995) and have led to the adoption of
other frameworks as alternatives or complements. For instance, Dibbern
et al. (2008) apply TCE and the knowledge-based view of the firm, as
well as country-specific factors, to explain extra costs faced by clients in
offshore outsourcing relationships. The knowledge-based view brings
firm characteristics and capabilities into the picture, along with economic
and transactional factors. It also allows for dynamic effects such as feed-
back or learning loops, in which firm characteristics and capabilities can
evolve over time in response to experience and the development of new
knowledge (Jensen 2005).

Modular systems theory has been used to explain how the nature of
products or processes can affect sourcing decisions (Sanchez and
Mahoney 1996; Baldwin and Clark 1997; Schilling and Steensma
2001). This theory proposes that loosely coupled product or process
interfaces lower coordination costs and facilitate the use of flexible
organizational forms such as contract manufacturing and outsourcing.
There are conceptual arguments and empirical evidence that modularity
is associated with greater use of offshoring (Sargent and Meares 2006;
Tanriverdi et al. 2007). So far, no dominant theory has been established,
but given the complexity of the process, it is likely that any comprehen-
sive explanation of offshoring will draw on multiple theories.
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Foundational Model: Factors Influencing Offshore
Sourcing Decisions

Many factors have been posited to influence the sourcing decision, for
both outsourcing and offshoring. These include economic drivers, the
nature of the activity, and firm-level management practices and capabil-
ities. The relationships among these are illustrated in Fig. 9.1 and
elaborated below. In the subsequent section, we will enhance this
foundational model with additional factors and dynamic feedback
loops based on findings from our case studies.

Sourcing Decision

The sourcing decision we are concerned with is whether software devel-
opment is carried out in the home country of the parent firm (onshore)
or in a foreign (offshore) location, and whether it is done by the firm
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Fig. 9.1 Foundational conceptual model of offshore sourcing factors
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(in-house/captive) or by an outside firm (outsourced) (Sobol and Apte
1995). The dimensions of the decision can be represented in a 2 × 2
matrix, with four potential sourcing options (Fig. 9.2) (Metters 2008).
A sourcing decision is made for each development project, and some-
times for each activity/phase within a project – for example, design
might be done inside the firm and onshore, whereas coding and testing
are outsourced to an offshore provider.

There are three sets of independent variables in the foundational
model, each of which include factors that influence the sourcing decision.
Prior research on factors that influence the location of knowledge work
has included economic factors, the nature of the activity being sourced,
and the capabilities of client and vendor firms (Dibbern et al. 2008).

Economic Factors

Economic factors include labor cost differences across countries, avail-
ability of skilled workers, and access to foreign markets (Sobol and Apte
1995; Sargent and Meares 2006; Metters 2008). Other factors include
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Fig. 9.2 Classic 2 × 2 sourcing decision matrix with arrows indicating the
direction of the decisions of interest to this paper.
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government incentives or barriers, and cost and quality of infrastructure
(Porter 1990; Dutta and Roy 2005; Heeks 2007).

Related to purely economic factors are the legal, cultural, and social
context of both the sending (home) and receiving (host) countries,
which determine the broader environment in which offshoring occurs.
These include intellectual property and other legal protections in receiv-
ing countries, privacy laws, and public pressure against offshoring in the
sending country, and the compatibility of business cultures in sending
and receiving countries (Kshetri 2007). Like economic factors, they are
external to the firm and the activity.

Nature of the Activity

A second major group of factors involves the nature of the activity being
considered for offshoring. These factors are consistent with the view that
transaction costs associated with certain types of interactions can favor
internalizing some activities, even when production costs are lower in
market transactions (Williamson 1979; Clemons et al. 1993). The
impact of the nature of an activity on sourcing decisions has been well
studied in the outsourcing literature and more recently in studies of
offshoring (e.g., Sargent and Meares 2006; Tanriverdi et al. 2007;
Youngdahl and Ramaswamy 2008).

In the sourcing literature, it is argued that complex processes are less likely
to be moved offshore, whereas activities that are more mature, stable, and
modular are more likely to move. Those that involve more tacit knowledge,
which has not been codified or is not easy to codify, are less likely to move
offshore. When an activity requires close customer interaction, it also is less
likely to move offshore. We review each of these factors briefly.

• Complexity. Conceptual and empirical research has supported a positive
relationship between product or transaction complexity and vertical
integration (Masten 1984; Novak and Eppinger 2001). It is argued
that the risks and difficulties of contracting with outside suppliers
become greater as complexity increases. The same logic applies to off-
shoring: as complexity increases, so does the need for additional
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coordination, thus adding to the cost and difficulty of working across
distances (Sargent andMeares 2006; Hirschheim et al. 2007). However,
Aron and Singh (2005) argue that even complex processes can be
offshored if they can be codified.

• Product and process maturity. Firms will find it easier to offshore
more mature products and processes, which are well known and
understood and for which the development process is more predict-
able (Banker et al. 2006). As applications become more stable and
mature, with fewer change requests, it is easier to move them
offshore (Sargent and Meares 2006). When a system is unstable or
there are many change requests from the customer, it is more
difficult to manage offshore, and therefore less likely to be moved.

• Codifiability. Codification of knowledge makes it easier to transfer
across firm boundaries and geographic distance (Zander and Kogut
1995; Youngdahl and Ramaswamy 2008). It is more difficult to
transfer tacit knowledge. Such knowledge resides in the minds of
individuals, requires experience to understand, or may be embedded
within a certain social context, making it difficult to specify or
communicate outside that context (Polanyi 1983). Work that
involves higher degrees of tacit knowledge is thus posited to be
less likely to be moved offshore.

• Modularity. Modular activities are defined as those which can be
performed independently and then later integrated (Schilling and
Steensma 2001). When modularity is low, knowledge activities are
difficult to separate from each other because the performance of
one element depends on integration with another or because work
at one stage in the process must be done in a way that it does not
cause problems at the next stage. This situation calls for close and
frequent communication to iterate and solve problems and makes
offshoring more difficult. By contrast, when modularity is high, it
is easier to carry out separate tasks in different locations. The
relationship of sourcing decisions to modularity has been argued
conceptually (e.g., Sanchez and Mahoney 1996; Schilling and
Steensma 2001; Langlois 2006) and modularity has been linked
empirically to a greater likelihood of offshoring of knowledge
work (Tanriverdi et al. 2007).
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• Customer contact requirements. When knowledge work involves a high
level of customer interaction, it is less likely to bemoved offshore (unless
the customer is offshore) (Youngdahl and Ramaswamy 2008). This can
be the case for a number of activities, from business requirements
analysis to implementation and training, all of which require close
interaction with the end user (Mithas and Whitaker 2007).

Management Practices and Capabilities

We turn next to a set of factors that involve the management practices and
capabilities of the offshoring firm and its potential outsourcing partners.
Capabilities have been defined as ‘a distinctive set of human resource-based
skills, orientations, attitudes, motivations, and behaviors that have the
potential . . . to contribute to achieving specific activities and influencing
business performance’ (Willcocks and Feeny 2006: 49). Feeny and
Willcocks (1998: 10) identify business and IT vision, IT architecture
design, and delivery of information systems (IS) services as core capabilities
that enable outsourcing. Likewise, management practices and capabilities
have been identified as enablers of offshoring (e.g., Aron and Singh 2005;
Leonardi and Bailey 2008; Ramasubbu et al. 2008).

Some management practices and capabilities that have been posited to
influence offshoring are as follows:

• Risk assessment. The potential benefits of offshoring can be analyzed
in relatively straightforward economic terms, that is, they can be
calculated using labor cost differences or the potential value of
entering a new market. By contrast, the potential cost and risk of
offshoring are not so easily measured and can go far beyond the
direct cost of the project, especially if strategic processes are
involved. As a result, risk assessment has been identified as a key
capability enabling offshoring (Aron and Singh 2005).

• Systemic thinking. In order to go offshore successfully, firms need to be
able to think strategically and develop principles to guide their offshore
sourcing decisions and efforts (Aron and Singh 2005; Ranganathan and
Balaji 2007). Offshoring decisions are affected by the degree to which
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firms can assess their own processes, set realistic goals, and gain support
within the firm for offshore options (Ranganathan and Balaji 2007).
Without this capability for systemic thinking, firms are more likely to
avoid offshoring due to perceived risks, or ‘inshore’ work to the home
country after an offshoring failure (Aron and Singh 2005).

• Global resource and vendor management. The ability to manage a
firm’s own resources and that of its vendors (in the case of out-
sourcing) is identified as a key management capability
(Ranganathan and Balaji 2007). This includes managing human
resources, knowledge, and distributed work, as well as vendor
selection, contracting, and governance. Firms who consider off-
shore outsourcing to external vendors must consider the capabil-
ities of those vendors, whether they are US-based companies such
as IBM, EDS, Accenture, or CSC, who have large offshore opera-
tions, or foreign-based companies such as Infosys, Wipro, and
TCS, who do most of their development in their home countries.
Vendor capabilities evolve over time (Levina and Ross 2003), and
client firms must consider the match of vendor capabilities with
their own needs. Equally important is the ability of the client to
manage the vendor relationship to realize offshore outsourcing
goals (Rottman and Lacity 2008).

• Offshore champions. Offshoring is often driven by so-called change
agents in an organization. These ‘offshore champions’ (Carmel and
Agarwal 2002) are individuals or groups who actively promote
offshoring. Individuals with social ties to other countries have
been identified as facilitating entry into foreign markets (Ellis
2000), whereas managers with experience running operations in
foreign countries have played key roles in decisions to move
manufacturing offshore (Dedrick and Kraemer 1998).

Research Methodology

Our research involves the study of offshore software development in
large US-based multinational firms. Software development includes
the full range of development activities, from requirements analysis
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through architecture, design, coding, testing, installation, and main-
tenance. The software includes applications developed for internal use,
applications developed by IT services providers for clients, and soft-
ware developed as part of a physical product such as a mobile phone or
an integrated circuit.

Our findings are based on primary field data analyzed through an
iterative process of item surfacing, refinement, and regrouping. We
used a multiple case study approach to capture the experiences and
context of actors directly involved in the offshoring process (Benbasat
et al. 1987; Eisenhardt 1989). We interviewed multiple respondents
(in most firms), including vice presidents (VPs), senior directors,
business unit managers, country managers, and directors of offshore
migration offices. The interviews utilized a common semi-structured
protocol (see Appendix), which was structured loosely around the
items in Fig. 9.1. The questions were refined over time as ongoing
interviews revealed new issues to explore. These interviews were
transcribed and coded to look for patterns among responses. From
these patterns, a set of empirically based findings was developed.
These were compared with existing literature to identify those that
confirmed or extended theory and then synthesized into a new
framework.

Our primary data area was divided into two source types. The first
and principal source is made up of five units of four very large,
influential firms in which data were collected in 2007 for purposes of
the study described in this paper. While firms of all sizes have
participated in offshoring, the largest US-headquartered firms have
led the charge and set the example. The firms we chose include two
of the three largest IT services firms (‘Big 3’), the embedded software
division of a top five semiconductor company, and both the internal
IS department and the software products division of a top five
mobile phone manufacturer. As these interviews were confidential,
we use pseudonyms for each as detailed in Table 9.1. We had access
to senior level leaders in each of these firms. Our interviews exam-
ined firm-wide (or division-wide) topics and generally did not dis-
cuss specific projects. Our scope is on the software development
processes – whether in IT activities or in software R&D. We did
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not include other knowledge activities such as BPO or services such
as data centers or desktop support.

Factors Influencing Sourcing Decisions

In our analysis, we first looked to find evidence confirming or
contradicting the offshore-sourcing factors identified in Fig. 9.1.
We then looked for other factors identified in the interviews that
were not evident in the literature-based foundational model. Those
factors were defined and located within the broad categories of
economic factors, nature of the activity, and management practices
and capabilities. The most important set of new factors was a group
of proactive management practices adopted by firms to facilitate and
promote offshoring.

Beyond just identifying new factors within existing categories, we
also created a new construct, which we call sourcing mix. This
construct came about from seeing consistent references in the inter-
views to the importance of the overall mix of resources in different
locations across the firm or business unit. Finally, we developed a set of
feedback loops that emerged from seeing that sourcing decisions and
the ensuing sourcing mix led to changes in management practices, and
in some cases in the nature of the software development activity itself.

Economic Factors

Our interviews confirm the expected impact of economic factors, with
particular emphasis on the cost side. The Divisional Chief at ChipCo
complained about ‘spreadsheet managers’ driving the company offshore
with little concern about a bigger view that would optimize cost, quality,
timeliness, and other factors. At the other companies, we heard that cost
was the initial driver but now they are increasingly motivated by access
to skills not easily available at home. These motivations are what would
be predicted by economic theory.
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Nature of the Activity

Our interviews also confirmed the importance of activity character-
istics, as posited in the literature. Specifically, interviewees stated that
more complex and less codified activities were harder to move off-
shore, and IT-Giant’s offshore assessment process explicitly included
both complexity and quality of documentation as factors in recom-
mending offshoring of a development task. Likewise, the need for
customer contact was identified by several interviewees as a restriction
on moving an activity offshore. Since our findings on economic
factors and nature of the activity primarily confirm existing theory,
we turn our attention to look in detail at the new findings that have
emerged from our analysis.

Management Practices and Capabilities

While many of the factors that influence offshoring are fixed in the
short run, we found that most can be influenced over time by manage-
ment decisions and practices. When the economic forces that motivate
offshoring are strong enough, firms will make exceptional efforts to
identify opportunities to offshore, and to overcome the obstacles that
might discourage offshoring in the short term. Therefore, we have
clustered these factors under the label ‘proactive’ to denote the
dynamic nature of these behaviors. These are clearly advocacy beha-
viors, which is a concept that we shall return to later.

This cluster of factors is whatmakes ourmodel of sourcing decisions and
impacts a dynamic one. Firms do not simply respond to conditions, they
actively try to change those conditions to expand the scope of their offshore
activities. To understand how this takes place and what the impacts are, we
consider the institutions, policies, and people that are involved.

We introduce five factors here. The first is an institutional driver
of offshoring; the next three involve policies and processes that
facilitate and promote offshoring; while the last involves creation of
new capabilities in offshore locations. Some of these factors are

9 A Dynamic Model of Offshore Software Development 295



consistent with existing research on outsourcing but have specific
characteristics in the offshoring context, such as the role of immi-
grants driving work to their home countries. Others are new, parti-
cularly No. 2, the proactive search for offshoring opportunities in
every new project or engagement.

Institutional Advocacy

Firms often create mechanisms, such as special teams, organizational
units, or committees, to institutionalize strategic or operational initiatives
across the boundaries of the formal organization. In large firms there are
examples of creating an offshoring advocacy organization to promote and
facilitate offshoring throughout the company or business unit.

In IT-Giant’s application division, an Assessment and Migration
Office (AMO) was created to help business managers assess what work
to offshore and where to locate the work, and to help manage the
migration. The company was continuing to develop a suite of delivery
models to standardize and improve the migration process. AMO
opened in Q4 2006 and as of mid-2007, this unit was leading 34
migrations involving 1100 full-time employees. Any migration of
applications that involved 10 or more people was supposed to be
handled by this unit. AMO not only worked to facilitate offshoring
after a contract had been signed but proactively sold offshoring to the
client as part of a proposal.

IT-Mega has a ‘solutioning’ team that assesses offshorability and
makes decisions about offshoring. At IT-Mega’s German subsidiary,
this team was made up of 30–40 people involved with design solutions
and also involved in decisions about offshoring. MobComm’s internal
IT group created ‘solutions’ teams that coordinate work across different
locations, helping to facilitate offshoring.

In each of the cases, these new institutions not only facilitate off-
shoring but advocate it within the firm. As a result, it is more likely that
a given activity will migrate offshore than if individual project managers
or business units were left to make ‘neutral’ sourcing decisions in the
absence of such institutional advocacy.
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Triage Process

Along with creating institutions to promote offshoring, firms may also
give these organizations the task of developing processes to assess new
projects systematically for offshoring opportunities. Smaller firms might
hire outside consultants to identify opportunities but then advocate
internally. We refer to this process of searching for offshoring opportu-
nities as ‘triage,’ as it is similar to the analyses made by doctors and
nurses in prioritizing patients for treatment.

In companies that are more aggressive in offshoring, every new project
is broken into specific activities and each activity is analyzed for ‘off-
shorability.’ This is important as it is not necessary for an entire project
to be done offshore, but instead it can be broken up with some parts
onshore and other parts offshore.

IT-Giant used a spreadsheet that gives a score to each specific task
in the development process on a number of criteria, including system
stability, complexity, and documentation status. Based on these
scores, each activity is rated as red, yellow, or green for offshoring,
with red being unsuitable, yellow being marginal, and green being
ready to move.

In making its offshore decisions, IT-Mega’s solutioning team used
a checklist of 30–40 items, such as how many changes are required
and how many user interactions are anticipated. These factors
were then translated into a score that measures suitability for
offshoring.

Another part of triage is to identify internal resources that have the
right skills and are available at the time a project is planned. This can
take the form of knowledge management systems or other widely
accessible databases. One web-based tool used by IT-Mega allowed all
internal decision makers to see where resources were available around the
world, including who is sitting ‘on the bench’ (in other words, who is
not assigned at the moment).

When such triage processes are in place, we find it more likely that
activities will be carried out offshore, as specific tasks can be identified
as separate and move. Also, triage creates the tools and impetus to
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codify knowledge, standardize practices, and modularize processes to
expand the scope of activities that can be done offshore, as we discuss
in the next subsection.

Codification and Modularization

Firms with large offshore operations often make considerable efforts to
codify and document knowledge, and to standardize processes across
locations and even across organizational boundaries. IT is a key tool for
codifying information and making processes more modular. ChipCo
standardized on Eclipse, an open source, open architecture development
platform. ChipCo’s clients liked working with this platform, according
to the Divisional Chief of the software group, because they were familiar
with this framework and could easily plug into it. This common soft-
ware platform increases modularity and facilitates the movement of
work between locations and organizations.

IT-Giant used a development framework called GADQMS – Global
Application Development Quality Management System. This system
development lifecycle framework defines processes for different scenarios
or environments and serves as a basis for standardizing development
processes around the world.

The more that knowledge can be codified and documented, the easier
and cheaper it is to transfer. When processes are more modular and
standardized they are easier to divide across different locations, making
offshoring more likely.

Knowledge Transfer

Transferring knowledge from onshore to offshore staff is one of the most
vital and sensitive aspects of offshoring IT work (Chua and Pan 2008;
Rottman 2008). Effective knowledge transfer is necessary for offshore
locations to be able to work on ongoing projects, take over work from
onshore teams, or work with current clients.

Some knowledge is well documented and can be transferred simply by
sending files from one location to another. This type of knowledge
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usually involves routine work processes, standard rules of operations,
well-defined product specifications and project plans, or customer infor-
mation. Other knowledge is more tacit and must be explained, placed in
context, or elaborated on, often via two-way communication. Such
knowledge is usually transferred through training programs, phone
calls, travel for face-to-face meetings, or other interactive means.

For instance, IT-Giant emphasized rotation of people, sending
subject matter experts to India to train local people, and sending some
offshore staff to the USA to meet with clients. Successful migrations
involve ongoing communication between the client and the offshore
location. As IT-Giant Managing Director for Application Services said,
‘If you don’t build relationships, the work will fail every time. Building
the virtual team is the only way to make it work. In the past we tried to
save money and not do the traveling, and it was a disaster.’

MobComm-IT also used travel for transferring knowledge. For
instance, most of MobComm’s offshore developers did not have domain
experience on how American retail companies operate, so when they were
assigned to develop a retail solution using radio frequency identification
(RFID), Mobcomm-IT flewmembers of the Indian team to the USA and
showed them the process by visiting electronics retailers. MobComm-IT
also sought to develop management skills in China and India to handle
more tasks. When they assigned expatriates to those countries they tried
to assign people who were good at training as well as operations.

The ChipCo sources said that fostering communication and colla-
boration is ‘hard.’ They addressed this with ample travel and face-to-face
meetings with offshore teams and managers. We were told that the
benefits of doing so are significant as they can share methodologies
and intellectual property across the organization.

Not all firms relied as much on face-to-face interaction for knowledge
transfer, training, and collaboration. For example, IT-Mega tried to
limit travel because of cost and visa issues. As a travel alternative, IT-
Mega invested in video capture approaches. The firm videotaped clients
interacting with systems developed by IT-Mega so that offshore person-
nel could understand how the system was being used. The videos were
also accompanied by screen sessions, data entry, interfaces, and back end
operations information. IT-Mega had several editing/production
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personnel to put all this together. The respondent stated that it was
time-consuming in the beginning but believed that this would pay off
with better work and productivity gains.

Location Upgrading and Specialization

Companies often move work offshore with the goal of reducing costs on
the most routine tasks, partly because the skills to do more advanced
tasks do not (yet) exist in the offshore location. However, people in
offshore locations are eager to learn and take on more advanced activities
to promote their own careers, whereas managers try to grow their own
businesses by bringing in more work from the parent unit. In some
cases, governments give incentives to firms to upgrade the firms’ local
operations (Poon 2004). Local outsourcing firms also work to upgrade
their capabilities as they gain experience (Jarvenpaa and Mao 2008). In
addition to upgrading, offshore locations may begin to specialize accord-
ing to business function or technology, either as a corporate policy or as
a by-product of prior work assignments.

Consistent with this thinking, IT-Giant preferred to offshore
projects that involve some degree of offshore (onsite) project manage-
ment or program management. Such multidimensional projects cre-
ate opportunities for better career paths offshore, as junior people can
get experience and work their way up to management levels. Such an
approach also continuously upgrades the capabilities of offshore
locations to handle more advanced work.

IT-Giant’s offshore locations have begun to specialize according to
industry and business function. We learned that these centers of exper-
tise sometimes get started when personnel are located in proximity to a
major client and begin to develop knowledge of the client and its
industry; later, if the firm gets a contract with another company in the
same industry, it can leverage this knowledge. Offshore locations can
also specialize in specific technologies. Even within India, each of IT-
Giant’s locations has some specialized knowledge. For example, Chennai
specializes in manufacturing, financial services, and government sectors,
with technical skills in software testing and in Java, dot.net, and
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mainframes. IT-Giant’s manager of application development for a major
industry vertical (transportation) said that ‘I have to place my bets on a
few key places. It was Brazil and India before, now it’s also Wuhan. I
want to plant my transportation workers in a few places, not go to 98
places to get it done.’

At MobComm-SW, offshore locations were pushed to specialize in
different technologies, often building on existing knowledge. For
instance, Russia specializes in Java applications and Java Virtual
Machine while Montreal specializes in open source software and
Internet applications.

IT-Mega created centers of excellence all over the world. These are
based on an intersection of sectoral knowledge and functional expertise
(e.g., in strategy, customer relationship management, supply chain, or
human resources).

As offshore locations upgrade their capabilities and develop deeper
specialized knowledge, it is likely that more work will be moved to those
locations. Specialization is important for higher cost locations, but even
low cost locations are able to incrementally pull more work offshore by
upgrading and specializing.

Summary of Factors Influencing Sourcing Decisions

So far, we have identified factors that explain firms’ sourcing decisions,
including economic drivers, the nature of the activity being sourced, and
management practices. This is consistent with our foundational model,
but we have expanded the model to include new factors.

We find that economic factors, particularly cost, but also access to
talent and markets, are the primary drivers of offshoring of any kind
of knowledge work. The nature of the work determines the ease or
difficulty of moving offshore. Activities that are more mature and
modular and involve knowledge that is more codified and standar-
dized are easier to offshore. Those which are more complex or
strategic, less mature, involve more tacit knowledge and are closely
linked to other onshore activities are harder to move offshore.
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In addition, there is a connection between the decision to move
offshore and the adoption of various management practices to analyze,
prioritize, and migrate processes offshore. Some of these are familiar,
such as documentation, transfer of knowledge, or using IT tools. Others
are newer. For instance, we identify a class of practices as ‘triage’ by
which firms analyze all activities in a project for their potential to be
offshored. We also identify two organizational drivers of offshore migra-
tion – individual change agents and formal advocacy teams.

What is most notable is the extent to which some firms consciously
seek to expand the scope of activities that can be moved offshore. The
economic imperatives are so strong in some cases that it is not enough
just to identify good opportunities for offshoring. For example, IT
services firms in the USA are not only competing with other US firms,
but also with Indian firms that have become formidable competitors.
These American firms needed offshore operations to allow them to
compete on cost.

Firms also try to change the nature of activities so those that were
marginal or even poor candidates can eventually be moved.
With experience and learning in both the home and host country
locations, it becomes easier to move more tasks offshore. At some
point when enough activities have moved, the forces of proximity
actually start to work in favor of the new location, and start to
become a driver rather than an impediment that keeps tasks in the
onshore locations.

A Dynamic Model of Offshore Sourcing

In this section, we enhance the foundational model of Fig. 9.1 and
present a dynamic model that captures the interaction – over time – of
the factors discussed above. We detail specific changes that occur as
activities are moved offshore and various management practices are
employed – leading to feedback loops that can accelerate offshore
migration. Our model is likely the first dynamic model of offshore
sourcing, though the IS literature has offered dynamic models in other

302 J. Dedrick et al.



domains such as e-business strategy (Burn and Ash 2005), IT alignment
(Burn 1996), and organizational learning (Holmqvist 2003).

Figure 9.3 presents the dynamic model of offshoring, which shows
economic factors, nature of the activity, and management practices
directly driving sourcing decisions, as we showed in Fig. 9.1.

Sourcing Mix

In moving from the static model to the dynamic model, we first add
‘sourcing mix’ as a new variable which did not appear in Fig. 9.1. This
‘mix’ variable can be measured as the amount of knowledge work being
done, the type of activities being done, and the number of workers
employed in onshore and offshore locations at a given time. This is
closer to the economic concept of a ‘stock’ measure, while the individual
sourcing decisions can be seen as a ‘flow’ measure, with each sourcing
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Feedback Loop 3:
“Balancing”

• Amt outsourced
• Amt offshore
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Loop 1:
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• Global resource and vendor management
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• Change agents/institutional advocacy
• Triage
• Codification/modularization
• Knowledge transfer
• Local upgrading/specialization

Nature of the activity
• Complexity
• Product & process maturity
• Modularity
• Codifiability
• Customer contact requirements

Economic factors
• Labor cost
• Human capital
• National policies and incentives

Fig. 9.3 A dynamic model of offshore sourcing factors and interactions
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decision feeding into the sourcing mix. The sourcing mix portrays a
continuously changing offshore portfolio.

Feedback Loops

We next discuss the dynamic interactions represented by the five
feedback loops in Fig. 9.3. In creating the dynamic model, with its
five feedback loops, we used specific data from our five cases, as we
document in Table 9.2. It is important to note that the absence of
specific data for specific feedback loops does not mean that there is
no support. We suspect that in all five data points that we would
find support for most feedback loops – but we did not always have
specific data from our interviews. For example, this is the case for
Feedback Loop 1 because initial offshoring decisions were taken
before some of our interviewees were involved, so they could not
inform us about changes that occurred.

The first four feedback loops operate at the firm level and move in a
continuum from short-term reaction to fundamental or structural
change. In analyzing these loops, we will apply the concept of learning
loops. Loop 5 is external to the firm and usually the result of actions over
time by a number of firms. As we will discuss below, the first four can be
seen as examples of two types of learning loops.

Table 9.2 Mapping the five feedback loops to case studies

Firm

Feedback
loop

Feedback
loop

Feedback
loop

Feedback
loop Feedback loop

No. 1 No. 2 No. 3 No. 4 No. 5
Scramble Snowball Balancing Fundamental Environmental

IT-Mega ✓
IT-Giant ✓ ✓
ChipCo ✓ ✓
MobComm-IT ✓ ✓
MobComm-SW ✓ ✓ ✓ ✓
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Feedback Loop 1: Sourcing Decisions to Proactive Management
Practices

Although this appears, at first, to be counter-intuitive, the firm often
makes an offshoring decision and then realizes it must begin to imple-
ment management practices to carry out a project. Hence, we label this
loop ‘scramble’ to denote its reactionary nature. For instance, the
decision to move an activity will require knowledge transfer and the
firm will begin to document some of its knowledge, and also might
relocate domestic personnel to set up a subsidiary offshore. Or a firm
may set up an offshore site to win a contract and then invest in its local
capabilities to win more work.

This has been the case with MobComm-SW where the manager said
that the firm was able to win contracts with government agencies or state
enterprises because it established a development center in that country,
as it needed to have a certain amount of local content for government
contracts, or it just made MobComm look better in the eyes of the
government. As one interviewee said, ‘For a $100 million contract, we’ll
do anything.’ In one case they set up a center to win a government
contract in Quebec, and in order to keep the center open after that
contract, MobComm pushed the center to specialize in the technologies
that MobComm-SW could use in the future. The corporate software
division VP said that it is wasteful to set up centers and then close them
down after one contract.

Feedback Loop 2: Sourcing Mix to Sourcing Decision

Once a project is completed in a particular location and the sourcing
mix has been altered, there are resources left in place, primarily the
people who did the work. As a greater share of a firm’s sourcing mix goes
to one location, more resources are accumulated there. We label this
loop ‘snowball’ because this accumulation of resources is like a snowball
growing over time.

As offshore capabilities develop and locations become more specia-
lized, this influences future sourcing decisions. No longer is cost the only
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or even primary consideration in choosing a site for a particular activity.
Instead, decisions are made on the basis of cost and capabilities.
ChipCo’s Divisional Chief of Technology said that allocation of tasks
is based partially on expertise within locations: ‘Projects are located on a
design center basis more than a cost basis. This includes Israel, Japan,
India, as well as US sites. Things that tend to gravitate to India with an
eye more on straight cost – are things like device drivers and operating
system porting.’

The Senior Director at MobComm-IT had a similar comment:
‘When we began outsourcing and offshoring, maybe 5 years ago, it
was for cost reasons. Now it depends more on capabilities. If you want
Java programming done, sometimes you can’t get it from suppliers in the
US because programmers aren’t available, but we can go to Wipro or
Infosys and always get it.’

Once there is a critical mass of activities and capabilities in offshore
locations, those locations begin to politically influence sourcing deci-
sions and compete among themselves to attract new corporate activities,
such as a software development center or a data center. Corporate
country managers often work with government officials to provide
incentives (tax; subsidies) to sway the sourcing decision.

Feedback Loop 3: Sourcing Mix to Proactive Management
Practices

Three of our four US-headquartered firms made a dramatic shift in the
sourcing mix between 2000 and 2007 (the fourth firm was already
extensively offshoring). The early 2000s were a turning point for these
firms that had relatively few personnel providing services from offshore.
By 2007 the change was dramatic with workforces of 10,000 and more
in India alone. This transformation was enabled by the institutional
advocacy and triage processes. This was particularly evident at IT-Mega
and IT-Giant. The workforce (in the ‘Sourcing mix’) was expanded,
spurring changes in ‘Management Practices’ through the feedback loop.

A familiar refrain in the world of offshoring is specialization. Once the
offshore sites become large and experienced, these sites become centers
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of expertise inside the giant companies. These were specializations that
emerged and were not created whole-cloth. At IT-Giant the specializa-
tion is by industry vertical: ‘if it is financial services then go to Chennai,
if it is manufacturing then go to Cordoba.’

At that point, the company’s management practices begin to change
to accommodate the new circumstances. Offshore locations can manage
their own projects, and sometimes even manage onshore staff.
Previously, knowledge was presumed to reside onshore, and knowledge
transfer was one way but now, at these firms, knowledge transfer can run
in both directions. We refer to this loop as ‘balancing’ because there is a
rebalancing of capabilities, activities, and relationships in the manage-
ment structure.

Feedback Loop 4: Proactive Management Practices to Nature of
the Activity

Proactive management practices can actually change the nature of an
activity. We refer to this feedback loop as ‘fundamental’ because of this
change in the underlying nature of the activity itself. Knowledge that
was not codified can be codified, processes that were idiosyncratic can
become standardized, activities that were closely integrated can become
more modular and loosely linked. As coordination technologies (such as
web 2.0, or governance tools) improve, tasks can be shared with offshore
locations and even outside partners, and proximity becomes less impor-
tant. The act of performing triage on every project will identify processes
that are borderline cases for offshoring and target them for standardiza-
tion and codification to prepare them to migrate. The knowledge
transfer process not only moves specific knowledge to the offshore
location, it also transfers more general business practices and corporate
culture, making it easier to transfer even more tacit knowledge in the
future as the receiving personnel will have an understanding of the
context in which the knowledge was created.

In our interview, an IT-Giant manager said: ‘Work has to be mod-
ularized to be able to be shifted to the next low-cost centers. We use
consistent methodology, documentation, and processes.’ He said that
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this changes the work fundamentally from ‘yellow’ to ‘green’ in terms of
offshorability. This comment emphasizes the ongoing effort to change
the nature of the work to facilitate further offshoring to other low-cost
locations.

In time, most of the characteristics of an activity that make it
difficult to move offshore can potentially yield to proactive manage-
ment practices. The limits to offshoring in the long run may depend
more on the motivation of managers to implement such practices
than on obstacles inherent in the activity. In our case studies, only
one firm, IT-Giant, clearly pointed to such fundamental changes as
an explicit outcome. Another, MobComm, spoke of being one of the
first firms to reach capability maturity model (CMM) level 5 status,
an achievement that speaks of changing the nature of development
activities; however, it was not clear if this was related to offshoring or
just a result of management practices at the company level.

Feedback Loop 5: Sourcing Mix to Economic Factors

Over time, a firm’s sourcing mix, combined with the sourcing decisions
of other firms, can affect the economic factors in a particular location
through externalities (both positive and negative). We refer to this loop
as ‘environmental,’ as it involves changes to the external environment of
the firm.

When an offshore location attracts enough MNCs or local firms in
one industry, an industry cluster can develop. Generally, cluster effects
benefit firms located there, as they have access to suppliers and specia-
lized services such as engineering, legal and financial expertise, and
potential business partners (Saxenian 1994; Porter 1998). Such industry
clusters attract knowledge work even though they may be expensive
compared to other locations that otherwise would look equally
attractive.

In software, Bangalore was chosen initially by GE, ChipCo, and some
of the leading Indian firms such as Infosys. In time, the knowledge and
experience gained by programmers and others in that location attracted
other firms to develop software there. Other IT clusters have emerged

308 J. Dedrick et al.



around the world – in Costa Rica, Tel Aviv, and elsewhere. These
clusters become a magnet to firms who look for a broad and deep mix
of skills and complementary assets for a particular technology or
industry.

For ChipCo, India is attractive not just because of low-cost talent
but also because of the cluster, or ecosystem of software subcontrac-
tors making complementary products to augment its own products.
The Divisional Chief talked about an ‘abundance of 3rd party soft-
ware partners that can provide middleware, etc. on top of our
products.’

But clusters can have their disadvantages as well. Although clusters
can be considered a positive externality in economic terms, they can lead
to negative externalities (e.g., traffic, housing shortages, pollution) and
even erode the economic advantages of a location. Companies complain
about higher wages and frequent job-hopping by developers in
Bangalore to the extent that some firms (including large Indian out-
sourcers) are moving some development to other places (King 2008). In
the words of MobComm-SW’s Corporate VP, ‘Wages get bid up in
clusters and competitors move in next door and try to take your talent.’
For US companies, the changing economics could lead to diversifying to
other locations, or even keeping some work at home that might have
been moved offshore.

Feedback Loops as Learning Loops

In analyzing these feedback loops, we can apply the concepts of learning
loops (Fiol and Lyles 1985; Argyris and Schon 1996; Romme and Dillen
1997) to understand the process as one of organizational learning, rather
than just a case of unplanned path dependence (although the evolution
of offshoring in firms does appear to exhibit some element of chance).
The literature distinguishes between single-loop and double-loop learn-
ing processes. Single loop refers to short-term incremental changes in a
process based on repetition of past behaviors. Double-loop learning
involves fundamental changes to a process, based on new rules, norms,
or understanding, often involving significant organizational change
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(Fiol and Lyles 1985). In our model, Feedback Loop 1 is clearly a short-
term single-loop learning process, whereas Loop 2 is a transition toward
a double-loop process as the sourcing mix changes and capabilities are
created. Loops 3 and 4 represent more fundamental shifts in manage-
ment practices and ultimately in the nature of the development process
itself and thus can be seen as cases of double-loop learning. Loop 5
occurs outside the firm and is not interpreted here as a learning loop.

Conclusions

Previous research has identified a number of factors that influence
sourcing decisions into the four locations of the classic 2 × 2 decision
matrix (Fig. 9.2). These factors include economic factors such as labor
costs, availability of skills, and coordination costs. They also include
characteristics of the work being done, such as maturity, codifiability,
modularity, and complexity. Our first contribution here has been to
confirm the validity of those factors through intensive interviews with
companies developing software both internally and for commercial
products and services.

We make two principal contributions. First, we have identified a set
of proactive management practices utilized by these firms to facilitate
and promote offshoring. These include identification of offshoring
opportunities through ‘triage,’ promotion by change agents and formal
institutional structures, codification of knowledge, various knowledge
transfer mechanisms, and upgrading and specialization of offshore
locations.

Second, we developed a dynamic model of offshoring factors, man-
agement practices, and sourcing decisions. The model shows that causal
relationships do not just run one way but over time go in both directions
through feedback loops. Reinforcing cycles can develop between sour-
cing decisions, the overall sourcing mix, management practices, and the
nature of an activity. Firms continue to look for and find new opportu-
nities to reduce costs and gain access to skills and markets, creating
greater capabilities in offshore locations and pulling even more activities
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offshore in a spiral of accelerated migrations. Learning takes place that
may evolve from temporary or superficial single loops to more transfor-
mative double loops that fundamentally change the firm’s management
practices and even the nature of the activity. Taken together, the sour-
cing mixes of multiple firms can even change economic environments
within localities and regions. Clusters can develop that attract further
knowledge work to a location, but costs also can rise and cause a shift to
other locations.

This model is useful in understanding how much software develop-
ment is likely to move offshore over the long term. It is not simply a
matter of relative labor costs, or even the initial level of modularity in an
activity that will determine the overall scope and limits to offshoring.
Just as important are the managerial practices of firms that ‘go offshore,’
and how prior and ongoing decisions change the environment for future
sourcing choices. While prior studies have been more static in nature,
considering activities or occupations to be inherently offshorable or not,
this approach suggests a great deal of potential change in the factors that
determine offshorability and in turn decide the actual levels of offshor-
ing. Moreover, this approach suggests that offshoring tends to become
self-reinforcing.

While software development has unique characteristics, our model
and findings should generalize to other types of knowledge work.
Specific factors might be different, but we would expect that offshore
migration of knowledge work in general will be driven by economics,
shaped by the nature of the activity, and be facilitated and even pushed
by proactive management practices. It is possible that similar feedback
loops will develop that might accelerate the pace and scale of offshoring,
although in times of economic slowdown the feedback loops could turn
negative.

This research has managerial implications as well. It identifies factors
in the nature of software development that can make offshoring easier or
more difficult, such as the modularity of processes and codifiability of
knowledge. Managers should take these factors into consideration, along
with potential cost savings, when deciding whether to offshore software
development. The research also identifies a set of proactive management
practices used by firms with experience in offshore software development
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to optimize performance of offshore teams and to facilitate greater use of
offshore development to reduce costs, reach new markets, and tap new
sources of skills. Managers might implement similar practices in their
own offshore projects. Finally, managers should understand the dynamic
nature of offshoring and realize that there are feedback effects that will
affect future decisions and may reshape the global structure of their
software organizations. This has implications for their own future roles
and the career paths of their employees.

Limitations and Future Research

A limitation of this study is the small number of cases that are developed
in depth. However, the cases were sufficient to develop new insights
about offshoring that go beyond the existing IT literature while also
confirming it. As indicated by Eisenhardt (1989) and Benbasat et al.
(1987), fieldwork and case studies are highly appropriate for developing
conceptual frameworks, especially in a dynamic and emerging context as
is the situation with offshore software development.

The second limitation is that the model is not yet tested. Thus, the
future research challenge is to use such a framework to develop testable
propositions and then to conduct systematic empirical research on our
theoretical model. Doing so may require multiple cross-sectional sur-
veys, or even a longitudinal study of the same sample of firms. Progress
toward this goal might be made by a single cross-sectional study to
examine support for the static model, which might pare down the factors
to be considered. The simpler model could then be studied as a whole
over time, or by studying each linkage at a time. We hope that this work
will stimulate others to do so.

Future research could also extend the scope of analysis to include
smaller companies that lack experience offshore and could look at the
role of external intermediaries as enablers of offshoring.1 Also, we would
encourage other researchers to study the generalizability of our dynamic

1The authors thank an anonymous reviewer for this suggestion
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model to other types of knowledge work, other industries, and other
home country environments. Finally, our data were collected a year
before the onset of the global economic crisis of 2008. If offshoring
goes through a backshoring phase, then our model should also be able to
capture and help explain a deceleration of offshoring through successive
feedback loops.

Acknowledgment This research is supported by a grant from the US National
Science Foundation (SES-0527180).

Appendix

Interview protocol

1. Company/Unit overview

a. Company size.
b. Number of developers.
c. What types of software development are done? How is the devel-
opment process organized?

2. Economic factors:
a. To what extent are you decisions to locate work offshore driven
by cost reduction goals? What costs are taken into considera-
tion? For example direct labor costs, cost of coordinating
onshore and offshore teams, communications, travel, other?

b. What are the key skills required for your development activities?
Are they in short supply in the US? Are they more easily available
in offshore locations?

c. What risks are associated with offshoring this activity?
d. To what extent are your onshore/offshore and location decisions

influenced by access to local markets?
e. To what extent are they influenced by government incentives or
other policies?
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3. Nature of activities and relational factors:
a. Complexity: Is this activity highly complex, or relatively simple?
b. Modularity: How much can various activities be carried out inde-

pendently of other activities?
c. Codified vs tacit knowledge: How well is knowledge documented
and easily transferred?

d. Proximity: Does this activity require or benefit from close proximity?
e. Social networks: Relationships that are ethnic, geographic, profes-
sional, family, alumni, etc.

4. Management practices:
a. What organizational structures and management processes are in
place for collaborative work?

b. How are the different processes involved in this activity coordi-
nated within the organization or across organizational boundaries?

c. Have your management practices changed as a result of offshoring?
d. How does your firm manage resources and vendors on a global

basis?
e. Are you decisions made with a broad systemic view, or on a more
individual basis?

f. Was there an individual (or individuals) who championed offshor-
ing in the company? Who? What was the basis of their enthusiasm?

5. Sourcing decisions and trends:
a. Offshoring: How does your company divide software development
geographically, that is, what is done in the US, what is done in
other locations?

b. Outsourcing: How does your company organize these processes
organizationally, that is, what is done in-house and what is
outsourced?

c. Industry trends: What is the trend in your company in recent years
in terms of offshoring and outsourcing? What is the trend in your
industry? Are your decisions influenced by industry trends?

d. IT provider: Chicken and Egg. Are your locational resources dic-
tating where work is sent or is it client demand?
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e. Are your offshore outsourcing contracts larger/smaller or longer/
shorter than onshore contracts?

6. Dynamics and feedback effects:
a. How have the experiences from prior offshore sourcing decisions
affected later decisions?

b. What resources have been created in offshore locations? How do
these affect sourcing decisions?

c. Have your management practices or organizational dynamics (e.g.,
who makes what decisions?) changed since you’ve been developing
offshore?

d. Has the nature of your software development activity been affected
by offshoring and your associated management practices? Is it more
mature, modular, better documented, more codified?
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10
Anxiety and Psychological Security

in Offshoring Relationships: The Role
and Development of Trust as Emotional

Commitment

Séamas Kelly and Camilla Noonan

Introduction

This paper explores the role of anxiety and psychological security in the
development and sustenance of information systems (IS) offshoring rela-
tionships. In particular, we are concerned with understanding the processes
by which clients, who have little or no previous experience of offshoring,
may develop and sustain adequate levels of psychological security to enable
them to bracket risk and productively engage in such unfamiliar and alien
work arrangements. By broadening the discussion of risk, and considering
its particular salience in the context of IS offshoring initiatives, we attempt
to move beyond the cognitivist perspectives that have traditionally domi-
nated the management/organization studies literature, to rescue concerns
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with important emotional dimensions of organizational life from the
margins of scholarly discourse (cf. Ciborra 2006; Mcgrath 2006).

While the management of risk has long been seen as a central problem
in software development generally (Barki et al. 1993; Willcocks and
Margetts 1994; Boehm and Demarco 1997), and IT outsourcing more
specifically (Earl 1996; Willcocks and Lacity 1999; Willcocks et al.
1999), work in this area has focused mainly on rational strategies for
dealing with risk (e.g. its identification, assessment, and management),
rather than on the manner in which it is experienced and handled at an
emotional level. One notable exception1 is Wastell’s (1996) use of
psychoanalytic theory to examine the unhelpful ways in which systems
development methodologies may be used to combat insecurity and
anxiety on the part of developers (see also Wastell 1999, 2003).
Wastell draws on the work of writers such as Melanie Klein (Segal
1989) and DW Winnicott (1987) to explore the psychodynamics of
organizational life. In particular, he considers how ostensibly ‘rational’
tools and practices (such as development methodologies) may play
important roles as ‘social defenses’ against the acute anxieties of organi-
zational life (cf. Hirschhorn 1988; Menzies-Lyth 1988). While this
insightful analysis opened up a very promising direction for the study
of systems development practice, however, it has not been built upon
subsequently. Moreover, the ideas have not been applied to contempor-
ary globalized contexts where distributed forms of development and
offshoring are commonplace.

Although having much in common with Wastell’s work, our theore-
tical point of departure in this paper is slightly different. Specifically, we
draw on Anthony Giddens’ ideas on the changing nature of risk, anxiety,
and trust in the context of the contemporary globalization of social
relations.2 Using this work, and particularly Giddens’ notion of trust
as an ‘emotional commitment,’ we attempt to illustrate the central role

1 For examples of other interesting work that places issues of anxiety and insecurity center stage,
see Miller and O’Leary (1987), Knights (1990, 1992), Bloomfield and Coombs (1992), Knights
and Murray (1994), Sturdy (1997), and Knights and Willmott (1999).
2Of course, Giddens was himself deeply influenced by the psychoanalytic tradition, in particular
by the work of Sigmund Freud, Erik Erikson (1950), and RD Laing (1971).
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of anxiety in shaping the contours of organizational life and to examine the
mechanisms used to produce the sense of psychological security that is vital to
active engagement with environments characterized by risk. Furthermore, we
highlight the particular importance of such a perspective to the area of IS
offshoring, by arguing that the globally distributed nature of such work alters
the risk profile of systems development while simultaneously problematizing
conventional mechanisms for producing psychological security.We illustrate
these insights in the context of an ongoing, in-depth, longitudinal study of an
Ireland–India IS offshoring relationship.

The case focuses on a crucial 18-month period in the Irish firm’s
(NetTrade) commercial evolution, during which a decision was made to
outsource the development of a replacement for their core technology to the
offshore facilities of a large Indian software vendor (IndiaSoft).We examine
the ongoing implementation process as it unfolded: fromNetTrade’s initial
decision to look for a suitable vendor, through the development of the
NetTrade–IndiaSoft relationship, to the delivery of the first major compo-
nent of the system. The notions of risk and anxiety had a special salience in
this context due to the key strategic importance of the system and the scale
of the development project in relation to the size ofNetTrade (the projected
cost of the system actually exceeded theNet Asset Value of the entire firm at
the time). Moreover, before IndiaSoft was suggested as a possible option to
NetTrade, nobody in the firm had any awareness of, let alone given any
consideration to, an offshore IT sourcing model. IndiaSoft, for its part, has
no other Irish client of equivalent size to NetTrade.

In our analysis of the case, we argue that the development of the
offshoring relationship to this point involved two distinctive, yet over-
lapping and mutually reinforcing, phases (Courtship and Cohabitation)
that demanded different kinds of practices and skills for their successful
negotiation. From the client’s point of view, two salient forms of trust
were important: trust in the qualities of the vendor, and trust in the
stability and predictability of the collaborative social order (i.e. trust as
‘habitus’). In the Courtship phase, the emphasis was primarily on the
client developing trust in the vendor’s ability to deliver the system and in
the latter’s integrity and benevolence toward the former. This trust
rested primarily on presentational (through the performances of vendor
representatives at key access points) and reputational bases, although
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characteristic-based and institutional-based mechanisms also played a
role. In the Cohabitation phase, by contrast, the emphasis shifted to a
struggle to construct a stable collaborative order, where both parties had
to come to mutual accommodations about key social practices (primarily
communicative practices in this case). These practices contributed to the
predictability of the social order and, importantly, their successful nego-
tiation and institutionalization was dependent on the skillful balancing
of ‘trust, tact and power’ (Giddens 1990: 82).

The paper is structured as follows. In the following section we
synthesize a distinctive theoretical perspective that illuminates the rela-
tionship between the emergence of new modes of global working, risk,
anxiety, and trust. In particular, we emphasize the important role of
trust, as an ‘emotional commitment,’ for the production of a sense of
psychological security that facilitates the bracketing of risk and engage-
ment with unfamiliar practices that are distributed across time–space.
We then go on to outline our research approach to the empirical field-
work (i.e. the NetTrade–IndiaSoft case) upon which the paper is based,
before describing and analyzing the case study in some detail. We
conclude by reflecting on the key conclusions that might be drawn
from the work and their wider implications for research and practice.

The Problematization and Production of
Psychological Security in a Globalized
Context – Risk, Anxiety, and Trust as
‘Emotional Commitment’

In this section, we draw on the work of Anthony Giddens and others, in
an attempt to synthesize a distinctive theoretical lens that illuminates
some of the social/psychological challenges associated with working and
living in an increasingly globalized contemporary world. The perspective
presented not only underscores the renewed importance of mechanisms
for containing anxiety, and establishing a robust sense of psychological
security within the altered risk profile of high modernity, but it also casts
light on the practical operation of such mechanisms. In short, it provides
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insight into the practices through which psychological security is actively
produced, thus facilitating the bracketing of risk necessary for mean-
ingful engagement in social relations that extend across time–space. Not
only does this direct analytical attention to crucial, yet often neglected,
aspects of software development practice, but it also sensitizes us to the
difficulties that arise when these practices are stretched across tracts of
time–space, as is the case in offshore development contexts.

Anthony Giddens’ (1990, 1991) ideas on globalization, anxiety, and
the production of trust provide the conceptual starting point for our
work.3 In what follows in this section, we introduce some of Giddens’
key ideas in relation to globalization, risk, anxiety, and the production of
trust, before going on to supplement this perspective by drawing on the
work of a number of other important scholars in the area. This synthe-
sized theoretical basis is then employed to make sense of the NetTrade–
IndiaSoft case that is described subsequently.

Giddens on Globalization, Risk, Anxiety,
and the Production of Trust

Giddens (1990) argues that the risk profile of the modern globalized
world has been dramatically altered as institutional reflexivity has
increased, and social relations are disembedded from local contexts and
stretched over extended tracts of time–space. These new social arrange-
ments have problematized the means by which individuals establish and
maintain a sense of psychological security and coherent identity
(Giddens 1991), which has resulted in the simultaneous transformation,
and renewed importance, of trust relations.

According to Giddens, trust is inherently connected to absence (there is
no need to trust what one can directly monitor) and is bound up with the
organization of ‘reliable’ interactions across time–space. He defines trust as

3 By highlighting the importance of trust, however, we do not wish to downplay that of more
conventional means of control as a risk management strategy. Following Das and Teng (1998), we
see trust and control as playing mutually supplementary roles in the production of an overall sense
of confidence. As Hart (1988) felicitously puts it, trust exists ‘at the interstices of control.’
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confidence in the reliability of a person or system, regarding a given set of
outcomes or events, when that confidence expresses a faith in the probity
or love of another, or in the correctness of abstract principles. (Giddens
1990: 34)

Thus, he distinguishes between two types of trust relations prevalent
in modern societies: trust in abstract systems4 and personal trust. The
former are based, to a large extent, on faceless commitments while the
latter depend on facework commitments (trust relations that are sustained
by, or expressed in, social connections established in conditions of
copresence).

The investment of trust in abstract systems (especially expert systems)
is a central feature of modern life. No one can completely opt out of the
abstract systems involved in modern institutions; yet, due to their
diversity and complexity, our knowledge of their workings is necessarily
limited. Therefore, trust (or faceless commitments) becomes a very
important means of generating the ‘leap of faith’ that practical engage-
ment with them demands. Often, however, engagement with abstract
systems involves encounters with individuals who ‘represent’ or are
‘responsible’ for them (e.g. in the case of visiting a medical doctor who
represents a broader system of medical knowledge). Such contacts with
experts are very consequential and take place at access points, which form
the meeting ground of facework and faceless commitments.

In the case of some experts (e.g. a doctor) where encounters take place
regularly over a period of years, these can take on the characteristics of

4Giddens uses the term ‘abstract systems’ to collectively refer to two distinct types of disembed-
ding mechanism that allow social interactions/relations to be ‘lifted out’ of the particularities of
specific locales and restructured across indefinite spans of time–space:

• Symbolic tokens: These refer to media of exchange that have standard value and thus are
interchangeable across a plurality of contexts. Money is an important example. It can be passed
around regardless of the specific characteristic of the individuals or groups that handle it at any
particular juncture.

• Expert systems: These bracket time and space by deploying modes of technical knowledge that
have validity independent of the practitioners and clients who make use of them (e.g. the
system of Western medical knowledge). Thus, like symbolic tokens, they provide ‘guarantees’
of expectations across distanciated time–space.
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trustworthiness associated with friendship and intimacy. However, in
general, encounters with experts are much more irregular and transitory
than this and, therefore, they have to be managed very carefully by the
expert if he or she is to win or maintain trust of the laypeople involved.
Drawing on the work of Erving Goffman (1956), Giddens argues that
facework commitments are dependent on the demeanor of operators
and, therefore, such encounters often involve displays of ‘manifest
trustworthiness and integrity, coupled with an attitude of “business as
usual” or unflappability’ (Giddens 1990: 85). Access points remind
people of the fallible nature of system operators and, therefore, reassur-
ance is called for, both in the reliability of the individuals involved and
in the knowledge or skills upon which their expertise relies. Thus,
experts must make a strict division between ‘frontstage’ and ‘backstage’
performance at access points, and the control of threshold between the
two is the essence of professionalism. Attitudes of trust are strongly
influenced by experiences at access points, as well as by updates of
knowledge provided by mass communications media and other sources.

Thus, facework commitments are an important means of generating
continued trustworthiness in the abstract systems of modernity with
which we routinely interact. In this way, trust in impersonal abstract
systems is anchored in the trustworthiness and integrity of colleagues. Of
course, regular encounters and rituals are required to sustain such
collegial trustworthiness: that is, trust rests on a ‘presentational base.’

Crucially, in Giddens’ terms, trust is not a cognitive/calculative
phenomenon but, rather, is based on an emotional commitment to
things being as we expect them to be. This marks a key distinction
between his perspective and more conventional approaches to concep-
tualizing trust as the product of calculative, deliberative, rational deci-
sion-making processes that are common in the mainstream management
literature (Mcallister 1995; Ring 1996; Rousseau et al. 1998).5 For
Giddens, then, trust should be understood as a sense of emotional

5 These conventional approaches implicitly adopt a ‘cognitivist’ perspective (Chaiklin and Lave
1996; Dreyfus and Dreyfus 2005; Kelly 2005) that has been roundly criticized by those who
would advocate a more holistic approach to understanding the human subject – that is, one that
avoids a dualism between the cognitive and the emotional (cf. Ciborra 2006; Mcgrath 2006).
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comfort, a device that can be used to ‘bracket out’ potential risks
(Giddens 1990) and generate the ‘leap into faith’ that cooperative
engagement with others demands (Gambetta 1988).

From this perspective, then, trust is a continuous state, rather than
a discrete decision, and a key mode of trust production are stable
institutionalized routines, what Misztal (1996: 127) terms trust as
‘habitus.’ Having stable and well-recognized rules of interaction gives
a sense of predictability, reliability, and legibility to social life, thus
reducing the anxiety caused by the ambiguity and openness of many
social situations. The construction of a shared set of stable social
practices among people who are strangers or mere acquaintances,
however, can be problematic and calls for the balancing of ‘trust,
tact, and power’ (Giddens 1990: 82). As Giddens (1990: 82–83)
puts it:

Tact and rituals of politeness are mutual protective devices, which stran-
gers or acquaintances knowingly use (mostly at the level of practical
consciousness) as a kind of implicit social contact. Differential power,
particularly where it is very marked, can breach or skew norms of tact and
politeness rituals.

The implications of this are twofold. First, it emphasizes the impor-
tance of a stable social order for the production of trust and reduction of
anxiety.6 Second, it emphasizes the important role of tact and rituals of

Indeed, a key shortcoming of the notion of ‘calculative trust’ is that it fails to adequately
discriminate between trusting behavior and calculated risk taking.
6 Zollo et al. (2002) have also drawn attention to the importance of stable routines in facilitating
productive interorganizational relations. Specifically, they draw on evolutionary economics to
argue that such routines facilitate ‘ . . . information gathering, communication, decision-making,
conflict resolution, and the overall governance of the collaborative process’ (p. 709). Moreover,
they draw an explicit distinction between the development of interorganizational routines and
trust, because they view trust rather narrowly as an ‘interpersonal’ (p. 709) phenomenon and as
the result of ‘deliberative efforts to assess the likelihood of opportunistic behaviour’ (p. 709).
While we would agree with these authors’ conclusions that interorganizational routines are
extremely important, we would argue that the view of trust synthesized here is more insightful,
in that it does not confine the importance of such routines to mere ‘information gathering’ and
‘communication’. Rather, ‘trust as habitus’ also emphasizes the important anxiety reducing
functions of such routines.
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politeness, in the absence of marked differential power, in helping to
bring about the mutual accommodations required to develop and sus-
tain any stable collaborative order. In other words, attention is drawn to
the micropolitics of trust production.

Overall, then, we argue that Giddens’ perspective is based upon a
richer conceptualization of the human subject (i.e. one that incorporates
emotional concerns with anxiety and psychological security at its very
core). This constitutes a refreshing departure from much of the main-
stream management literature on trust, which tends to have a cognitivist
orientation, focuses mainly on interpersonal (or interorganizational)
forms of trust, and has little to say about the distinctive role of trust
(and the means by which it might be established) in the context of
increasingly globalized social relations. Three issues are especially salient
in this regard: Giddens’ view of trust as a matter of ‘faith’ or an
‘emotional commitment,’ his distinction between personal and imper-
sonal forms of trust (and his theorization of the relationship between the
two), and his observation that new modes of trust production (based on
the interaction between personal and impersonal forms of trust) become
especially important for securing a sense of emotional comfort in the
context of a more globalized world. Not only does Giddens illustrate the
importance of impersonal forms of trust in systems, but he also demon-
strates how this is linked to, and indeed grounded in, personal forms of
trust. Despite the emphasis Giddens places on personal trust, however,
he does not explore its constitution in any great detail. In the next
section, we draw on ideas from other scholars to supplement Giddens’
work in this regard.

Supplementing Giddens’ Ideas – Exploring the
Nature of, and Bases for, Personal Trust

In a review of the literature, Mayer et al. (1995) identify three char-
acteristics of a trustee that consistently appear: ability, benevolence, and
integrity. Ability is defined (Mayer et al. 1995: 717) as ‘the group of
skills, competencies and characteristics that enable a party to have
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influence within some specific domain. The domain of the ability is
specific because the trustee may be highly competent in some technical
areas, affording that person trust on tasks related to that area. However,
the trustee may have little aptitude, training or experience in another
area, for instance, in interpersonal communication . . . . Thus, trust is
domain specific.’ Benevolence, on the other hand, is defined as the
extent to which a trustee is believed to want to do good to the trustor,
aside from an egocentric profit motive (suggesting that the trustee has
some specific attachment to the trustor). Finally, the relationship
between integrity and trust involves the trustor’s perception that the
trustee adheres to a set of principles that the trustor finds acceptable.

If the dispositions and character of a collection of people are indivi-
dually well known to each other, then cooperative relations may be
founded on, what Williams terms, thick trust (Williams 1988: 8). In
other words, cooperation among a group of individuals is greatly facili-
tated if they have established personal bonds and know one another very
well. However, where thick trust does not exist, other means of establish-
ing or producing trust are required as a basis for cooperation. Zucker
identifies three key modes of trust production in the modern world
(Zucker 1986): process-based (information based on personal experience),
characteristic-based (information based on ascribed characteristics), and
institutional-based (formal protection against default).

In modes of process-based trust production ‘a record of prior
exchange, often obtained second hand or by imputation from out-
comes of prior exchange, provides data on the exchange process’
(Zucker 1986: 60). Therefore, process-based trust is based on the
availability of large quantities of person- or group-specific informa-
tion that can often be in the form of positive reputations.7

Information about prior exchange histories can be obtained by
engaging in repetitive exchanges with a party and, therefore, such
informal trust-producing mechanisms ‘require extensive interaction

7Although Zucker’s emphasis on information and deliberation clearly has cognitivist leanings that
would sit uncomfortably with the perspective synthesized here (i.e. we would view interaction as
consisting of much more than mere information exchange), we nonetheless believe that the broad
mechanisms that she identifies are a very helpful supplement.
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over long periods of time and/or produce trust between a small
number of individuals involved in a limited set of exchanges’
(Zucker 1986: 62). Such exchange relationships are generally highly
specific to the parties involved in the exchange and involve
idiosyncratic understandings and rules. Thus, trusting relationships
are built in successive stages, tentatively and conditionally over time
(Good 1988).

A more formal mechanism for the production of process-based trust
involves the use of reputation (or brand name in the case of products).
As Misztal puts it:

Reputation permits us to trust another person by providing us with some
information regarding the sort of person we are dealing with, before we
have had a chance to have contact with that person. (1996: 120–121)

Thus, reputation serves as a warrant for trust and can, therefore, be
seen as valuable social capital (Misztal 1996: 121). The establishment of
a favorable reputation requires significant investments of time and
resources and is, thus, something that individuals and groups will be
very careful to maintain. Therefore, a reputation not only provides
information about the trustworthiness of an individual or group but
also serves as a device for restricting the behavior of those who have
invested in it (Misztal 1996: 98). Reputation, therefore, promotes
cooperation by increasing the possibility of carrying out promises, thus
helping to facilitate efficient contractual relations by allowing economic
agents to reduce transaction costs and overcome limited information
(Dasgupta 1988; Lorenz 1988: 198–202).

The second basis for trust, according to Zucker (1986), is individual
characteristics. Such characteristics may be ascribed to individuals
through labeling or stereotyping mechanisms:

When there is scarcity of information, particularly when we have more
information about the group than an individual member, there is a
tendency to simplify the perception of the social environment by identify-
ing all individuals with the groups to which they belong. (Misztal 1996:
126)

10 Anxiety and Psychological Security in Offshoring . . . 331



Thus, characteristics such as gender, ethnicity, family background, or
age may be used as an index of trust in a transaction, as they ‘serve as
indicators of membership in a common cultural system, of shared back-
ground expectations. In general, the greater the number of social simila-
rities (dissimilarities), the more interacts assume that common
background expectations do (do not) exist, hence trust can (cannot) be
relied upon’ (Zucker 1986: 63). Furthermore, as in the case of reputa-
tions, stereotypes or preconceptions are not easily changed, even in the
face of challenging evidence. New information about an individual will
tend to be interpreted in accordance with existing preconceptions, thus
serving to reinforce those preconceptions (Good 1988: 41).

The third basis of trust production, institutional, is more generic in its
application, in that it extends beyond a specific transaction or set of
exchange partners (Zucker 1986: 63). Two types of institutional-based
trust are identified: person-specific (or firm-specific) and intermediary
mechanisms. Person- or firm-specific trust depends on membership of a
social group ‘within which carefully delineated specific expectations are
expected to hold, at least in some cases based on detailed prior socializa-
tion’ (Zucker 1986: 63). The professionalization of occupations (see Reed
1992: 206–213) provides a very clear illustration of how this type of trust
can be signaled. Thus, for example, the attainment of specific educational
or professional certifications can signal one’s trustworthiness within a
particular social sphere. The second type of institutional trust, intermedi-
ary mechanisms, involves insuring against potential losses in the event of a
transaction not being completed or failing to produce the expected results.
Intermediary institutions such as courts of law or insurance companies
specialize in protecting parties involved in an exchange in this way.

CODA

In summary, then, we have attempted to synthesize a distinctive theore-
tical perspective that emphasizes the important role of anxiety and the
production of psychological security in globalized contexts. This per-
spective draws largely upon Anthony Giddens’ ideas about the
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relationship between the risk profile of the contemporary globalized
world, existential anxiety, and the production of trust. The value of
this approach lies in the emphasis that it places on important emotional
and existential aspects of organizational life that are typically margin-
alized in the mainstream literature. Trust is viewed as an inherently non-
calculative phenomenon, an active accomplishment that is founded on
emotional commitments. It is through the establishment of trust in
people and systems that agents can be psychologically comfortable
enough to ‘bracket’ risk and productively engage with an inherently
insecure world, where social relations routinely span cultural and geo-
graphical boundaries.

Research Approach and Methods

The empirical research described in this paper is the result of an
ongoing, in-depth, longitudinal, interpretive study of the establish-
ment and ongoing development of the offshoring relationship
between NetTrade and IndiaSoft. We followed the project since its
inception in the latter part of 2005, when we were introduced to the
case by John (joint CEO of NetTrade), a close friend of one of the
research team. Through John we managed to secure the cooperation
and involvement of IndiaSoft. We established contact with their
local office in Dublin and negotiated further access to the develop-
ment center (IndiaCity) in India. In this paper, we focus on the key
events that shaped the project, from its instigation in late 2005 to
the delivery of the first working software in January 2007.

At the outset, the data collection consisted mainly of informal
chats with John, but as the project gathered pace, a more systematic
approach was employed. A range of ethnographic methods was used.
In addition to a number of visits to the NetTrade offices in Dublin,
we spent 1 week at IndiaCity development center conducting inter-
views, observing activities, and reviewing various documents asso-
ciated with this project. Overall, we interviewed the 14 key players
involved in the project, in formal and informal settings, many of
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them repeatedly and for extended periods of time. This amounted to
approximately 35 h of formal interviews and at least this much time
again spent observing in the workplace and attending informal out-
ings. Furthermore, key personnel at NetTrade were requested to
keep a written journal, reflecting on their interactions with
IndiaSoft, particularly during their early visits to India. Herein,
they recorded their impressions and observations at critical junctures
in the project. Obviously, our presence in the workplace, and
respondents’ awareness that their journals would be read by us,
inevitably had a bearing on their actions and reports. This, however,
was mitigated to some extent by the fact that we developed good
relationships with participants over time, and by our efforts to
deliberately cultivate an open, reflective, learning culture around
the offshoring project. As time went on we noticed that people
appeared to be much more willing to discuss more sensitive issues
(such as mistakes that they might have made) with us in an open
and forthright way.

Although we present a very granular discussion of the evolution of this
offshoring relationship, we acknowledge that, owing to the relationship
that exists between John and one of the researchers, we had much richer
access to data from the NetTrade side (which constitutes the analytical
focus of this paper). We fully acknowledge that interviews held at the
Indian site were likely to have been colored by this relationship and we
are keenly aware of this limitation. As the research progresses, however,
our relationship with IndiaSoft is becoming much stronger and inde-
pendent of NetTrade. Moreover, as our concern in this paper is mainly
with the manner in which the key actors at NetTrade developed a sense
of trust in the offshoring relationship, the quality of our access to the
Irish side was of prime importance.

In line with our interpretive research approach our emphasis was on
developing a rich historical, processual analysis of the relationship as it
unfolded over time (Pettigrew 1990; Van de Ven and Poole, 1995,
2005), as such the aim was to produce an idiographic, as opposed to a
nomothetic, explanation (Tsoukas 1989). More precisely, our analytical
strategy borrowed heavily from a grounded theory research perspective
(Strauss and Corbin 1990, 1997). Although we decided against
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explicitly coding the data, our concern was to identify key themes
therein and develop them with reference to extant theoretical literatures
(see Walsham 1995). We followed a hermeneutical approach (Klein and
Myers 1999), iterating constantly between the data and broader theore-
tical constructs as we gradually synthesized and refined, in a grounded
manner, the conceptual perspective described earlier. At all stages in the
process we were careful to adhere to established canons of good practice
for performing this kind of interpretive analysis (see, especially, Klein
and Myers 1999). As the process of relationship development in the
project is still at quite an early stage, however, we acknowledge that our
perspective at the time of writing is necessarily partial and may be subject
to some revision as the research progresses.

Distance and the Production of Psychological
Security in the NetTrade–IndiaSoft Case

NetTrade, a small Irish financial services firm, was established in 2001
by joint CEOs, John and Niall. They described themselves as ‘a small
unknown company with the standard start-up mentality’ (John, joint
CEO, NetTrade). After four very successful years in operation, they
began to plan for future growth. The key strategic issue related to their
IT system, which was core to their business. Up to now, NetTrade had
leased the software from a small UK-based supplier but the attraction of
having their own bespoke system was always apparent. In addition to the
risk associated with overreliance on a supplier, two additional factors
influenced their decision to develop their own bespoke system. First, as
the business grew, their requirements for additional system functionality
were also growing. Second, under the current arrangement, they owned
the license for this system but not the code. Consequently, they felt that
a bespoke trading system would ‘put us [them] on a different planet
entirely’ (John, joint CEO, NetTrade).

In autumn 2005, NetTrade set out to formally identify a partner to
develop the system for them. As this was the key strategic system upon
which future prosperity depended, the quality of the delivered product
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was paramount. Consequently, it was with some trepidation that
NetTrade approached the development project:

It was difficult because we didn’t know what we were doing . . .we were
shooting in the dark and did not know who would be even interested in
doing business with us. (John, Joint CEO, NetTrade)

The firm was very conscious that it would be financially exposed
should anything go wrong (the projected cost of the system was greater
than the Net Asset Value of the entire firm at that point in time). They
decided to manage this risk by insisting to potential vendors that the
project be structured in stages (or ‘bite-sized chunks’). This meant that
NetTrade would pay for each deliverable and would reserve the right to
pull back from the other stages of the project in the event of dissatisfac-
tion or changing financial circumstance.

After meeting with a number of ‘singularly unimpressive’ local con-
sulting firms, a personal friend of John and Niall’s suggested that they
might explore an offshoring model and introduced them to IndiaSoft, a
major Indian software vendor with a base in Dublin. After an initial
meeting with Ajit (the Indian General Manager of IndiaSoft’s Irish
operation) and Stephen (an Irish Business Development Manager for
IndiaSoft), NetTrade were extremely impressed and, despite some sig-
nificant apprehension about their unfamiliarity with this mode of devel-
opment, decided that an offshoring approach was worth exploring
further. Throughout their initial interactions with IndiaSoft, NetTrade
were very honest about their anxieties, their inexperience, and their need
for guidance through the process that lay ahead:

We knew what we wanted but we were not ‘deal’ savvy. We were not
through the RFP process, which was the first thing we told everybody.
Don’t expect us to tell you, you need to tell us. We didn’t know but we
knew we didn’t know. We did make a big deal about that. (John, joint
CEO, NetTrade)

In addition to stated concerns about their inexperience, and consequent
dependence on the vendor, another major issue concerned NetTrade.

336 S. Kelly and C. Noonan



They were very conscious of the fact that in IndiaSoft’s eyes, they might
be viewed as a small, relatively unimportant, and insignificant Irish
company in the context of the firm’s overall client portfolio. They feared
that this imbalance could be problematic going forward:

That was a big deal because the first question (and one that we kept
coming back to) was, what happens when Ford or GM or whoever calls,
will we get screwed? . . . it is engrained in us, people will value you less
because you are smaller. (John, joint CEO, NetTrade)

As is evident in our discussion below, the Indian firm went to consider-
able lengths to address these fears, thereby laying the foundations for a
successful relationship that developed over the 2005/2007 period under
study. In late December 2005, and in line with the ‘bite-sized chunks’

Key events over this time
period include

December 2005 First meeting with IndiaSoft and signing of the
initial agreement for requirements specification

January 2006 First visit by John (joint CEO, NetTrade) and Paul
(Head of Finance) to IndiaSoft’s development
center in IndiaCity, India to commence the
requirements gathering and scoping process

March 2006 Representatives from IndiaCity visit Dublin to
complete requirements gathering

April 2006 Functional specification completed and negotia-
tions take place around the signing of the con-
tract for the development work. Work
commences

August/September 2006 John (joint CEO, NetTrade) and Deborah (Head of
IT) visit IndiaCity to view prototypes

Issues around live data feed requirements surface
December 2006 Paul (Head of Finance) and Deborah (Head of IT)

visit IndiaCity to monitor progress
NetTrade receive invoice for cost overruns

January 2007 New IndiaSoft Business Relationship Manager
(BRM) (Ajay) joins the project

Representatives from IndiaSoft visit Dublin to
ensure smooth delivery

Installation difficulties at NetTrade

10 Anxiety and Psychological Security in Offshoring . . . 337



philosophy of the firm, an agreement was reached that IndiaSoft would
be engaged to do an initial requirement specifications and scoping
exercise. NetTrade were extremely satisfied with the resulting document
and decided to contract with the Indians for delivery of the system.

These events will be returned to in the subsequent analysis.
One of the notable aspects of this case is that the offshore development

project, for the most part, ran relatively smoothly and was not beset by
any major crises. This is not to say that frustrations and anxieties were not
encountered along the way, but these were addressed and repaired in a
relatively calm and mature manner. Here we argue that a key factor in
understanding this smooth running of the project was the way in which
trust was produced and sustained over time. The careful cultivation of a
sense of psychological security, although costly and resource intensive,
played a key role in the success of the project. Here, we draw on some of
the theories of trust introduced earlier, in an attempt to trace some of the
mechanisms by which this sense of security was produced, enhanced,
undermined, and reestablished over time.

Following Giddens, we suggest that a key source of anxiety in the
offshoring project was the difficulty in establishing trust in the expert
systems of technical and professional knowledge upon which
IndiaSoft drew (i.e. to provide ‘guarantees’ with respect to the
‘correctness’ of the technological solution that would be delivered
across distanciated time–space (from India to Ireland)). Of critical
importance here, then, was the manner in which this abstract system
was ‘re-embedded’ in the concrete context of the NetTrade–
IndiaSoft relationship.8

We argue that within the timeframe outlined above, two distinctive, yet
overlapping and mutually constitutive, phases are discernible. In the

8More precisely, building on the notion that any such abstract system will be interpretively
flexible and may be enacted or embedded differently in different contexts, we argue that the key
issue at stake is the expert system-in-use (i.e. the specific way in which such abstract principles are
instantiated in the practices that constitute this project). The fact that systems always have to be
reembedded underscores the importance of making the connection between forms of system trust
and personal trust, between the rule and its application (Wittgenstein 1953). It is not merely trust
in ‘abstract principles’ that needs to be reestablished at access points but, also, trust in the manner
in which these principles are appropriated and applied.
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Courtship phase the emphasis was on establishing a sense of trust in
IndiaSoft as the suitor of choice, thus allowing NetTrade to bracket the
associated risks and comfortably proceed with the project.9 In the
Cohabitation phase a new emphasis emerged, which focused on the joint
construction of a stable collaborative order. In what follows, we examine and
compare the social practices that underpinned these important processes.

Stage 1: Courtship – Establishing Trust
in IndiaSoft

With respect to becoming comfortable with the notion of an offshoring
arrangement, John identified three different components with which he
and his colleagues at NetTrade needed to reconcile themselves: the
generalized offshoring model, the idea of offshoring to India specifically,
and IndiaSoft as the vendor of choice. The fact that John had only
vaguely heard of software offshoring prior to the initial suggestion by a
friend in August 2005 illustrates the distance he had to travel before
committing to this route:

To me now it seems like an easy decision. But then I knew very little about
the whole outsourcing area . . . it was a real dark place that we were trying
to figure out . . . I asked myself whether this made sense, how did it work?
Were we just looking for a cheap option? Were we crazy? (John, Joint
CEO, NetTrade)

The initial sense of security that created the impetus to explore the
offshoring model and aligning with IndiaSoft specifically was based
mainly on established trust relations, that is, process-based trust. Both

9We could, indeed, countenance a further stage immediately prior to this Courtship one. At the
Dating stage, NetTrade explored a number of options and had some brief liaisons with a number
of other vendors. (They had to kiss a few frogs before finding their Prince!) In fact, these
encounters were very important in framing their subsequent relationship with IndiaSoft. Here,
however, we believe that the anxiety-reducing mechanisms at play were essentially the same as
those in the Courtship phase, and so we rejected the idea of analyzing them separately.
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direct and indirect forms of such trust were apparent. Direct forms are
observed in the case of recommendations of friends and friends of
friends. John and Niall approached IndiaSoft in the first place on the
recommendation of a close personal friend with experience of the IT
industry. Furthermore, and perhaps more importantly, on approaching
a very senior manager in a large global IT consulting firm, who was a
friend of a fellow NetTrade board member, for advice on the subject,
they received a ‘big thumbs up’ with respect to the offshoring model and
IndiaSoft’s capability in the area. A final example was seen in April 2006,
when the two firms entered into negotiations around the contract. Niall
talked about how reassured he was by the minimalist nature of
IndiaSoft’s contract:

I am still surprised by their template contract that they had for us in terms of
how short it was. I was totally taken aback that, for a company like
IndiaSoft, it was not more comprehensive and did not cover more areas.
Even from their point of view, I thought there would be more protections in
there for themselves. Even perceiving it like that was quite reassuring – they
were obviously not out to screw anybody. (Niall, Joint CEO, NetTrade)

The initial awareness of the offshoring possibility was followed by the
commencement of what John described as a ‘demystification process,’
where he began to notice and actively seek out articles about outsourcing
in, what he considered, trusted sources such as The Economist. The
reputational effects (indirect process-based trust) of such sources, sup-
plemented by testimonies from IndiaSoft reference clients, contributed
to a growing sense of comfort with the overall offshoring model.

A more firm-specific, institutional basis for establishing trust and creating
a sense of security was drawn on as IndiaSoft outlined and explained their
CMM Level 5 certification in their presentations to NetTrade.

The first major access point to the IndiaSoft offshoring model
came with the initial face-to-face meeting with Ajit and Stephen in
NetTrade’s office in Dublin. This meeting appears to have been
very consequential for the development of the relationship, as John
and Niall were left feeling extremely impressed and reassured.
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I remember vividly the meeting with Ajit and Stephen and I just found
them incredibly impressive – very, very impressive – particularly Ajit.
From a cultural point of view, I am used to Anglo-Saxon meetings;
everyone is fairly machismo and everybody makes themselves heard . . . he
was a GM and everyone around the table knew that he was very senior and
he said almost nothing. And then at the end he said four or five sentences
and they were so pithy and so . . . I personally like people like that that do
not talk too much. He finished it off, summarized the meeting, and he was
very impressive. (Niall, Joint CEO, NetTrade)
They wowed us in terms of their apparent ability to deliver quality and this
on top of what appears to be an unbeatable proposition from a cost
perspective. (John, Joint CEO, NetTrade)

Reflecting on their early meetings when representatives presented
information about IndiaSoft and the offshoring models employed,
John was clearly impressed by their apparent ability. He described
the presentations as ‘extremely slick and professional’ and he was
struck by their ‘systematic approach to software development.’ This
professional manner and slickness was reinforced by references to
IndiaSoft’s CMM Level 5 certification (even though neither John
nor Niall had previously heard of CMM, they were able to find out
more about it subsequently). Interestingly, however, it was not the
apparent professional ability of the IndiaSoft representatives that
made the greatest impression; rather, it was their general demeanor
and their care and attentiveness, which was to become a recurring
feature of subsequent interactions.

A number of qualities seemed to set IndiaSoft apart from the other
software firms that they had approached. First, there was the overall
sense of integrity that was largely born from a sense of value congruity
with NetTrade. Of crucial importance here was NetTrade’s conception
of their own values and sense of identity, which had been the subject of
lively ongoing reflection and discussion since the inception of the
company. In particular, a set of five core values had been agreed upon
and, perhaps unusually for a financial services company, two of the
principal ones were ‘humility’ and ‘basic honesty.’ The former emphasized
the importance of a low-key, unfussy, and modest style, while the latter
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emphasized the value of integrity in dealing with people. In this respect,
then, IndiaSoft were viewed as fellow travelers with whom NetTrade’s
guiding values were very well aligned and their humility and integrity
seemed to indicate a kind of dependability:

Bottom line – It was their humility. It is a value that we very genuinely
hold and when we are selecting people to work with . . . if they don’t have
it and are more on the arrogant side, they are not for here. IndiaSoft
definitely have it. (Niall, Joint CEO, NetTrade)

This apparent value congruity generated a kind of characteristic-based
trust that both John and Niall generalized to, what they saw as, the
distinct cultural affinities between Ireland and India. Memorably, John
subsequently remarked how the Indian people he interacted with at the
outset, and throughout the project, reminded him of Irish software
engineers he had worked with on graduating with a computer science
degree, nearly 20 years before. They were, he claimed, ‘modest, hard
working, and hungry’ before the more recent Irish economic success
enjoyed on the back of the so-called ‘Celtic Tiger’ made them ‘too
complacent and brash.’ In IndiaSoft, then, John and Niall saw values
that they could identify with and were trying to foster in their own
company: values that they nostalgically associated with an apparently
bygone ‘golden’ age of Irish economic development.10

10Whether this was an ‘accurate’ impression of IndiaSoft or not is, perhaps, beside the point.
While we are conscious of the danger of resorting to cultural stereotypes here, the key issue is that
John formed and sustained this impression of them, and acted on that basis. One point worth
considering in this respect is the extent to which IndiaSoft staff were ‘mirroring’ (perhaps
unconsciously) particular traits of their client. It would be interesting, for instance, to observe
how their ‘presentation of self’ (Goffman 1956) would differ with a very different kind of client.
On the evidence of our interaction with IndiaSoft staff, however, both in Ireland and in India, we
could also clearly recognize the kind of traits to which John drew attention, and broader social
values appear to be a very important feature of life in the firm. Furthermore, there are some good
bases for making cultural comparisons between Ireland and India. Not only do both countries
share a similar British colonial history (indeed India adopted a modified version of the Irish
constitution postindependence and even a modified version of the Irish national flag!) and an
emphasis on familial and community ties, but comparisons might also be drawn between recent
modes of economic development based on engineering and high technology (see e.g. Foley and
O’Connor 2004). Indeed, as John Stuart Mill once pointed out, ‘[t]hose Englishmen who know
something about India, are even now those who understand Ireland best’ (Cook 1993: 53).
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The care and attentiveness that they received from IndiaSoft came as a
very pleasant surprise and was greatly welcomed by NetTrade. John and
Niall were both greatly impressed by IndiaSoft’s thoroughness in
responding to points and requests made by NetTrade:

they responded to everything on our list – they wanted us; they loved us
and we like being loved . . . they seemed to want our business – they
showed an interest in our business in a way that others didn’t . . . .
When you meet somebody that you are impressed with, it is just a good
experience and you want to proceed . . .we (had) a connection here and we
like(d) them . . .we were constantly getting good vibes. (John, Joint CEO,
NetTrade)
IndiaSoft had such a huge capacity to listen and respond to this – it is
absolutely brilliant, they are great listeners. (Niall, Joint CEO,
NetTrade)

While this level of attentiveness was quite unexpected on the basis of
their dealings with other agencies and companies in Ireland (‘it is
engrained in us, people will value you less because you are smaller,’ John),
it was instrumental in allaying one of their key fears: that of their project
being so small and insignificant that it would ‘get lost’ within a big
organization such as IndiaSoft. This apparent benevolence on the part
of IndiaSoft toward NetTrade was reinforced by John’s relationship with
Stephen who, importantly, was based in IndiaSoft’s Dublin office
(located only a short distance from NetTrade’s office). Stephen ‘did a
good job initially in selling IndiaSoft as IndiaSoft Ireland’ and so reassuring
John that whatever fears he might have of NetTrade ‘getting lost’ in
IndiaSoft, that there was no way this would happen in IndiaSoft Ireland
(another relatively small, but growing, Irish company), or indeed in the
IndiaCity development center (again a small, but growing, business
entity). Here again we see an example of IndiaSoft ‘mirroring’
NetTrade and, in so doing, strengthening the sense of trust and mutual
affiliation.

IndiaSoft’s care and attentiveness was also manifested in the
numerous ways in which they appeared to go the extra mile to
accommodate NetTrade’s needs, thereby making them feel valued
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as a client. Key events here included Stephen making a trip to the
delivery center in IndiaCity to coincide with John and Paul’s initial
visit there; the attentiveness and personal hospitality afforded by
Pratima (the head of the IndiaCity delivery center) to John and his
colleagues during his visits to India (the fact that someone so senior
was taking an interest in the project made a very big impression on
John); the fact that IndiaSoft appeared to be very sensitive to
NetTrade’s anxieties about the project and did everything they
could to accommodate their ‘bitesize chunks’ risk management phi-
losophy (for instance the fact that they agreed to break the total cost
of the system into four manageable-staged payments was seen as a
very significant gesture by NetTrade and provided some welcome
relief from the financial burden that they were undertaking to
develop the system); and the fact that they went to great lengths
to take the unusual step of providing ongoing remote access to a
working prototype of the system at John’s behest.

One interesting observation about this process of security building
was that the steps taken to ease NetTrade’s anxiety appeared to appeal to
both cognitive and emotional elements of John and Niall’s personalities.
The ‘bite-sized chunks’ approach, for example, was a very rational and
sensible strategy for risk management. By contrast, however, both John
and Niall spoke often about the (much less tangible) ‘good vibes’ that
they constantly got from IndiaSoft and the important role that this
played in their decision-making. In this regard, we are reminded of
Giddens’ assertion that trust is always blind and that it involves an
emotional, as opposed to a cognitive, commitment to a given set of
outcomes. Dealing with risk in this case, then, involved both trust (an
emotional commitment) and calculation (more of a cognitive sense of
assurance11).

11Of course, we would be sympathetic to the general idea that even ostensibly rational/cognitive
exercises are often enacted in ritualistic ways as a means of facilitating a more emotional type of
commitment. This illustrates the difficulties associated with making a clean separation between
the ‘cognitive’ and the ‘emotional.’
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Stage 2: Cohabitation – Constructing a Stable
Collaborative Order

Despite the excellent and reassuring early impressions as to the ability,
benevolence, and integrity of the IndiaSoft representatives, and the
reliability of their software delivery systems and processes, it was clear
that increasing levels of trust were developed only tentatively over time.
In other words, the mechanisms for developing trust discussed above
were not confined to one identifiable period of the project but extended
throughout the duration of the relationship. As the project progressed,
process-based trust again came to the fore as NetTrade became more
comfortable with the IndiaSoft offshore development model. Key to this
was the quality of the intermediary deliverables and, more importantly,
the deepening personal relationships between key actors in both com-
panies. In particular, these relationships gave the project a new robust-
ness, which allowed issues to be dealt with in a more open and direct
manner.12

In the Cohabitation phase, however, a new emphasis emerged: that of
constructing a stable collaborative order. While a good basis for trust had
been developed in the earlier period, both parties now had to collectively
establish communal social practices to enable them to work closely
together. Of critical importance here, from the point of view of produ-
cing trust, was the stability and predictability that such practices would
confer on the project interactions. Once activities around the project
commenced, incongruent communication practices quickly surfaced and
presented a number of challenges. The first evidence of tension in the
relationship emerged during John’s initial visit to India. Together with
his Head of Finance (Paul), John spent 8 days in intensive meetings
meticulously explaining their requirements to the Indians. He became

12 At the same time, however, the trust also had a brittle quality. In September 2006, one of the
researchers met an Irish software developer who had worked with IndiaSoft in India for a short,
and unhappy, period. His experience of working with IndiaSoft was not very positive and was
dramatically at odds with NetTrade’s impression of them. John, on hearing this story, became
extremely worried about the project, and for a short time began to seriously question his own
judgments.
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immediately concerned that the process lacked direction and input from
the Indians:

I’m concerned that there is not a strong leader outlining the process and
stepping us confidently through it. (John, Joint CEO, NetTrade)

One negative aspect would be that they seem a bit too accommodating.
I would prefer if they sometimes disagreed and instead gave their views as
alternatives. (Paul, personal journal)

On several occasions John repeatedly asked the then project sponsor
(Suran) to send him copies of the Indian team’s rough notes from the
requirements sessions. He wanted these to ensure that the Indians
understood NetTrade’s needs around the new system. This was new to
IndiaSoft – they had never received such a request from a client and they
were reluctant to comply, preferring instead to complete a draft of the
requirements document that might then be reviewed by John:13

sometimes we wanted things that were not planned for as a deliverable and
I don’t think their processes allow for it . . . and this was frustrating
because they did not tell us this explicitly . . .we were not getting a straight
answer. (John, personal journal)

At later stages, further frustrations were evident around the directness of
communication:

I remember I got into a very bitter discussion around the issue of volume
testing. ( . . . ) We asked what they planned to do around volume testing
( . . . ) he would not answer the question ( . . . ) even if the answer was ‘we
don’t know’ – that would have been an honest answer – but getting the
other response was annoying. (John, Joint CEO, NetTrade)

13 This kind of interaction became a familiar theme in the project and might be understood as
involving the negotiation of the boundary between frontstage and backstage (Goffman 1956).
Such was John’s anxiety that he was always trying to ‘peep backstage.’ In his view, however,
IndiaSoft did not want to show him their ‘dirty laundry’.’ The fact that trust rests on a presenta-
tional base, where frontstage impression management is vital, would suggest that IndiaSoft’s
reluctance to accede to John’s wishes was well founded.
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These communication deficits were even acknowledged on the Indian
side as one informant confided how sometimes ‘things tend to go from
green to red with no amber light!’

Despite weekly status meetings and ongoing contact, John felt that
‘there are big silences in the process,’ and these silences made him very
uncomfortable.14 A good example of this was seen toward the end of
2006 when a dispute ensued about the acquisition of the data feed to test
the software. After an initial delay around selecting and reaching an
agreement with a data provider that would feed the live data into
Dublin, NetTrade were surprised to learn that IndiaSoft also needed a
live feed link into the development site in India:

There was one deliverable from the NetTrade site – the live data feed.
There was a delay on NetTrade’s side as to the provider . . . . For us to
proceed with our work, we needed this basic information. The delay had
an impact. This was discussed at status meetings. ‘The dash board/status
report went to Dublin and there was a traffic light on the report in terms
of the effort, costs, schedule etc. We communicated it explicitly enough
but John thought we did not communicate it correctly. He realised that
this would have a schedule impact but said that we were not explicit on
the cost impact. This reflected the lack of project experience on
NetTrade’s side.’ (Suresh, Project Sponsor, IndiaSoft)

This was later confirmed by Ajay (the new BRM, who joined the
project in January 2007):

Ahmed must have mentioned it about five times on the status reports and
got no response and when you get no response you tend to ignore it ( . . . )
and we should not have done this. (Ajay, BRM, IndiaSoft(Irl.))

John notes how this came as a big surprise to NetTrade:

14Cramton (2001) notes how physical separation and reliance on communications technologies
can exacerbate uncertainty when trying to interpret the meaning of silence.
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. . . it wasn’t there earlier in the summer when we were setting up. I kept
saying ye are the experts, tell us what you want, tell us how it work-
s . . . you are supposed to have done this many times in many different
ways – so guide us. (John, joint CEO, NetTrade)

John claimed that IndiaSoft had casually alluded to this in August
2006, but the issue was hardly raised again. They sent the Application
Programmer Interfaces of potential data providers assuming that this
would enable IndiaSoft to proceed with development. It took a few
weeks for NetTrade to sign a contract with a provider and once this was
secured, an additional problem arose – IndiaSoft could not read the live
data at their development site and, considering it out of scope, were
reluctant to engage directly with the provider to find a solution. John
notes that this caused a lot of anguish for NetTrade’s IT manager
(Deborah):

They were always reluctant to do this, which is very frustrating because we
have no expertise. (John, joint CEO, NetTrade)
We provided this for them – they could not read it . . . so we had to go
back to the provider and figure it out . . . it was very difficult dealing with
the provider. For us (i.e. Deborah), being in the middle was actually the
most frustrating part of it all . . . and I could see the guys getting frustra-
ted . . . but it was a shared problem. (John, joint CEO, NetTrade)

It resulted in significant upheaval and delays in the project and a
demand was made by IndiaSoft for an additional payment of
€80,000.15 NetTrade were very aggrieved about the manner in which
this communication was managed and, on this occasion, responded
angrily and forcefully:

I was livid . . . . (John, joint CEO, NetTrade)
It was extremely disappointing from a project management point of view.
We were very genuinely angry, and justifiably angry with Stephen. The

15Demonstrating their irritation over the issue, the €80,000 bill that they received was always
referred to as a ‘penalty’ by NetTrade but as a ‘cost overrun’ by IndiaSoft.
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fact that it was totally out of the blue was just crazy and we communicated
it to them hundreds of times. It was bad project management on their side
and this should not have got through their controls. (Niall, joint CEO,
NetTrade)

This invoice was delivered at a particularly anxious and tense time in
the project and served to further strain interfirm relations. However,
neither firm was tempted to resort to the terms of the contract, or to
refer to minutes of meetings or status reports in support of their posi-
tion. Drawing attention to his emotional commitment to his relation-
ship, John later explained the precarious nature of the situation that they
found themselves in:

( . . . ) the contract is useless in many respects isn’t it? If you are a small
contract up against IndiaSoft . . . its almost unimaginable that we will
really go down the legal path . . . somehow the contract is not what it’s
about. ( . . . )

Ajay joined the project and insisted that the issue be pushed to one side
so that full attention could be devoted to the critical task at hand. John
was happy with this arrangement:

Nobody is trying to screw anybody. We are all honourable and we will
come to an agreement. (John, joint CEO, NetTrade)

This indicates the important role of the social capital, which had been
so painstakingly created, and contributed to an extraordinary resilience
in interfirm relations. However, despite this resolution, the project was
beset by further problems throughout the month of January:

There was an awful lot of tension around the installation. It has gone from
the one day that they predicted to the three days that we allowed
for . . . then it was 5 days and now its ten days and we are still not finished.
There was a big blame game going on . . . . (John, Joint CEO, NetTrade)
Suresh claimed that his people (though our opinion is that this was his
opinion) were saying that installation and issues like this was outside scope
for them . . . the tone was really wrong . . . the suggestion was that there
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was no solution . . . . Or at least that he could be part of the solution . . . I
got angry . . . that kinda stuff can make you really annoyed . . . and I’m
goin. ‘your kidding me! We need to get this thing solved, we need to come
together. (John, Joint CEO, NetTrade)

John noted how Ajay seemed to be visibly perturbed by this conversation
and he felt that even Suresh realized that this was not the correct
approach. After this meeting another conference call took place between
Stephen, Suresh, and Ajay, following which the project was judged to be
back on track:

We have all hands on deck. And the team in India is delighted. They want
to stop with the politics and get in there and solve problems and they are
great. (John, Joint CEO, NetTrade)

Throughout this Cohabitation phase, we see ongoing negotiation of
appropriate communicative practices, which proved to be most challen-
ging as it involved difficult processes of finding mutual accommodations
between Irish and Indian cultural norms. This process was complicated
by the temporal/geographical separation. Moreover, the deeply
embedded nature of such practices meant that attempts to alter them
required significant skill, as well as the balancing of ‘trust, tact and
power’ (Giddens 1990: 82). In what follows, we explore these micro-
political processes in more detail, by illustrating how agents attempted to
balance trust, tact, and power in the course of their strategic actions. In
so doing, we introduce three concepts that emerged from our grounded
analysis of the data: namely, ‘tactical signaling,’ ‘brokering,’ and ‘the third
man.’ Ironically, while NetTrade bemoaned the fact that IndiaSoft were
less than direct in some of their modes of communication, the former
often made use of similarly indirect modes themselves as they tried to
shape the project by appropriately balancing trust, tact, and power.

The first example of tactical signaling was seen during the first visit to
the delivery center. John recalls how less than impressed he was by the
project manager (Sumeet) who had been assigned to the project. In
contrast, he was very impressed and enthusiastic about Sunil, the
younger functional requirements person. This played heavily on John’s
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mind throughout his stay but he found it difficult to raise the point
directly with IndiaSoft. In an effort to subtly deliver this unpalatable
message, he opted for a different strategy:

The other guy was the yes, yes, yes, he hadn’t a clue. I made a point of
praising Sunil and did not say anything about the other guy so he
disappeared from the team, which was a good thing. (John, Joint CEO,
NetTrade)

The message was understood, it seems, as Sumeet was promptly moved
from the project. On the other hand, even though John privately
admitted to being a little concerned about the extent to which he seemed
to be driving the initial requirements gathering process in India, he
tactfully decided against raising these issues directly with IndiaSoft at
the outset, for fear of being seen to question their professionalism.

These subtle and very careful forms of signaling were also helpfully
used in other contexts. On the advice of friends, John made it very clear
to IndiaSoft at the outset that he was keen to inspect the résumés of all
staff assigned to the project. He later confessed that, despite the fact that
he found it difficult to make sense of them, his main intention was to
signal to IndiaSoft that he was being very vigilant and watching things
closely:

They sent us CVs. I glanced through them . . . it was hard to decipher
them . . . Indian colleges etc. I asked for them and there was a bit of
posturing around wanting to get good guys etc. We couldn’t really read
them, but they looked grand. (John, Joint CEO NetTrade)

The symbolism associated with making regular trips to India was also
seen as important:

We went back over in December . . . it was really to show them that we
were taking things seriously and even just to enhance the relation-
ship . . . to reaffirm it. (Paul, Head of Finance, NetTrade)
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‘Brokering’ was another vital means of facilitating productive commu-
nication while minimizing damage to the integrity of important rela-
tionships. The importance of brokers (or boundary spanners) has been
highlighted in the knowledge management literature. Typically, these
are described as individuals who facilitate the sharing of expertise
between groups of people who are separated by location, hierarchy, or
function (Allen and Cohen 1969; Tushman 1977; Wenger 1998;
Pawlowski and Robey 2004; Levina 2005). Much of the emphasis is
placed on the importance of translating/decoding idiosyncratic domain
knowledge. The theoretical perspective that we developed earlier would
suggest that a broker’s role might extend beyond translating/commu-
nicating, embracing an enlarged remit of reassurance and anxiety
reduction.

Stephen, who had cultivated very strong relationships with people at
NetTrade (especially John) and at the IndiaCity delivery center, was a
particularly good example of a broker. John described Stephen as some-
one who ‘appeared to have a foot in both camps’ and was very receptive to,
and understanding of, any issues raised by NetTrade. The fact that
Stephen was Irish and of a similar age and background to John meant
that both parties found it very easy to communicate with one another.
As the project progressed, Stephen was replaced by Ajay, John found
himself not only increasingly using Stephen (and then Ajay) to broker
important issues that needed to be communicated to India but also as a
vehicle through which frustrations could be vented. For example, John
talked about ‘regularly thrashing Suresh to Stephen (and Ajay) . . . and I
(he) had a sympathetic audience.’

Stephen appeared to align with NetTrade’s perspective on various
issues. This was nicely articulated by Niall when he reflected on a
meeting that was held to iron out the penalty fee imposed on the firm
in December 2006:

( . . . ) it was very interesting from a cultural perspective watching Stephen
and Ajay – both representing the same company but they were not singing
from the same hymn sheet ( . . . ) Stephen ended up being a little more on
our side and Ajay was very much protecting IndiaSoft – his heart and
mind were back in IndiaCity whereas Stephen was looking at it from our
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perspective ( . . . ) Stephen ended up agreeing with us on almost everything
and he probably should not have. (Niall, joint CEO, NetTrade)

This perception of having like-minded allies on the Indian side served to
allay concerns and anxieties and uphold NetTrade’s position on various
issues that arose. For example, as noted earlier, John was concerned
about the silences in the process at various junctures – at a later stage, he
was very frustrated at how NetTrade were being blamed for delays in the
project. Stephen’s appreciation of NetTrade’s viewpoint and position
seemed to reassure John that his anxieties and frustrations with the
Indian firm were well founded. In turn, this seemed to instill confidence
around his judgment:

Even Stephen would say that they need to do more to speak up.
If you think about, what they are saying here is that their development
environment is dependent on the successful setting up of the UAT and
production environment in order for them to finish the develop-
ment . . . and I’m going . . . that’s just daft! . . . and Stephen agreed.

As noted earlier, Ajay’s introduction to the project in January 2007
immediately served to diffuse tensions and re-instill a sense of security
about relations going forward. John recalled how Ajay told them that
Stephen would sort the dispute out at a later stage. He told them that he
would not ‘get into that 80,000 thing’ but that he would ‘make it his
business to flag things well in advance going forward.’ Niall recalled: ‘When
Ajay came, he said he would tell us everything ( . . . ) and (our meetings) are
very frank.’ Consequently, John spoke about a renewed sense of opti-
mism around the project.

The other key broker between NetTrade and IndiaSoft was Sunil (an
Indian). From the very early stages of the project Sunil and John began
to form a very good relationship. As noted above, John was initially very
impressed by Sunil’s ability and by the extent of his domain knowledge.
Moreover, he appreciated Sunil’s style of interaction, which was much
less diffident than some of the other IndiaSoft team members: ‘Sunil was
like a dog with a bone; he was constantly pursuing problems and issues
and in the end he knows much more about our systems than we do
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ourselves!’ The two months that Sunil spent in Dublin during the onsite
requirements gathering phase facilitated the blossoming of this relation-
ship with John. The two found that they had a lot in common and spent
significant time together discussing the system and broader business and
cultural issues.

The formation of these kinds of strong relationships, however, did
not come without a cost. Sunil sometimes found that his relationship
with John put him in a difficult position with respect to his loyalties
within the project. For instance, while Sunil was onsite in Dublin
during the deployment phase in January 2007, he was inadvertently
caught in a minor dispute over the release of source code to
NetTrade. John was keen to have access to the code so that his
technical staff could inspect it and familiarize themselves with it.
Unbeknown to him, however, Suresh (the project sponsor in India)
had explicitly instructed Sunil not to release the code, without pub-
licly making this known. At one particular tense project meeting in
Dublin when John kept asking Sunil for the code, Sunil had to ask
John for a private word outside of the meeting, whereupon he
disclosed that Suresh had vetoed this.

John seemed very sensitive to the difficulties that Sunil faced and even
described an incident where he used a combination of signaling and
brokering to deliver a message to India. In the course of the dispute over
the implications of the data feed delay, John had complained that Suresh
was not adequately communicating problems in advance of them esca-
lating. Following this criticism, John received an email from Suresh that
went into great detail about ongoing issues. In full knowledge that Sunil
was seated close by, John loudly and angrily complained about the fact
that Suresh had suddenly ‘gone from giving no information about what’s
going on to giving way too much’ in the hope that his annoyance would
be relayed back to India by Sunil.

A further tactic that was used by NetTrade, often inadvertently, might
be termed the ‘third man.’ This involved introducing a third party who
did not have a close relationship with IndiaSoft and who could conse-
quently be more ruthless in their dealings with them. Two brief exam-
ples can be cited to illustrate this. First, during the contract negotiations
between John and IndiaSoft in April 2006, John made regular reference
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to the importance of reaching an agreement that would be acceptable to
NetTrade’s board. Indeed, in the end, one of the major reasons
IndiaSoft reduced their price substantially was on the basis that if it
exceeded a certain critical amount the board had decreed that the
contract should be submitted to public tender:

We went back to IndiaSoft that the non executive board was a weight
upon which everything hung . . .what would board think? . . . it was a
useful entity . . .we probably over played it . . . . (John, joint CEO,
NetTrade)

Second, NetTrade hired a specialist software firm (TestCo) in
September 2006 to help them develop their user acceptance testing
plan. One of the TestCo consultants sat in on a user acceptance testing
meeting at which we were present in January 2007 and proceeded to
aggressively question Sunil about the way IndiaSoft were prioritizing
problem reports in a manner that John or his colleagues would have
found difficult. At the conclusion of this meeting (which was attended
by one of the researchers), Sunil looked visibly upset at the tenor and
tone of the questioning, despite the fact that he appeared to handle the
substantive issues raised very competently. Without a ‘third man’ this
kind of robust interaction would have been almost impossible at this
stage of the project. The imperatives of trust and tact would simply not
have allowed it.

Discussion and Conclusions

In this paper we have explored the notion of anxiety and its management
in the context of a model of offshore software development that is
becoming increasingly common in the contemporary world. In particu-
lar, we have focused on the important question of how psychological
security is produced in circumstances that may involve high risk and a
very opaque development process that is inherently difficult to monitor,
not least because of issues associated with geographical and cultural
separation. By so doing, we draw attention to the, often invisible,
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‘relationship work’ that is required to develop and sustain the crucial
social infrastructure that underpins project relationships, lending them
an important robustness.

The paper makes empirical and conceptual contributions. With
respect to the former, the case study presented is particularly interesting
for a number of reasons. First, the existence of strong personal relation-
ships between members of the research team and some of the key players
involved in the project facilitated an unusually high level of access to the
research site. This provided a rare window on the intimate workings of
key social processes as they unfolded over time, allowing us to explore
the ‘ . . . ebbs and flows of the evolution of relationships’ (Lacity and
Willcocks 2001: 290). In the context of an accepted dearth of published
in-depth, idiographic accounts of the development and dynamics of
offshoring relationships (Sahay et al. 2003), then, the study provides a
basis for a relatively nuanced and granular understanding of such activ-
ities. A further interesting feature of the study is the Ireland–India
connection. Whereas other studies have focused on global software
alliances spanning such locations as USA–India (Kumar and Willcocks
1996), USA–Caribbean (Abbott 2004), Canada–India (Sahay 2003),
United Kingdom–India (Nicholson and Sahay 2001, 2004), Norway–
Russia (Imsland and Sahay 2005), etc., we know of no study that has
specifically explored cultural aspects of an Ireland–India relationship.
Finally, the study offers an unusual example of offshoring practice, in
that it involves a very small and young firm that has entered into a
sourcing relationship with a large and well-established vendor of IT
development services (see Nicholson and Carmel 2003).

From a conceptual point of view the paper attempts to introduce a
language that enables us to problematize and shed light on some crucial,
yet intangible and often overlooked, aspects of offshoring practice. As
such, the emphasis has not been on ‘theory generation,’ where this
enterprise is conceived of as the development or refinement of a set of
testable propositions. Rather, our aim here has been to synthesize, in a
grounded manner, a sophisticated theoretical lens that illuminates
important features of the dynamics of offshoring relationships (see
Walsham (1995) for a discussion of this notion of theory as a ‘sensitizing
device’) and of its importance in the context of interpretive studies in the
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IS field. Specifically, we have drawn on the work of a diverse range of
scholars on trust (in particular Anthony Giddens, Lynne Zucker, and
Barbara Misztal) to synthesize a rich and novel conceptual lens, with a
view to making sense of our experiences in the field.

This synthesized perspective provided us with the means to explore
the process by which psychological security was produced within the
context of, what was for NetTrade, a very risky and anxiety provoking
journey into the unknown. The distinctiveness of the conceptual lens
developed here offers the possibility of opening up a number of novel
theoretical directions for research on software offshoring. In particular,
the emphasis on anxiety and its management offers fresh perspective on
the challenges associated with managing such global work arrangements.
Not only does it draw attention to important mechanisms by which
trust as psychological security is produced and anxiety contained, but it
illustrates how these processes become especially problematic in an off-
shore model where interaction routinely spans temporal–geographical
and cultural distance. We argued that the development of confidence
involves both cognitive/calculative (i.e. the adoption of rational strate-
gies for reducing risk exposure) and emotional (trust) components that
enabled a (partial) bracketing of risk and associated anxiety, thus facil-
itating productive engagement with the project at hand. Our emphasis
on the emotional dimension of organizational life, inspired by Anthony
Giddens’ distinctive approach to understanding trust and its role in the
contemporary world, constitutes a significant departure from much of
the mainstream literature in the management/organization studies area,
thus opening up new research vistas. Specifically, it provides an enlarged,
noncognitivist, perspective on the supposed role of, inter alia, interor-
ganizational routines (Zollo et al. 2002) and brokers/boundary spanners
(Levina 2005), which indicates that these are more than mere mechan-
isms for facilitating information exchange/sharing or communication;
their importance might also be due to the manner in which they offer
reassurance and help produce a sense of psychological security.
Furthermore, the perspective on trust developed here broadens the
scope of much of the extant literature on the subject by explicitly
considering impersonal forms of trust (system trust), while linking
these with forms of personal trust.
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We drew on the synthesized theoretical lens to explore two distinctive
kinds of trust production that appeared especially important in the
NetTrade–IndiaSoft case. First, there was the establishment of trust by
NetTrade in IndiaSoft as a suitable offshoring partner and, second, there
was trust as ‘habitus’ – the struggle to establish a stable, predictable, and
productive collaborative order (consisting of a set of well-understood
and mutually acceptable social practices, especially communicative
practices).

In the course of our analysis of the case, we attempted to illustrate
how these different modes of trust production operated and comple-
mented one another. In so doing, we considered two distinctive phases
of the relationship to date (Courtship and Cohabitation), where one
mode appeared to take precedence over the other. While these kinds of
distinctive phases have been used as analytical devices elsewhere in the
outsourcing literature (e.g. Cartwright and Cooper 1993; Klepper 1995;
Mcfarlan and Nolan 1995; Lacity and Willcocks 2001), the work
presented here attempts to go beyond mere categorization to provide a
more in-depth analysis of the key functions of each stage and the
practices required to support them (cf. Ring and Van De Ven 1994;
Kern 1997; Willcocks and Kern 1998). Furthermore, we were careful to
point out that these were not strictly linear sequential stages. The trust
generating practices that predominated in each stage were not absent in
the other; it was merely a question of emphasis; both sets of concerns
endure throughout the lifetime of a project and, indeed, are mutually
constitutive, but at different points the emphasis tends to be on one over
the other.

In the Courtship phase, in the early part of the relationship, the
emphasis was primarily on ‘manifest displays of trustworthiness’ at key
meetings/interactions (i.e. access points), on reputational effects (i.e.
indirect forms of process-based trust), and on apparent value congruence
between Indian and Irish graduates (characteristic-based trust). Of cri-
tical importance was the establishment of trust in the reliability of the
expert system of knowledge/practices employed by IndiaSoft, which was
grounded in personal interactions with IndiaSoft representatives at
access points to the system. With a view to enlarging Giddens’ perspec-
tive, we focused on perceptions of ability, integrity, and benevolence as
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constitutive features of personal trust. With respect to the latter quality
specifically, a key feature appeared to be the extraordinary care and
attentiveness lavished upon NetTrade by IndiaSoft.

In the Cohabitation phase, the emphasis shifted to other kinds of
strategic action that involved the balancing of trust, tact, and power in
the construction of a stable collaborative order (trust as ‘habitus’). Here,
we identified a number of micropolitical tactics that were employed in
attempts to establish mutually acceptable working practices, especially
communicative practices. These were essentially indirect and tactful
ways of dealing with important issues so as not to cause offence, and
they included ‘signaling,’ ‘brokering,’ and ‘the third man.’ The aim here
was to draw attention to the complex micropolitics of trust, in the
context of the development of secure, stable, and predictable practices
that would keep anxiety at bay.

A striking feature of this analysis is the amount of effort, care, and
attentiveness that was required to establish productive social relations,
notwithstanding the apparent value congruity of the two firms involved.
These efforts, however, contributed to the creation of important social
capital that gave the project a new robustness that sustained it during
difficult periods. The dispute concerning the data feed was perhaps the
most significant problem that beset project relations in the process to
date, but what was remarkable was the manner in which the potential
damage was managed and repaired. Neither parties referred back to
contracts or written records but, rather, decided to push the issue to
one side, to proceed with the project, and to revisit the issue at some
future point.

Nobody is trying to screw anybody. We are all honourable and we will
come to an agreement. (John, joint CEO, NetTrade)

This last quotation indicates the extent of the social capital that had
been developed between these two firms in such a short period of time;
John felt obligated to act honorably in relation to IndiaSoft and, perhaps
more importantly, he was confident that IndiaSoft would behave hon-
orably toward him.
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Finally, and to extend this theme, there is evidence to suggest that
this NetTrade–IndiaSoft relationship may run for some time yet. The
current plans to extend and deepen the relationship might suggest the
transition to a new more stable phase (Marriage) marked by an
explicit mutual commitment to a longer term, ongoing strategic
relationship (thus leveraging the social capital and mutual
understanding that had been so painstakingly built). Should this
come to pass, it will be interesting to compare and contrast the
challenges associated with this phase to subsequent ones and to
explore the practices required to sustain and enhance the relationship
for mutual benefit.

We hope that practitioners may find value in the depth and richness
of the case material presented. By addressing the dearth of detailed
accounts of the dynamics of such relationships in the IS literature to
date (Sahay et al. 2003), we aim to contribute to the formation of
enhanced levels of practitioner expertise in the area of software off-
shoring (Flyvbjerg 2001; Dreyfus and Dreyfus 2005). In keeping with
our philosophy of the distinctive strengths of interpretive, idiographic
case study research (see Flyvbjerg 2006), we have resisted the temptation
to attempt to distill the richness of the empirical material presented to a
small number of highly generalized prescriptions for practice.
Furthermore, we hope that the theoretical perspective that has guided
our analysis will provide managers with a productive way of seeing, and
engaging with, the world of practice.
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11
Cross-cultural (Mis)Communication in IS
Offshoring: Understanding Through

Conversation Analysis

David Avison and Peter Banks

Introduction

Information systems (IS) offshoring is the performing of IS-related work
by a third party organisation from a location that is geographically and
culturally distant from the host organisations prime locations (BCS,
2004). Offshoring IS roles to developing world countries has seen
phenomenal growth recently with further rapid growth predicted for
the next decade (McManes, 2003) and in the particular context of India
(BCS, 2004). As Gorlenko (2006) puts it: ‘Whether you like it or not,
offshoring is here to stay “if” or “when” to offshore is no longer an issue.
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The heart of the discussion is “how much” – how much we can afford to
offshore or more precisely how much we can afford to keep’.

This trend means that IS professionals in the West must deal fre-
quently with their counterparts from lower cost and culturally different
peoples such as those of India. ‘An appreciation of the culture gap is
essential . . . the gap can be huge and exists at all stages of the manager/
team member relationship, causing miscommunication and frustration’
(Kobayashi-Hillary, 2003). Other studies looking at offshore suppliers in
particular include Oshri et al. (2007) and Oza and Hall (2005), and
articles based on first-hand experience working in an offshoring envir-
onment show unexpected issues when dealing with vendor staff despite
having experienced IS project and service managers. Borchers (2003)
admits that ‘until we studied some of the cultural factors, we had
difficulty in understanding software development problems that we
were having’.

The following citations explain people’s lack of awareness. ‘The
primary conclusion from our research is that working across cultures
when outsourcing software productions is not a trouble-free process . . . .
Challenges not only concern the need to adapt to different ways of
working but to cultural norms of social behaviour, attitudes toward
authority, and language issues’ (Krishna et al., 2004). As ‘people don’t
think of themselves as having values or culture; they simply imagine that
the qualities they hold dear are those that matter to all mankind’ . . .
[and that] . . . ‘our own culture is invisible to us. We don’t see our own
ways of doing things as conditioned in the cradle . . . we see them as
correct and we conclude that people from other countries have grave
failings’ (Olson and Olson, 2003).

Given the expansion of offshoring and the apparent importance of
cultural issues, we first examine to what extent this has been reflected in
the IS literature. Cross-cultural issues exist within many areas. However,
Meso et al. (2005) argue that ‘although research on culture in the
context of IS has been conducted, most of it focuses on how culture
impacts technology acceptance and diffusion or on the customisation of
IS solutions to fit specific culture[s]’.

Relatively little work has been done on the deeper effects of cross-
cultural communication within the delivery of offshore projects or
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services. Available literature appears to focus on either high-level
surveys, for example, those that attempt to identify ‘Indian culture’
to suggest potential challenges to offshoring, such as Rottman and
Lacity (2004, 2006), or surveys and anecdotal-based research to
investigate the ‘culture problem’ (Nicholson and Sahay, 2001;
Weisinger and Trauth, 2002; Borchers, 2003; Krishna et al., 2004;
Narayanaswamy and Henry, 2005). Nevertheless, practitioners need
further evidence and understanding of the problems they face in
practice.

However, looking at other fields, for example, anthropology, com-
munications and linguistics, there are techniques that have been used
successfully to analyse communications across cultures empirically, prin-
cipally within the arena of ethnographic research. Ethnography is ana-
lysis based on observation of subjects within their ‘natural environment’,
taking an anthropological view that in order to understand a group of
people, the researchers must engage in an extended period of observation
(Silverman, 2000).

An area of focus is the linguistics technique of ‘conversation analysis’
(CA). Key to CA is detailed transcription of conversations observed in
their natural environment. This ‘make[s] what was said and how it was
said available for analytic consideration, at first for the analyst who does
the transcribings, and later for others, colleagues and audiences’ (Ten-
Have, 1999).

Through this analysis of conversation, a ‘window’ can be gained on
the underlying cultural values because ‘in every moment of talk, people
are experiencing and producing their cultures, their roles, their
personalities . . . . Conversation Analysis has some promise of precisely
locating and describing how that world of talk works [and] how the
experienced moments of social life are constructed’ (Moerman, 1988).
In his recent book, Carbaugh (2005) shows how it is possible to use
‘Culturally Contexted’ CA to gain an insight into the cultural modes of
the participants and on the visible and invisible cultural misunderstand-
ings that occur.

The focus of our research is a case study of one of the leading
multinational pharmaceutical organisations (Pharma), currently engaged
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in offshoring with two Indian vendors, both of which are in the top 10
of Indian outsourcing companies (Vendors 1 and 2).

CA is an underused yet complementary approach to studying social
aspects of IS. Yet, the approach is applicable for the study of any social
interactions among users, developers, senior managers, job applicants, etc.
The aim of our research is therefore to use CA to give a more in-depth
understanding of cross-cultural communication issues that can occur with IT
offshoring projects and suggest further research in this important domain.

We look next at the literature in more detail and in the subsequent
section describe our research approach followed by a discussion of the data
collected. We then discuss our research that revealed two major phenom-
ena in terms of asymmetries of participation (in the further section), and
then we discuss cohesion and flow in another section. These exposed seven
findings, four related to asymmetries of participation and three related to
cohesion and flow. Finally, in our conclusion, we summarise our con-
tributions, discuss limitations and suggest further work.

Previous Work

We divide our literature review into three broad areas:

• literature directly focused on culture and communication within IS
offshoring;

• general literature related to cross-cultural communications;
• CA and its use to analyse cross-cultural communications.

Culture and IS Offshoring

As discussed in the introduction, a relatively large number of works
have described the challenges of cross-culture work within IS off-
shoring. Lacity and Willcocks (1998) and Rottman and Lacity
(2004) have investigated offshoring and highlighted communication
and cultural issues as key challenges. However, none of these works
have provided tangible evidence of these ‘cultural problems’. Instead,
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they rely on anecdotal evidence from predominantly Western staff
working on offshoring engagements.

More journalistic material identifies communications problems or
cultural issues as key when managing offshoring engagements but fails
to substantiate the claims of ‘Culture Surprise’ (Olson and Olson,
2003); ‘Pitfalls that the outsourcing vendor forgot to mention’
(Kobayashi-Hillary, 2005) and ‘The Hidden Costs of Offshore
Outsourcing’ (Overby, 2003) because of the lack of research content.

Borchers (2003), Narayanaswamy and Henry (2005) and Krishna et
al. (2004) provide valuable contributions to the body of knowledge,
showing how differences in culture have created issues in offshoring
engagements. However, these papers are somewhat reductionist either
by using broad national culture models or wide stereotypes. For exam-
ple, in India, ‘team members prefer to obtain consensus of their sub-
ordinates and the project manager before implementing any decisions/
changes’ (Narayanaswamy and Henry, 2005). This generalisation is an
oversimplification because, as Hill (2001) argues, ‘the relationship
between culture and country is often ambiguous . . . national culture
is a mosaic of subcultures’.

These papers and others (Little et al., 2000; Nicholson and Sahay,
2001; Weisinger and Trauth, 2002; Meso et al., 2005), all make
valuable contributions but rely on interviews or questionnaires with
various sample sizes. The key limitation of this approach, particularly
in cultural studies, is highlighted by Ten-Have (1999): ‘experience
shows that participants may not afterwards “know” what they have
been doing or why, and furthermore tend to justify their behaviours
in various ways’. This is particularly important in something as
difficult to define as culture. How can a respondent know from
memory that an issue experienced was caused by cultural differences
or provide more than a superficial assessment of an event?

MacGregor et al. (2005) describes an ongoing piece of research
attempting to explore ‘issues surrounding culture and its role in
Global Software Development efforts’. It does so by applying discourse
analysis, which is related to CA. However, by analysing semi-structured
interview transcripts, they are not analysing naturally occurring data.
This is contrary to the recommendation of CA (Ten-Have, 1999; Drew
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and Heritage, 2002), but if complete would have provided a useful
comparison to the findings of our research.

Cross-cultural Communications

Culture is ‘a nebulous construct that is difficult to define’ according to
Barkema and Vermeulem and ‘scholars have never been able to agree on a
simple definition of culture’ (Hill, 2001). Hence, there is an intrinsic
appeal of models that appear to break down culture into manageable
categories. Hofstede’s seminal study, conducted in 1980 and updated in
2001, compared the culture of IBM staff across 40 countries, showing
variations in their culture over five cultural dimensions (Hofstede, 2001).

The primary criticism of Hofstede’s research is the accusation of
cultural determinism (Hill, 2001), that is, culture can vary signifi-
cantly within a nation while Hofstede’s research implies a constant
national culture (Fernandez et al., 1997; Hill, 2001; Ford et al.,
2003). Other models have been proposed, but ‘to grasp a concept as
vastly complex as national culture without succumbing to reduction-
ist instrumental treatment is potentially overwhelming’ (Nicholson
and Sahay, 2001). As a result, no one model alone is entirely
satisfactory. The key element is to use models such as Hofstede’s
to ‘gain a “handle” on the difficult concept of culture’ (Ford et al.,
2003), while keeping at the forefront of your mind that they are
inherently a generalisation.

One reaction to this criticism is to change how we view culture. As
Cowan (1990) argues, ‘When culture is defined as that which is shared,
questions about this sharedness – Is it actually shared? To what extent?
By whom? How does it come to be shared? – disappear by definition’.
We may align to the national dimensions proposed by authors such as
Hofstede, to a greater or lesser extent, but we will also align to other
values and characteristics, such as generation, organisational culture,
profession and many other factors. This can be developed further by
seeing that ‘culture is not perceived as a rigid or static entity, but is in
constant flux across individuals within cultural groups, and over time
within individuals’ (Maznevski and Peterson, 1997).
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A broad range of literature shows the intrinsic relationship
between communication and culture. They are not separate domains
but produced through a dynamic relationship with the other.
Communication across cross-cultural boundaries produces the situa-
tion where ‘markers of communication (words and gestures, for
instance) will be read and evaluated differently by different people,
depending on the cultural contexts they bring to any communication
practice, and on the specific contexts in which that practice takes
place’ (Schirato and Yells, 2000). This can lead to cultural misun-
derstandings, as each party to the communication presumes that the
other shares a different frame of reference (Carbaugh, 2005).
Hinnenkamp (1999) provides a clear summary of how misunder-
standings occur within intercultural communication, showing how
most misunderstandings are managed and resolved within the com-
munication process, through different forms of ‘repair’.

A number of papers explore the culture within India, in particular
Nicholson and Sahay (2001) and Fusilier and Durlabhji (2001) that
provide a useful comparison for our findings but are at a much more
general level, being about Indian culture as a whole, when compared to
our study.

CA and Cross-cultural Communications

CA developed as a field of study in the 1960s through collaboration
between Harvey Sacks, Emanuel Schegloff and Gail Jefferson (Goodwin
and Heritage, 1990). Using highly detailed transcripts of naturally
occurring conversation ‘CA sees talk as an analysable form of human
interaction that reveals the basic fabric of social organization in process’
(Tulin, 1997). CA has moved on to ‘Applied CA’, through use in
institutional settings, primarily medical, legal and broadcast news
(Drew and Heritage, 2002). More recently, it is being applied to
cross-cultural conversations (Carbaugh, 2005).

Detailed transcriptions are used to enable the analyst (and reader)
to ‘consider talk in its totality as a collaborative production:
Seemingly inarticulate or meaningless utterances can be shown to
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be quite relevant to the exchange’ (Tulin, 1997). It is important for
analytic finding to be derived from within the talk, as opposed to
presenting hypothesis and looking for data that support or refute
those hypotheses (ibid).3

A relatively small but expanding base of research using CA to analyse
culture exists, with articles such as Sidnell (2006) and Carbaugh (2005),
explicitly encouraging further utilisation of CA in a cross-cultural context.
‘Quite a few well-known and widely-read books on intercultural commu-
nication do not provide a single real case analysis, not even a single example
of real-life data of people talking to one another’ (Blommaert, 1998).
There is a ‘paucity of research focused on actual communication practices
in which cultural differences are apparent and active’ (Carbaugh, 2005).

Nevertheless, Gumperz (2002) uses CA to analyse cross-cultural
communication in a number of settings, including recorded interviews
for a work skills training course in Northern England. This demonstrates
clearly how differences in culture put non-native speakers of Northern
Indian origin at a distinct disadvantage. Carbaugh (2005) also demon-
strates a number of culturally mediated situations. One example suggests
what to some Finnish people is seen as a comfortable silence can be
profoundly uncomfortable to some Americans. This leads to comments
such as ‘Superficial Americans’ and ‘Silent Finns’.

However, no direct comparison has been found to our current study
of cross-cultural communication within an organisational workplace
setting in an IS context. Drew and Heritage (2002) called for more
research in this area, a plea that does not appear to have been clearly
answered. ‘How people talk together is how they organise . . . the study
of organisational talk [using CA] could thus provide insights into the
dynamic features of an organisation as well as organising in general’.

Garcez (1997) looks at other ethnographic research. This summarises
articles from CA, discourse analysis and linguistics as they relate to cross-
cultural communication. A key concept is the requirement for ‘shared
understanding’ underlying communication and the difficulty of analysis,
because ‘communication patterns lack the tangible visible quality of
house, clothing, and tools, so that it is less easy to recognise their
existence as culturally distinct phenomena’ (Philips, 1987). We will
now turn to our own research approach.
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Research Approach

Most previous research on cultural aspects of offshoring has relied on
interviews and questionnaires but they inevitably show either what people
‘intended to do’ or suggest a sanitise-biased version of events, which may
hide or distort the true communications issues that are being experienced
(Ten-Have, 1999). Our study using CA attempts to ‘cut across basic
problems associated with the gap between beliefs and action and between
what people say and what they do’ (Drew and Heritage, 2002).

As Ten-Have (1999) has argued, the CA methodology places less
emphasis on sampling than other types of social research because the
focus of the analysis is on showing examples of what can occur in certain
environments, as opposed to a factual/statistical perspective of what will
happen in set environments. The issue of proving a ‘representative’
sample through complex sampling methodologies is seen as less impor-
tant than gaining ‘specimens’ for analysis.

Owing to the size of Pharma, this study has potential access to over 90
different offshoring engagements across 9 different business units and
with 2 separate offshore vendors. These engagements are very varied,
including the covering of specific projects and ongoing services over a
short period to over 5 years. Selecting engagements from different
business units, with different roles and ways of working, maximises the
variation available and sample richness. Using one organisation limits
the generalisability of the research, because we may ask whether the
findings are specific to the pharmaceutical industry or to a particular
organisational culture. While accepting this criticism, we propose
Pharma is representative of many large multinational organisations.
However, issues such as the effect of individual organisational cultures
cannot be isolated. Therefore, issues highlighted there can only be seen
as examples of phenomena that can occur, instead of what will occur in
all offshoring scenarios.

This research focuses on recording a corpus of pre-organised audio
telephone conferences, which is the primary communication method
between geographically distant staff at Pharma. This limits the research
as we exclude other communication channels, such as individual
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telephone calls, instant messenger conversations, asynchronous group-
ware (e.g., e-mail or Lotus Notes databases), videoconferencing or
systems/business documentation.

Recording regular team meetings allows this research to capture
conversation occurring in its normal setting without interference from
the researcher. This is conversation occurring in its normal setting
without interference from the researcher. This avoids adding bias caused
by prior beliefs of the researcher or participants. We created a bank of
recordings and then transcribed sections of the recorded data. The
detailed transcriptions ‘make what was said and how it was said available
for analytic consideration, at first for the analyst who does the transcrib-
ings, and later for others, colleagues and audiences’ (Ten-Have, 1999).

Given our findings in the literature review on the variability of culture
and its state of constant change across individuals within cultural groups,
and over time within individuals (Maznevski and Peterson, 1997), this
specimen approach appears appropriate. We could never capture every
cultural variable, therefore we must focus on what can and has hap-
pened, allowing the reader/practitioner to interpret and apply those
findings.

It is not possible to transcribe and fully analyse all of the data
collected. Transcribing conversations takes a long time (as researchers
using interviews will agree), but CA has the additional time-taking task
of analysing and transcribing the features within the talk (see Appendix).
Sometimes the specimens are unclear and are therefore rejected for
analysis. Even where the text is clear, it takes much time looking for
each of the features of the talk once transcribed.

There are various possible approaches to focus the work depending on
objectives. This study focuses on pulling out the key ‘specimens’, or
what Ten-Have (1999) describes as ‘virtuoso moments’, providing par-
ticular insight into the issues experienced in cross-cultural communica-
tion. By focusing on these, we attempt to provide greater insight into the
whole body of data.

The transcription process does not focus purely on the words or
content, ‘the point is to consider talk in its totality as a collaborative
production. Seemingly inarticulate or meaningless utterances can be
shown to be quite relevant to the exchange’ (Tulin, 1997). Therefore,
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CA uses a highly detailed transcription conventions system devised by
Gail Jefferson to capture the actual vernacular pronunciation, speed
changes, emphasis and pauses in the speech production (see Appendix).

Perakyla (2004) explores a number of defined methodological
approaches to improve the reliability of findings within CA. Primarily,
she recommends relying on ‘naturally occurring’ data, to reduce the
introduction of researcher bias and ‘catch “natural interaction” as fully
and faithfully as is practically possible . . . the ideal is to (mechanically)
observe interactions as they would take place without research observa-
tion’ (Ten-Have, 1999).

During the analysis phase, it is important for the data to lead
instead of allowing pre-existing theories to guide us. This avoids
introducing researcher bias at the analysis stage. ‘Key to the use of
CA as a research method in organisational studies is to draw directly
from the data, noting phenomena that appear relevant to speakers’
(Tulin, 1997). Through these precautions, a later researcher should
be able to ‘obtain the same findings if he or she tried again in the
same way’ (Pera¨kyla¨, 2004: 285).

However, despite these precautions, there are criticisms of CA. We
cannot prove the validity of the findings themselves. Key to this is the
correct interpretation of observations, whether ‘the researcher is calling
what is measured by the right name’ (Kirk and Miller, 1986). Therefore,
interpretation of observations should show very clearly that they have
‘apparent validity: once you have read them you are convinced that they
are transparently true’ (Kirk and Miller, 1986). Secondly by making
recordings and transcriptions available, ‘others could look at what I had
studied and make of it what they could, if, for example, they wanted to
be able to disagree with me’ (Sacks, 1984).

CA is also criticised for lack of generalisability. Perakyla (2004)
showed CA’s limited ability to generalise observed phenomena, due to
inherently limited sample sizes. However, it can be used as a series of
examples to demonstrate that the issues observed do occur in commu-
nication and evidence how the participants overcome or address them.

Therefore, this research will not provide data on the extent of com-
munications issues within offshoring or validate the best ways to handle
them. It will instead provide documented examples of issues that can
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arise and ways participants have sought to address them. With regard to
the issue of generalisability, this paper presents a series of findings
intended to be the stimulus for further research.

Before looking at the data collected itself, we will briefly consider the
ethical issues in the recording of telephone conversations. As Ten-Have
(1999) has argued, ‘one needs to consider the rights of the participants
in the interaction . . . rights to refuse: to be recorded or give access to
the situation for recording purposes’.

• Consent was gained at an organisational level, from the heads of the
offshoring initiatives for both Pharma and the two vendor organisations.

• Consent was gained from all participants at the start of meetings.
• All transcripts were made anonymous.

Data Collection

As stated in the previous section, the objective of the data collection phase
was to maximise the variation of engagement types and meetings to record
within the case study organisation. This included gaining access to

• offshore projects and offshore application support services;
• engagements representing a range of Pharma’s business units;
• different engagements involving both Indian offshore vendors;
• members of staff with a mixture of experience both of managing

offshore engagements and ‘traditional’ IS work.

This process is obviously constrained by access to data, because meetings
could only be recorded with the agreement of all participants. Additionally,
the process was limited by the time available to the researchers.

Permission was gained to record a series of weekly team meetings for
two different teams across the organisation. Additionally, a small pilot
study was performed at the start of the research that recorded the
meetings of a third engagement within the US sales and marketing
business unit. The two engagements used in the research are summarised
in Table 11.1. The research was carried out part time over a 6-month
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period from January 2006 although we chose only a few specimens for
analysis.

As discussed above, due to the time-consuming nature of the CA
technique, it is not possible to analyse all the data collected in detail. To
address this limitation we followed the suggestion to make an inventory or
summary of recordings made and then from that to select episodes to
consider for more detailed consideration or transcription (Ten-Have, 1999).

Table 11.2 summarises each meeting that was recorded and particular
observations about the communication within that meeting. By looking
across the range of meetings, four phenomena can be seen to occur in
different situations and in different meetings:

• Asymmetry of participation – The most common observation across all
the engagements was that the conversations tended to be dominated
by the UK/US parties, who tended to lead discussion, with the Indian
vendor staff providing much shorter contributions.

• Lack of cohesion and flow to conversation – A general lack of flow and
cohesion can be seen within many sections of the conversations and
this seems to lead to a high incidence of misunderstandings.

• Need for mediators to translate communications problems – Within the
discussions, there appeared to be key people who would frequently
‘mediate’ or ‘translate’ discussions between the Pharma and vendor

Table 11.1 Summary of offshore engagements studied

Engagement
name/business
unit Summary

Type of
engagement/
vendor

Development/
Central IT

The Offshore Development Team
(ODT)

Provide a centralised development
service for all Pharma IT

This focused on recording a series of
weekly team meetings

Central service/
Vendor 2

Sales Force
Automation
(SFA)/Global IT

Offshore project team, deploying a
centralised offshore support model
for the Sales Force Automation/tool

This focused on recording the weekly
program board meetings

Support service-
project team/
vendor 1
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Table 11.2 Summary of meetings recorded

Meeting Length Summary Conversation themes

Development
Weekly
Update

Meeting 1

1 h Review of outstanding pro-
jects. Discussion of each
project. Managing each
current request and what
has been performed on
each. Discussion of implica-
tion of a new business
model

• Asymmetry of
conversation

• Shared leadership of
the meeting

• Deflection of ques-
tion to avoid a direct
negative answer

• Probing for fuller
response by Pharma

Weekly
Update
Meeting 2

1 h Review of the open projects.
Problems with the promo-
tion of changes to the
development environment

• Reluctance to give a
direct negative
answer

• Asymmetry of
conversation

Weekly
Update
Meeting 3

1 h Review of outstanding pro-
jects. Long section review-
ing a compliant e-mail

• Asymmetry of
conversation

• Sharing the leader-
ship of the meeting

• Translation of what
the problem means

SFA
Program
Board
Meeting 1

1 h Discussion of support model
in the new system. Long
discussion about process
and disagreement over
responsibilities

• Very difficult to fol-
low the flow of the
discussion

• Conversation domi-
nated by Pharma
staff

Program
Board
Meeting 2

1 h Support meeting reviewing
the open actions. Long dis-
cussion over a particular
element of the support
model and significant mis-
understandings between
participants

• Conflict within the
communication

• Lack of flow to indi-
vidual turns

• Translation of issue
by Pharma

Program
Board
Meeting 3

1 h Review of key problem sur-
rounding the change con-
trol process. Further
discussion around how the
SLAs are measured

• General lack of flow
to the discussion

• Use of ‘non-stan-
dard’ English

• Long discussion of a
misunderstanding
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staff. For the Indian staff, this was normally the most senior person
present in the exchange.

• Deflection and when yes does not mean yes – A tendency by some
vendor staff to avoid saying a direct ‘no’ to requests or use deflective
answers to respond to potentially negative questions.

Each of these phenomena needs more detailed analysis to investigate
whether it is valid. In order to focus the research, this report will only
investigate further the first two phenomena (asymmetries of participa-
tion and a lack of cohesion and flow to conversation), as they are seen to
be the most frequently occurring in our specimen conversations and
because they have embedded within the elements of the latter two
themes. We look at both of these phenomena in the next two sections.

Asymmetries of Participation

The study of the structure of how participants orientate between speak-
ing and listening in a conversation or ‘turn-taking organisation’ is a
major area of CA research. Schegloff and Sacks (1973), in their seminal
paper, identified key functions showing how we balance our ‘turns at
talk’ and therefore manage the overall conversation.

Within the study of ordinary conversation, for example, conversations
between friends outside of an institutional setting or other controlled
environment, turn design over the course of the conversation have been

Table 11.2 (continued)

Meeting Length Summary Conversation themes

Program
Board
Meeting 4

15 min Discussion review of the
progress of the project in
one market. Discussion of
the training completed by
new staff member

• Reluctance to give a
negative answer

• Long very specific
answers missing the
underlying
questions

• Asymmetry in
conversation
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shown to be based on a ‘standard of equal participation’ and is therefore
seen to be to an extent ‘symmetrical’ (Drew and Heritage, 2002).

However, within certain institutional settings, for example, work-
places and professional–lay person interactions, there have been studies
that document ‘asymmetries of participation’ in the interaction, that is,
one participant dominating the conversation (Linell and Luckmann,
1991). These have been shown to be highly important to the overall
management of the interaction and in understanding the underlying
social behaviours that are causing these asymmetries.

We should be clear at this point of two things. Firstly, even within
ordinary conversation, some level of asymmetry is always present.
Obviously, on a moment-by-moment basis, one participant will be
transmitting knowledge to the other. However, in institutional settings,
the asymmetries that are observed have a special prevalence and parti-
cular significance to the underlying conversation (Linell and Luckmann,
1991; Drew and Heritage, 2002).

Secondly, the presence of asymmetries does not in itself imply pro-
blems in the interaction, ‘there is no logical relationship between asym-
metries and problematic talk’ (Drew and Heritage, 2002). However,
what is of analytical importance is the reason for these asymmetries and
what they tell us about the underlying relationship of the participants in
the interaction. There are instances where these asymmetries do lead to
problems in the communication (Linell and Luckmann, 1991).

Across the whole corpus of data, there appears to be a clear asymmetry of
participation between the Pharma staff and the vendor staff. The participa-
tion of the vendor staff in the interaction appears to be significantly less,
and most of the interactions appear to be controlled by the Pharma staff.

To illustrate this and investigate potential explanations, the first
‘specimen’ that we are going to focus on is that of key sections within
one of the weekly update meetings of the Offshore Development Team.
This is shown as Fig. 11.1 and instances an apparent breakdown in their
processes that has resulted in a complaint from an internal customer and
a resultant conversation to resolve the issue.

We will start by reviewing the discussion, noting key features of what
is said, then we will attempt to pull these together. Present on the call
are: Steve who is the Pharma service manager, and the team of six

382 D. Avison and P. Banks



Fig. 11.1 Conversation analysis – an apparent breakdown in processes
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Vendor 1 developer/analysts, with Venu and Babu, two analysts/devel-
opers in the team, the principal speakers (all names are anonymised).

There are two systems mentioned in the discussion: ‘Request-First’, a
small project request tool used to initiate the majority of the work
performed by Steve’s team, and Remedy, the Pharma incident manage-
ment tool, from where support requests are raised through the IT help
desk. (The meanings of the symbols used are shown in Appendix and are
based on the original conventions developed by Gail Jefferson.)

Within the first fairly long turn, we see how Steve seeks to discuss the
issues arising from the complaint e-mail. Steve is using very open
language – ‘share . . . with the team’ (line 16), ‘understand what was
happening’ (line 23). The message here is non-accusatory, to try and
understand the process in order to improve it in the future.

Venu does not respond immediately to Steve’s turn, leaving Steve to
prompt for a response. While a little confused at first and sticking to
specifics of what he has done, it is clear that Venu has tried on a number
of occasions to contact the client, but they have not come back to him.
The significance that he does not appear to have picked up is that he
should have raised the request anyway and has in fact told the customer
that he would. At this stage, there is a level of symmetry to the overall
conversation; however, the questioning is being led by Steve, and Venu
is taking a response-orientated role. Steve now moves into a long
explanation of what has occurred, directly translating the significance
of what was stated in the e-mail to the customer.

In the next extract (Fig. 11.2), we see that Steve attempts to summar-
ise what he has said, and what the process should be. The long pause at
line 93 indicates that he expects some kind of response from Venu, to
confirm that he has understood what is said. When that is not forth-
coming, Steve follows-up probing for a response. The response provided
by Venu, is very short and while polite, appears to miss the wider point,
he shows no outward sign that he has understood the underlying original
question about why this Request-First request was not raised, and that
for future similar incidents he should raise the Request-First ticket
himself.

Steve’s polite ‘Thank you very much’ (line 97) response is almost
instinctive, flowing straight from Venu’s turn with minimal pause. It is
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also louder than the surrounding talk, implying surprise. Underlying this
and after a short pause, he tries to reframe the question to try to ascertain in
a different way if this was an exception or if Venu has misunderstood the
whole process. We also see in line 105 his real feelings, stating ‘I can’t quite
see why you’ve not raised a Request-First request at this stage’.

Venu’s response in lines 100–105 is very detailed about the specifics
of what he has done. What is left unsaid, however, is any confirmation
that he understands that in these circumstances he should always raise
the Request-First request unless specifically told not to. In his last two
turns of this extract, Venu reverts to single-word answers ‘Sure’ and ‘Yes’
(lines 110 and 112) even after Steve probes for a fuller answer (line 112).

Within this final extract shown as Fig. 11.3, the conversation is
almost entirely one-sided, with only a small section of talk from Venu.
Increasingly, apparent frustration and more direct questioning are
appearing in the terminology and tone of Steve’s voice.

Fig. 11.2 Conversation analysis – an attempt to summarise

11 Cross-cultural (Mis)Communication in IS . . . 385



When asking why it took so long to handle the request (only 2 h
work should be done on the request before it is escalated into a
Request-First ticket), Steve asks his question (lines 115–117). There
follows a pause and he does not receive a response so he clarifies the

Fig. 11.3 Conversation analysis – a one-sided conversation
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dates. However, the answer he receives is a statement of fact of what
was done, instead of a fuller answer of why it took so long (that he
was waiting for the customer to respond).

Steve’s response is much more abrupt than we have seen before,
showing his dissatisfaction with the response. He has moved from an
open approach trying to understand the process, to direct individual
statements ‘you need to be more explicit’ (line 135) and ‘you should say’
(line 139). Venu’s next turn shows his own frustration and from then on
he reverts to a fairly formulistic ‘Sure Steve’ response in lines 145 and
155. These responses miss the implicit request for more information or a
clear explanation and instead are used as a device to close down the
conversation.

The overall impression of this whole discussion is one where there is
not a very satisfactory communication for either party. Steve overtly
wished to gain more of an understanding of where the service was
having difficulties and prevent further occurrences of the same pro-
blems. Venu repeatedly wanted to get across the message that he had
tried to contact the client, but that they had not got back to him.
Therefore, he felt there was nothing else he could do. Neither appears
to have succeeded in their objective.

Neither this one extract nor the corpus of data can provide sufficient
evidence to validate that asymmetries are persistent across offshoring
engagements. Therefore, before moving into more detail exploring the
observed asymmetries, we present our first finding.

Finding 1: That a clearly identifiable asymmetry of participation tends to
exist within onshore–offshore vendor meetings.

We can see that as the conversation progressed, it became more and
more asymmetrical, with Steve dominating the talk and Venu reverting
to very short submissive answers.

Why did the conversation degenerate into such an asymmetric dis-
cussion? In this instance, the asymmetric nature of the conversation does
appear to have reduced the quality of the interaction. It started as an
open discussion but changed into a straight question-and-response
scenario that does not appear to have been meeting the needs of either
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participant. There are two different areas of theory that we will explore
in trying to understand this further, and what the observed asymmetries
can tell us about the conversation. These are

• lack of shared understanding and listenership;
• the effect of social hierarchies.

Lack of Shared Understanding and Listenership

Is the observed asymmetry in participation, simply due to a lack of
understanding by Venu, that fuller explanations were expected in
response to questions asked? At key points within this ‘specimen’ Steve
asks direct questions to Venu but receives what can only be regarded as
minimal responses. These minimal responses, while answering the expli-
cit question (Steve: Does that seem OK? Venu: Yes [lines 111–112])
appear to miss the underlying request for more information.

This observation has interesting parallels to research by Gumperz
(2002) also with Indian-decent participants. He researched intercul-
tural interview situations in England. The first candidate who was of
similar decent to the interviewers ‘does not just answer the questions
but also takes advantage of unfilled pauses and interviewers’ hints to
make additional elaborative comments that serve to put him in a
more favourable light than the [Northern Indian] electrician who
provides only minimal replies and does not volunteer any new infor-
mation. Even direct follow up probes . . . produce only brief
acknowledgements’.

This is explained by a lack of shared understanding of the wider
questions and invitations to talk provided by the interviewer.
‘Interviewers and candidates rely on shared interpretations of into national
and other contextualisation cues for purposes of conversation manage-
ment’ (Gumperz, 2002). Therefore, by not having the shared understand-
ing that more elaboration on the answer was expected, the speaker does not
fulfil the expectations of the listener. Thus, the Northern Indian candidate
‘is seen as relatively passive [and] unnecessarily stiff’.
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In our example, the expectation of Steve could be seen from his
framing of the discussion to be looking at what happened to improve
the process for the future. Venu’s answers, however, stuck to provid-
ing specifics of what happened or short minimal answers. This failed
to get across the message that he understood he should have raised the
Request-First request and would do so in the future, or that he had
previously misunderstood the process but had done everything in his
power to ensure the project moved forward. The explicit question is
answered, but it does not meet Steve’s need of a wider explanation, as
a result the quality of the interaction deteriorated.

Paired with the concept of shared understanding is ‘listenership’,
showing that listening is not a passive act. Through subconscious or
conscious acts we show understanding, involvement and pass cues to the
speaker. However, ‘the ways of showing and interpreting listening
behaviour can vary cross-culturally’ (Garcez, 1997).

Research by Erickson (1998) shows that in cross-cultural situa-
tions the speaker can get insufficient cues and listener responses or
misinterpret them. This can result in the ‘person doing the explain-
ing taking these absences as signs of lack of understanding, and then
produce[ing] hyperexplanations, which corrode the quality of these
interactions’.

This concept of hyperexplanation may be the reason for Steve’s
expansions of his explanation in lines 88–93, and also his very long
and possibly unnecessarily long explanations in lines 107–110 and
146–154, of why a more detailed entry in the ticket log is required.
These explanations all elicited the very short closing statements of
‘Sure Steve’ (lines 110, 135 and 145) that could have compounded
the asymmetry within the conversation. There is insufficient evidence
to show conclusively that a lack of shared understanding and missing
listener cues contributed to the overall asymmetry of participation
observed. However, they are both factors that can vary across cultures
and based upon the data presented, there is some evidence to suggest
that these factors were present. Therefore, this leads to our next two
findings for further research.
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Finding 2: That a lack of shared understanding of expected responses
results in an increase in asymmetry of participation between Indian
vendor staff and UK/US client staff.
Finding 3: That a lack of cues and listener responses results in a dis-
proportionately high occurrence of hyperexplanations within IS offshor-
ing communications.

Social Hierarchy

A key aspect of asymmetry of participation has been shown to be social
structure. Asymmetries are not only related to the characteristics of the
individuals in the conversation but also of social structures. ‘Some
aspects of asymmetries are clearly correlated with, even predefined by,
positions in social hierarchies’ (Linell and Luckmann, 1991: 11).

Given that, we know social hierarchy has been shown to influence
asymmetries within conversation to what extent can the asymmetries we
have observed be explained by the effect of hierarchy?

Hofstede’s ‘power distance’ dimension that measures perceived
inequality between managers and employees shows India has a very
high score (77) compared to very low scores in the UK and USA (35
and 40, respectively). As discussed in our literature review, we do not
want to succumb to the reductionism of national cultures; however,
there is clear evidence that hierarchical relationships are a clear trait
throughout Indian society, possibly due to the legacy of the caste system.
For example, Sinha and Sinha (1990) state that ‘the extent to which
Indians are disposed to structure all relationships hierarchically is
phenomenal’.

This could explain some of the observed asymmetry in the conversa-
tion. Venu can be seen to be deferring to Steve without challenging or
expanding on what is said, ‘Yes, Steve I will take advice’ (line 95), ‘Sure
Steve’ (line 145) ‘Yes sure Steve I’ll do that’ (line 155). When Venu does
give a longer response (e.g., in lines 122–125 and 129) he gives very
specific answers and does not give supporting arguments. For example, ‘I
sent a mail to her 11 of April, to Tammy asking about her availability to
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discuss several issues’ (line 129). We can infer that Venu’s expectations
of appropriate responses to a manager are leading to this.

Of particular interest is how the asymmetry became more pro-
nounced as the conversation progressed. Early on, Venu gave fairly
long, specific responses to Steve’s questions (e.g., in lines 45–56).
However, as the conversation progresses, he moves into more of an
acceptance mode.

Owing to the minimal answers Steve receives, he adopts a more
direct questioning style for example, ‘Right and what was the answer
from that?’ (line 127). The effect of this is that the asymmetry is
reinforced. This is similar to the observation of asymmetries in law
courts that are seen to be self-reconstructing. ‘If defendants are unwill-
ing or feel incapable of volunteering expanded answers to questions,
professionals will then be forced to fall back into habits of posing
highly specific and constraining questions permitting the interviewees
to respond only minimally’ (Linell and Luckmann, 1991: 12). The
difference here is that both participants are professionals. However,
due to different expectations for leadership (Borchers, 2003), Venu
adopts a deferential approach, while Steve continues to try and engage
in what could be seen as an open discussion of peers. The effect
observed is that the asymmetry becomes self-reconstructing and more
pronounced.

As with our discussion of shared understanding previously, there is
insufficient evidence to conclusively show a connection between the
hierarchical nature of Indian culture (and relatively non-hierarchical
UK/US cultures) and the observed asymmetries. However, the observed
evidence provides useful supporting evidence for other studies which has
suggested the importance of hierarchy within offshoring relationships
but provide no substantial evidence from practice (e.g., Borchers, 2003;
Kobayashi-Hillary, 2005; MacGregor et al., 2005). This leads to our
next finding:

Finding 4: That a major factor of observed asymmetries of participation is
perceived hierarchical differences between Indian vendor staff and UK/US
client staff.
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Summary – Asymmetries of Participation

The asymmetry of participation observed in the ‘specimen’ shows a pattern
that has been identified across the corpus of data, with the Pharma staff
tending to dominate the conversation, and the vendor staff taking a
deferential approach in the conversations. This asymmetry is not always
positive and, as is seen in this case, can at times result in misunderstandings
and less than satisfactory interactions. There are, however, insufficient data
in our corpus that we have analysed in detail to validate this position. It
requires validation by further research. Indeed, it would be particularly
interesting for such conversations to be interpreted by Indian researchers to
see if their interpretations (of the implications of different Indian social
hierarchies, for example) are similar to our Western interpretations.

What we have demonstrated is that beneath the surface of a relatively
simple conversation, there are potentially numerous cultural interactions
taking place, and that the observed asymmetries can be explained in
many different ways, and in reality will be the result of a complex
combination of factors.

The importance of this observation is that these differences in
cultural preferences can result in misunderstandings, which if not
addressed can affect the quality of the whole relationship (Gumperz,
2002; Carbaugh, 2005). The lack of shared understanding about the
expected responses in an interaction or behaviours expected in a
discussion can result in cultural misunderstanding. The vendor staff
can come across as unnecessarily defensive or closed (Gumperz, 2002:
318) and the Pharma staff could come across as aggressive or abrasive
(Vallaster, 2005). This has the potential to materially affect the out-
come of the offshore engagements. This may explain in part the
frequent articles in the trade press containing criticisms of offshore
workers due to a perceived reluctance to challenge decisions or ask for
clarification (Overby, 2003).

As seen in our example, an open discussion about a breakdown in the
process degenerated into a highly asymmetrical, strict question and answer
format, which gave Venu little opportunity to shape the discussion or present
his perspective. Through greater awareness of this dynamic, itmay be possible
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to adopt strategies to address these observed asymmetries, and maximise the
benefits that different team members can bring to the discussion.

Cohesion and Flow

Naturally occurring conversation between people of a similar cultural
background can be seen to have a natural flow, rhythm and order
(Garcez, 1997). This is demonstrated through discussion of dimensions
such as the turn-taking mechanisms and symmetry discussed in the
‘Asymmetries of participation’ section.

However, the rules as to how conversation should flow and how to
construct and manage a conversation can vary across cultures and there-
fore cause problems when cultural groups cross. Authors, such as
Erickson and Shultz (1982), have demonstrated how disturbances in
the basic conversational rhythm can cause problems in the underlying
conduct of the interaction.

The scope of this discussion can only address a very limited number of
these different aspects of cross-cultural elements within conversation,
but we hope to show how underlying cultural expectations could be
affecting the construction of the discussions and how differences in the
way in which the conversation is constructed affects the ‘illocutionary
force’ (Gumperz, 2002) of what is said.

Sales Force Automation Specimens

The next specimen conversation shown as Fig. 11.4 will focus on the
weekly project meeting of a team that is implementing a shared offshore
support contract for their Sales Force Automation system. The key
participants are Neil – the Pharma Programme Office Manager, Hari –
the Vendor 1 Lead Project Manager and Joby – his Technical Lead.

The background to this discussion is that over the previous 4 weeks
there had been a long-running debate with no agreement over the
process for managing change controls within the new support model.
This meeting has been specifically set aside to resolve this issue.
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We start from Hari’s first comment. He has been asked to explain
their proposed process for managing change controls. Right from the
start, this example shows the effect of non-standard ‘Indian English’
with the slight lack of flow in the sentence and a very old fashioned
‘correct me if my understanding is clear’ (line 4).

From the pause and the stuttered response, we can see that this
surprises Neil who does not at first interpret it as a question. Then he
is able to translate the sentence and provide an appropriate answer.

While a trivial example, this demonstrates some of the issues that can
arise out of unexpected terminology. This makes even a simple state-
ment difficult to understand. Occurrences like this have been shown to
be important within cross-cultural communication. Gumperz’s (2002)
study of cross-cultural interviews also showed that non-standard
responses during the introductions ‘significantly affected the quality of
the interaction, so that the initial informality has by now been replaced
by an air of tenseness’.

The serious note for our study is that through the integration of these
non-standard or surprising phrases into more complex or longer sentence
structures the coherence of the overall discussion is affected because ‘small

Fig. 11.4 Conversation analysis – the weekly project meeting
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differences in the use of cohesive devices amount to great systematic
communicative problems at the level of coherence’ (Garcez, 1997).

However, we should not overplay their impact. As we have seen, Neil
quickly overcomes his initial confusion. We could see a parallel perhaps
with a strong regional accent. A native speaker might be confused at first
but will normally quickly recover. Interestingly, these overt language
differences are highlighted in numerous papers (e.g., Krishna et al.,
2004; Rottman and Lacity, 2004; Kobayashi-Hillary, 2005).

The next extract shown as Fig. 11.5 is substantially longer and appears
to show more substantive issues occurring within the communication.
The first observation from the perspective of a reader or anyone listening
to the recording is that this whole section is very difficult to follow.

There appears to be very little flow or cohesion to the description, and
we can see repeated sections where Hari is building up the speed of his
talk (indicated by <bracketed sections>), outlays of breath (indicated by
hhh) and prolongation of sounds within words at the end of words
(indicated by :: with number of colons indicating length). There are also
two instances of latching (shown by an =) which is a mechanism of
maintaining or regaining control of talk and serves to break down the
natural flow of the conversation. This all indicates that the talk is very
rushed and serves to break up the flow and rhythm of the explanation.

The turn-based structure of the conversation and the flow appear to
have broken down, with multiple instances when Neil does not recog-
nise immediately that Hari has paused for a continuer or clarification, so
that Hari has to probe for a response or there is a long delay (e.g., lines
18, 48 and 55). Equally, there are also frequent overlaps and interrup-
tions as Neil seeks to make clarifications (e.g., lines 10, 20 and 26).

The overall feeling at this point is of a highly asymmetrical conversation
in which what Hari is expressing makes abundant sense to him, so he is
trying very hard to keep the floor and explain all the way through. In an
interesting contrast to the ODT example, the asymmetrical dominance is
on the vendor side. However, as is seen in the interruptions in this extract
and during the next extract, Neil appears to maintain control of the
conversation directing its course, while saying less than Hari.

The extract shown as Fig. 11.6 appears to start in the same vein as the
previous conversation, with very fast turns from both Hari and Joby. At
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Fig. 11.5 Conversation analysis – more substantive issues
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Fig. 11.6 Conversation analysis – a highly asymmetrical conversation
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line 105, Neil succeeds in interjecting, he uses the same entrance as
previously ‘Yeh I understand’ seemingly trying to assure Hari he has
taken his points on board. His approach now is interesting as he prepares
the floor for a longer turn-at-talk, so that he will not have to hurry likeHari
did to avoid interruption. He informs each participant what he is expecting
of them, therefore asking them not to interrupt him. He also sets the scene
for what he is about to say ‘I think we might be being the victims of
terminology here’ (line 106). The effect of this is that he is able to speak for
significantly longer than any other single turn in the whole conversation.

The luxury of this time allows him to build up and express his
thought pattern logically to the whole team. He makes clear what the
important aspects of change control were to him and how the proposed
process matched it. Having set the scene, he is able to translate the
process that Hari was trying to explain ‘Now what you’ve described
is . . . ’ (line 114–118). At the end of this description, he gets the only
interruption of the whole long term, which is taken as a continuer.

The essence of this misunderstanding, which has been going on for
over 4 weeks, turns out to be the simple case of misunderstanding
terminology between a ‘Change Request’ and a ‘Change Record’.
What is most interesting for our present study, however, is not how
this misunderstanding came about, but how the parties to the conversa-
tion recognised and approached resolving it.

What follows Neil’s extended turn-at-talk essentially confirms agree-
ment of this process and that was where the misunderstanding lay.

Discussion

What is interesting from a CA perspective and the effect it had on the
coherence of the whole conversation is how Neil managed to set up his
turn so that he had sufficient time to explain the process fully, and the
contrast in how he was able to explain the same process as Hari in a
much clearer manner (to a Western ear/eye).

The first aspect that appears to have affected the coherence of the two
explanations is how they manage the conversation. Neil starts his turn-
at-talk by framing what he was about to say before explaining it. This

398 D. Avison and P. Banks



has parallels to the analysis by Harvey Sacks of storytelling within
conversation where he showed a two-move sequence by which partici-
pants gain themselves sufficient time to tell their story without interrup-
tion and inform the listeners of their expected response. Thus, by use of
this story preface, they are able to maintain control of the conversation.

This is exactly what Neil was able to do during his introductory
context setting. By achieving this shared understanding that he needs
an extended turn to explain what is happening, he is able to control the
conversation and manage his response in a clear logical way.

This approach contrasts to Hari’s who moves straight into his attempt
to explain the same process. Because the expectations of the rest of the
group were not set in advance, he faces continual interruptions, as the
other participants continue their natural turn-taking process. This
results in him having to use other mechanisms, such as ‘latching’ and
increasing the speed, in order to maintain control. These mechanisms
severely impact the coherence of the explanation, making it harder to
follow and the message comes across as rushed and confused.

The second aspect, we will discuss is how each speaker organised what
they actually said. This is an aspect of rhetorical organisation, and there
are interesting contrasts that make Neil’s explanation much easier to
follow from a Westerner’s perspective.

Hari moves directly into the detail of the process, explaining the detail
of each step. ‘OK so we move into Change-Trak so in order to do that
first of all we need to create a change record, now it has to be in either
three different environments or in two single environments . . . ’ (lines
39–42). The feeling he gives is of building up a story, providing
increasing levels of detail, so that everyone can understand what is
involved. However, he does not clearly show the importance of each
step or their connection to the whole.

This is analogous to what Vallaster (2005) describes as circling the
target: ‘The style of “logic” of the average Asian person seems to be more
intuitive than that of Western people’. The Asian logic is not to head
straight towards the goal but to ‘circle’ it, involving a lot of ‘learning by
rote’. . . . In contrast, Western philosophy with its analytical approach
tends to be mainly interested in the ‘Why and how?’. In Hari’s
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description, the explicit connections to the wider problem are glossed
over and are not clearly dealt with.

By contrast, Neil’s focus is on the wider problem. He shows you
the connections to the wider problem and his thought process
explicitly, ‘So my concern was’ (line 113) and ‘now what you’ve
described is’ (line 114), before giving his brief overview of the same
process, but at a much higher level.

The way Hari attempts to manage this discussion for this audience causes
a problem. Because he does not give these explicit connections to the wider
area, they have less ‘mental hooks’ on which hangs the detail he provides.
This is described by Tannen as ‘explicit syntactic connections’ (Tannen,
1984). This expectation of explicit syntactic connection is not fulfilled by
speakers whose overall rhetorical organisation pattern is inductive/collabora-
tive. Therefore, withinHari’s explanation, because the listener does not have
these connections, they are quickly lost, which leads to interruption for
clarifications. These break down the flow of the explanation further, until it
looses all of its cohesion. This is demonstrated by the fact that it is left to
Neil to deduce the connections. ‘OK, so this is where it comes back to this
discussion about release management?’ (lines 56 and 57).

When comparing Hari’s approach of building up the story to Neil’s of
setting out the problem, we should ask whether this difference is cultural
or due to the relative experience of the two speakers.

We should however ask whether this difference is cultural or due to the
relative experience of the two speakers. Background information shows that
they are of a similar experience level (3–6 years) and a similar age group (both
late 20 s/early 30 s), withNeil being the slightly younger and less experienced.
Thus, difference in experience is unlikely to be the cause of the contrast.

However, from one specimen conversation, we cannot show that this is a
cultural difference. Similar observations of difficulties in explaining complex
topics were observed in other areas of the corpus of data and interestingly,
there are some potential comparisons with the problems that Venu was
having explaining his position in the previous example. In each of his
descriptions, he focuses on the process and the actual steps he took. Steve
on the other hand uses a similar technique toNeil. ‘Sowhat your saying there
in that e-mail is’. ‘You need to be more explicit in the diary entry so that
people who are reading this will understandwhat’s happenedwith the ticket’.
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Overall, we can build a picture that demonstrates how cultural difference
could be affecting an individual’s approaches to organising their conversa-
tion, and therefore their ability to get across their point with the same
‘illocutionary force’ (Gumperz, 2002). However, before any firm conclu-
sions can be built from this, much more detailed comparative analysis of
multiple speaking pairs would be required, hence, our next two findings:

Finding 5: That the rhetorical organisation of turns during conflict/negotia-
tion is culturally contexted and exhibits key contrasts between Indian vendor
and UK/US client staff and commonality within these groups.
Finding 6: That cultural differences in the rhetorical organisation by
many Indian vendor staff reduce the illocutionary force of their arguments
with UK/US client staff.

The fact that there are interactants from different cultural backgrounds
does not make a misunderstanding intercultural (Hinnenkamp, 1999),
and as the issue had been under discussion for over 4 weeks, we are unlikely
to be able to understand what initially caused it.What we can see, however,
is that cross-cultural issues are likely to have prolonged the misunderstand-
ing. It is surprising that a problem as simple as the terminology between a
change request and a change control has taken 4 weeks to resolve.While we
have not shown that actual misunderstanding was due to cultural differ-
ences, we have shown that cultural differences may have been impacting
the quality of the interaction between the participants, and their ability to
resolve the original misunderstanding.

Finding 7: That misunderstandings within cross-cultural communica-
tions take longer and more effort to repair than would be expected within
‘mono’ culture communications.

We have seen from the above discussion that the way in which
participants structure their conversation can have cultural relevance.
We have not, however, been able to show explicitly that the variance
in the rhetorical organisation between Neil and Hari is caused by
cultural differences. However, the parallels to the exchange between
Steve and Venu might add weight to this potential claim.
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This claim is summarised by the two findings for future research. If
validated they wouldmean that in intercultural situations, such as offshoring,
a key challenge becomes ensuring that opinions expressed from different
cultural backgrounds are included within decisions.

Conclusion

Through this discussion, we have shown the need for more research into
the nature of cross-cultural communication within IS offshoring.
Emerging issues of cross-cultural conflicts are apparent with the rapid
expansion of this field (Borchers, 2003; Rottman and Lacity, 2004;
Vallaster, 2005).

We have seen that the current IS literature on cross-cultural
organisation is dominated by the use of surveys and a reliance on
reductionist national culture models. There have been no concerted
efforts to apply ethnographic techniques, such as CA to IS off-
shoring. Our research represents a small effort to address that gap.

Our analysis has explored both the use of CA to analyse cultural
behaviour in this environment and two key cultural phenomena
observed across the corpus of data.

Through the detailed exploration of one example, we have investi-
gated the existence of asymmetries of participation within IS offshoring,
demonstrating potential causes of this and the impact that it could have
on the quality of communication within IS offshoring. Based on this, we
have identified four findings for validation.

Finally, we explored different rhetorical styles of the vendor and client
staff showing the impact that they have on the overall cohesion of the
conversation and therefore the ‘illocutionary force’ of their arguments.
This identified the final three findings.

As discussed, a key limitation of CA is the ability to generalise findings.
Therefore, it has not been possible to assess the scale or impact of cultural
differences on IS offshoring engagements. However, we have clearly
demonstrated instances where it is believed that cultural differences are
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impacting communication within offshoring and presenting seven find-
ings for future research.

If we accept that Pharma is not unique in its IS offshoring engage-
ments, and is broadly representative of other similar size multinationals,
then we can suppose that other companies may experience similar issues
within their offshore engagements.

The key caveat of the above is that given our findings in the literature
review on the variability of culture, and its state of ‘constant flux across
individuals within cultural groups, and over time within individual’
(Maznevski and Peterson, 1997), no research on culture could ever
claim to do more than capture a picture of the situation within a
given context at a given time.

As for contribution, we have demonstrated the existence of asymmetries
of participation within the offshoring communication process. While we
cannot identify the scale or persistence of these asymmetries (hence
Finding 1), we have been able to explore potential explanations for them.

The discussions around a lack of shared understandings and problems
within listenership, while not conclusive, provide evidence of phenom-
ena identified in other areas of intercultural research, thus providing
evidence of their existence within IS offshoring and further information
for practitioners to be aware of within their communications.

Of particular importance are the findings around the effect of social
hierarchies on the quality of the interaction. These are again not com-
plete and Finding 3 requires detailed investigation to establish their
relative importance. However, the presentation of observed and analy-
sable evidence of deferential behaviour by vendor staff, and the self-
reconstructing nature of the asymmetrical relationship, can be seen as a
potentially significant contribution.

This research has provided support for prior literature which has
suggested that discussions with Indian staff are often dominated by
US/UK staff. Nicholson and Sahay (2001) stated ‘India is not a very
assertive culture, Indians tend to go along with what other people say,
especially authority figures’. Prior studies were primarily based on
surveys or personal experience, and thus open to the accusation that
respondent’s biases were incorporated within the data. With the CA
research approach, a reader may disagree with the findings presented,
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but the presence of the transcripts from naturally occurring interac-
tions, makes the data available for all to see and come to their own
conclusions.

In the ‘Cohesion and flow’ section, we have documented a specimen
conversation that contains clear communication difficulties. Through
our analysis, we have attempted to break these down and gain greater
insight into the nature of the problems experienced. Whether the
rhetorical differences observed are due to cultural differences of the
participants or other unobserved factors, we cannot tell. However, we
have presented sufficient evidence, to warrant further investigation of
Findings 4 and 5. The value of this insight within IS offshoring is
fundamental because, if validated, it will lead to greater understanding
of how discussion is formulated across cultures and hence to a greater
ability to manage these differences, leading to better decisions.

Finally, addressing the third objective, we have demonstrated the
ability of ethnographic research (and specifically CA) to provide a
methodology for analysing cross-cultural communication within off-
shoring and shown its ability to gain greater insight into these cultural
challenges. CA allowed us to address some of the weaknesses of inter-
views and surveys, which could not in any constructive way have
demonstrated the asymmetries of communications observed or have
provided a vehicle for exploring differences in the rhetorical organisation
of discussions.

The findings outlined in this research are designed to stimulate
future research efforts. There is no way that one study can cover all
of a subject as wide as cross-cultural communication, but through
the presentation of these findings, it can hopefully focus future
work and highlight the strengths and weaknesses of its chosen
methodology.

• Finding 1: That on average a clearly identifiable asymmetry of parti-
cipation exists within onshore–offshore vendor meetings.

• Finding 2: That a lack of shared understanding of expected responses
results in an increase in asymmetry of participation between Indian
vendor staff and UK/US client staff.
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• Finding 3: That a lack of cues and listener responses results in a
disproportionately high occurrence of hyperexplanations within off-
shoring communications.

• Finding 4: That a major factor of observed asymmetries of participa-
tion is perceived hierarchical differences between Indian vendor staff
and UK/US client staff.

• Finding 5: That the rhetorical organisation of turns during conflict/
negotiation is culturally contexted and exhibits key contrasts between
Indian vendor and UK/US client staff and commonality within these
groups.

• Finding 6: That cultural differences in the rhetorical organisation by
many Indian vendor staff reduce the illocutionary force of their
arguments with UK/US client staff.

• Finding 7: That misunderstandings within cross-cultural communi-
cations take a longer and more effort to repair than would be expected
within ‘single’ culture communication.

Limitations of this research have been integrated in the discussion as
we have progressed through this research. However, we should revisit
these now.

The size of the corpus of data collected, while sufficient for the scope
of this study, was limited, despite the attempt to maximise variation in
the meetings chosen. To address some of the findings successfully, a
much larger corpus of data may be required.

The focus on one case study organisation (Pharma) results in the
potential for organisational culture aspects affecting the findings. This
was managed to some extent by selecting data from different business
units across a large multinational organisation.

As discussed in the methodology section, CA has inherent limitations
due to the time-intensive nature of transcribing and analysing the data.
In this paper we only have space to analyse two key specimens. An
important criticism of CA is that through the researchers’ selection of
specimen conversations, the researchers’ own interpretations can be
veiled as empirical claims (Tulin, 1997). This has been managed
through the efforts to show the data collected and through the provision

11 Cross-cultural (Mis)Communication in IS . . . 405



of full transcripts of the specimen discussions. However, this criticism
cannot be entirely ruled out.

This study has focused on telephone conversations within organised
meetings. Therefore, interactions outside of these meetings have not
been taken into account. Our choice was seen as appropriate due to the
availability of the data and scope of this study. However, future research
may choose to include other interactions. In particular, investigation of
asymmetries and hierarchy (Findings 1 and 4) may benefit from these
extra data because offline discussions can be an important way in which a
lack of contribution during meetings might be balanced (Vallaster,
2005).

It may also be important to include other communications, for
example, e-mail, in the analysis. The lack of visibility of the Lotus
Notes database used to manage the ODT meeting prevented us
reviewing the e-mails at the centre of the misunderstanding. Some
companies may use videoconferencing, and eye contact and body
language that this form of communication enables may help to
resolve miscommunication (or indeed may not, as cultural differences
might impact here as well).

Other implications of the findings were not pursued in this study
but are potentially important. To give one example, with IS off-
shoring being driven by the perceived labour-cost savings, the hidden
costs of cultural differences implied by this study need to be con-
sidered in any future study comparing costs and benefits of offshoring
initiatives.

Through this report, we have demonstrated the complexity of culture
and how differences in culture manifest themselves in our conversations.
Moerman (1988) sums this up neatly stating: ‘In every moment of talk,
people are experiencing and producing their cultures, their roles, their
personalities’.

Because talk is critical to organising the successful management of IS
offshoring relationships, much will depend on IS professionals over-
coming these cultural ‘barriers’ to communication. Therefore, continued
study is critical to improve our understanding of cross-cultural commu-
nication and to help meet this challenge.
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Appendix

Transcription conventions

The following is a summary of the transcription conventions devel-
oped for use within CA. Their purpose is to clearly identify all the
features of the talk. The following table is taken from Ten-Have
(1999) and based on the original conventions developed by Gail
Jefferson.

Sequencing
[ A single left bracket indicates the point of overlap onset.
] A single right bracket indicates the point at which an utter-

ance or utterance-part terminates vis-à-vis another.
= Equals signs, one at the end of one line and one at the

beginning of a next, indicate no ‘gap’ between the two lines.
This is often called latching.

Timed intervals
(0.0) Numbers in parentheses indicate elapsed time in silence by

tenth of a second, so (7.1) is a pause of 7 s and one-tenth of a
second.

(.) A dot in parentheses indicates a tiny ‘gap’ within or between
utterances.

Characteristics of speech production
word Underscoring indicates some form of stress, via pitch and/or

amplitude.
:: Colons indicate prolongation of the immediately prior sound.

Multiple colons indicate a more prolonged sound.
- A dash indicates a cut-off.
↓ ↑ Arrows indicate marked shifts into higher or lower pitch in

the utterance part immediately following the arrow.
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WORD Upper case indicates especially loud sounds relative to the
surrounding talk

° Utterances or utterance parts bracketed by degree signs are
relatively quieter than the surrounding talk.

< > Right/left carets bracketing an utterance or utterance-part
indicate speeding up.

.hhh A dot-prefixed row of hs indicates an inbreath. Without the
dot, the hs indicate an outbreath.

w(h)ord A parenthesised h or a row of hs within a word, indicates
breathiness, as in laughter, crying, etc.

Transcriber’s doubts and comments
() Empty parentheses indicate the transcriber’s inability to hear

what was said. The length of the parenthesised space indi-
cates the length of the untranscribed talk.

(word) Parenthesised words are especially dubious hearings or speaker
identifications.

(()) Double parentheses contain transcriber’s descriptions rather
than, or in addition to, transcriptions.
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12
Applying Multiple Perspectives to the
BPO Decision: A Case Study of Call

Centres in Australia

Mark Borman

Introduction

Business process outsourcing (BPO) occurs where a supplier takes over
responsibility for one or more of an organisation’s business processes.
BPO is seen as particularly suited for well defined, self-contained and
measurable process-based activities (Tas and Sunder 2004). Such activ-
ities can be generic, such as customer management, human resources
and finance, or industry specific, such as loan application processing.

While academic research specifically focused on BPO is emerging
(see e.g. Feeny et al. 2003; Ramachandran and Voleti 2004), the
field appears somewhat neglected compared to information technol-
ogy (IT) outsourcing. The literature review of Dibbern et al. (2004)
highlighted that ‘current outsourcing research appears to be heavily
tied to IS’ (p. 90). Rouse and Corbitt (2004) similarly comment on
the absence of academic publications on BPO. Yet, Codling and
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Miller (2004) suggest that, for the UK at least, BPO will represent a
market 75% as large as IT outsourcing by 2007. Technology
Partners (2004) suggest that increasingly BPO and IT outsourcing
will be bundled with ‘the business process ruling the decision mak-
ing’ (p. 1). The importance of aligning an organisation’s IT with its
business operations has long been recognised (Sabherwal et al. 2001).
BPO, by subsuming IT considerations into a broader business deci-
sion, rather than being a focus in their own right à la IT out-
sourcing, reinforces that importance.

Dibbern et al. (2004) suggest there is a relatively even split between
IT outsourcing research that has focused on questions of why outsource,
what to outsource and how to manage the relationship with the out-
sourcing service provider.1 When considering the timeline of the various
publications though it appears that researchers have moved on from the
why and what questions to focus on how to make relationships success-
ful. Increasingly, research papers focus on the critical factors for a
successful relationship (Kern and Willcocks 2000) or the construction
of effective outsourcing contracts (Saunders et al. 1997).

In focusing on BPO, this paper reflects the starting point of much
of the research in IT outsourcing by seeking to address the questions
of why outsource and what activities should be outsourced. Much of
the early research into IT outsourcing applied a single theoretical
lens to frame the outsourcing decision (e.g. Lacity and Hirschheim
1993 and transaction cost theory). Dibbern et al. (2004), however,
suggest that as researchers sought to better understand the complex-
ity of outsourcing, they increasingly embraced the application of
multiple theoretical lenses. Such a multi-perspective approach will
be applied here. With regard to the capabilities suppliers need to
deliver the outsourced activities, there is little existing research to
build upon. Furthermore, where research has considered capabilities,
it has primarily done so from the client perspective – the capabilities
a client requires to manage its outsourcing relationship effectively.

1Dibbern et al. (2004) identified 28 papers in the what category, 46 in the why and 36 in the how
for the period 1988–2000.
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Saunders et al. (1997), for example, highlight the role of an effective
contract, while Alborz et al. (2004) emphasise the process of con-
structing an effective relationship and Lacity et al. (1996) highlight
the ability to assess changing needs.

The remainder of the paper comprises three sections. The first proposes
and outlines a multi-perspective approach to the BPO decision. The
second reports an empirical study of outsourced call centres in Australia.
The rationale for focusing on call centres was twofold. Firstly, customer
management has been recognised by Codling and Miller (2004) as the
fastest growing BPO segment with an annual growth rate of 15.1%, and
call centres are the core of customer management. Secondly, IT plays a
significant and increasing role in supporting call centres (Bousfield 2003).
The final section of the paper outlines the implications and limitations of
the current work and suggests opportunities for future research.

The paper contributes to the literature in three principal ways. Firstly,
it extends outsourcing research to the BPO context. Secondly, it pro-
poses a multi-perspective approach to analysing BPO that combines
transactional, organisational and environmental level considerations.
Thirdly, it identifies specific capabilities required of suppliers for BPO.

A Multi-perspective Approach
to BPO Decision-Making

IT is seen by many as a key enabler of BPO (Edwards 2004; Tornbohm
and Andrault 2005). Indeed, Tornbohm and Andrault (2005) have
defined BPO as ‘the delegation of one, or more, information and commu-
nication technology intensive business processes to an external service
provider’ (p. 3). Here IT-enabled reductions in transaction costs are
proposed as the primary motivator behind BPO. However, it is suggested
that the specific choice for a particular organisation will also be shaped by a
combination of firm specific and environmental factors.With regard to the
supplier capabilities required for the resultant BPO initiative, it is proposed
that the work of Feeny et al. (2003) serve as a starting point. The complete
set of influences on the BPO decision is illustrated in Fig. 12.1.
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BPO Decision Considerations

While research examining the motivation for, and objective of, IT
outsourcing draws from many theoretical perspectives, four dom-
inate: transaction cost theory, agency theory, and resource-based
and resource-dependency theories (Cheon et al. 1995; Klein 2002;
Dibbern et al. 2004). Given there are many similarities between
agency and transaction cost theory (Dibbern et al. 2004), yet only
the latter explicitly focuses on whether to outsource or not (Hancox
and Hackney 1999), agency theory will not be considered further.

The resource-based and resource-dependency theories do not inher-
ently conflict with each other, nor with transaction cost theory (Duncan
2002). Rather, the three theories can be seen as complementary.2

Considerations

Transaction cost

Resource
based

Resource
dependency

Institutional
framework

Industry
value system

BPO

People

Environment Sourcing

Service Process

Implementation

Technology

Business
sustainability

Capabilities

Fig. 12.1 Decision-making approach for BPO

2Melville et al. (2004) suggest that adopting such a synthesising approach is beneficial. While the
existence of multiple competing theoretical approaches can provide varied insights, the resulting
fragmentation and isolation can also limit the overall development of understanding in an area.
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Previously, for example, Grover et al. (1994) combined resource-based
and resource-dependency theories, while Poppo and Zenger (1998)
integrated transaction cost and resource-based theories. Here, it is pro-
posed that the addition of resource dimensions moves any decision
beyond pure transactional analysis to take into account the strategic
contribution of an activity to an organisation and how the relationship
with the supplier will be managed.

The transaction cost, resource-based and resource-dependency the-
ories are briefly outlined below. It is then suggested that understanding
of BPO decision-making will be improved if two further perspectives are
added. Propositions are suggested based on the individual perspectives
together with a meta-proposition that seeks to combine them.

Transaction Cost Theory

Transaction cost theory seeks to explain when organisations will exter-
nalise activities. From a production cost point of view, the market
(external supply) is always seen as the preferred mode for organising
production, as specialist producers have lower cost structures. Authors
such as Levina and Ross (2003), Rouse and Corbitt (2004) and
Kakabadse and Kakabadse (2005) suggest that the primary motivation
for outsourcing is to cut costs. However, whether activities are actually
externalised depends upon the transaction costs involved. Transaction
costs are those costs incurred through putting in place, and operating,
the necessary governance structure. Williamson (1986) argues that it is
the interaction of human constraints and failings, bounded rationality
and opportunism, with the specific qualities of a transaction, asset
specificity, uncertainty and frequency of the transaction, that determine
actual transaction costs. It has been extensively argued that IT reduces
the transaction costs associated with using external suppliers (Ciborra
1987; Clemons et al. 1993), and it is suggested here that such a
reduction will encourage outsourcing.

Proposition 1: IT facilitates BPO by reducing the associated transaction
costs allowing organisations to engage with lower cost suppliers.
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Resource-based Theory

Resource-based theory suggests that firms secure success by utilising
their unique resources comprised of intangible and tangible assets
that are tied semi-permanently to the firm (Wernerfelt 1984).
However, such resources provide a sustained competitive advantage
only when competitors are unable to acquire and deploy similar
resources (Mata et al. 1995). Furthermore, according to Coyne
(1986), to provide an advantage, the resources must contribute to
‘a consistent difference in important attributes between the produ-
cer’s product and those of his competitors’ (p. 51). From the
resource-based perspective, success is maximised where organisations
focus their attention on those areas where their distinctive capabil-
ities lie (Hagel and Seely Brown 2001) and rely on others for the
provision of ancillary activities. Within the IS outsourcing domain,
Halvey et al. (1996) and Dibbern et al. (2004) suggest that organi-
sations are outsourcing to focus on key value-adding activities, hence
Proposition 2.

Proposition 2: Organisations will use BPO for non-core activities.

Resource-dependency Theory

Resource-dependency theory states that organisations are dependent
upon their environment and are faced with choices regarding how
they manage that dependency (Thompson 1967). Kotter (1979)
suggests that organisations need to adopt strategies to manage their
dependency on external parties and ensure access to the resources
they supply is stable and secure. There appears to be limited research
in an outsourcing context though regarding the active management
of dependency. Where a resource-dependency perspective has been
adopted, it has typically been from a static point of view. For
example, Ang and Cummings (1997) considered the influence of
the number of potential suppliers but did not consider whether and
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how that number, and hence the associated dependency, could be
modified.

Proposition 3: Organisations will seek to minimise supplier dependency
when using BPO.

Combining the transaction cost, resource-based and resource-depen-
dency approaches provide a rationale for identifying candidate activities
for BPO from the perspective of the focal firm – the outsourcer. Drawing
from the work of Melville et al. (2004), it is suggested that the operating
environment in which that firm sits – specifically its institutional and
industry context – should also be considered. The influence of such
factors, however, appears to have largely been neglected by the out-
sourcing literature to date. Notable exceptions include Ang and
Cummings (1997) who examined the influence of regulators on IT
outsourcing and Ang and Straub (2002) who examined the competi-
tiveness of the supplier market.

Institutional Context

According to Perez (1983), the political, economic and judicial institu-
tions of a society function as a web of interconnected formal rules and
informal constraints that establish a structure for organisational interac-
tions – the so-called rules of the game. By regulating relationships, the
institutional context serves to promote particular modes of organising
activities (North 1990). Of particular interest, here is how the prevailing
institutional context may influence BPO.

Proposition 4: The nature and extent of BPO will be shaped by an
organisation’s institutional context.

Industry Value System

Porter (1985) suggested that the competitive success of an organisa-
tion is determined by a combination of the value chain of that
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organisation and the broader value system within which it is posi-
tioned.3 When considering BPO, therefore, an organisation should
consider the potential impact on its standing within the value
system, and in particular whether it will weaken it, for example, by
reducing barriers to entry. Dibbern et al.’s (2004) review of the
literature suggests that there has been limited research considering
the influence of an organisation’s competitive milieu on outsourcing
decisions. One exception is the work of Sharma and Yetton (1996)
regarding the striking of an alliance-based deal with a vendor, but
this has a very narrow focus.

Proposition 5:Organisations will not use BPO if it is detrimental to their
standing in the industry value system.

From the perspective of this paper, perhaps more important than any of
the preceding hypotheses is a final meta-proposition related to combin-
ing the perspectives.

Proposition 6: Applying multiple theoretical perspectives increases
understanding of the BPO decision.

BPO Capabilities Sought

In order to deliver BPO certain capabilities will be sought from a
prospective supplier. Such capabilities represent the set of skills that
will enable the outsourced activity to be delivered effectively over
time. Some research in the IT and BPO outsourcing domains has
been conducted with regard to capabilities (Lacity et al. 1996; Feeny
and Willcocks 1998). However, it has focused primarily on the
client perspective – the capabilities a client requires to manage its

3 Porter argued that five forces determine the attractiveness of an industry to a firm: bargaining
power of buyers; bargaining power of suppliers; threat of new entrants; threat of substitute
products or services and rivalry among existing firms.

420 M. Borman



outsourcing relationship. Dibbern et al. (2004) review of the litera-
ture suggests that the supplier perspective has largely been neglected,
and that where it has been considered, the primary focus has been
on structuring the client–supplier relationship with only limited
research conducted in the area of vendor selection. There are of
course exceptions. Ramachandran and Voleti (2004) identify the
need for a combination of business development and operational
capabilities. Goles (2001) considers the business understanding, tech-
nological and relationship management capabilities of suppliers.
McFarlan and Nolan (1995) emphasise the importance of the finan-
cial stability of vendors and their ability to keep pace with techno-
logical advances. Michell and Fitzgerald (1997) examine the varied
characteristics of outsourcing suppliers based upon their backgrounds
and start to consider how the client’s and the supplier’s views of the
capabilities sought may differ. The research, however, is typically
restricted to IT outsourcing.

Perhaps, the most comprehensive research that specifically addresses
BPO is the work of Feeny et al. (2003) which identified seven critical
business capabilities for BPO providers:

• People – the ability to draw upon the commitment, energy and
talents of staff.

• Service – the ability to regard end users as customers, understand
what good service represents and deliver it.

• Process – the ability to improve existing business processes within
client companies.

• Technology – the provision of a technology platform that is core to
the service delivered.

• Environment – the ability to develop an effective working environ-
ment that reinforces the distinctiveness of the provider.

• Sourcing – expertise in procurement and an ability to leverage aggre-
gate purchasing power.

• Implementation – the ability to implement a BPO initiative and
deliver it over time.
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A subsequent article, Feeny et al. (2005), increases the number of
capabilities to 12. As expected, and as illustrated in Table 12.1, many
of those capabilities map directly to those of Feeny et al. (2003).

It is suggested here that the original set of seven capabilities represents
the better starting point to build upon. Feeny et al. (2003) more clearly
draw the line connecting the empirical work conducted and the cap-
abilities identified. Furthermore many of the additional capabilities
appear too narrow in definition, or applicability, to serve as core supplier
capabilities. For example, governance as defined by Feeny et al. (2005)
refers primarily to the use of jointly staffed governance mechanisms for
large relationship-oriented deals. Larsson et al. (2003) and Kakabadse
and Kakabadse (2005), however, suggest that such relationship-based
deals are both rare and require a different set of skills to more traditional
ones. Only together do programme management (the ability to manage
a series of interrelated change projects), leadership (the person in charge
of the supplier account team) and organisation design (the organisa-
tional structures and processes to deliver the BPO business plan) start to
approximate the requirements to successfully initiate and manage a BPO
initiative that were earlier addressed by the implementation capability.
As such, Feeny et al. (2003) will form the basis for the study of
capabilities here. Business sustainability will be appended to the list as

Table 12.1 Capabilities required of BPO suppliers

Feeny et al. (2003) Feeny et al. (2005)

Supplier capabilities
People Behaviour management
Service Customer development
Process Domain expertise process re-engineering
Technology Technology
Environment –

Sourcing Sourcing
Implementation Programme management

Leadership
Organisation design
Governance

Business sustainability Business management
Planning and contracting
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it is a capability identified by other researchers (McFarlan and Nolan
1995) as well as Feeny et al. (2005) that does map easily to any of the
existing capabilities. The resultant propositions are as follows:

Proposition 7: Suppliers must have the ability to draw upon the commit-
ment, energy and talents of staff.
Proposition 8: Suppliers must have the ability to regard end users as
customers, understand what good service represents and deliver it.
Proposition 9: Suppliers must have the ability to improve existing busi-
ness processes within client companies.
Proposition 10: Suppliers must have the ability to provide a technology
platform that is core to the service delivered.
Proposition 11: Suppliers must have the ability to develop an effective
working environment that reinforces the distinctiveness of the provider.
Proposition 12: Suppliers must have expertise in procurement and an
ability to leverage aggregate purchasing power.
Proposition 13: Suppliers must have the ability to implement a BPO
initiative and deliver it over time.
Proposition 14: Suppliers must have the ability to maintain a viable
business over time.

Methodology

The case study method is well established in information systems
research, especially where the aim is to enhance understanding in cir-
cumstances where research and theory are at a formative stage and a
phenomenon is not well understood (Benbasat et al. 1987). The case
work presented here is primarily explanatory (Yin 1984) and draws upon
the work of Yin (1984) and Dubé and Paré (2003) with regard to the
approach followed. Essentially, propositions were developed based upon
the theory presented, and data were then collected and analysed in order
to evaluate them. By adopting multiple theoretical lenses, the research is
also aligned with Yin’s (1984) recommendation to test alternative expla-
nations. Rather than seeing if one perspective is better than another, the
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objective was to determine whether a combination of perspectives
yielded a better understanding than a single one.4,5

A multi-case research design, based upon a literal replication logic
(Yin 1984), was adopted with the aim of determining whether findings
were industry-specific or more generalisable. The selection of cases was
purposeful (Miles and Huberman 1994) to cover industries active in
BPO. The unit of analysis was the set of related outsourced activities
provided by a supplier to a client.

Suppliers were first selected on the basis of being the largest provi-
ders of outsourced call centre services in Australia.6 Tas and Sunder
(2004) suggest that BPO is particularly common in the financial
services, utilities and telecommunications industries. Working with
each supplier, a client was approached and engaged in the study to
ensure coverage of these industries. Three supplier–client dyads were
examined. In each case, the relationship was regarded as successful by
both the supplier and the client. The use of supplier–client dyads
permitted triangulation, increasing confidence in the findings (Dubé
and Paré 2003). Further triangulation was achieved through seeking
two interviewees in each organisation, one at a strategic level and the
other at an operational one, by reviewing documentation and reports
and walking through and observing call centres operated by each
supplier. Table 12.2 provides an overview of each supplier–client
dyad. The specific activities outsourced varied between clients.
Acquisition refers to the acquiring of new customers. It can be an
outbound activity (whereby the call centre contacts potential custo-
mers) or an inbound one (whereby potential customers contact the
centre, e.g. in response to a direct mail offer). The remaining activities
are inbound. Customer service refers to non-technology-related custo-
mer communications, for example, to activate a new credit card or
phone service, to upgrade a service or to query a bill. Help desk refers

4 A commingled rival approach according to Yin (1984).
5With regard to the capabilities sought of suppliers, the underlying proposition in each case was
that the capability was sought.
6 Together they represent over 50% of the market.

424 M. Borman



Ta
b
le

12
.2

Su
p
p
lie

r
an

d
cl
ie
n
t
ca
se

d
et
ai
ls

D
ya

d
Su

p
p
lie

r
In
te
rv
ie
w
ee

s
C
lie

n
t

In
te
rv
ie
w
ee

s
A
ct
iv
it
ie
s

o
u
ts
o
u
rc
ed

Le
n
g
th

o
f

re
la
ti
o
n
sh
ip

(y
ea

rs
)

A
SU

PP
LI
ER

1
–
Fo

u
n
d
ed

in
19

96
an

d
o
p
er
at
in
g
at

m
u
lt
ip
le

si
te
s
in

A
u
st
ra
lia

an
d
N
ew

Ze
al
an

d
w
it
h
a
to
ta
l

se
at

ca
p
ac
it
y
in

ex
ce
ss

o
f

1,
50

0

G
en

er
al

m
an

-
ag

er
sa
le
s

(G
M
S)

C
lie

n
t
se
rv
ic
es

m
an

ag
er

(C
SM

)

C
LI
EN

T1
–
A

m
aj
o
r

A
u
st
ra
lia

n
fi
n
an

ci
al

se
rv
ic
es

p
ro
vi
d
er

H
ea

d
o
f

ch
an

n
el

m
an

ag
e-

m
en

t
(H

C
M
)

A
cq

u
is
it
io
n

cu
st
o
m
er

se
rv
ic
e

5

B
SU

PP
LI
ER

2
–
Fo

u
n
d
ed

in
19

98
an

d
cu

rr
en

tl
y

o
p
er
at
in
g
n
in
e
ca
ll
ce
n
-

tr
es

in
A
u
st
ra
lia

w
it
h
a

to
ta
ln

u
m
b
er

o
f
se
at
s
in

ex
ce
ss

o
f
1,
50

0

D
ir
ec
to
r
b
u
si
-

n
es
s
d
ev

el
-

o
p
m
en

t
(D

B
D
)

C
LI
EN

T2
–
A
n
es
ta
b
-

lis
h
ed

u
ti
lit
y
su
p
-

p
lie

r
th
at

h
as

re
ce
n
tl
y
ex

p
an

d
ed

th
e
ra
n
g
e
o
f
se
r-

vi
ce
s
it
p
ro
vi
d
es

C
o
m
m
er
ci
al

d
ir
ec
to
r
(C
D
)

G
en

er
al

m
an

-
ag

er
m
ar
-

ke
ti
n
g

(G
M
M
)

A
cq

u
is
it
io
n

cu
st
o
m
er

se
rv
ic
e

3

C
SU

PP
LI
ER

3
–
Lo

ca
ls
u
b
-

si
d
ia
ry

o
f
a
m
u
lt
i-

n
at
io
n
al

p
ro
vi
d
er

la
u
n
ch

ed
in

19
96

w
it
h

si
x
si
te
s
in

A
u
st
ra
lia

p
ro
vi
d
in
g
a
to
ta
ln

u
m
-

b
er

o
f
se
at
s
in

ex
ce
ss

o
f

1,
50

0

Se
n
io
r
V
P

b
u
si
n
es
s

d
ev

el
o
p
-

m
en

t
an

d
m
ar
ke

ti
n
g

(B
D
M
)

R
eg

io
n
al

ac
co

u
n
t

m
an

ag
er

(R
A
M
)

C
LI
EN

T3
–
A

m
aj
o
r

p
ro
vi
d
er

o
f
te
le
-

co
m
m
u
n
ic
at
io
n
s

w
it
h
o
p
er
at
io
n
s
in

A
u
st
ra
lia

an
d

o
ve

rs
ea

s

N
at
io
n
al

m
an

ag
er

cu
st
o
m
er

se
rv
ic
es

(M
C
S)

O
u
ts
o
u
rc
ed

se
rv
ic
es

re
la
-

ti
o
n
sh
ip

m
an

ag
er

(S
R
M
)

A
cq

u
is
it
io
n

cu
st
o
m
er

se
rv
ic
e

H
el
p
d
es
k

8

12 Applying Multiple Perspectives to the BPO . . . 425



to technology-related communications, for example, to seek assistance
in configuring a Blackberry.

A total of 10 interviews were conducted. Interviews were between
1 and 2 h in duration, and a semi-structured interview protocol was
followed with questions across three principal themes: Why outsource,
what to outsource and what capabilities are sought in suppliers. While
the underlying rationale was purposeful, to collect data pertinent to the
theoretical lenses and related propositions, it was deliberately non-direc-
tive so as not to preclude the emergence of concepts not previously
considered (Patton 2002). As such, it is in line with the methodology
presented by Eisenhardt (1989). With regard to analysis, data were first
reviewed and coded in line with the principal dimensions of each
theoretical lens.7 Descriptive codes were used and interview transcripts
coded in sentence or multi-sentence chunks. It was possible for the same
piece of text to be multi-coded if it was related to more than one
perspective and proposition. Such an approach is in accord with the
recommendations of Miles and Huberman (1994) who suggest that
the level of coding detail should be aligned with the objectives of the
research. As also suggested by Miles and Huberman (1994), the data
were then collated into conceptually clustered data displays in order to
make it readily accessible. Where interview data did not code to the
concepts identified a priori as of interest, it was further assessed to
determine if additional concepts could be formed.

Case Study Results

As outlined in the methodology, the results of the case study interviews
were codified and collated into data display tables – see Tables 12.3
and 12.4. Here the key aspects of the content of those tables will be
described and the propositions outlined earlier assessed.

7 For example, codes related to Transaction cost theory included: TC-C (cost), TC-IT (informa-
tion technology), TC-AS (asset specificity) and TC-U (uncertainty).
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Considerations Shaping the Outsourcing Decision

Proposition 1: IT facilitates BPO by reducing the associated
transaction costs allowing organisations to engage with lower cost
suppliers

While various reasons for why outsourcing was on an organisation’s
agenda were given, lack of space for CLIENT1, for example, cost
reduction was the universal reason for it being chosen.

customers typically looking for savings of 20% to be worth the risk.
SUPPLIER1-GMS

All of the suppliers saw access to cheaper labour8 as a principal source of
that reduction while SUPPLIER1 and SUPPLIER2 also looked to their
abilities to improve processes and make greater use of technology.

All the interviewees acknowledged that outsourcing had been facili-
tated by IT-enabling access to systems and data regardless of location. At
the extreme, CLIENT3 had established a virtual call centre, combining
separate call centres provided by different providers and accessed by a
single telephone number. There was also evidence of IT being used to
manage the determinants of transaction costs. CLIENT3 and
SUPPLIER3, for example, cited the ability to collect and supply perfor-
mance-related data (reducing uncertainty). The expectation of
CLIENT1 and SUPPLIER2 for IT to be regularly refreshed and
updated can be seen as a means of managing asset specificity by treating
IT as ‘disposable’ reducing the possibility of ‘lock-in’. The initial choice
for outsourcing of campaign-based outbound call activities by
CLIENT3 also aligns with expectations that infrequent, that is, non-
continuous activities are best sourced via the market.

The case studies provide support for Proposition 1 while also suggest-
ing that clients follow different approaches to manage transaction costs.

8 See the section related to Proposition 4 for details on how these cost savings arise.
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Proposition 2: Organisations will use BPO for non-core activities

All of the client organisations stated that only non-core activities were
outsourced. However, what is seen as non-core varies between organisa-
tions and may shift over time. The examples of CLIENT1 and
CLIENT3 suggest that there are two types of non-core activities seen
as suitable for outsourcing. Those that are simple and high volume and
those that require specific skills sets – for example, second-level technical
help for the support of Blackberry devices.

outsourced services are those that are short, routine and high volume.
CLIENT1-HCM

The core/non-core decision appears more complex than a one-time
assessment. In both the CLIENT1 and CLIENT3 cases, there was a
progression regarding what was outsourced with a common starting
point of telemarketing.

outbound services typically go first . . . they are campaign based and
requirements fluctuate making them hard [for clients] to manage.
SUPPLIER3-BDM

With CLIENT1 initially, it was only those activities related to its
recently established home insurance operations that were outsourced.
Those related to its established primary lines of business were off limits.
Over time, however, CLIENT1 became amenable to outsource an
increasing range of call centre-based activities across all business lines.

we have moved away from seeing much of customer service as core as
other areas have taken precedence with regard to money and management
focus. CLIENT1-HCM

CLIENT2 and CLIENT3 also initially introduced outsourcing outside
of their mainstream business. For CLIENT2, the focus was on call
centre-oriented customer service activity related to its expansion into
new geographical territories while CLIENT3 first outsourced activities
related to new product lines.
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While providing support for Proposition 2, the case studies suggest
that what is regarded as core may change over time and the decision may
consider the line of business as well as the activity.

Proposition 3: Organisations will seek to minimise supplier
dependency when using BPO

Clients seek various ways to manage their relationships with suppliers.
CLIENT1 is focused on careful initial selection with SUPPLIER1
suggesting that this included an emphasis on open book accounting
and the establishment of key performance indicators (KPIs). CLIENT2
and CLIENT3 by contrast maintain a portfolio of suppliers. Such
arrangements can provide backup – in the case of CLIENT3 where
two suppliers perform the same activity – and permit comparison in
terms of service and price. Not having all or nothing contracts is seen as
providing leverage to clients. It becomes practical for them to threaten
to, or actually, move business between suppliers as a means of signalling
that an improvement in service is required.

. . . it can be difficult for a supplier if they loose a chunk of business but
generally suppliers look to the long term and have multiple streams of
business with [CLIENT3]. CLIENT3-MCS

Moving between suppliers though is seen as difficult by CLIENT3
and becoming more so as the extent of the services outsourced increases.
CLIENT3 related the example where the initial implementation of a
BPO initiative failed and they had to take the service back in-house for 3
weeks. They doubted that they could do this now as they no longer have
the necessary skills internally. Actual change also appears to be infre-
quent. SUPPLIER2 claimed to have never lost a major client.
Furthermore, in all cases clients have focused on long-term contracts
and relationships with suppliers. CLIENT3, for example, has had a
relationship with SUPPLIER3 for 8 years.

From the supplier perspective, SUPPLIER1 saw the market as
competitive while SUPPLIER3 suggested that the size of CLIENT3
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made them the dominant partner. SUPPLIER3 also saw the use of
multiple suppliers as problematic from a coordination and quality
perspective.

Having multiple suppliers is messy because problems and solutions are
often interconnected across activities. SUPPLIER3-RAM

From the perspective of Proposition 3, clients appear to have actively
taken steps to manage their dependency on suppliers. The experience of
CLIENT3, however, suggests it may become harder to do this in future.

Proposition 4: The nature and extent of BPO will be shaped by
an organisation’s institutional context

The institutional framework appears to influence BPO in a variety of
ways. It can provide the jolt that leads to a client considering BPO. For
CLIENT2 it was changes in legislation that allowed it to expand into
new products and geographical areas. BPO was seen as a means both to
reduce the time to establish new operations and to minimise the upfront
expense. For CLIENT1 it was similar changes exposing it to new
competition that provided the motivation to examine BPO as means
of reducing costs.

The institutional framework can also impact on the attractiveness of
BPO. CLIENT1 and SUPPLIER1 cited the case of the introduction of
the Goods and Service Tax (GST) – a fixed rate consumption tax –
which exempted many financial services from the tax and denied finan-
cial service providers input tax credits related to the supply of those
services. As such there was a bias towards self-supply. The tax legislation
was subsequently amended to allow a reduced input tax credit, 75%,
which encouraged outsourcing.

All of the suppliers, and CLIENT3, also saw legislation as one of the
primary reasons for the success of outsourcing through the opportunity
it provided suppliers to lower labour costs. Since the late 1980s, in
Australia, there has been a move away from a collective award system,
whereby all the workers within an industry are granted the same
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conditions of employment and wages, to allow for more local flexibility.
That shift is perhaps best symbolised by the 1996 Workplace Relations
Act which provided employers with the opportunity to negotiate
Enterprise Bargaining Agreements (EBA) with their staff collectively or
hire staff on individual contracts, Australian Workplace Agreements
(AWA). Suppliers have taken full advantage of the new regime.
SUPPLIER1, for example, cited its ability to establish a labour vehicle
that gave it flexibility with regard to the contracting of staff as a
significant source of competitive advantage. SUPPLIER2 believed the
same was true with regard to its ability to negotiate an EBA.
SUPPLIER3 suggested that the impact of legislation was twofold. It
allowed suppliers to construct their businesses to minimise costs, and it
allowed clients to use it as leverage with their internal operations.

outsourcing allows clients to do something different break up their exist-
ing labour environment and drive different relationships. SUPPLIER2-
DBD.

The cases provide evidence to support the proposition that the institu-
tional framework influences outsourcing by allowing, or requiring,
organisations to do something differently and by shaping the attractive-
ness of outsourcing.

Proposition 5: Organisations will not use BPO if it is detrimental
to their standing in the industry value system

Suppliers saw the penetration of outsourcing occurring at an industry
level with SUPPLIER1 and SUPPLIER3 suggesting that deregulation
was the impetus.

telecommunications leads the way followed by financial services and
utilities. SUPPLIER3-BDM

outsourcing levels the playing field. nothing different except brand and
perceptions and strategy. SUPPLIER1-GMS
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CLIENT1 and CLIENT3 recognised that the ‘sharing of suppliers’ –
and hence, the commodification of activities – was inevitable and that
such arrangements were manageable.

Australia is a small business environment with a limited pool of
expertise . . . . CLIENT3-MCS

CLIENT2, however, stated it would be concerned if a supplier also
worked for a major competitor.

The cases suggest that BPO is an industry-wide phenomenon and
organisations are outsourcing aware, and largely unconcerned, that their
competitors are following the same path with the same suppliers. The
result, however, may be that organisations are making it more difficult to
differentiate themselves.

Proposition 6: Applying multiple theoretical perspectives
increases understanding of the BPO decision

Based upon the preceding analysis, it is suggested that the evidence
supports Proposition 6 and that a better understanding of the BPO
decision will be gained by applying multiple perspectives rather than
a single one; each perspective on its own revealing only part of the
story. However, the cases suggest that the situation may be more
complex than anticipated. For example, an IT-enabled ability to
minimise transaction costs appears prima facie to be in accord with
transaction cost theory. However, the cases of CLIENT1 and
CLIENT2 also suggest that there may need to be some impetus for
organisations to take advantage of the opportunity – provided by
deregulation and increased competition. As another example, while
organisations are outsourcing non-core activities, as resource-based
theory would predict, the perception as to what is core and non-core
appears to be fluid with CLIENT1 and CLIENT3 deciding over time
that an increasing proportion of activities do not need to be per-
formed in-house.
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Capabilities Sought in Outsourcing Suppliers

Interviewees were asked to identify the capabilities that were sought
from suppliers. As Table 12.4 illustrates many map to those proposed by
Feeny et al. (2003) and help to refine and elaborate on them.

Proposition 7: Suppliers must have the ability to draw upon the
commitment, energy and talents of staff

Suppliers valuing, motivating and retaining transferred and recruited
staff was seen as important by CLIENT1 and CLIENT2. For
CLIENT3, however, outsourcing was seen much more as an opportu-
nity to change the existing culture both directly with the outsourced
activities and indirectly with the retained call centres.

CLIENT2 recognised that they are managing a conundrum. While
stressing the importance of suppliers ‘treating employees well since these
are ultimately the people who deliver the service’ CLIENT2 also
acknowledged:

we spend time training staff, ensuring they are well paid with good
superannuation and holidays within a value driven, community and
family oriented working environment . . . [providers] don’t do that.
CLIENT2-GMM

Sources of staff motivation varied. SUPPLIER1 was heavily focused on
awards. SUPPLIER2 ‘carved up contracts’ making a proportion of each
month’s gross margin available to call centre staff subject to them hitting
predefined targets. CLIENT1 played a more active role than CLIENT3
or CLIENT2 seeking to motivate its supplier’s staff by providing oppor-
tunities for them to perform alternative tasks.

we use them beyond the telephone as promotional staff – they know the
product . . . . Gives them variety and a break from the phone while still
getting paid. CLIENT1-HCM
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SUPPLIER2 suggested that recruitment is difficult and all suppliers
invest considerable time and resources in the selection process.

six interviews . . . and select based on skills, charisma and likelihood of
staying. SUPPLIER2-DBD

Overall, the cases provide support for Proposition 7. While illustrating
alternative approaches they also highlight the difficulties suppliers face.
An additional focus on recruitment to ensure a ready supply of staff
appears to be required.

Proposition 8: Suppliers must have the ability to regard end users
as customers, understand what good service represents and
deliver it

While CLIENT1 and CLIENT2 have a focus on high levels of customer
service CLIENT3 was more focused on efficiency, subject to delivering a
minimum level of service. CLIENT1 and CLIENT2 thought it impor-
tant that suppliers replicated their organisational culture. Various steps
are taken by suppliers to ensure this. SUPPLIER2, for example, has a
process to instil a client’s culture in its staff while SUPPLIER1 focuses
on promoting staff within, rather than across, client silos, for example,
from being a customer representative for CLIENT1 to being a team
leader for them.

Table 12.5 Core capabilities sought from BPO suppliers of call centre service

People Recruit and motivate staff

Service Demonstrably deliver the client’s desired level of service to
customers

Process Improve call centre-related processes
Technology Evolve call centre-related technology
Implementation Establish and maintain multilevel client relationships
Business
sustainability

Maintain a viable business over time
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work with the client to spell out their culture. often difficult to know what
it is especially where it is represented by a person. We sit down with them
and determine what it means and then instil it into activities, behaviours
and quality. SUPPLIER2-DBD

we have workshops over two days with our trainers where we tell them
about who we are, our values and the importance of the customer
experience, what we want and how we measure it. It is very experiential
with mystery shopping where we call up inhouse and competitors and see
how what we want differs from what they are doing. CLIENT2-GMM

SUPPLIER1 and SUPPLIER2 also stated that they tried to recruit staff
with characteristics that reflected the culture of their clients.9

All of the suppliers suggested that the collection and communication of
performance data were key to ensuring a customer focus to their operations.

we have continuous process improvement for each contract and manage
via statistical control across multiple KPIs. SUPPLIER2-DBD

Support is provided for Proposition 8 with an emphasis on customer
service that reflects the client. Suppliers also focus on measuring satisfac-
tion and performance to demonstrate this. It should be noted that the
level of customer service sought may vary across clients.

Proposition 9: Suppliers must have the ability to improve existing
business processes within client companies

With the exception of technical help desk services, the ability to improve
existing business-specific processes appeared a minor consideration for all
clients.

we have an internal team that writes all processes and procedures and
regularly audit suppliers to make sure that they are up to date in the ones
they are using. CLIENT2-CD

9By contrast, SUPPLIER3 and CLIENT3 were focused on changing the organisational culture.
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CLIENT3 also suggested that it is unrealistic to expect a BPO provider
to be able to improve a problematic process.

we expected outsourcing to solve problems in the past . . . but you have to
know what you want and how to do it . . . [in one case] problems were
exacerbated by having a third party and we ended up bringing it back in
house. CLIENT3-MCS

Of more importance to clients was the ability of suppliers to operate and
continually improve a call centre, that is, how calls are handled. This was
recognised by suppliers.

[CLIENT1] understand their own business and have their own highly
defined call management processes as specified in their tender documents
. . . we look at what they do and see if we believe there are opportunities
for realising gains based on our experience and best practice by tweaking
processes or technology . . . and we make sure that we build the ability to
change those things into the contract. SUPPLIER1-GMS

SUPPLIER2 also suggested that for the best results clients needed to
recognise that they were the experts in running call centres and avoid
micromanagement.

makes it difficult . . . client knows best . . . give us the freedom to do out
job . . . increased sales when changed and allowed to do it our way.
SUPPLIER2-DBD

The cases suggest an amendment to Proposition 9 restricting it to call
centre-related processes. Clients are seen as the source of industry or
business-specific process expertise.

Proposition 10: Suppliers must have the ability to provide a
technology platform that is core to the service delivered

SUPPLIER1 and SUPPLIER3 make use of their client’s core business
technology while providing the delivery technology to operate a call
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centre, including telecommunications switches, call routers, reporting
software.

we provide the core technology . . . billing, activation . . . . CLIENT3-
SRM
we use the same [client provided, credit card application] software that
customers do when applying in via the web. SUPPLIER1-GSM

There are often gaps in the client’s technology . . . they often have
good activity systems but poor management systems, lacking knowl-
edge management or workflow so we apply our own tools.
SUPPLIER3-BDM

CLIENT1 andCLIENT2 expect their suppliers to continually upgrade their
technology migrating to lower cost platforms – automated and database-
driven response systems, for example. CLIENT1 cited their transition of
business from one supplier to another because the incumbent, while effective
at providing the service based on the existing technology platform, had not
sought to develop or update it at all. SUPPLIER2 suggested through that the
ability to move to more cost-effective technology was influenced by a
combination of the nature of the activity and customer sophistication.

Multiple channels available – speech recognition, IVR, agents, website,
fax, email – are customers ready to handle? SUPPLIER2-DBD

Similarly to Proposition 9, clients are seen as the primary source of business
or industry-specific technology. As such, Proposition 10 should be
restricted to the operation and evolution of call centre-related technology.

Proposition 11: Suppliers must have the ability to develop an
effective working environment that reinforces the distinctiveness
of the provider

SUPPLIER1 and SUPPLIER3 suggested that it was important for the
environment to reflect and reinforce who the client was. Clients however
did not support this perspective. Location was seen as important by all
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suppliers – from the perspective of availability of, and accessibility for,
labour. SUPPLIER1 though accepted that some of their locations were
less than ideal.

we are gradually moving to new locations . . . this building was not
designed to be a call centre, there are not enough lifts and we are on
the wrong train line for staff to come in from the West. SUPPLIER1-
GMS

City locations were seen as providing a large labour pool but with high
costs and retention difficulties while in country locations staff were
viewed as easier to retain but less career oriented and motivated.

Sydney is competitive and staff churn . . . partly because inhouse centres
pay more than outsourced ones. SUPPLIER2-DBD

in the country staff stay but they are not motivated to move [i.e. be
promoted]. SUPPLIER1-CSM

Only CLIENT2 viewed proximity to their supplier as important.

[being located in the same building] gives us a heads up of issues in the
marketplace because of proximity. CLIENT2-GMM

being there doesn’t tell you that much . . . we get feedback through
customer mystery shopping. CLIENT3-SRM

The cases suggest that environment is not important from a client’s
perspective. Ensuring access to labour emerged as the most important
environment-related issue, though this may perhaps best be subsumed
within the recruitment aspect of the people capability.

Proposition 12: Suppliers must have expertise in procurement
and an ability to leverage aggregate purchasing power

With regard to cost savings, sourcing expertise was not generally seen as
important by clients or suppliers.
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small end – 60–100 seats – get the benefits of scale. Client Z have scale
themselves. SUPPLIER3-BDM

According to CLIENT2 and SUPPLIER2, however, clients could ben-
efit from suppliers’ knowledge regarding what technology was available
and appropriate.

No support was provided for Proposition 12.

Proposition 13: Suppliers must have the ability to implement a
BPO initiative and deliver it over time

The ability to successfully implement and manage a BPO initiative was
seen as critical by clients and suppliers. For SUPPLIER1 and
SUPPLIER3, the approach was largely consistent with the establishment
of multiple levels of communication with their clients encompassing
contacts at director, operational (day-to-day) and relationship level.
CLIENT1 and CLIENT3 had also established their own dedicated
internal role with responsibility for managing outsourced services,
though this was at an overarching, rather than individual supplier, level.

miscommunication can impact the relationship so we have multiple levels
of interaction to try and mitigate the impact and seek to manage through
the client. SUPPLIER1-GMS
need close relationships as open and upfront as possible. We prefer warts
and all, to know problems rather than not – can then address. CLIENT3-
MCS

There was more limited communication between CLIENT2 and
SUPPLIER2 – and there was some disagreement as to why this was the case:

horses for courses . . . a thinner structure reflecting their price orientation.
SUPPLIER2-DBD

its not rocket science we do not need to speak everyday. CLIENT2-GMM
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Where management oversight of BPO sat in the client organisational
hierarchy varied – for example, mid-tier in CLIENT3, more senior in
CLIENT2. All suppliers use dedicated implementation teams – though
only in the case of SUPPLIER1 and SUPPLIER2 did some members of
that team also acquire responsibility for the operation of the call centre
once it was up and running.

SUPPLIER1 suggested that effective relationship management
requires competency on both the supplier and client side. CLIENT2
mirrored such comments recognising that each contract with
SUPPLIER2 was drawn up afresh with content heavily dependent
upon who in their legal team worked on it.

we have no concept of consistency regarding service levels for example.
CLIENT2-CD

Proposition 13 was supported with effective communication and the
development of close working relationships seen as key to successful
service delivery.

Proposition 14: Suppliers must have the ability to maintain a
viable business over time

All clients suggested that they wanted an experienced supplier with a
successful track record.

it is expensive to change . . . we don’t want a failure. CLIENT2-CD

Open-book accounting was the standard approach suppliers took to
achieve and demonstrate a fair and sustainable price. It was required
by CLIENT1. SUPPLIER3 went further posting profit and loss
accounts for individual clients within call centres so staff, and clients,
could see how they were performing. Suppliers though suggested that
clients often focused on getting the absolute lowest price. SUPPLIER1,
for example, suggested that CLIENT1 had moved to shorter term
contracts and to price them so that it was questionable to whether
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they were commercially viable. SUPPLIER3 also suggested that
CLIENT3 ‘wields a big stick’.

To try and ensure the long-term viability of their businesses all of the
suppliers looked to establish long-term contracts with clients.

It would appear that the validity of Proposition 14 is recognised.
However, suppliers claim that the actions of clients may undermine it.

From a capability perspective, the research suggests that while there is
some variation between individual clients, there is considerable consen-
sus regarding the capabilities sought from suppliers. Fortunately, this is
also largely in line with what suppliers think clients expect from them. A
clear area of difference between suppliers and clients though relates to
the working environment. Clients appear much less interested in it than
suppliers expect them to be.10

The capabilities identified map reasonably well to the list proposed
as a synthesis of the work of Feeny et al. (2003, 2005). They do
however suggest some refinements. For example, there is a clear need
for suppliers to be able to measure and report on the levels of service
they provide. With regard to process and technology, there also
appears to be a distinction between business activity-specific capabil-
ities and those associated with operating call centres. The former
relate to what should be done and the latter to how it should be
delivered. It is in the call centre space that clients seek proficiency
from providers.

The cases also suggest that capabilities related to sourcing may not be
a widespread requirement. Furthermore, there is some evidence that the
ability of suppliers to fully apply their capabilities is affected by the
clients themselves – for example, if they seek to micromanage.
Table 12.5 summarises the core capabilities identified with refined
descriptors.

10 It might be interesting to determine whether this is because the working environment is largely
irrelevant or whether clients take it for granted.
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Implications, Limitations and Future Research

Synthesising and extending existing work in the IT and BPO domains,
an approach was proposed to apply multiple theoretical perspectives to
better understand the BPO decision. Subsequent empirical work sug-
gested that greater insight into the why and what of outsourcing is
indeed achieved than could be realised through the use of a single
perspective. Organisations also appear to have broadly similar objectives
and considerations when outsourcing, suggesting that it is a useful
objective to seek to develop a decision-making guide rather than having
to treat each BPO decision as unique. There appears, however, to be a
more complex interaction between the perspectives than anticipated. At
the outset, for example, it was thought that transaction cost theory
would supply the underlying rationale, that IT reduces the transaction
costs associated with using external suppliers promoting BPO. The role
of the other perspectives was thought to be to explain the nature and
limits of that BPO; specifically that

• BPO will be restricted to non-core activities;
• organisations will seek to minimise supplier dependency;
• BPO is shaped by the institutional context;
• organisations will ensure BPO does not negatively impact their value

system position.

While the first two influences were as expected, the research suggests that
an organisation’s institutional system, and in particular changes to it
such as deregulation, may also play a role in providing the initial
motivation to outsource. As such, the possibility emerges that IT-
enabled reductions in transaction costs are a necessary, but not necessa-
rily sufficient, condition for BPO.11 There needs to be some stimulus to
cause organisations to act. Organisations also appear to pay less attention

11The cases thus appear to lend support to the aside of Dibbern et al. (2004) that the why and
what of outsourcing are interdependent.
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to the impact of BPO on their position in the industry value system than
was expected.

The research also suggests that it may be valuable for organisations to
consider the consequences of outsourcing over the long term. There is
some evidence to suggest that BPO may, over time, reduce the ability of
organisations to differentiate themselves and that the ability to manage
supplier dependency may be reduced as more activities are outsourced.

Turning to the capabilities sought of suppliers, the research suggests
that there are some common requirements across clients (and that
suppliers, as well as clients, recognise those requirements in most
cases). A number of the capabilities identified by Feeny et al. (2003,
2005), however, are questioned and a narrower set proposed.
Reassuringly, a capability regarding technology remains providing addi-
tional support for positioning of IT as a key force driving BPO.
Similarly, the close communication associated with implementation
can be seen as contributing to the management of supplier dependency
by ensuring clients are cognisant of the plans and actions of their
suppliers (Sheffi 2005). Additional research is required to test the set
of capabilities identified to determine if it is robust and further elaborate
on the details of the capabilities. It would also be of value to investigate
whether the lack of any industry-specific process or technology expertise,
exemplified here by the split between business-specific and call centre
processes, holds for other types of generic BPO.

A weakness of the research is that it is focused on one BPO activity, call
centres, in one location, Australia. In addition, it has considered only large
suppliers and clients in the private sector. More extensive empirical work
across a broader range of organisations is needed to determine whether the
findings can be generalised. It is possible, for example, that the factors
influencing BPO may differ significantly between the private and public
sectors. It may also be the case that the perspectives adopted may not be
sufficiently comprehensive. It might be valuable, for example, to also
consider the influence of an organisation’s internal context. The research
as it stands has also accepted one dimensional, unquantified, assessments of
the capabilities and the success of the outsourcing initiatives. It would be
useful to combine a comprehensive satisfaction instrument (such as that
used by Sengupta and Zviran 1997 or Jiang et al. 2002) with quantified
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measures of each capability to investigate in greater detail the principal
relationships that exist. Finally, and returning to the research of Dibbern
et al. (2004), work also remains to be done in understanding the process
through which BPO is implemented successfully – the how. How, for
example, are relationships best developed? It is likely that multiple
approaches are possible and research that provides a greater understanding
of the options would be of great value to practitioners.
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Introduction

Offshoring has emerged as a major trend in management in recent years
(Farrell 2005; Lampel and Bhalla 2008) though its roots lie in the
mercantilism and imperialism of the seventeenth century. The East
India Company first established its own factories in India, recognizing
the cost-effectiveness, flexibility and viability of having a company foot-
hold in the targeted trade country.1 The idea of establishing company-
owned factories in host countries quickly swept commercial trade endea-
vours and expanded to such industries as sugar and rum processing and
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trade. In the modern day, this has become more visible since US multi-
nationals began to offshore labour-intensive manufacturing processes to
low-cost developing countries, such as Mexico and Panama (Carmel and
Tija 2005).

One significant new development within the concept of offshoring
began in the mid-1990s. Companies such as Xerox, General Electric
and AmericanExpress set up offshore facilities, also known as captive
centres (Levina 2006), to carry out enterprise-wide services, such as
converting data from one medium to another (e.g. converting paper
documents to digital data in corporate databases) (Aron 2002). Since
then, significant technological developments, such as telecom band-
width, satellite technology and the Internet, have eliminated distance
issues, enabling information to be sent around the world in seconds
at marginal costs. Indeed, in The World Is Flat, Thomas Friedman
describes how a Web-enabled global playing field has been created as
a result of the convergence of 10 flattening factors, among them the
introduction of search engines and work-flow applications and the
growing tendency to outsource and offshore work (Friedman 2005).
Following these developments, information technology requirements,
such as software maintenance and development, back-office opera-
tions and Research and Development (R&D), could be carried out
at lower costs in countries such as Israel, Singapore, India, the
Philippines and China (Bierce et al. 2004; Carmel and Tija 2005).
Indeed, in late 2010, nearly 500 captive centres had been established
by large multinationals in 34 countries representing an economic
value of $12.3 billion and employing over 440,000 professionals.2

Setting up a captive unit in an offshore location is not free from
challenges and involves more than simply hiring employees, renting
a building and installing hardware. In fact, past research has sug-
gested that over 60% of offshore captive centres do not meet their
financial objectives (Apte et al. 2007). Indeed, considering the com-
petitive nature of the offshoring market, many parent firms struggle
with ever increasing costs, employee attrition, the lack of integration

2 http://www.nasscom.in/Nasscom/templates/NormalPage.aspx?id=60669.
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with the firm’s operations and strategies and lack of management
support (Oshri et al. 2009a).

Some experts suggest that the nature and purpose of captive centres
must transform for them to be successful; for example WNS, a captive
centre located in India previously owned by British Airways, has trans-
formed itself from a captive centre that provides services to its parent
firm to a larger centre that now provides services to international
customers as well.3 At the same time, small-sized captive centres are
hard to maintain because they offer little long-term career growth to
employees, resulting in high attrition levels (Oshri 2011). Such effects
on both the growth and survival of captive centres have led firms in
recent years to explore a wider range of strategic options that offer either
a lifeline or an exit strategy (Oshri et al. 2008).

In parallel to these important developments in the offshoring sector,
research has taken interest in understanding the offshoring phenomenon
and its drivers (e.g. Rottman and Lacity 2006; Contractor et al. 2010;
Lacity et al. 2010). One of the areas that gained much attention relates
to the factors affecting country attractiveness for offshoring. In this
stream of studies, several factors were discovered to affect country
attractiveness for offshoring such as the supply of talent, low-cost work-
force, quality of the infrastructure and government policies promoting
foreign direct investment (FDI) (Joshi and Mudigonda 2008; Kotlarsky
and Oshri 2008). In shaping research around the resources a country can
offer as the source of attractiveness for offshoring investments, the extant
literature has mainly been interested in understanding the supply side of
offshoring while shedding little light on how the offshoring sector has
responded to such propositions (Gospel and Sako 2010). In this regard,
while the body of knowledge about offshoring has significantly grown in
recent years, we still know very little about the changes that the offshore
captive centre sector has gone through in modern times. Such a quest is
in particular relevant in light of recent studies that suggest that captive
centre models have changed from solely providing services to the parent

3 http://articles.economictimes.indiatimes.com/2006-07-27/news/27439112_1_wns-global-ser
vices-wns-holdings-trinity-partners.
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firm to multiple forms in which (i) the captive has been providing
services to external clients, (ii) outsources tasks to local vendors or
even (iii) being divested to a local firm (Oshri 2011). Considering
these strategic changes, one could argue that from a historical viewpoint,
it is imperative to understand how the captive sector has changed over
time in terms of functions offshored, to which country and through
which captive centre model. However, there can also be an argument to
understand whether such changes in captive investments can be
explained vis-à-vis existing country selection frameworks (Carmel and
Tija 2005; Farrell 2006; Joshi and Mudigonda 2008) that have tradi-
tionally focused on assessing country attractiveness separate from strate-
gic changes in the destiny of the captive centre and the actual
investments made by the multinational.

To address this gap, this paper examines investments made by
Fortune 250 global firms regarding their captive centres between 1985
and 2010 within the context that shaped their offshoring decision. We
review the development of the captive sector by considering the envir-
onmental factors that shaped changes in the way multinationals made
decisions about their captive investments. By examining 25 years of
captive centre investments, this study seeks to extend our understanding
about the interactions between the supply and demand sides in offshore
captive decisions as well as to assess whether extant country selection
frameworks provide an explanation for changes in multinational captive
investments over the years.

The remainder of the paper is structured as follows. Following this
introduction, we review the literature on captive centre models and
country selection frameworks. The subsequent sections provide a histor-
ical review and analysis of the offshore captive centre sector between
1985 and 2010. We divide the analysis into four phases, each represent-
ing a significant change in the offshore captive centre’s historical trajec-
tory. Further, the historical review and analysis provides a detailed
account of the captive centre models, function offshored and location
chosen by the Fortune 250 global firms. We conclude the paper by
examining the forces that shaped changes in the historical trajectory of
the offshore captive centre sector.
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A Review of Strategic Captive Centre Models

While offshoring has attracted the attention of academics since the
middle of the 1980s, the concept of captive centres has not been studied
until recently (Aron and Singh 2005). Indeed, recent years have wit-
nessed growth in the number of academic publications that refer to the
captive centre as one of the sourcing models (Aron and Singh 2005;
Carmel and Tija 2005). Yet, such studies on captive centres tended to
treat this sourcing model as a single dimension option in which the focus
of research is whether to offshore using a third-party service provider or
set up a wholly owned captive centre (Aron and Singh 2005; Levina
2006). It is only recently that evidence has emerged that while most
captive centres are set up to provide services for the parent firms, many
of them change their destiny over time and pursue various growth and
development strategies (Oshri et al. 2008). Indeed, a recent study has
considered four fundamental offshore captive centre models (Oshri et al.
2008; Oshri 2011). The first is basic captive centre, which provides
services to the parent firm only; the second is shared captive centre,
which provides services to both parent firm and external clients; the
third is hybrid captive, which provides core business process services to
the parent firm but outsources non-core processes to a third-party service
provider and the fourth is divested captive, which represents a divesture
of part or the entire offshore captive centre (Oshri et al. 2008). Each
offshore captive centre model represents a strategic choice for the parent
firm regarding the value created by the offshore captive centre as well as
the value created for the parent firm, the offshore captive centre and its
extended network.

Table 13.1 describes the four types of captive centres and the value
each type may bring to the parent firm.

Captive centre models are by no means constant and long lasting.
They change as firms attempt to align their offshoring strategy with
changes in the environment, in particular with regard to the benefits that
the offshore location is offering as compared with alternative locations.
Thus, the development of the captive centre sector depends on the
parent firm’s ability to first properly select the offshore location, and if
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needed, re-adjust its initial decision subject to changes in the offshore
location or the alternatives (Doh et al. 2009).

A Review of Country Selection Frameworks

Many countries are now competing for a share of the growing offshore
services market. Alongside such jostling, several frameworks have been
proposed by academics and practitioners attempting to explain the
factors that shape country attractiveness for offshoring services. Indeed,
past research has identified a number of factors affecting offshoring

Table 13.1 Captive centres models and their value proposition

Captive
centre
model Definition Value for the parent firm

Basic
captive

Provides service to the parent
firm

Maintains control over opera-
tions, ensures service quality
and benefits from low-cost
economies

Hybrid
captive

Provides service of core pro-
cesses to the parent firm while
outsourcing non-core pro-
cesses to a third-party provider

In addition to the basic captive
value propositions, hybrid
captive improves operational
efficiencies through the out-
sourcing of non-core activities
to a third-party vendor

Shared
captive

Provides services to both parent
firm and external clients

Improves parent firm’s market
share through the acquisition
of external clients. Speeds up
learning regarding market and
product demand and better
positioned to address local
needs

Divested
captive

The divestment of either part or
entire offshore captive centre

Improves the parent firm’s abil-
ity to manage risk of offshore
and near-shore assets.
Alternatively, if the captive
centre is successful, improves
the firm’s return on offshore
and near-shore investments
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decisions such as cost (Carmel and Tija 2005), the pool of skills
available in the offshore location (Farrell 2006), government support
and living environment (Carmel and Tija 2005), the attractiveness of
the local market (Farrell 2006) and the risk profile of the offshore
location (Doh et al. 2009). Factors affecting the attractiveness of a
location for offshoring services have been incorporated into various
selection frameworks in order to guide managers in their offshoring
decisions (e.g. A.T. Kearney 2004; Carmel and Tija 2005). While
such country selection frameworks have been helpful in guiding firms
regarding their offshoring decisions, they have suffered from two limita-
tions. First, selection frameworks consider the supply side in the off-
shoring decision, for example the offering of offshoring locations
(Gospel and Sako 2010) failing to incorporate in their analysis aspects
relating to the strategic investment and later change in the initial
investment made by multinationals over the years. As a result, extant
country selection frameworks have evolved as a supply-driven list of
factors that endow little attention to the changes in the strategic off-
shoring decision that multinationals pursue over time or to their selec-
tivity regarding which functions should be offshored to which location
(Contractor et al. 2010; Gospel and Sako 2010). Second, most country
selection frameworks do not consider the possibility of multinationals
changing their offshoring decisions over time. Further, such frameworks
shy away from examining changes in offshore captive investments as part
of understanding offshoring decisions. In this regard, existing country
selection frameworks are rather static in nature, providing a snap-shot
image of the attractiveness of a location for the initial offshoring deci-
sion. Yet, with mounting evidence that multinationals tend to change
their initial offshoring decision by either terminating their captive
investment, bringing back offshored function to an onshore location,
migrating a captive to a different offshore location, divesting part of the
captive or even changing the strategic destiny of the captive, a rather
dynamic framework is needed, in which a multinational can reconsider
its offshore captive investment over time based on the strategic impor-
tance of its offshore unit and the alternatives. A study by Joshi and
Mudigonda (2008), an exception within the rather broad offering of
country selection frameworks, has incorporated into the primary
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country attractiveness factors both inhibiting and facilitating factors.
The authors describe facilitating factors as those that ‘support conveni-
ent initial entry, smooth transition, and efficient, trouble-free delivery of
services from the offshore location’ (p. 217) while inhibiting factors are
‘responsible for the slow take-off of offshoring, despite some of the
advantages that it may offer’ (p. 216). While the inhibiting and facil-
itating factors improve our understanding regarding the dynamics of
offshoring attractiveness, in particular with regard to why a specific
location may become either more or less attractive for offshoring over
time, we still lack the analysis and tools under which change in offshore
captive investment can be explored by multinationals. To contribute to
this gap, this paper examines the history of captive centre investments of
Fortune 250 global firms by considering the nature of the strategic
investment in the captive centre, the location and function offshored.
We explore offshore captive investments vis-à-vis the supply factors that
shaped the development of this sector. Data were collected from sec-
ondary sources available in the professional media about offshoring
investments.4 The researchers sought for relevant information about
the 2010 Fortune 250 global firms.5 In order to identify the initial
investment in an offshore captive centre, the researchers searched for
information about investments made by Fortune 250 global firms
between 1985 and 2010 using specific keywords such as captive cen-
tre/center, offshore/offshoring, shared service centre/center, information
technology outsourcing (ITO), and business process outsourcing
(BPO). Information about new captive centre set ups and changes
made in captive centres in the following years were sought in particular
with regard to location, function offshored and the captive model. The
information collected on each captive centre was then populated into an
Excel spreadsheet that served as the database for both the narrative and
computed results presented below.

4 For example: Forrester Market research, CIO Magazine, Outsourcing Institute, National
Outsourcing Association, NASSCOM, Everest Research Institute, The Hindu Business Line,
Offshore Magazine, Computer Weekly and others.
5 List of Global 250 global firms in 2010 can be found on the following link: http://money.cnn.
com/magazines/fortune/global500/2010/.
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Phase 1: 1985–1997

If a foreign country can supply us with a commodity cheaper than we
ourselves can make it, better buy it off them with some part of the produce
of our own industry employed in a way in which we have some
advantage.6

It is believed that Texas Instruments’ R&D centre, set up in 1985, was
the first multinational with a captive centre in India.7 After Texas
Instruments’ move into India, it took several years for additional large
multinationals to consider their offshoring strategy. Only in 1992,
Deutsche Bank and Citigroup set up captive centres in India.
Deutsche Bank’s captive focused on providing IT and business process
services to the parent firm with the intention of reducing its onshore
costs.8 Citigroup on the other hand set up six captive centres that
provided IT, finance and accounting, and customer support services to
both the parent firm and external clients from facilities in Chennai,
Mumbai, Delhi, Bangalore, Hyderabad and Kolkata.9

Samsung, the South Korean multinational, was the fourth large
multinational to set up a captive centre in 1993. Samsung’s captive
centre, located in Moscow (Russia), provided R&D services to the
parent firm.10 The captive was set up as a hybrid captive collaborating
with local governmental and academic research organizations.

In 1995, IBM, the well-known US-based multinational, set up a
captive centre in China.11 The captive centre provided R&D services
to the parent firm. The French bank Societé Generale set up a shared
captive in Dublin (Ireland) to carry out financial activities for both the

6 Adam Smith’s ‘The Wealth of Nations’ in 1776.
7 http://www.ti.com/ww/in/company_info.html.
8 http://www.computerweekly.com/Articles/2007/11/08/227955/Deutsche-Bank-outsources-to-
HCL-Technologies.htm.
9 http://www.copc.com/media/pdf-case-studies/COPC001_Citigroup_CaseStudy_03.pdf.
10 http://www.research.samsung.ru/srcinfo/srcprofil-history.html.
11 http://www-31.ibm.com/cn/crl/en/.
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parent firm and external clients.12 LG opened a shared captive centre in
Russia providing IT services,13 while United Technologies set up a basic
captive in India for a similar line of services.14

In 1996, Exxon Mobile set up a basic captive in India to provide IT
support and customer services.15 Daimler, the German conglomerate,
also set up a basic captive centre in India to provide IT support and
R&D services to the parent firm.16 Samsung added another hybrid
captive to provide R&D services, this time from India,17 while HSBC
opened its first captive centre, a basic type, in India to provide the firm
with IT, finance and accounts, and customer support services.18

Panasonic, the Japanese multinational, set up in Singapore an R&D
centre, which worked with local providers.19

In 1997, General Electric set up its first captive centre in India, now
known as the largest BPO company, Genpact.20 The captive was set up as a
basic type providing IT and finance services to General Electric. Hewlett-
Packard set up an R&D centre in Israel21 and Honda Motors set up an
R&D centre in Brazil.22 LG established a hybrid captive centre in Russia to
provide IT support and R&D services, closely working with local provi-
ders.23 Unilever set up its first R&D centre in India, forming

12 http://www.captive.com/showcase/dublin.html.
13 http://www.intsoft.spb.ru/article-An-interview-with-Yuri-Leethe-head-of-LG-Soft-Lab-a-St-
Petersburg-based-branch-of-LGElectronics.html.
14 http://www.netpicker.net/ButdespiteitspopularitysuIndi.html; http://www.cio.com/article/
31928/Inside_Outsourcing_In_India.
15 http://www.exxonmobil.com/AP-English/about_where_india.aspx.
16 http://www.mercedes-benz.co.in/content/india/mpc/mpc_india_website/enng/home_mpc/pas
sengercars/home/passengercars_world/Our_Presence_in_India/1.html.
17 http://www.samsungindiasoft.com/default.asp?page=india.
18 http://www.businessweek.com/magazine/content/06_05/b3969426.htm.
19 http://www.psl.panasonic.com.sg/.
20 http://www.genpact.com/home/aboutgenpact.aspx; http://www.atimes.com/atimes/South_
Asia/FK12Df03.html.
21 http://www.hpl.hp.com/israel/.
22 http://hondanews.com/channels/corporate-worldwide-operations/releases/south-america-opera
tions-overview.
23 http://www.intsoft.spb.ru/article-An-interview-with-Yuri-Leethe-head-of-LG-Soft-Lab-a-St-
Petersburg-based-branch-of-LGElectronics.html.
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collaborations and acquiring services from local firms.24 United
Technologies opened its second R&D centre, this time in China, which
provided services only to the parent firm.25 Shell opened its first captive
centre to provide IT and customer support services from Malaysia.26

Key Trends in Phase 1: The Rise of India

Fortune global 250 firms set up 21 captive centres between 1985
and 1997 (see Fig. 13.1). The vast majority of these multinationals
applied a basic captive model (see Fig. 13.2). Also, most of the
captive centres in Phase 1 provided either BPO or R&D services
to the parent firm. In terms of location, captive centres were estab-
lished during Phase 1 in eight countries and three continents, but
the vast majority of them were set up in India (see Fig. 13.3).
Indeed, in the 1980s and 1990s, India had just started becoming
attractive for offshoring (Metters and Verma 2007).

The rise of the IT service sector in India is also linked to the country’s
British colonial past, which resulted in the British Empire founding the
first universities and scientific institutes in India. These universities later
became the Indian Institutes of Technologies and the Indian Institute of
Management, now known for their quality graduates in the field of
engineering and general management. The leading position of India in
the captive sector is also attributed to the Indian government’s invest-
ment in education in the 1980s and the long-term development of
science and engineering (S&E) talent (Manning et al. 2008). At the
political and economic level, India experienced significant changes in the
1990s. Until 1991, a socialist economic philosophy prevailed in India,
which discouraged FDI in many sectors including the captive centre
sector. However, in July 1991, the Indian government introduced a

24 http://www.hul.co.in/careers-redesign/carreerschoices/researchanddevelopment/
OverviewofResearchCentres/?WT.LHNAV=Overview_of_Research_Centres.
25 http://www.thefreelibrary.com/UNITED+TECHNOLOGIES+-RESEARCH+CENTRE+TO
+BEGIN+COLLABORATIVE+R%26D+IN . . . -a016927550.
26 http://mrem.bernama.com/viewsm.php?idm=2421.
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series of reforms that liberalized trade and foreign investments across the
economy (Metters and Verma 2007).

These changes in the Indian economy coincided with two events in
the global economy and IT industry. First, there was a growing concern
from multinationals that the so-called millennium bug would result in a
major disturbance to their operations and therefore solutions to this
matter and resources to deliver adequate solutions were sought beyond
firms’ boundaries, including in offshore locations such as India. Second,
following the ‘dot-com bubble’, the global economy entered a recession
period that pressed multinationals to seek new sources of efficiencies
(Nassimbeni and Sartor 2008). India, with its growing pool of talent at
low costs, had become very attractive to certain offshore activities, such
as IT services and customer support.

With the march of some of the largest multinationals to India, the
Indian government realized the importance of its telecommunications
sector. In 1994, the government privatized the telecommunications
sector in order to enable investment by private firms and thus support
the development of the IT sector. This deregulation resulted not only in
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Fig. 13.3 Number of captive set-ups per geographic location, 1985–1997

13 A Historical Review of the Information Technology . . . 467



innovations within the sector, such as increased bandwidth, but also in
higher competition that suppressed prices while improving the quality of
the service delivered (Dossani and Kenney 2007). Software technology
parks were created to host foreign firms and the Indian government
invested in developing infrastructures to support high-speed commu-
nication technologies. In addition, fiscal incentives were given to com-
panies using the software technology parks to attract investment
(Nassimbeni and Sartor 2008).

The arrival of multinationals to India led to a surge in the pursuit
of advanced technical degrees among the young generations to
improve their growth potential relative to their parents’ (Youngdahl
et al. 2010). This trend resulted in a skilled workforce, which in
turn reinforced the interest of multinationals in India. The stable
political climate, as well as the improving business climate, English
language proficiency, the pressure to find resources to solve the
Millennium Bug threat and the success of captive pioneers, such as
Texas Instruments, resulted in increased attention of executives to
the potential of India by 1997 (Oshri et al. 2009b).

Phase 2: 1998–2002

Came to India for costs, stayed for quality.27

The year 1998 marked the beginning of a new wave of setting up
offshore captives in India and in other locations. Further, during Phase
2, the range of services offshored to captive centres significantly
expanded. One of the reasons for this growth is attributed to the
‘General Electric Effect’, as its captive centre set up in 1997, attracted
the attention of both competitors and potential clients. Indeed, while
General Electric was not the first to open a captive centre in India, its
presence resulted in rising confidence in the offshore captive option
(Metters and Verma 2007).

27 The citation is found in an interview from McKinsey with the head of operations for Dell India.
Retrieved from http://www.mckinsey.com/clientservice/bto/pointofview/pdf/MoIT8_Dell_F.pdf.
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Eleven captives were set up in 199828 by large multinationals includ-
ing Chevron’s basic captive centre in the Philippines, which provided a
range of business processes and IT services, Hewlett-Packard’s basic
captive centre in the Czech Republic,29 IBM’s hybrid captive in
India30 and Procter and Gamble’s hybrid captive in China.31 In 1999,
six captive centres were established including Verizon’s basic captive in
the Philippines,32 another Procter and Gamble hybrid captive in the
Philippines33 and LG’s basic captive centre in Israel.34 In 2000, 13
captive centres were established by various multinationals, such as
Shell’s basic captive in Malaysia,35 AXA’s basic captive in India36 and
GE’s R&D centre in India.37 In this year, IBM set up a shared captive
centre in Slovakia that provided IT and finance and accounting ser-
vices.38 In 2001, 15 captive39 centres were set up consisting of 12 basic
captives and three hybrid captives. Among the multinationals that set up
basic captives in this year were Ford Motors and HSBC in India40 and
Toshiba in China.41 Hybrid captive centres were set up by Verizon42

28 The complete list of Fortune firms that set up captive centres during Phases 1–4 can be obtained
from the corresponding author upon request.
29 http://h10134.www1.hp.com/contacts/locations/czech/.
30 http://www-07.ibm.com/in/research/laboverview.html.
31 http://www.allbusiness.com/company-activities-management/company-structures-ownership/
10625962-1.html.
32 http://www.verizonbusiness.com/resources/newsletters/an-offshoring-checklist-improve-your-
chances-for-success_en_xg.pdf.
33 http://www.mb.com.ph/articles/265215/pg-s-manila-servicecentre-leads-way-business-technol
ogy-innovations.
34 http://www.lgtci.net/.
35 http://www.shell.com.my/home/content/mys/aboutshell/careers/other_opportunities/.
36 http://www.cbronline.com/companies/axa_business_services.
37 http://www.ge.com/in/company/jfwtc/index.html.
38 http://www-05.ibm.com/employment/sk/about/about_us.html.
39 http://techon.nikkeibp.co.jp/NEA/archive/200206/188420/.
40 http://www.hsbcglobalresourcing.com/country.aspx?gsc=GSC_HYD1.
41 http://techon.nikkeibp.co.jp/NEA/archive/200206/188420/.
42 http://www.computerworlduk.com/advice/outsourcing/827/using-service-providers-to-
improve-off-shoring/.
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and Nokia in India,43 and Panasonic in China.44 For the first time, a
multinational divested its captive centre. Deutsche Bank’s shared captive
centre, which was set up in 1992 in India to provide IT and BPO
services, was divested to HCL Technologies, which bought out a major-
ity stake.45 The growth trend of setting up captive centres continued in
2002 with 20 captives set-up around the globe. The dominating model
in 2002 was the basic captive centre with 15 new start-ups by various
multinationals such as HP in Poland,46 Samsung in India47 and
Citigroup in Chile.48 There were also four hybrid captives set-up in
this year, among them, HSBC’s hybrid captive in India49 and Dell’s in
Brazil.50 One shared captive was set up in 2002 by Vodafone in Egypt to
provide customer support services.51 Figure 13.4 presents the distribu-
tion of captive types during Phase 2.

During Phase 2 (1998–2002), a total of 66 captive centres were
established and one divested (see Fig. 13.4). They varied in terms of
the services that were offshored, with 28 captives established as R&D
centres, 17 providing various BPO services, 11 captives providing IT
services and 10 captives providing customer support (see Fig. 13.5).
Locations also expanded in Phase 2 in comparison to Phase 1. While
India was still the most attractive location for captive centres, with 21
new start-ups in Phase 2, China and Central-Eastern Europe (CEE)
emerged as contenders with 12 new captives in each location and 10 new
captives in South America (see Fig. 13.6).

43 http://techon.nikkeibp.co.jp/NEA/archive/200206/188420/.
44 http://panasonic.cn/prdcc/english/intro/index.html.
45 http://sip-trunking.tmcnet.com/news/2007/11/09/3084544.htm.
46 http://h10134.www1.hp.com/contacts/locations/poland/.
47 http://www.businesstrendsasia.com/index.php?cat=2:24:86 &art=624.
48 http://www.investchile.cl/rps_corfo_v57/OpenSite/Investchile/Publications/Publications/
carga/Chile,%20International%20Services%20Centres,%20Success%20Stories.pdf.
49 http://www.businessweek.com/magazine/content/06_05/b3969426.htm.
50 http://www.revistapesquisa.fapesp.br/%3Fart=1981&bd=1&pg=1&lg=en.
51 http://vis.vodafone.com.eg/CorporateProfile.aspx.
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Key Trends in Phase 2: The Hybrid Model and the Rise
of R&D Centres in China

We observe two key trends during Phase 2 (1998–2002). First, while the
basic captive model was still the dominating offshore captive sector in
Phase 2, we notice that compared with Phase 1, a larger number of
multinationals adopted the hybrid model when setting up an offshore
captive centre. The growth in the number of hybrid captives in Phase 2
suggests that multinationals sought to benefit from access to resources
available in the local market as well as to enable the captive centre to
specialize in its line of services while outsourcing non-core activities to
local vendors. This trend was supported by the growing maturity of the
captive sector. Indeed, during Phase 2, several captive centres gained the
highest capability maturity model level, a certificate that signals a high-
quality assurance process within the captive. This advancement in
process methodologies within some captive centres legitimized the cap-
tive option against the third-party outsourcing alternative. For example,
LG Soft India (LGSI), a subsidiary of LG Electronics (LGE) based in
Bangalore, India, received its CMM Level 5 and ISO 9001 certified
global software service provider in November 2001.52 With India’s
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Fig. 13.4 The number of captive set-ups per type, 1998–2002

52 www.lgsoftindia.com.
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deregulation and liberalization of its economy, multinationals also
found the conditions to invest more appealing than in the past.
Similarly, following China’s joining the World Trade Organization
in 2001, many of the regulations restricting FDI had been removed or
relaxed regarding certain sectors. Therefore, multinationals had the
freedom, in some sectors, to set up a wholly owned subsidiary without
having to enter a joint venture with a Chinese firm. Alongside the
deregulation regarding FDI, China invested in developing technologi-
cal competencies through the investment in higher education pro-
grammes, making China attractive for R&D captive centres. Further,
major investments in improving and expanding the talent pool led to
the increasing attractiveness of China. Between 1995 and 2003, for
example the number of first-year doctoral students in S&E in Chinese
universities increased six fold (Ernst 2006). Moreover, the quality of
education was improved by establishing partnerships with Western
universities. Last but not least, the ‘brain drain’, which countries
such as India and China suffered from for many decades, was replaced
by a ‘reverse brain drain’; individuals who left these countries to pursue
education and business opportunities abroad noticed the increasing
attractiveness of the home country and came back (Youngdahl et al.
2010).

BPO, 17

IT, 11

R&D, 28

CS,10

Fig. 13.5 The number of captive set-ups per function, 1998–2002
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The second trend observed in Phase 2 concerns the rise of R&D
centres and in particular in China. While India attracted more
captive centres than any other location, China, as a single country,
became more attractive for R&D activities. China attracted eight
R&D captives out of the total 23 R&D centres set up during Phase
2, more than India and any other region. Further, we observe that in
Phase 2, more captive centres were set up for R&D activities than
any other function.

While India and China were the most attractive countries for off-
shoring, CEE also attracted a large number of captive centres, 12 in
total, during Phase 2. In particular, Poland attracted five captive
centres in 1999 and 2000. One reason for this is that the Polish
government took initiatives to make the country attractive for FDI.
The Krakow Technology Park (KTP), for example an economic invest-
ment zone established in 1998, was set up to provide incentives in the
form of significant depreciation write-offs and tax exemptions. In
addition, the KTP hosted 15 higher education institutes and over
140 research centres to ensure an ongoing flow of talent to those
centres. HSBC is one of the companies that established a captive centre
in Krakow while HP and Siemens set up their captives in Warsaw,
Wroclaw and Lodz.
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America,10

Fig. 13.6 The number of captive set-ups per geographic location, 1998–2002
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Phase 3: 2003–2005

It has been said that arguing against globalization is like arguing against
the laws of gravity.53

Phase 3 is marked by the growth of the offshore captive sector. Thirty-
seven captive centres were established in 2003 by large multinationals such
as Shell’s Customer Centre in Chile,54 J.P. Morgan’s BPO in India55 and
the Royal Bank of Scotland’s IT captive in India.56 Of the 37 newly
established, 30 were set up as basic captive centres, 5 as hybrid captives and
2 as shared captives. Also, BPO and R&D were still the main functions
offshored to captive centres. Some captive centres established in 2003 were
divested or terminated later on, for example AXA’s basic captive, which
provided customer support services from India was divested in 200557;
Banco Santander’s basic captive centre that provided customer support
from India was terminated in 200658 and Unilever’s basic captive centre
providing BPO services from India was divested in 2006.59 In 2004, 43
captive centres were set up around the globe by multinationals. Among
these were Deutsche Telekom’s IT support centre in Russia; Arcelor
Mittal’s shared captive providing BPO services from South Africa60 and
Credit Suisse’s basic captive that provided BPO services from Singapore.61

Thirty of the newly established captives in 2004 were basic captives and
the remaining were hybrid and shared (nine and four, respectively). The

53Kofi Annan, Statement of the former Secretary General of the United Nations, during an
international conference of nongovernmental organizations in 2000. Retrieved from www.corp
watch.org/article.php?id=589.
54 http://www.investchile.cl/rps_corfo_v57/OpenSite/Investchile/Publications/Publications/
carga/Chile,%20International%20-Services%20Centres,%20Success%20Stories.pdf.
55 http://dqindia.ciol.com/content/DQTop20_2006/SASnBPO06/2006/206082843.asp.
56 http://www.naukri.com/gpw/rbs/home.htm.
57 http://www.atimes.com/atimes/South_Asia/HG14Df02.html.
58 http://www.thisismoney.co.uk/money/news/article-1594301/Abbey-closes-Indian-call-centres.
html.
59 http://www.computerworlduk.com/news/outsourcing/8424/unilever-sells-financial-shared-ser
vices-to-capgemini/.
60 http://www.arcelormittal.com/index.php?lang=en&page=730.
61 http://www.thefreelibrary.com/CSFB+Opens+Singapore+Services+Centre.-a0113162917.
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majority of the captives set-up in 2004 were providing BPO services (16).
The growth trend of setting up captives continued in 2005 with the
announcement of 58 new captives established around the world.
Volkswagen set up an R&D centre in China;62 Citigroup established a
basic captive providing BPO services from the Philippines63 and Tesco
opened a captive centre in India to provide IT services.64 Thirty-four of
the newly established units were basic captive centres and the remaining
were hybrid and shared. The functions offshored through captive centres
were still dominated by BPO services (22) and R&D centres (17). Two
GE captive centres were divested in 2005: a basic captive centre providing
BPO services, which was established in 1997 in India and a basic captive
centre providing BPO services, which was set up in China in 2000.

In total, 137 captive centres were set up and three were divested
during Phase 3 (see Fig. 13.7). The dominating functions offshored
through captive centres were still BPO and R&D with 53 and 36 new
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Fig. 13.7 The number of captive set-ups per type, 2003–2005

62 http://business.highbeam.com/436093/article-1G1-133002236/vw-group-founds-centre-lab-
china.
63 http://www.citibank.com/citi/global/phl.htm.
64 http://www.global-excellence.com/our-clients.php?page=tescoone.
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start-ups during this phase (see Fig. 13.8). There was also an additional
expansion of the number of locations to which work was offshored, in
which Asian countries (excluding China and India) accounted for 30
new captives in this period, while China and CEE maintained their
relative attractiveness in the market though India, indeed, was still the
most attractive location for offshoring in Phase 3 (see Fig. 13.9).

BPO, 53

IT, 20

R&D, 36

BPO
R&D
IT
CS

CS, 29

Fig. 13.8 The number of captive set-ups per function, 2003–2005
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Key Trends in Phase 3: The Expansion of Offshoring
Locations

Basic captive business models dominated the firms’ logic in Phase 3
(2003–2005). However, at the same time, multinationals expanded their
search for attractive offshore locations to set up captive centres in 26
countries (compared with 19 countries in Phase 2 and 11 in Phase 1).
Indeed, with the increase in the offshoring of BPO and R&D activities,
multinationals needed to seek new sources of talent (Rutherford and
Mobley 2005). In particular, US-based multinationals were pressed to
seek talent outside the USA as the government significantly reduced the
quota of H1B visas in 2003 (Lewin et al. 2009). The H1B visa is a non-
immigrant visa for temporary work that requires specialized knowledge
not readily available in the USA. This cutback in H1B visas combined
with the ‘reversed brain drain’ from the Western world to India, high
costs of domestic talent, the ageing of the population and the retirement
of baby boomers and the decline in number of S&E talent in the
Western world (Lewin and Couto 2007) drove multinationals to fill
critical positions outside the USA.

For example, Taiwan, which was not a destination for offshoring
through captive centres in Phase 1 and 2, attracted five R&D captive
centres in Phase 3 set up by Sony, Ford Motors, Dell, IBM and Fujitsu.
Taiwan had become an attractive location for offshored R&D activities
mainly because of government incentives to improve the business cli-
mate with the flow of engineering talent from Taiwanese universities.
Similarly, Panama set up the ‘Panama-Pacific Special Economic Area’ in
2001, which offered multinationals taxation benefits and discounted
international calls, having set up their call centres in this economic
area. However, government incentives to attract R&D investment did
not always work. For example, the Malaysia R&D Grant Scheme,
introduced in 1996,65 attracted only one multinational, Panasonic, to
open a hybrid R&D captive in the multimedia super corridor, despite a
massive media campaign and very generous benefits.

65 www/nitc.my/index.cfm?&menuid=28.
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While India maintained its leading position, rising costs deterred some
multinationals from setting up their captives in the country. In addition,
several countries becamemore attractive for offshoring as their governments
introduced incentives for FDI and their universities provided a healthy
supply of talent. For example, South Africa attracted three captive centres
while Romania and Sri Lanka attracted two captives each. Guatemala, El
Salvador and Thailand attracted one captive centre each. However, rising
costs in India did not always result in multinationals seeking alternative
countries for their captives. For example, Allianz, the German insurance
company, looked for alternatives within India to deal with cost pressures in
some ‘tier 1’ cities (e.g.Mumbai and Bangalore). Their alternative was a ‘tier
3’ city, called Trivandrum, in which they set up their captive centre in 2003.

China continued to maintain its position as an attractive offshoring
location in Phase 3, mainly attracting R&D centres. Improvements in
the number of Chinese firms qualifying for quality standards such as
CMM and ISO certifications increased in Phase 3. Further, ongoing
improvements in the education system, the introduction of English
lessons as part of the education system and the increase in the number
of graduates from Chinese universities caught the attention of multi-
nationals (A.T. Kearney 2007). As an ongoing trend from Phase 2,
multinationals mainly set up R&D captive centres in China, seeking
to benefit from low-cost talent as well as position their products for the
Chinese market (Crosman 2008). Hitachi, the Japanese electronics
giant, for example set up two R&D centres in China in order to access
the Chinese market and General Electric set up a basic R&D captive in
Shanghai to ensure its leading position in the region.

The ongoing growth in captive centres in CEE was attributed to the
rapid economic development in this region and to their accession to the
European Union. Countries such as Poland, the Czech Republic,
Hungary and Slovakia joined the European Union in 2004 while
Romania and Bulgaria followed in 2007.66 The data set indeed confirms
increased captive activity in these countries since 2004.

66 The information is obtained from the official website of the European Union. The data are
retrieved from http://europa.eu/abc/european_countries/eu_members/index_en.htm.
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Although the period between 2003 and 2005 can be characterized by
rapid growth in setting up captive centres, it also brought to light the
first signs of reservation to offshoring activities (Mordecai 2006). While
the public debate and demonstrations in the USA attracted the attention
of the media during the 2004 elections, some legislators took a clear
stand against offshoring. One of them, Senator John Kerry, promoted
legislation that required a mandatory notification by companies who
were moving jobs offshore. His activities also included the setting up of
the Call Center Consumer’s Right to Know Act in which representatives
initiating a call from a call centre outside the USA to individuals located
in the United States needed to disclose their physical location at the
beginning of each call. Another prevention measure was the United
States Workers Protection Act, introduced in 2004 and adopted in
several states, which required US firms to show a positive net gain in
jobs inside the state in order to qualify for tax preferences. At the same
time, penalties were imposed on firms that laid off employees in the USA
in order to create these jobs overseas. The government also restricted
trade with contractors and subcontractors, who were providing the
service from a site outside the USA (Mordecai 2006). Clearly, legislators
and part of the public in the USA were concerned with offshoring, and
some measures were introduced to reduce its impact on the job market.

Phase 4: 2006–2010

The concept of owning an offshore services unit may have outlived its
value for most companies.67

While 2005, the last year in Phase 3, witnessed the setting up of 57
new captive centres around the globe, Phase 4 started with only 30 new
captive set-ups. Indeed, Phase 4 is characterized by a major drop in new
start-ups of captives around the globe as well as with a dramatic rise in

67 Stephanie Overby, a business journalist commenting on the state of captive centres in CIO
Magazine, 30th June 2009: http://www.cio.com/article/496322/Outsourcing_The_Demise_of_
the_Offshore_Captive_Centre.
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the number of captive divestments in 2008. There was also an increase
in the number of shared captive set-ups in 2006 and 2007 in comparison
to previous years.

In 2006, multinationals set up 19 basic captives in 10 different coun-
tries. This included Deutsche Telekom setting up a customer service centre
in Slovakia,68 Johnson & Johnson’s BPO in the Czech Republic69 and
United Health Group’s BPO in India.70 Nine hybrid captives were set up
in 2006, which were predominantly focusing on R&D activities while 11
shared captives were mainly providing BPO services to multiple clients. In
this year, Unilever divested its 2003 BPO captive centre in India.71 In
2007, multinationals set up a total of 39 captive centres, nine captive
centres more than the previous year. Twenty-two new start-ups were basic
captives by firms such as Samsung’s R&D centre in Israel,72 the Royal
Bank of Scotland’s BPO in India73 and Nokia’s R&D centre in China.74

Six hybrid captives were set up in 2007 by firms such as Panasonic’s R&D
centre in Vietnam75 and Credit Suisse’s BPO in India.76 Eleven shared
captive centres were established in 2007 with Robert Bosch setting up four
BPOs in India,77 Romania78 and Argentina.79 Only one captive was
divested in 2007: Barclays’ BPO in India, which was established in
2004.80 In 2008, a total of 34 captives were established by large multi-
nationals. This is the second drop in the number of new established

68 http://www.t-systems.com/tsip/en/225332/locations/international/slovakia.
69 http://www.czechinvest.org/data/files/bss-764-de.pdf.
70 http://www.uhgi.com/products/businesses/india.html.
71 http://economictimes.indiatimes.com/articleshow/1967649.cms.
72 http://www.manufacturing.net/Samsung-Buys-TransChip.aspx.
73 http://articles.economictimes.indiatimes.com/2007-12-12/news/27669175_1_rbs-paul-abra
ham-dutch-bank.
74 http://www.v3.co.uk/v3-uk/news/1991305/nokia-siemens-expands-r-d-china.
75 http://panasonic.co.jp/corp/news/official.data/data.dir/en070405-8/en070405-8.html.
76 http://www.thehindubusinessline.com/todays-paper/article1652045.ece?ref=archive.
77 http://news.oneindia.in/2007/08/15/robert-bosch-india-to-investrs-250-cr.html.
78 http://www.romania-insider.com/bosch-to-expand-production-centre-in-blaj-romania-with-
eur-100-mln-investment/26458/#.
79 http://www.boschcommunicationcentre.com/content/language1/html/argentina.aspx.
80 http://bpotiger.com/2007/06/hdfcbarclays_selling_intelenet.html.
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captives since 2005. Further, in 2008, 19 captives were divested by large
multinationals. These included Citigroup’s BPO in India,81 Unilever’s
BPO in Brazil and Chile,82 Aviva’s BPO in India83 and Dell’s customer
service centre in El Salvador.84 Only four shared captives were established
in this year, by HP in Panama85 and IBM in India86 and Mexico.87 There
were 12 hybrid captives set-up in 2008 including Nestlé’s R&D centre in
China,88 Microsoft’s R&D centre in Israel89 and Siemens’ R&D centre in
Singapore.90 In 2009, 21 captives were established by large multinationals
around the globe. Thirteen of them were basic captives and the remaining
hybrid captives. No shared captives were established in this year. Also, only
four captives were divested in 2009: two AIG IT captives in India that were
set up in 2003,91 Siemens’ IT captive in India from 200492 and Sony’s
R&D centre in India from 2007.93 The year 2010 witnessed an increase in
the number of captive centre set-ups. In total, 33 captives were established
by large multinationals with 21 basic captives, six hybrids and six shared
captives. There was only one divestment of a captive by Target of its 2005
BPO in India.94

81 http://www.thaindian.com/newsportal/uncategorized/citi-sellsindian-it-arm-to-wipro-for-127-
mn_100134435.html.
82 http://www.computerworlduk.com/news/outsourcing/8424/unilever-sells-financial-shared-ser
vices-to-capgemini/.
83 http://www.dnaindia.com/money/report_you-ll-see-more-captive-bpo-units-being-sold_
1178761.
84 http://www.bloggingstocks.com/2008/10/21/dell-sells-900-personcall-centre-in-el-salvador/.
85 http://www.hp.com/hpinfo/newsroom/press/2007/071010b.html.
86 http://www.efytimes.com/e1/fullnews.asp?edid=21277.
87 http://www.redorbit.com/news/technology/1399494/ibm_opens_mexico_archiving_centre/.
88 http://www.redorbit.com/news/business/1595859/nestle_opens_new_rd_centre_in_beijing.
89 http://www.globes.co.il/serveen/globes/docview.asp?did=1000343640.
9 0 h t t p : / / s g . s i e m e n s . c o m / p r e s s / c o r p o r a t e / P a g e s / S i e m e n s O p e n s -
FirstCorporateRDCentreinSouthEastAsia.aspx.
91 http://www.cio.com/article/499483/HP_Subsidiary_Acquiring_AIG_s_Software_Operation_
in_India.
92 http://www.indiabusinessview.com/news/51/siemens-it-unit-sislsold-low-valuation.
93 http://articles.timesofindia.indiatimes.com/2009-11-20/chennai/28068006_1_sony-ericsson-
mobile-communications-r-d-facilityr-d-centres.
94 http://www.deccanherald.com/content/47333/wipro-buy-targetindia-centre.html.
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Phase 4 witnessed a major drop in the number of captive centre start-
ups, which made some commentators such as the business journalist
Stephanie Overby predict the demise of the offshore captive centre95 (see
Fig. 13.10). Indeed, the financial crisis in 2008 is strongly associated
with multinationals’ decisions to divest captive centres and on some
occasions delay additional FDIs. However, 2010 witnessed a slight
increase in the number of captive start-ups, which may indicate a
recovery in the captive sector. Further, Phase 4 also experienced an
ongoing expansion of offshoring locations in which, for the first time,
India and China together attracted less than 50% of the new established
captives (see Fig. 13.11). Central and Eastern Europe, in this regard,
emerged as a viable contender to China and as an alternative to India
(Fig. 13.12).

Basic
Divested
Shared
Hybrid

22

18
19

12
13

8

1

6 6

21

3
4

6

11

1

9

19

0

5

10

15

20

25

11

1

2006 2007 2008 2009 2010

Fig. 13.10 The number of captive set-ups per type, 2006–2010

95 http://www.cio.com/article/496322/Outsourcing_The_Demise_of_the_Offshore_Captive_
Centre.
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Key Trends in Phase 4: Slowdown in New Start-ups,
Captive Centre Sell-offs and the Rise of CEE

While the basic business model still dominated the captive sector, the
challenges multinationals faced during Phase 4 (2006–2010), induced
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by the global financial meltdown, brought to the fore the centrality of
the divested business model, in particular in 2008. However, it is evident
that the captive sector experienced a slowdown in terms of the number
of start-ups since 2006. In this regard, the slowdown in the captive
sector started prior to the global financial crisis. One key reason for this
trend is because third-party vendors in India scaled up their services by
improving operations as well as increasing the volume of transactions
performed offshore to offer client firms a viable alternative to the captive
centre option. This is particularly relevant in the case of BPO, as fewer
BPO captives were set up in Phase 4. For example, Aviva sold its Indian
BPO captive centres to WNS in 2008, stating that they saw the buyer as
a partner who ‘truly understands the insurance industry and has a tireless
commitment to process excellence and customer care’.96 In this regard, a
global service provider was perceived to be in a better position to retain
talent and offer employees career prospects that were not available within
the captive centre sector. Interestingly, the captive centre sector emerged
in the 1990s mainly because of the lack of credible third-party providers
to offer services in certain areas, such as BPO and customer service, and
indeed in less than two decades, some multinationals divested their
captive centres because of the availability of superior services from off-
shore service providers.

In terms of offshoring locations, the ongoing decline of India is
explained by the rising costs, high attrition levels, the appreciation of
the rupee (Crosman 2008) as well as the attractiveness of alternative
locations such as Eastern Europe, the rest of Asia, Africa and the Middle
East. Among the newcomer countries are Bangladesh, Jordan, Indonesia
and Qatar. For example, Qatar government’s investment in setting up
the Qatar Science & Technology Park attracted Shell to open an R&D
centre in the country. In this regard, government regulation and incen-
tive programmes play a major role in improving the attractiveness of the
country for offshoring.

96Cathryn Riley, Chief Operating Officer of Norwich Union Life, and Chairman, Aviva Global
Services, both business divisions of Aviva.http://ir.wns.com/phoenix.zhtml?c=200768&p=
irolnewsArticle&ID=1173750&highlight=.
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While evidence suggests that improvements in third-party offerings
have led to the decline in new captive start-ups and the ongoing
competition between countries for offshore work intensifies, the impact
of the financial crisis on the captive sector is also evident with the sell-off
of 19 captives in 2008 alone. We review the impact of the financial crisis
on the captive sector in the following section.

The Impact of the Global Recession on the Captive Centre
Sector

The year 2008 marked the beginning of the global financial crisis during
which significant changes were evident in terms of the offshoring business
models. First, in 2008, a record number of 19 captive centres were divested,
followed by four divestments in 2009. At the same time, in 2008, a drop in
the number of captives set-up, from 39 in 2007 to 34 in 2008, is evident,
followed by a major fall in 2009 to only 21 captive start-ups. Our analysis
suggests that the vast majority of divestures that took place in 2008 can be
attributed to the financial crisis (see Table 13.2). Table 13.2 provides
several examples of captive centres which were divested during Phase 4.

For example, Citigroup, a struggling financial institution during the
early years of the crisis, decided to opt for a third-party arrangement and
as a result sold six global service centres to TCS for $505 million. In the
acquisition contract, both parties agreed that TCS would provide services
for the bank for at least another 9 years in a contract that was worth about
$2.4 billion.97 In 2008, Citigroup also sold its four IT centres (CTS) to
Wipro for $127 million.98 Wipro agreed to provide technology infra-
structure services to Citigroup for 6 years worth over $500 million. In
2009, Siemens and AIG divested three captive centres mainly for cost and
restructuring reasons induced by unfavourable economic conditions.

While the captive sector suffered from a decline and an unprecedented
sell-off in 2008 and 2009, 2010 in fact witnessed a growth spurt with 33

97 http://www.tcs.com/news_events/press_releases/Pages/TCS-To-Acquire-Citigroup-Global-
Services.aspx.
98 http://www.rediff.com/money/2008/dec/23citigroup-sells-cts-towipro.htm.
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start-ups. Our observation is supported by research published by Evert
Research claiming that, as of the fourth quarter of 2009, captive start-ups
were in fact beginning to rebound (Goolsby 2010).

Trends in Phases 1–4: Captive Models,
Attractiveness of Locations and Functions
Offshored

The aim of this paper was to study changes in the captive centre sector in
order to understand the forces that shaped its growth between 1985 and
2010. Several trends have been identified based on the historical review

Table 13.2 Divested captive centres in 2008

Company

Amount
of
divested
captives Location(s) Sold to

Reasons as indicated in
press releases

Aviva 5 India/Sri
Lanka

WNS Global economic recession,
raise capital, capitalize on
experience of third-party
providers

Citigroup 10 India Wipro &
TCS

Global economic recession,
focus on core operations,
rising costs, to free up
capital, unrealistic expec-
tations, attempt to
recover from economic
downturn

Dell 1 El Salvador Stream
Global
Services
Inc.

Cut costs, increase effi-
ciency, improve quality

Prudential 1 India Capita Financial difficulties
Unilever 2 Chile/Brazil Capgemini Reduce complexity, cut

costs, increase efficiency,
extend expertise outside
own group, capitalize on
third-party providers
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and analysis of the four phases. First, while the basic captive model
dominated the captive centre sector, it is evident that the application of
this model has declined in Phase 4 (see Fig. 13.13) and the use of hybrid
and shared captive models has intensified in Phases 3 and 4. One reason
for this trend is that multinationals have gained imperative experience in
managing captives offshore to allow them to experiment with other
captive models such as the hybrid and the shared. In particular, multi-
nationals have realized the potential in emerging markets such as India
and China where opportunities to attract external clients were present
through the shared captive model as well as opportunities to improve
operational costs through the outsourcing of non-core activities to local
vendors in the hybrid captive model. While multinationals have experi-
mented with the hybrid and shared captive models, they also divested
quite a few captive centres during Phase 4, mainly because of the
worsening economic conditions in 2008. However, not all captive
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divestures in Phase 4 were because of worsening economic conditions.
Some divestures were pursued simply because the maturity of the captive
centre, which signalled to the parent firm an opportunity to offload the
asset without having to risk service quality.

The second trend concerns the type of activities that have been
offshored through the captive model (see Fig. 13.14). In this regard,
more captive centres were set up to carry out R&D activities than for
any other function. Also, until Phase 3, BPO captives grew steadily;
however, the number of new BPO start-ups declined in Phase 4,
suggesting that multinationals may have preferred using third-party
service providers instead of owning BPO captive centres. This can be
explained by the maturity level of the BPO service offered by offshore
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third-party vendors, which only became attractive for client firms in
Phase 4. Customer support has demonstrated ongoing growth through-
out the four phases mainly driven by cost-saving considerations and
access to multilingual talent in regions such as CEE (for entire Europe),
North Africa (for French- and Arabic-speaking countries) and South
America (for Spanish-speaking countries and the Spanish population in
the USA).

The third trend is the decline of India as the most attractive
offshoring location while Central and Eastern Europe improved its
attractiveness throughout the four phases (see Fig. 13.15). Rising costs
in India have affected the attractiveness of the country while govern-
ments in CEE countries offered tax benefits to multinationals willing
to invest in their countries. Further, the physical proximity of CEE to
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Western European countries and the improved education system in
this region, in particular the access to engineering and multilingual
talent, have significantly improved the region’s attractiveness for
offshoring.

The Role of Disruptive Factors in Country
Selection Frameworks

Evidence presented in this paper also suggests that while multinationals
have been engaging in the initial set-up decision that concerns the
location, function and captive mode, they also took decisions that either
changed their preferred offshoring setting regarding the location, captive
model or function offshored or that changed the destiny of the captive
few years after its inception. For example, India has lost its attractiveness
for new captive set-ups in recent years while China and Eastern Europe
have become more attractive in this respect. Also, Fortune global 250
firms set up fewer BPO captives since 2006 while increasing the number
of captive R&D centres. Last but not least, a decline in setting up basic
captive centres and a rise in establishing hybrid and shared captive
centres indicate that multinationals have been experimenting with
more complex captive models following the acquisition of experience
over the years. Evidence reported here also shows that several firms
changed the destiny of their captive units. Deutsche Bank set up a
captive centre in India 1992, but then decided to divest it in 2001.
Citigroup set up a shared captive in 1992 in India and divested it to
TCS in 2008. In total, out of 418 captives set-up between 1985 and
2010, 31 captives have been divested, 4 have been migrated and 4 more
have been terminated. Our findings confirm Joshi and Mudigonda’s
observation that some factors act as facilitating offshoring. In the case of
captive centres facilitating factors may include low-cost labour, the
supply of talent and the availability of incentives provided by the
government. However, as multinationals may change initial offshoring
decision, we propose considering disruptive factors as complementary to
inhibiting factors (Joshi and Mudigonda 2008) in the context of captive
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centres. Disruptive factors motivate multinationals to change their off-
shoring strategy by either switching between captive models or by
relocating offshored functions to another location. These factors can
be related, on the one hand, to worsening economic conditions at the
offshore location or alternatively improving economic conditions in an
alternative offshore location.

In terms of facilitating factors in the captive centre sector, many
countries benefited from their effect, making their offshoring services
more attractive to multinationals. For example, for many years, India has
benefited from a wide range of inducing factors, which turned the
country into the most attractive offshore destination for captive centres
from the mid-1980s. India’s low-cost, highly skilled talent and generous
government incentives promoting FDIs are among the more prominent
inducing factors that transformed its offshoring industry. In recent years,
China has emerged as a serious contender to India, mainly because of the
advantage gained through several inducing factors such as the supply of
low-cost talent and government deregulation programmes promoting
FDI. However, while India has kept its leadership in the captive centre
sector, China has emerged as an attractive offshore destination for R&D
facilities for multinationals that perceived China to be a growth market
for their products and therefore sought to physically locate their R&D
activities to the local market. In this regard, the specialization of the
Chinese captive centre sector in R&D was driven by a demand factor (e.
g. growth market) while the specialization of the Indian captive centre
sector in BPO was mainly driven by a set of supply factors (e.g. supply of
low-cost talent). In a similar manner, Central and Eastern European
countries, in particular Poland and Hungary, have benefited from access
to multilingual personnel, which was needed for captive centres provid-
ing customer support to European clients.

Disruptive factors in the captive centre sector were also evident, in
particular where changes in trends have been observed. For example,
during Phases 3 and 4, the number of start-ups of certain captive models
such as hybrid, shared and divested has increased while the number of
new basic captives has levelled. As the captive sector has gained experi-
ence in setting up and operating an offshore captive centre, multina-
tionals gradually diverted from the basic captive model to experiment
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with other business models through which additional value can be
delivered to the parent firm including a growth approach through the
shared captive model or a cost-driven approach through the hybrid
model. In this regard, the maturity of the captive sector disrupted the
dominant position of the basic captive model and enabled multina-
tionals to consider alternative paths as to how the captive centre can
deliver value including the divestment option. WNS, previously fully
owned by British Airways, is a good example of a captive that its growth
potential has been exploited by its parent firm. A business plan presented
by the captive former general manager, which requested a significant
investment from British Airways in order to finance its next growth spur,
has been rejected by top management followed by the divestment of
70% stake in the captive in 2002. In taking this strategic decision,
British Airways sought to extend the value its captive delivered by
switching from ownership to an outsourcing contract with the acquiring
party. General Electric (2005), AXA (2005), Citigroup (2008), Barclays
(2007) and Nokia (2001) are additional examples in our sample where
the parent firm had sought to benefit from the captive by replacing
ownership with a long-term outsourcing contract.

We have also observed significant changes in terms of the functions
offshored through the captive model since 1985. In particular, in Phases
3 and 4 there has been a significant decline in the number of BPO
captive set-ups and a mild decline in the number of IT captive set-ups.
Yet, we have observed an ongoing increase in the number of R&D
captives over the entire period of this study. We explain the decline in IT
and BPO start-ups by considering the maturity level of local IT and
BPO vendors, in particular in India. In this regard, the IT vendor sector
in India has achieved maturity much earlier than the BPO sector,
explaining the fewer IT captive set-ups and the modest growth over
years (and a decline in Phase 4). On the other hand, the maturity of the
third-party BPO sector has only recently reached the level in which
multinationals would consider relying on a vendor for BPO services as
an alternative to the BPO captive option. In this respect, the maturity of
the third-party BPO sector acted as a disruptive factor to divert multi-
nationals from setting up and owning a captive centre to the contractual
approach for services for fees.
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Last but not least, we have also observed a decline in the number of
captive start-ups in India during Phase 4 while other geographic locations
such as Eastern Europe have become more attractive. We attribute the
decline in India to both the attractiveness of other locations for certain
functions, such as access to multilingual staff for customer support func-
tions in Europe, as well as to the rising costs and other factors such as
distance and time zone differences, which are challenging for multina-
tionals. In this regard, some multinationals realized the relatively high
management costs involved in coordinating work over distance and time
zones to eventually decide to relocate their captive centres to near-shore
locations such as Eastern Europe. Two prominent examples are Dell and
Maersk that migrated their customer support operations from India and
China, respectively, to their domestic markets.

Conclusion

The case of offshore captive centres presents a challenging setting for
extant country selection frameworks. While existing country selection
frameworks inform multinationals about the considerations for setting
up their captive centres, the existing literature is rather silent about the
consequent changes, perceiving the captive centre set-up to be a single-
dimension decision. In this paper we sought to shed light on the
development of the captive centre sector by first documenting the
changes that took place in this sector and second examining whether
changes in captive centre settings could be explained by extant country
selection frameworks. Our contribution to the IS outsourcing literature
is twofold: First, we provide a detailed account of captive centre invest-
ments pursued by Fortune 250 global firms. This historical review
provides an insight into the key considerations that led multinationals
change their offshoring decisions. Indeed, while the outsourcing litera-
ture has predominantly focused on understanding offshoring invest-
ments from the supply side (Gospel and Sako 2010), this study
included also the demand side by considering the actual investments
made by multinationals as a response to certain attractive country
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resources. Our second contribution is in the extension of existing
country selection frameworks that have tended to be rather static, mainly
focusing on the current offshoring conditions in a specific country, while
providing little guidance regarding the possibility to make changes in the
initial offshoring investment. In this regard, we propose to extend
existing country selection frameworks (Carmel and Tija 2005; Farrell
2006) by considering disruptive factors along with facilitating factors for
those occasions when managers revisit their initial offshoring decisions.

From a practical viewpoint, while the professional and academic
literature is by and large implying that a captive investment is a single-
dimension decision that does not require an update over time (Aron and
Singh 2005; Levina 2006), evidence presented above suggests that the
captive centre sector has undergone significant changes in terms of the
preferred location for captive investments, the functions offshored
through captives and even the mode of setting up captives. We therefore
argue that managers need to assess their initial offshore captive invest-
ment in terms of functions offshored, preferred location and the optimal
captive model, every 3–5 years. In such an assessment, managers should
be looking for disruptive events in the current settings of the captive
such as the maturity of the service offered by a third-party vendor as an
alternative for the current setting by a wholly owned captive as well as
disruptive factors that may improve the attractiveness of an alternative
location or captive model. The outcome of such assessment exercises
should inform managers whether a migration of the captive to a new
location will potentially result in better returns on the offshoring invest-
ment or changing the captive model from a basic to a shared may allow
the captive to grow and become a source of expansion in this region.

As the study of captive centre is in its infancy, there are numerous
opportunities for researchers to advance our understanding of the phe-
nomenon at the sector and firm level. At sector level, the captive models
(Oshri 2011) used in this paper have been developed based on several case
studies dated 2010. Additional contemporary studies are needed to exam-
ine current captive models and the value they bring to the parent firm.
Further, as multinationals embark on designing their global business
service organization by considering disruptive factors that will drive them
to relocate certain activities, research needs to model and test the effect of
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factors mentioned in this paper on captive migration decisions. At the firm
level, changes in the destiny of a captive from basic to shared or from basic
to hybrid may result in tension between the captive and the parent firm.
Research has so far fallen short from understanding the governance struc-
ture between the captive and its parent firm and how such governing
structure may best facilitate the success of the captive centre.
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14
Review of the Empirical Business Services

Sourcing Literature: An Update
and Future Directions

Mary C. Lacity, Shaji A. Khan and Aihua Yan

Introduction

During the last few decades, researchers from information systems,
business strategy, international business, and economics have examined
the sourcing of business process (BP) and information technology (IT)
services. Sourcing remains an important issue to study because the
market continues to grow in size. Gartner, for example, estimated that
the combined global information technology outsourcing (ITO) and
business process outsourcing (BPO) markets were worth US$373 billion
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in 2011 and $424 billion in 2014, with a compound annual growth rate
of 4.4% (auriga.com/blog/outsourcing-industry-experts-gathered-in-
the-city-of-the-eternal-spring/). Another consulting firm, Horses for
Sources, sized the 2013 combined ITO and BPO market at $952 billion
(www.horsesforsources.com/hfs-index-q12013_02221), over twice as
large as Gartner’s size estimate.

As academic research kept pace with the market growth through an
increasing number of studies, reviews of the literature were conducted to
summarize the results, mostly on IT sourcing decisions (e.g., Dibbern et al.,
2004; Fjermestad and Saitta, 2005; Mahnke et al., 2005). Two reviews
stand out for using the same method so that ITO and BPO research results
could be compared (Lacity, Khan, Yan, & Willcocks, 2010; Lacity,
Solomon, Yan, & Willcocks, 2011). The 2010 Journal of Information
Technology (JIT) article, ‘A Review of the IT Outsourcing Empirical
Literature and Future Research Directions’, analyzed 741 findings on the
determinants of ITO decisions and outcomes from 164 empirical articles
published between 1992 and 2010. Using the same coding method, the
2011 JIT article, ‘Business Process Outsourcing Studies: A Critical Review
and Research Directions’, analyzed 615 findings on the determinants of
BPO decisions and outcomes from 67 empirical articles published between
1996 and 2011. Both ITO and BPO research reviews found that the major
categories of the determinants of sourcing decisions and outcomes for IT
and BP services were similar (Lacity, Khan, Yan, &Willcocks, 2010; Lacity,
Solomon, Yan, & Willcocks, 2011). The main differences between the
research streams occurred at the level of specific independent variables
within each broad category. Researchers have recently included both IT
and BP services within single studies (e.g., Mann et al., 2011; Freytag et al.,
2012; Narayanan and Narasimhan, 2014). For this paper, we therefore
pooled the sourcing of IT and BP into the broader category we called
‘business services’. Business services include, but are not limited to, financial
and accounting, human resources, procurement, research and development
(R&D), call centers/customer service, software development, software sup-
port, infrastructure management services, systems integration services, and
legal services.

Elaborating on the results from the two prior JIT reviews, Lacity, Khan,
Yan, and Willcocks (2010) and Lacity, Solomon, Yan, and Willcocks
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(2011) found that ITO and BPO decisions were both determined by the
broad categories of sourcing motivations (e.g., cost reduction and access to
skills), transaction attributes (e.g., criticality of the service), and client firm
attributes (e.g., prior performance). As noted above, the main differences
occurred at the level of specific independent variables within each broad
category. The JIT reviews examined research results on simple ‘make or
buy’ decisions (Williamson, 1975), also called ‘insourcing or outsourcing’
decisions. Lacity, Khan, Yan, and Willcocks (2010) and Lacity, Solomon,
Yan, and Willcocks (2011) also reviewed studies that examined hybrid
modes (Williamson, 1991), degrees of outsourcing (e.g., Koh et al.,
2004), and offshoring (e.g., Dutta and Roy, 2005). The authors also
reviewed research on how organizations made renewal decisions when initial
outsourcing contracts were about to expire, including sourcing decisions
that led to resigning with the incumbent provider, switching providers, and
backsourcing (e.g., Whitten and Leidner, 2006). As the JIT reviews, has
research continued to study the same sourcing decisions and continued to
find the same determinants, or have new insights emerged? More formally,
we ask the first two research questions:

RQ1: What has the recent empirical academic literature found about the
determinants of sourcing decisions for business services?
RQ2: How do recent findings compare with previous findings?

The two JIT reviews also reviewed studies on sourcing outcomes, such as
identifying the determinants of client satisfaction (e.g., Levina and Ross,
2003), service quality (e.g., Park and Kim, 2005), and business impact (e.g.,
Agarwal et al., 2006). Lacity, Khan, Yan, and Willcocks (2010) and Lacity,
Solomon, Yan, andWillcocks (2011) found that outcomes were determined
by similar categories of independent variables. Transaction attributes (e.g.,
uncertainty), contractual governance (e.g., contract detail), relational govern-
ance (e.g., knowledge sharing), client firm capabilities (e.g., the ability to
manage providers), and provider firm capabilities (e.g., human resource
management) determined sourcing outcomes in both reviews (Lacity,
Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks,
2011). Again, the main differences occurred at the level of specific indepen-
dent variables within each broad category. Since the JIT reviews, has research
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continued to study the same sourcing outcomes and continued to find the
same determinants, or have new insights emerged? More formally, we ask

RQ3: What has the recent empirical academic literature found about the
determinants of sourcing outcomes for business services?
RQ4: How do recent findings compare with previous findings?

One purpose of a traditional literature review is to develop an
argument that certain areas or topics warrant further research (Boell
and Cecez-Kecmanovic, 2015). The two previous JIT reviews
addressed a number of gaps in knowledge, leading to the research
question:

RQ5: What progress has been made on previously recognized gaps in
knowledge?

To answer the first five research questions, we investigated the most
current research on sourcing decisions and outcomes for business ser-
vices. This updated review of the published research began where the
previous JIT reviews had stopped, which was the 1st quarter of 2010 for
the ITO review (Lacity, Rottman, & Khan, 2010) and the 2nd quarter
of 2011 for the BPO review (Lacity et al., 2011). In this update, we
examined 174 new empirical Business Services Sourcing (BSS) articles
across 78 academic journals spanning a multitude of disciplines and
published between the 2nd quarter of 2010 and 2014.

The remainder of this paper is structured as follows. First, we explain
the research method, which is identical to the previous JIT reviews so we
could compare the results to answer research questions 2, 4, and 5
(Lacity, Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, &
Willcocks, 2011). Then, we answer the first five research questions by
using the coded findings. Overall, this review found a proliferation in the
types of sourcing decisions covered and a richer picture of the indepen-
dent variables that affected sourcing decisions and outcomes. While
researchers continued to study traditional sourcing decisions like make-
or-buy, offshoring, and renewal decisions, they also explored new sour-
cing decisions including captive centers (e.g., Oshri and VanUhm, 2012),
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shared services (e.g., McKeen and Smith, 2011), impact sourcing (Lacity
et al., 2014), and rural sourcing (Lacity, Rottman, & Khan, 2010).
Besides answering the first five questions, we also present additional
findings that were exceptionally interesting in a discussion section. We
discuss, for example, the overall ‘batting averages’ of outsourcing relation-
ships and the global expansion of research to include clients from 23 coun-
tries and providers from 34 countries. We also highlight fascinating
research that showed the complex and oscillating interplay between con-
tractual and relational governance that contradicts previous research.
Much work has been done, but as the sourcing of business services
changes so much in practice, there is much more research to do.
Therefore, our final question is

RQ6: What are promising areas for future research?

To answer this, we examine pressing practitioner challenges, like the roles
of sourcing clients, providers, and advisors who have to protect our world
and to uplift its inhabitants. Finally, we conclude with an overall summary
of findings and identify the limitations and contributions of this review.

Research Method

We followed the method used in Lacity, Khan, Yan, and Willcocks
(2010) and Lacity, Solomon, Yan, and Willcocks (2011) to find pub-
lications, code, analyze, and present findings. We conducted keyword
searches in the ABI Inform, EBSCOHost, JSTOR, and Science Direct
databases restricting the publication dates to be within the year 2010
and after. Through cursory examination of many hundreds of search
results, we identified an initial pool of 386 journal articles. As the
coding process progressed, we conducted manual searches to include
articles published after our initial searches until the end of year 2014.
These manual searches resulted in an additional 42 articles making the
pool of articles examined at 428 articles. Through more careful exam-
ination of these articles, we eliminated 254 articles which did not
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directly pertain to sourcing, were not empirical, or were considered in
the previous JIT reviews. Thus, this review is based on a final set of 174
articles (see Table 14.1).

Coded Articles

The final set of papers includes 92 IT sourcing studies, 54 BP sourcing
studies, and 28 studies that examined sourcing for both types of services (see
Table 14.1). These studies crossed disciplines and were published in 78
refereed journals from the disciplines of management, information systems,
marketing, economics, and supply chain management. As in the prior JIT
reviews, we examined and coded qualitative (73 studies), quantitative (96
studies), and mixed-methods (5 studies) research. Further, we coded articles
based on whether an article was from the ‘client’ perspective (111 studies),
‘provider’ perspective (31 studies), or both perspectives (32 studies).

Coding Variables

We first created a relational database of all the 174 articles. In order to
aggregate findings across studies and to abstract the particular variables
used within studies at a higher level, we drew upon master codes of
variables used in Lacity, Khan, Yan, and Willcocks (2010) and Lacity,
Solomon, Yan, and Willcocks (2011) as a starting point. Using variables
and descriptions from these prior reviews helped to keep findings from
this review comparable to the prior reviews and to extent codes as applic-
able. Whenever we observed new concepts and variables (that were not
part of existing master code lists), we iteratively added variables to our list.

In total, we coded 219 variables, of which 150 (68%) were used in the
prior JIT reviews. However, we renamed some variables used in Lacity,
Khan, Yan, andWillcocks (2010) and Lacity, Solomon, Yan, andWillcocks
(2011) to reflect the progression of outsourcing practice. For example, we
now use the term ‘provider’ instead of ‘supplier’ or ‘vendor’. Thus, we
renamed variables like ‘supplier size’ and ‘supplier reputation’ to ‘provider
size’ and ‘provider reputation’ in this update. Because we combined IT and
BP services under the generic term ‘business services’, we also renamed some

504 M.C. Lacity et al.



Ta
b
le

14
.1

Em
p
ir
ic
al

re
se
ar
ch

b
as
e

Pu
b
lic
at
io
n
n
am

e
Y
ea

r
o
f
p
u
b
lic
at
io
n

St
u
d
y
m
et
h
o
d
s

Q
u
al
it
at
iv
e:

L
Q
u
an

ti
ta
ti
ve

:T
M
ix
ed

:M

20
10

20
11

20
12

20
13

20
14

To
ta
l

L
T

M
To

ta
l

1
A
d
m
in
is
tr
at
iv
e
Sc
ie
n
ce

Q
u
ar
te
rl
y

1
1

1
1

2
B
u
si
n
es
s
H
o
ri
zo

n
s

1
1

1
1

3
C
al
if
o
rn
ia

M
an

ag
em

en
t
R
ev

ie
w

1
1

1
1

4
C
lin

ic
al

G
o
ve

rn
an

ce
1

1
1

1
5

C
o
m
m
u
n
ic
at
io
n
s
o
f
th
e
A
C
M

2
1

3
2

1
3

6
C
o
m
m
u
n
ic
at
io
n
s
o
f
th
e
A
IS

1
3

1
5

4
1

5
7

C
o
m
p
u
te
rs

&
Se

cu
ri
ty

1
1

1
1

8
C
re
at
iv
it
y
an

d
In
n
o
va

ti
o
n
M
an

ag
em

en
t

1
1

1
1

9
D
ec
is
io
n
Sc
ie
n
ce
s

2
1

3
3

3
10

D
ec
is
io
n
Su

p
p
o
rt

Sy
st
em

s
1

1
2

1
1

2
11

Ec
o
n
o
m
ic
s
o
f
In
n
o
va

ti
o
n
&

N
ew

Te
ch

n
o
lo
g
y

1
1

1
1

12
Eu

ro
p
ea

n
Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Sy
st
em

s
2

2
2

2
13

Eu
ro
p
ea

n
M
an

ag
em

en
t
Jo
u
rn
al

1
1

2
2

2
14

Ex
p
er
t
Sy
st
em

s
1

1
1

1
15

H
u
m
an

R
es
o
u
rc
e
D
ev

el
o
p
m
en

t
In
te
rn
at
io
n
al

1
1

1
1

16
H
u
m
an

R
es
o
u
rc
e
M
an

ag
em

en
t
Jo
u
rn
al

1
1

1
1

17
H
u
m
an

Sy
st
em

M
an

ag
em

en
t

1
1

1
1

18
IE
EE

Tr
an

sa
ct
io
n
o
n
En

g
in
ee

ri
n
g
M
an

ag
em

en
t

6
1

7
4

3
7

19
In
d
u
st
ri
al

&
C
o
rp
o
ra
te

C
h
an

g
e

1
1

1
1

20
In
d
u
st
ri
al

M
an

ag
em

en
t
&

D
at
a
Sy
st
em

s
1

1
1

1

(c
o
n
ti
n
u
ed

)



(c
o
n
ti
n
u
ed

)

Pu
b
lic
at
io
n
n
am

e
Y
ea

r
o
f
p
u
b
lic
at
io
n

St
u
d
y
m
et
h
o
d
s

Q
u
al
it
at
iv
e:

L
Q
u
an

ti
ta
ti
ve

:T
M
ix
ed

:M

20
10

20
11

20
12

20
13

20
14

To
ta
l

L
T

M
To

ta
l

21
In
d
u
st
ri
al

M
ar
ke

ti
n
g
M
an

ag
em

en
t

1
2

1
1

5
4

1
5

22
In
d
u
st
ri
al

R
el
at
io
n
s
Jo
u
rn
al

1
1

1
1

23
In
d
u
st
ry

&
In
n
o
va

ti
o
n

3
1

4
1

3
4

24
In
fo
rm

at
io
n
&

M
an

ag
em

en
t

1
2

3
3

3
25

In
fo
rm

at
io
n
an

d
So

ft
w
ar
e
Te

ch
n
o
lo
g
y

1
1

2
1

1
2

26
In
fo
rm

at
io
n
R
es
o
u
rc
es

M
an

ag
em

en
t

Jo
u
rn
al

1
1

1
1

27
In
fo
rm

at
io
n
Sy
st
em

s
Fr
o
n
ti
er

1
2

3
2

1
3

28
In
fo
rm

at
io
n
Sy
st
em

s
Jo
u
rn
al

1
2

3
3

3
29

In
fo
rm

at
io
n
Sy
st
em

s
M
an

ag
em

en
t

1
1

1
3

2
1

3
30

In
fo
rm

at
io
n
Sy
st
em

s
R
es
ea

rc
h

3
1

1
5

5
5

31
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
&

Pe
o
p
le

1
1

1
1

32
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
M
an

ag
em

en
t

1
1

1
1

33
In
te
lli
g
en

t
Sy
st
em

s
in

A
cc
o
u
n
ti
n
g
,F

in
an

ce
an

d
M
an

ag
em

en
t

1
1

1
1

34
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
A
cc
o
u
n
ti
n
g

In
fo
rm

at
io
n
Sy
st
em

s
1

1
2

2
2

35
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
B
u
si
n
es
s

an
d
M
an

ag
em

en
t

1
1

1
1

36
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
H
u
m
an

R
es
o
u
rc
e

M
an

ag
em

en
t

1
1

1
1

37
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
In
fo
rm

at
io
n

M
an

ag
em

en
t

1
1

1
1



38
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
In
n
o
va

ti
o
n

M
an

ag
em

en
t

1
1

1
1

39
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
M
an

ag
em

en
t

1
1

2
2

2
40

In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
M
an

ag
em

en
t
&

In
fo
rm

at
io
n
Sy
st
em

s
1

1
1

1

41
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
Pu

b
lic

A
d
m
in
is
tr
at
io
n

1
1

1
1

42
Jo
u
rn
al

o
f
A
p
p
lie

d
B
u
si
n
es
s
R
es
ea

rc
h

1
1

1
1

43
Jo
u
rn
al

o
f
C
o
m
p
u
te
r
In
fo
rm

at
io
n
Sy
st
em

s
1

1
1

1
44

Jo
u
rn
al

o
f
G
lo
b
al

In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y

M
an

ag
em

en
t

2
2

2
2

45
Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Sy
st
em

s
an

d
Te

ch
n
o
lo
g
y
M
an

ag
em

en
t

1
1

1
1

46
Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y

2
2

1
1

2
47

Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
C
as
e

an
d
A
p
p
lic
at
io
n
R
es
ea

rc
h

2
2

2
2

48
Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
Th

eo
ry

an
d
A
p
p
lic
at
io
n

1
1

1
1

49
Jo
u
rn
al

o
f
In
te
rn
at
io
n
al

B
u
si
n
es
s
St
u
d
ie
s

1
1

2
2

2
50

Jo
u
rn
al

o
f
In
te
rn
at
io
n
al

M
an

ag
em

en
t

1
2

3
1

2
3

51
Jo
u
rn
al

o
f
M
an

ag
em

en
t
In
fo
rm

at
io
n

Sy
st
em

s
4

2
2

2
10

2
8

10

52
Jo
u
rn
al

o
f
M
an

ag
em

en
t
R
es
ea

rc
h

1
1

1
1

53
Jo
u
rn
al

o
f
M
an

ag
em

en
t
St
u
d
ie
s

1
1

1
1

54
Jo
u
rn
al

o
f
O
p
er
at
io
n
s
M
an

ag
em

en
t

2
2

4
4

4
55

Jo
u
rn
al

o
f
Pu

rc
h
as
in
g
an

d
Su

p
p
ly

M
an

ag
em

en
t

2
2

2
2

56
Jo
u
rn
al

o
f
St
ra
te
g
ic

In
fo
rm

at
io
n
Sy
st
em

s
2

2
1

5
2

3
5

57
Jo
u
rn
al

o
f
Su

p
p
ly

C
h
ai
n
M
an

ag
em

en
t

1
1

2
1

1
2

58
Jo
u
rn
al

o
f
th
e
A
ss
o
ci
at
io
n
fo
r
In
fo
rm

at
io
n

Sy
st
em

s
1

1
1

1

(c
o
n
ti
n
u
ed

)



(c
o
n
ti
n
u
ed

)

Pu
b
lic
at
io
n
n
am

e
Y
ea

r
o
f
p
u
b
lic
at
io
n

St
u
d
y
m
et
h
o
d
s

Q
u
al
it
at
iv
e:

L
Q
u
an

ti
ta
ti
ve

:T
M
ix
ed

:M

20
10

20
11

20
12

20
13

20
14

To
ta
l

L
T

M
To

ta
l

59
Jo
u
rn
al

o
f
W
o
rl
d
B
u
si
n
es
s

1
1

1
1

60
M
an

ag
em

en
t
In
te
rn
at
io
n
al

R
ev

ie
w

2
1

3
3

3
61

M
an

ag
em

en
t
Sc
ie
n
ce

1
1

1
1

62
M
IS

Q
u
ar
te
rl
y

1
3

1
5

1
4

5
63

M
IS

Q
u
ar
te
rl
y
Ex

ec
u
ti
ve

2
1

3
3

3
64

O
rg
an

iz
ac
ija

1
1

1
1

65
O
rg
an

iz
at
io
n
Sc
ie
n
ce

2
3

5
3

2
5

66
O
rg
an

iz
at
io
n
al

D
yn

am
ic
s

1
1

1
1

67
Pe

rs
o
n
n
el

R
ev

ie
w

1
1

1
1

68
Pr
o
d
u
ct
io
n
an

d
O
p
er
at
io
n
s
M
an

ag
em

en
t

1
1

2
2

2
69

Pr
o
je
ct

M
an

ag
em

en
t
Jo
u
rn
al

1
1

2
2

2
70

Q
u
al
it
at
iv
e
R
es
ea

rc
h
in

A
cc
o
u
n
ti
n
g
an

d
M
an

ag
em

en
t

1
1

1
1

71
R
&
D

M
an

ag
em

en
t

1
1

1
1

72
R
es
ea

rc
h
Po

lic
y

1
1

1
1

73
R
ev

ie
w

o
f
D
ev

el
o
p
m
en

t
Ec
o
n
o
m
ic
s

1
1

1
1

74
Se

rv
ic
e
B
u
si
n
es
s

2
1

3
2

1
3

75
Sk

yl
in
e
B
u
si
n
es
s
Jo
u
rn
al

1
1

1
1

76
St
ra
te
g
ic

M
an

ag
em

en
t
Jo
u
rn
al

1
1

2
1

5
5

5
77

St
ra
te
g
ic

O
u
ts
o
u
rc
in
g
:A

n
In
te
rn
at
io
n
al

Jo
u
rn
al

5
4

3
1

1
14

8
4

2
14

78
Te

ch
n
o
lo
g
y
A
n
al
ys
is
&

St
ra
te
g
ic

M
an

ag
em

en
t

1
1

1
1

G
ra
n
d
to
ta
l

48
43

35
22

26
17

4
73

96
5

17
4



Pu
b
lic
at
io
n
n
am

e
St
u
d
y
p
er
sp
ec
ti
ve

s
Ty

p
e
o
f
b
u
si
n
es
s
se
rv
ic
e

C
lie

n
ts
:C

B
u
si
n
es
s
p
ro
ce
ss
es
:B

P
Pr
o
vi
d
er
s:
P

In
fo
rm

at
io
n
te
ch

n
o
lo
g
y:

IT
B
o
th
:C

/P
B
o
th
:I
T
an

d
B
P
co

m
b
in
ed

C
P

C
/P

To
ta
l

B
P

IT
B
o
th

To
ta
l

1
A
d
m
in
is
tr
at
iv
e
Sc
ie
n
ce

Q
u
ar
te
rl
y

1
1

1
1

2
B
u
si
n
es
s
H
o
ri
zo

n
s

1
1

1
1

3
C
al
if
o
rn
ia

M
an

ag
em

en
t
R
ev

ie
w

1
1

1
1

4
C
lin

ic
al

G
o
ve

rn
an

ce
1

1
1

1
5

C
o
m
m
u
n
ic
at
io
n
s
o
f
th
e
A
C
M

2
1

3
1

1
1

3
6

C
o
m
m
u
n
ic
at
io
n
s
o
f
th
e
A
IS

3
2

5
1

3
1

5
7

C
o
m
p
u
te
rs

&
Se

cu
ri
ty

1
1

1
1

8
C
re
at
iv
it
y
an

d
In
n
o
va

ti
o
n
M
an

ag
em

en
t

1
1

1
1

9
D
ec
is
io
n
Sc
ie
n
ce
s

2
1

3
1

2
3

10
D
ec
is
io
n
Su

p
p
o
rt

Sy
st
em

s
2

2
1

1
2

11
Ec
o
n
o
m
ic
s
o
f
In
n
o
va

ti
o
n
&

N
ew

Te
ch

n
o
lo
g
y

1
1

1
1

12
Eu

ro
p
ea

n
Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Sy
st
em

s
1

1
2

2
2

13
Eu

ro
p
ea

n
M
an

ag
em

en
t
Jo
u
rn
al

2
2

1
1

2
14

Ex
p
er
t
Sy
st
em

s
1

1
1

1
15

H
u
m
an

R
es
o
u
rc
e
D
ev

el
o
p
m
en

t
In
te
rn
at
io
n
al

1
1

1
1

16
H
u
m
an

R
es
o
u
rc
e
M
an

ag
em

en
t
Jo
u
rn
al

1
1

1
1

17
H
u
m
an

Sy
st
em

M
an

ag
em

en
t

1
1

1
1

18
IE
EE

Tr
an

sa
ct
io
n
o
n
En

g
in
ee

ri
n
g
M
an

ag
em

en
t

4
2

1
7

6
1

7
19

In
d
u
st
ri
al

&
C
o
rp
o
ra
te

C
h
an

g
e

1
1

1
1

20
In
d
u
st
ri
al

M
an

ag
em

en
t
&

D
at
a
Sy
st
em

s
1

1
1

1
21

In
d
u
st
ri
al

M
ar
ke

ti
n
g
M
an

ag
em

en
t

1
2

2
5

3
2

5
22

In
d
u
st
ri
al

R
el
at
io
n
s
Jo
u
rn
al

1
1

1
1

23
In
d
u
st
ry

&
In
n
o
va

ti
o
n

4
4

2
2

4
24

In
fo
rm

at
io
n
&

M
an

ag
em

en
t

3
3

3
3

25
In
fo
rm

at
io
n
an

d
So

ft
w
ar
e
Te

ch
n
o
lo
g
y

1
1

2
2

2

(c
o
n
ti
n
u
ed

)



(c
o
n
ti
n
u
ed

)

Pu
b
lic
at
io
n
n
am

e
St
u
d
y
p
er
sp
ec
ti
ve

s
Ty

p
e
o
f
b
u
si
n
es
s
se
rv
ic
e

C
lie

n
ts
:C

B
u
si
n
es
s
p
ro
ce
ss
es
:B

P
Pr
o
vi
d
er
s:
P

In
fo
rm

at
io
n
te
ch

n
o
lo
g
y:

IT
B
o
th
:C

/P
B
o
th
:I
T
an

d
B
P
co

m
b
in
ed

C
P

C
/P

To
ta
l

B
P

IT
B
o
th

To
ta
l

26
In
fo
rm

at
io
n
R
es
o
u
rc
es

M
an

ag
em

en
t
Jo
u
rn
al

1
1

1
1

27
In
fo
rm

at
io
n
Sy
st
em

s
Fr
o
n
ti
er

2
1

3
3

3
28

In
fo
rm

at
io
n
Sy
st
em

s
Jo
u
rn
al

1
2

3
3

3
29

In
fo
rm

at
io
n
Sy
st
em

s
M
an

ag
em

en
t

3
3

3
3

30
In
fo
rm

at
io
n
Sy
st
em

s
R
es
ea

rc
h

2
1

2
5

5
5

31
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
&

Pe
o
p
le

1
1

1
1

32
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
M
an

ag
em

en
t

1
1

1
1

33
In
te
lli
g
en

t
Sy
st
em

s
in

A
cc
o
u
n
ti
n
g
,F

in
an

ce
an

d
M
an

ag
em

en
t

1
1

1
1

34
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
A
cc
o
u
n
ti
n
g
In
fo
rm

at
io
n

Sy
st
em

s
2

2
1

1
2

35
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
B
u
si
n
es
s

an
d
M
an

ag
em

en
t

1
1

1
1

36
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
H
u
m
an

R
es
o
u
rc
e

M
an

ag
em

en
t

1
1

1
1

37
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
In
fo
rm

at
io
n

M
an

ag
em

en
t

1
1

1
1

38
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
In
n
o
va

ti
o
n
M
an

ag
em

en
t

1
1

1
1

39
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
M
an

ag
em

en
t

2
2

2
2

40
In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
M
an

ag
em

en
t
&

In
fo
rm

at
io
n
Sy
st
em

s
1

1
1

1
41

In
te
rn
at
io
n
al

Jo
u
rn
al

o
f
Pu

b
lic

A
d
m
in
is
tr
at
io
n

1
1

1
1

42
Jo
u
rn
al

o
f
A
p
p
lie

d
B
u
si
n
es
s
R
es
ea

rc
h

1
1

1
1

43
Jo
u
rn
al

o
f
C
o
m
p
u
te
r
In
fo
rm

at
io
n
Sy
st
em

s
1

1
1

1
44

Jo
u
rn
al

o
f
G
lo
b
al

In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y

M
an

ag
em

en
t

1
1

2
2

2



45
Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Sy
st
em

s
an

d
Te

ch
n
o
lo
g
y
M
an

ag
em

en
t

1
1

1
1

46
Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y

2
2

1
1

2
47

Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
C
as
e
an

d
A
p
p
lic
at
io
n
R
es
ea

rc
h

1
1

2
2

2
48

Jo
u
rn
al

o
f
In
fo
rm

at
io
n
Te

ch
n
o
lo
g
y
Th

eo
ry

an
d
A
p
p
lic
at
io
n

1
1

1
1

49
Jo
u
rn
al

o
f
In
te
rn
at
io
n
al

B
u
si
n
es
s
St
u
d
ie
s

1
1

2
1

1
2

50
Jo
u
rn
al

o
f
In
te
rn
at
io
n
al

M
an

ag
em

en
t

2
1

3
2

1
3

51
Jo
u
rn
al

o
f
M
an

ag
em

en
t
In
fo
rm

at
io
n
Sy
st
em

s
5

1
4

10
3

7
10

52
Jo
u
rn
al

o
f
M
an

ag
em

en
t
R
es
ea

rc
h

1
1

1
1

53
Jo
u
rn
al

o
f
M
an

ag
em

en
t
St
u
d
ie
s

1
1

1
1

54
Jo
u
rn
al

o
f
O
p
er
at
io
n
s
M
an

ag
em

en
t

3
1

4
1

3
4

55
Jo
u
rn
al

o
f
Pu

rc
h
as
in
g
an

d
Su

p
p
ly

M
an

ag
em

en
t

2
2

2
2

56
Jo
u
rn
al

o
f
St
ra
te
g
ic

In
fo
rm

at
io
n
Sy
st
em

s
4

1
5

5
5

57
Jo
u
rn
al

o
f
Su

p
p
ly

C
h
ai
n
M
an

ag
em

en
t

2
2

1
1

2
58

Jo
u
rn
al

o
f
th
e
A
ss
o
ci
at
io
n
fo
r
In
fo
rm

at
io
n

Sy
st
em

s
1

1
1

1

59
Jo
u
rn
al

o
f
W
o
rl
d
B
u
si
n
es
s

1
1

1
1

60
M
an

ag
em

en
t
In
te
rn
at
io
n
al

R
ev

ie
w

2
1

3
1

2
3

61
M
an

ag
em

en
t
Sc
ie
n
ce

1
1

1
1

62
M
IS

Q
u
ar
te
rl
y

2
2

1
5

5
5

63
M
IS

Q
u
ar
te
rl
y
Ex

ec
u
ti
ve

1
2

3
1

1
1

3
64

O
rg
an

iz
ac
ija

1
1

1
1

65
O
rg
an

iz
at
io
n
Sc
ie
n
ce

5
5

2
3

5
66

O
rg
an

iz
at
io
n
al

D
yn

am
ic
s

1
1

1
1

67
Pe

rs
o
n
n
el

R
ev

ie
w

1
1

1
1

68
Pr
o
d
u
ct
io
n
an

d
O
p
er
at
io
n
s
M
an

ag
em

en
t

1
1

2
1

1
2

69
Pr
o
je
ct

M
an

ag
em

en
t
Jo
u
rn
al

1
1

2
1

1
2

70
Q
u
al
it
at
iv
e
R
es
ea

rc
h
in

A
cc
o
u
n
ti
n
g

an
d
M
an

ag
em

en
t

1
1

1
1

71
R
&
D

M
an

ag
em

en
t

1
1

1
1

(c
o
n
ti
n
u
ed

)



(c
o
n
ti
n
u
ed

)

Pu
b
lic
at
io
n
n
am

e
St
u
d
y
p
er
sp
ec
ti
ve

s
Ty

p
e
o
f
b
u
si
n
es
s
se
rv
ic
e

C
lie

n
ts
:C

B
u
si
n
es
s
p
ro
ce
ss
es
:B

P
Pr
o
vi
d
er
s:
P

In
fo
rm

at
io
n
te
ch

n
o
lo
g
y:

IT
B
o
th
:C

/P
B
o
th
:I
T
an

d
B
P
co

m
b
in
ed

C
P

C
/P

To
ta
l

B
P

IT
B
o
th

To
ta
l

72
R
es
ea

rc
h
Po

lic
y

1
1

1
1

73
R
ev

ie
w

o
f
D
ev

el
o
p
m
en

t
Ec
o
n
o
m
ic
s

1
1

1
1

74
Se

rv
ic
e
B
u
si
n
es
s

3
3

3
3

75
Sk

yl
in
e
B
u
si
n
es
s
Jo
u
rn
al

1
1

1
1

76
St
ra
te
g
ic

M
an

ag
em

en
t
Jo
u
rn
al

4
1

5
2

1
2

5
77

St
ra
te
g
ic

O
u
ts
o
u
rc
in
g
:A

n
In
te
rn
at
io
n
al

Jo
u
rn
al

5
3

6
14

6
5

3
14

78
Te

ch
n
o
lo
g
y
A
n
al
ys
is
&

St
ra
te
g
ic

M
an

ag
em

en
t

1
1

1
1

G
ra
n
d
to
ta
l

11
1

31
32

17
4

54
92

28
17

4

N
o
te
:
Th

is
ta
b
le

in
d
ic
at
es

th
e

n
u
m
b
er

o
f
em

p
ir
ic
al

re
se
ar
ch

p
ap

er
s
in
cl
u
d
ed

in
th
is

re
vi
ew

b
y

p
u
b
lic
at
io
n

n
am

e,
ye

ar
o
f

p
u
b
lic
at
io
n
,s
tu
d
y
m
et
h
o
d
s,
st
u
d
y
p
er
sp
ec
ti
ve

s,
an

d
ty
p
e
o
f
b
u
si
n
es
s
se
rv
ic
e
st
u
d
ie
d



variables as appropriate. For example, we renamed variables in Lacity et al.
(2011) like ‘process complexity’ and ‘process integration’ to ‘service com-
plexity’ and ‘service integration’.

Appendix A lists the names and descriptions of the 219 variables used in
this review to code individual studies, identifies the 69 new variables with an
asterisk, and indicates any minor name changes as Lacity, Khan, Yan, and
Willcocks (2010) and Lacity, Solomon, Yan, and Willcocks (2011).

Dependent Variables

We coded 105 unique variables that were used as dependent variables in
the studies. Appendix B indicates the frequency with which each depen-
dent variable was studied categorized by the type of business service
studied (IT or BP or both). In total, we coded 1,304 relationships
involving these 105 dependent variables. Among the 1,304 relationships,
731 (56%) examined IT services, 365 (28%) examined BP services, and
208 (16%) examined both. Rows in Appendix B indicate dependent
variables grouped together by three of the broad categories used by
Lacity, Khan, Yan, and Willcocks (2010) and Lacity, Solomon, Yan,
and Willcocks (2011): dependent variables that examined sourcing out-
comes (566 out of 1,304 relationships; 43%), dependent variables that
examined sourcing decisions (383 out of 1,304 relationships; 29%), and a
miscellaneous set of dependent variables that examined various outcomes
such as effects of sourcing decisions on adaptability, provider employee
turnover, and client power (191 out of 1,304 relationships; 15%).

In addition, we included two additional broad categories of depen-
dent variables that examined relational governance (99 out of 1,304
relationships; 7.5%) and dependent variables that examined contrac-
tual governance (65 out of 1,304 relationships; 4.5%). In the previous
JIT reviews, relational and contractual governance were independent
variable categories but not dependent variable categories. Since the
previous JIT reviews, research on how clients and providers govern
relationships has become more prevalent and these two new categories
were created to accommodate these developments.
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Independent Variables

Appendix C lists the 203 variables that appeared as independent variables in
the studies coded and the frequency with which they were broken down by
the type of business service studied. The independent variables were
grouped together into 16 broad categories, 14 of which were found in the
previous JIT reviews (Lacity, Khan, Yan, & Willcocks, 2010; Lacity,
Solomon, Yan,&Willcocks, 2011). The 16 broad categories are transaction
attributes, relational governance, client firm characteristics, sourcing moti-
vations, sourcing decisions, provider firm capabilities, client firm capabil-
ities, contractual governance, country characteristics, provider firm
characteristics, relationship characteristics, sourcing outcomes, environ-
ment, influences, decision characteristics, and employee level. The new
categories are relationship characteristics and employee level. Relationship
characteristics capture the attributes of the relationship between a client and
provider that are broader than just a single transaction between them, such
as the length of the relationship (e.g., Handley and Benton, 2012), client
power (e.g., Rai et al., 2012), and provider power (e.g., Barthélemy, 2011).
The employee-level category includes practical intelligence (e.g., Langer
et al., 2014) and task variety (e.g., Sengupta and Gupta, 2011). In contrast
to Lacity, Khan, Yan, andWillcocks (2010) and Lacity, Solomon, Yan, and
Willcocks (2011), the various motivations to source are no longer the most
frequently appearing independent variables in the relationships we coded.
Instead, various variables in the transaction attributes were most prevalent.

Coding Direct Relationships

Following Lacity, Khan, Yan, and Willcocks (2010) and Lacity, Solomon,
Yan, andWillcocks (2011), we coded the nature of the relationships between
study variables as follows. A positive ‘significant’ relationship was coded as
‘+1’, a negative relationship was coded as ‘−1’, a ‘not significant’ relationship
was coded as ‘0’. The code ‘M’ was used to indicate a relationship that
‘mattered’. The ‘M’ code was needed because some significant relationships
were categorical (i.e., not ordinal, interval, or continuous), but a relationship
clearly mattered between the independent and dependent variable. For
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example, Langer et al. (2014) found that project type (maintenance vs new
development) had significantly different effects on offshoring project success
in terms of client satisfaction. The relationship between transaction type and
offshore outsourcing success was, therefore, coded as ‘M’ for ‘mattered’.
Table 14.2 summarizes the coding schema.

The three authors coded articles individually and met weekly to discuss
their codes. Once consensus was achieved for each relationship in terms of
the variables, as well as the nature of the relationship, we recorded that
relationship into our master database. After the first round of coding was
completed, the second author then manually examined the codes to identify
inconsistent codes and/or data entry errors. Any issues raised were resolved
with input from all authors. This iterative process of assigning codes to the
nature of the relationships and placing each study’s particular variables into
our broader coded variables resulted in a total of 1,304 relationships
between 219 coded variables from 174 studies. At this level of detail, it is
difficult to discern meaningful patterns because the number of dyadic
relationships becomes unwieldy. Following Lacity, Khan, Yan, and
Willcocks (2010) and Lacity, Solomon, Yan, and Willcocks (2011), we
collapsed the dependent variables into five broader-dependent variable
categories. Appendix D presents all the specific independent variables, as
rows, sorted by frequency within each of the 16 independent variable
categories. The five categories of dependent variables (1) sourcing outcomes,
(2) sourcing decisions, (3) miscellaneous variables, (4) relational governance,
and (5) contractual governance appear as column groupings sorted by total

Table 14.2 Coding schema for relationships

Relationship Code Meaning

Significant (Only P<0.05 for quan-
titative studies or strong argu-
ment by authors for qualitative
studies coded as significant)

+1 Positive relationship between
independent and dependent
variable

−1 Negative relationship
M A relationship between a catego-

rical independent variable and a
dependent variable mattered

Not significant 0 Relationship was studied and no
significant relationship was
found
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frequency. For each relationship between the independent variables and
dependent variable category as described above, cells indicate the frequency
with which a relationship was found to be positive, negative, ‘not signifi-
cant’, or whether it ‘mattered’ as described in Table 14.2.

Appendix D answers in detail the question: Which variables have BSS
researchers studied most frequently and what have they found pertaining
to the determinants of BSS decisions, outcomes, and governance? To
facilitate a discussion of these findings, we created Fig. 14.1 by extracting
the evidence from Appendix D in terms of multiple examinations of a
relationship that produced consistent results by replicating the criteria
used in the prior JIT reviews. In terms of multiple examinations, we
replicated the decision rule to extract the relationships that have been
examined by BSS researchers at least 5 times (Jeyaraj et al., 2006; Lacity,
Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks,
2011). In terms of consistent results, we also extracted variables in which
at least 60% of the evidence was consistent. This minimum threshold
ensures that more than half the evidence produced the same finding; it
also follows the decision rule from prior JIT reviews for comparative
purposes. We also wanted to identify the most robust findings and thus
created a tiered legend. Consistent with Lacity, Khan, Yan, and
Willcocks (2010) and Lacity, Solomon, Yan, and Willcocks (2011),
we used double symbols (++, −−, MM, 00) to indicate when
more than 80% of the findings were consistent. We used single symbols
(+, −, M, 0) when more than 60% and up to 80% of the findings were
consistent. To be clear, double symbols indicate greater consistency
among repeated findings across studies; they do not indicate the magni-
tude or strength of a particular relationship.

Specifically, for each of these independent variables, a ‘++’ in parentheses
next to the total frequency denotes that more than 80% of the relationships
found a positive relationship with a particular dependent variable category
(Lacity, Khan, Yan,&Willcocks, 2010; Lacity, Solomon, Yan,&Willcocks,
2011). Similarly, a ‘−−’ denotes that more than 80% of the relationships
found a negative relationship. ‘MM’ accordingly suggests that more than
80% of the relationships found a categorical independent variable ‘mattered’
in terms of the dependent category. Finally, a ‘00’ indicates that more than
80% of the relationships coded did not find any ‘significant’ relationship
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between the independent variable and dependent category. When only
between 60% and 80% of the evidence (> = 60 and < = 80%) was consistent,
we used single, ‘+’, ‘−’, ‘M’, and ‘0’ to denote the respective relationships. All
other total frequencies remain not highlighted, suggesting a lack of clear
discernable pattern in terms of the nature of these relationships.

Findings on the Determinants
of Sourcing Decisions

This section answers the first research question: What has the recent
empirical academic literature found about the determinants of sourcing
decisions for business services? We answered Question 1 using the criteria of
at least 60% consistent findings from at least five examinations of a
relationship between an independent variable and a sourcing decision
(Lacity, Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, &
Willcocks, 2011). Fig. 14.1 depicts the empirical evidence that meets
these criteria. The figure captures 19 independent variables that affected
sourcing decisions, organized by the 6 broad categories of transaction
attributes, client firm characteristics, sourcing motivations, provider firm
capabilities, client firm capabilities, and country characteristics. Each broad
category and the independent variables within them are discussed below.

Transaction Attributes

Under the broad category ‘transaction attributes’, researchers sought to
answer the question: Are there general attributes of business services that
are more likely to influence sourcing decisions than others? In Fig. 14.1,
five transaction attributes were examined at least 5 times and produced
consistent results in the current review: transaction costs, knowledge
formalization, service standardization, service complexity, and external
production cost advantage.

Transaction costs are defined as the effort, time, and costs incurred to
search, create, negotiate, monitor, and administrate a business services con-
tract between a client and provider (Williamson, 1991; Levina and Su,
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2008). Transaction costs were examined 5 times in the current review. Three
tests of the effects of transaction costs on sourcing decisions found that they
were negatively associated with outsourcing and offshoring decisions, which
is consistent with transaction cost economics (TCE) (e.g., Gonzalez et al.,
2010a; Gefen et al., 2011; Dibbern et al., 2012). Transaction costs were also
found to be positively associated with the decision to create shared services in
one relationship (Gefen et al., 2011). One relationship found no association
between transaction costs and sourcing decision (Dibbern et al., 2012).

Knowledge formalization is the degree to which clients and providers can
formalize/codify requirements (e.g., Aubert et al., 2011). All six empirical
examinations of knowledge formalization found that it was positively
associated with decisions to outsource, both domestically (e.g., Whitaker
et al., 2010) and offshore (e.g., Dedrick et al., 2011). For example,
Whitaker et al. (2010) found that process formalization (which the authors
call ‘process codification’) was significantly related to decisions to outsource
business services, both on and offshore.

Service standardization is the degree to which a service is standard
across users (e.g., Tate and Ellram, 2009). Examined 6 times, four
empirical assessments found a positive relationship between service
standardization and shared services (e.g., McIvor et al., 2011), out-
sourcing (e.g., Sako, 2010), and offshoring (e.g., Mudambi and
Venzin, 2010). One case study found a negative association between
service standardization and shared services (Sako, 2010). One study
found no discernable relationship (Aubert et al., 2012). Service com-
plexity is the degree to which a service or project requires compound
steps, the control of many variables, and/or where cause and effect are
subtle and dynamic (e.g., Ventovuori and Lehtonen, 2006; Penfold,
2009). Among six empirical examinations, we coded five negative
relationships between service complexity and outsourcing (e.g., Jain
and Thietart, 2014), offshoring (e.g., Poston et al., 2010), and degree
of outsourcing (e.g., Aubert et al., 2012). One study found no
discernible relationship (Susarla et al., 2010b).

External production cost advantage is the degree to which a provider
is perceived to have an advantage over a client organization in
production cost economies (e.g., Williamson, 1991; Rajeev and
Vani, 2009). TCE suggests that the market’s external production
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cost advantage should be positively associated with outsourcing deci-
sions, and indeed four out of five empirical tests found that relation-
ship (e.g., Dibbern et al., 2012; Freytag et al., 2012; Jain and
Thietart, 2014). One study found that external production cost
advantage was negatively associated with IT-shared services (Gefen
et al., 2011), which was also a consistent finding with TCE. Thus,
clients tended to outsource services when providers had a production
cost advantage and insourced (including shared services) when the
client had the production cost advantage.

Client Firm Characteristics

Under this broad category, researchers sought to answer the question:
Are certain types of clients more likely to make particular sourcing
decisions for business services than others? In the current study, three
client firm characteristics produced consistent results after repeated
examinations: client experience with outsourcing, centralization, and
the client’s degree of internationalization.

Five empirical examinations out of seven found that a client’s prior
experience with outsourcing was positively associated with more outsour-
cing and more offshoring (e.g., Mayer et al., 2012; Whitaker et al., 2010;
Mithas et al., 2013). Two studies found no relationship (Alvarez-
Suescun, 2010; Martins and Martins, 2012).

Centralization is the degree to which an organization’s resources,
services, or decision-making are concentrated within a particular group
or location (e.g., Delmotte and Sels, 2008). Examined 5 times, centraliza-
tion was negatively associated 4 times with outsourcing (e.g., Sako, 2010),
multisourcing (e.g., Su and Levina, 2011), and shared services (e.g.,
Iveroth, 2010). One case study found that centralization was positively
associated with shared services (Sako, 2010). These findings suggest that
decentralized services were more likely to be outsourced or multisourced.
Degree of centralization had mixed effects on shared services decisions
depending on the case study (Sako, 2010).

A client firm’s degree of internationalization is defined as the geo-
graphic reach of a client – local, regional, country, international, or
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global (e.g., Whitaker et al., 2010). Researchers found 6 out of 7 times
that higher levels of internationalization were positively associated with
the creation of offshore captive centers (e.g., Martinez-Noya et al.,
2012) and with greater degrees of outsourcing (e.g., Whitaker et al.,
2010) and offshoring (e.g., Martinez-Noya et al., 2012).

Sourcing Motivations

Under this broad category, researchers sought to answer the question:
What are the main motives that drive sourcing decisions? In Fig. 14.1,
seven sourcing motivations were examined at least 5 times and produced
consistent results in the current review: cost reduction, access to exper-
tise/skills, quality improvement, flexibility enablement, focus on core
capabilities, access to global markets, and fear of losing control.

Cost reduction, a client organization’s need or desire to reduce the costs
of providing a service, was examined 22 times and 19 times it was found
to be an important and positive motivation for all types of sourcing
decisions including outsourcing (e.g., Gefen et al., 2011), offshoring
(e.g., Mudambi and Venzin, 2010), shared services (e.g., Amiruddin et al.,
2013), multisourcing (e.g., Su and Levina, 2011), captive centers (e.g.,
Angeli andGrimaldi, 2010), and rural sourcing (Lacity, Rottman,&Khan,
2010). One study found that cost reduction ‘mattered’ when selecting
among different countries for offshoring (Martinez-Noya et al., 2012).
One study found that some clients outsourced even if it costs them more
money when knowledge integration was the main objective (Jorgensen,
2010). One study of Spanish firms found that reducing costs did notmatter
(i.e., was insignificant) when sourcing R&D capabilities; lack of
necessary resources and capabilities to enable the firm to carry out the
activity effectively was the primary motive (Redondo-Cano and Canet-
Giner, 2010). Overall, costs are a main driver of sourcing decisions, but
clearly not the only motive as six other motives were also repeatedly found
to be significant.

A client organization’s desire or need to access provider skills/exper-
tise was examined 19 times, and 17 times it positively drove all sorts
of outsourcing decisions, including offshoring (Tambe and Hitt,
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2010), multisourcing (e.g., Su and Levina, 2011), and impact sour-
cing (e.g., Sakolnakorn, 2011). Clients were also motivated by quality
improvement, a client organization’s desire or need to improve the
quality of the client’s business, processes, or capabilities. Examined 9
times, quality improvement positively motivated sourcing decisions 8
times (e.g., Premuroso et al., 2012; Kuula et al., 2013). Flexibility
enablement, a client organization’s desire or need to increase the
flexibility of the use and allocation of resources for business services,
was the fourth most frequently studied sourcing motivation and it
was always found to be an important driver of sourcing decisions
(e.g., Ceci and Masciarelli, 2010). There is also strong evidence
that clients wished to focus on core capabilities, which led to off-
shoring or outsourcing noncore capabilities (e.g., Premuroso et al.,
2012). A client organization’s desire or need to gain access to global
markets by outsourcing to providers in those markets was another
robust finding (e.g., Premuroso et al., 2012). Finally, fear of losing
control over the service was positively associated with backsourcing
(e.g., Bhagwatwar et al., 2011) and shared services (e.g., McKeen
and Smith, 2011). Another way to interpret this finding is that fear
of losing control led to insourcing decisions.

Provider Firm Capabilities

Under the broad category ‘provider firm capabilities’, researchers sought
to answer the question: How do a provider’s capabilities influence a
client’s sourcing decision? This particular question was not investigated
often – researchers only investigated the question 11 times using five
variables in the current review. Only a provider’s domain understanding
was examined at least 5 times and produced consistent results
(see Fig. 14.1).

Domain understanding is the extent to which a provider has prior
experience and/or understanding of the client organization’s business
and technical contexts, processes, practices, and requirements (e.g.,
Luo et al., 2012). Three of the 5 times it was examined; domain
understanding was positively associated with outsourcing (Bidwell,
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2012; Mayer et al., 2012) and offshoring decisions (Dedrick et al.,
2011). One study found a negative relationship between a provider’s
domain understanding and backsourcing decisions. Thus, four of the
positively or negatively significant results are consistent; clients out-
sourced and offshored more when providers had strong domain under-
standing and one client backsourced accounting services when the
provider was deemed to have had weak domain understanding
(Maelah et al., 2010).

Client Firm Capabilities

Under the broad category ‘client firm capabilities’, researchers sought
to answer the question: How do a client’s capabilities influence a
client’s sourcing decision? This question was examined 23 times
using 8 independent variables. Only one independent variable – a
client’s technical and methodological capability – was examined
enough times and produced consistent results to be included in
Fig. 14.1.

A client’s technical and methodological capability is defined as a client
organization’s level of maturity in terms of technical or process-related
standards and best practices (e.g., Bardhan et al., 2007). Examined 11
times, 7 times it was found that higher levels of a client’s technical and
methodological capability were associated with more offshoring (e.g.,
Dedrick et al., 2011), outsourcing (e.g., McIvor et al., 2011), and
captive centers (e.g., Martinez-Noya et al., 2012). Four studies found
no relationship between a client’s technical and methodological capabil-
ity and decisions pertaining to domestic sourcing (e.g., Martinez-Noya
et al., 2012) and offshoring (e.g., Whitaker et al., 2010).

Country Characteristics

Under the broad category ‘country characteristics’, researchers sought to
answer the question: How does a country’s characteristics influence
sourcing decisions? In Fig. 14.1, two country characteristics were
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examined at least 5 times and produced consistent results in the current
review: financial attractiveness and business attractiveness.

A country’s financial attractiveness is the degree to which a country is
attractive to outsourcing clients or providers because of favorable financial
factors such as labor costs, taxes, regulatory, and other costs (e.g., Doh et al.,
2009; Malos, 2010). Examined 7 times, a country’s financial attractiveness
was always positively associated with decisions related to offshoring and
country selection (e.g., Hahn and Bunyaratavej, 2010; Massini et al., 2010).

A country’s business attractiveness is the degree to which a country is
attractive to outsourcing clients or providers because of favorable busi-
ness environmental factors such as economic stability, political stability,
cultural compatibility, infrastructure quality, security of intellectual
property (IP) (e.g., Doh et al., 2009; Malos, 2010). Examined 7 times,
a country’s business attractiveness was positively associated with deci-
sions related to offshoring and country selection 6 times (e.g., Gonzalez
et al., 2010b; Hahn and Bunyaratavej, 2010).

In summary, 19 independent variables pertaining to transaction attributes,
client firm characteristics, sourcing motivations, provider and client firm
capabilities, and country characteristics were repeatedly examined and pro-
duced consistent effects on sourcing decisions in the current review.Next, we
compare these results with the results from the prior JIT reviews (Lacity,
Khan, Yan, &Willcocks, 2010; Lacity, Solomon, Yan, &Willcocks, 2011).

Comparison of Sourcing Decision Determinants
with Prior Research

This section answers the second research question: How do recent
findings on determinants of sourcing decisions compare with previous
findings? To help communicate the answer to Question 2, we
included an asterisk in Fig. 14.1, next to the new independent vari-
ables that had not previously met the inclusion criteria in the prior JIT
reviews (Lacity, Khan, Yan, & Willcocks, 2010; Lacity, Solomon,
Yan, & Willcocks, 2011). Among the 19 independent variables in
Fig. 14.1, 13 are new. We also compare more detailed results from the
current review with the ITO review and BPO review in Table 14.3.
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Each broad category and the significant independent variables from all
three reviews are compared below.

Comparison of Transaction Attributes

How do the five important transaction attributes found in the current
review compare with the prior JIT reviews? Table 14.3 helps to answer
this question by listing all the transaction attributes that were examined
at least 5 times and produced consistent results for all three reviews.
Both this current review and the ITO review in Lacity, Rottman, and
Khan, (2010) repeatedly found a negative relationship between transac-
tion costs and outsourcing decisions. Service complexity was also negatively
associated with outsourcing decisions in this current review and in the
BPO review in Lacity et al. (2011).

Unlike the current review, the previous ITO and BPO reviews
repeatedly found a negative relationship between the criticality of the
service and outsourcing. Criticality of service is the degree to which a
client organization views the business service as a critical enabler of
business success (e.g., Klaas et al., 2001; Wahrenburg et al., 2006). In
the current review, criticality of the service was studied 12 times, and
results were mixed yet consistent. Results were mixed in that four
findings reported a positive relationship, six findings reported a nega-
tive relationship, and two findings reported no significant relationship
between criticality of service and sourcing decisions. However, when
one examines the richness of the sourcing decisions studied in this
current review, the mixed findings are consistent and make sense. The
studies that found a positive relationship between criticality of the
service and sourcing decisions were examining decisions to commer-
cialize (e.g., Freytag et al., 2012), create shared services (McKeen and
Smith, 2011), or backsource (Freytag et al., 2012). Thus, critical
services were kept internally or exploited through commercialization.
The studies that found a negative relationship examined outsourcing
(e.g., Bidwell, 2012), multisourcing (e.g., Su and Levina, 2011), and
offshoring decisions (e.g., Mudambi and Venzin, 2010). Thus, non-
critical services were more likely to be outsourced.

14 Review of the Empirical Business Services Sourcing Literature . . . 527



Uncertainty, defined as the degree of unpredictability or volatility of
future states as it relates to the definition of requirements, emerging tech-
nologies, and/or environmental factors (Williamson, 1991; Mani et al.,
2010), was studied 12 times in the current review and results were mixed
and inconsistent. Unlike the ITO review that consistently found a negative
relationship between uncertainty and sourcing decisions, the current review
found the following: Half of the studies found no relationship (e.g., Mithas
et al., 2013). Three studies found a negative relationship between uncer-
tainty and outsourcing (e.g., Weigelt and Sarkar, 2012), and offshoring
(e.g., Poston et al., 2010). Two studies found a positive relationship between
uncertainty and outsourcing (Barthélemy, 2011; Aubert et al., 2012).

Comparison of Client Firm Characteristics

Table 14.3 compares the client firm characteristics found in this
current review with the prior JIT reviews (Lacity, Khan, Yan, &
Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks, 2011). While
the broad category of client firm characteristics was evidenced across all
three reviews, there was no overlap at the level of independent vari-
ables. Interestingly, the ITO review found that ‘unhealthy’ client firms
were more likely to outsource IT than ‘healthy’ firms but the BPO
review found that ‘healthy’ client firms were more likely to outsource
BPs than ‘unhealthy’ firms. Specifically, the ITO view found that poor
IS department performance was positively related to outsourcing deci-
sions – a situation practitioner’s sometimes called ‘outsource your mess
for less’ (e.g., Strassmann, 1995). Department performance is defined
and measured as a CXO’s, CEO’s, or organizational members’ percep-
tions of the function’s performance or competence (e.g., Klaas et al.,
2001). In contrast, the BPO review found that good financial perfor-
mance was positively associated with the outsourcing of BPs (e.g.,
Dunbar and Phillips, 2001). Client firm performance was usually
measured as net profits, return on assets, expenses, earnings per
share, number of patents, and/or stock price prior to an outsourcing
decision (e.g., Dunbar and Phillips, 2001; Gilley et al., 2004). In the
current review, prior firm performance was assessed 2 times and all
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3 times it was not found to be a significant determinant of sourcing
decisions (e.g., Spithoven and Teirlinck, 2015). Also in the current
review, department performance was examined 4 times as a determi-
nant of sourcing decisions. Twice it was found to be not significant
(e.g., Ali and Green, 2012) and twice it was negatively associated
with outsourcing (e.g., Blaskovich and Mintchik, 2011).

Comparison of Sourcing Motivations

Table 14.3 compares the sourcing motivations found in this current
review with the prior JIT reviews (Lacity, Khan, Yan, & Willcocks,
2010; Lacity, Solomon, Yan, & Willcocks, 2011). All three reviews found
robust and consistent evidence that sourcing decisions were motivated by a
client’s desire to reduce costs, assess expertise and skills, improve service quality,
and focus on core capabilities. The ITO review found a negative relationship
between fear of losing control and sourcing decisions (e.g., Patane and
Jurison, 1994) while the current review found a positive relationship.
However, the different findings in the current review and the ITO review
are consistent and make sense: Clients who feared losing control out-
sourced less (as found in the ITO review) and backsourced and created
internal shared services more (as found in the current review).

We also note that the current review found some evidence that the
other motivations found in prior JIT reviews such as scalability, rapid
delivery, concern for security and IP, and technical upgrades were found to
motivate sourcing decisions, but these motivations were not examined at
least 5 times in the current review. (See Appendix A for definitions.)
Perhaps after repeated tests, the current list of sourcing motivations will
become quite extensive.

Comparison of Provider Firm Capabilities

Neither the ITO review nor the BPO review tested any independent variable
associated with provider firm capabilities at least 5 times with consistent
results, so the broad category ‘provider firm capabilities’was not included as a
determent of sourcing decisions in Lacity, Khan, Yan, andWillcocks (2010)
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and Lacity, Solomon, Yan, and Willcocks (2011). Pertaining to the specific
prior examinations of domain understanding, two studies in the ITO review
and one study in the BPO review examined the relationship between domain
understanding and a sourcing decision and all three were positive (Lacity,
Khan, Yan, &Willcocks, 2010; Lacity, Solomon, Yan, &Willcocks, 2011).

Comparison of Client Firm Capabilities

Neither the ITO review nor the BPO review tested any independent
variable associated with client firm capabilities at least 5 times with
consistent results, so the broad category ‘client firm capabilities’ was not
included as a determent of sourcing decisions in Lacity, Khan, Yan, and
Willcocks (2010) and Lacity, Solomon, Yan, and Willcocks (2011).
Pertaining to the specific prior examinations of a client’s technical and
methodological capability, three studies in the ITO review and one study in
the BPO review examined the variable’s effects on sourcing decisions.
Results in the prior reviews were mixed: Two studies found a positive
relationship, one study found a negative relationship, and one found that
the client’s capability ‘mattered’ (Lacity, Khan, Yan, & Willcocks, 2010;
Lacity, Solomon, Yan, & Willcocks, 2011).

Comparison of Country Characteristics

Neither the ITO review nor the BPO review included tests of any inde-
pendent variable associated with country characteristics at least 5 times with
consistent results; so ‘country characteristics’ was not included as a broad
category that determined sourcing decisions in Lacity, Khan, Yan, and
Willcocks (2010) and Lacity, Solomon, Yan, and Willcocks (2011). In
the ITO review, no studies examined the relationship between any country
characteristics and sourcing decisions (Lacity, Rottman, & Khan, 2010).
The BPO review included four studies of a country’s financial attractiveness
and all were positively associated with sourcing decisions. Three BPO
studies examined a country’s business attractiveness, with one finding report-
ing no significant relationship, one finding a positive relationship, and one
relationship that ‘mattered’ (Lacity et al., 2011).
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Comparison of Influence Sources

As a broad category, the ITO review included, ‘influence sources’ as a
determinant of sourcing decisions. Influence sources as a broad category
ask the question: What sources influence a client’s sourcing decision?
The theory of Institutional Isomorphism posits that firms may experi-
ence three types of influences: mimetic, normative, and coercive
(DiMaggio and Powell, 1991). Mimetic influence was the only indepen-
dent variable in the ITO review studied at least 5 times and produced
consistent results (Lacity, Rottman, & Khan, 2010). Influences that
arose from the perception that peer organizations were more successful
were found to positively and significantly affect IT outsourcing decisions
every time it was examined (e.g., Loh and Venkatraman, 1992;
Pinnington and Woolcock, 1995; Ang and Cummings, 1997;
Benamati and Rajkumar, 2002). In the current review, mimetic influ-
ences were examined 4 times with mixed results. Mimetic influences
were positively significant twice (Mudambi and Venzin, 2010; Khan and
Lacity, 2012), insignificant once (Blaskovich and Mintchik, 2011), and
mattered once (Manning et al., 2010).

In summary, the current review and the previous JIT reviews repeatedly
and consistently found that sourcing decisions were determined by trans-
action attributes, client firm characteristics, and sourcing motivations. The
current review also found that provider capabilities and client capabilities
affected sourcing decisions. For a more detailed analysis of the comparisons
across studies, please see the section ‘Comparison to previously studied
determinants of sourcing decisions’ in the Conclusion.

Findings on Sourcing Outcomes

In this section, we answer the third research question: What has the
recent empirical academic literature found about the determinants of
sourcing outcomes for business services? Again, we answered Question
3 using the criteria of at least 60% consistent findings from at least five
examinations of a relationship between an independent variable and a
sourcing outcome. Fig. 14.2 depicts the empirical evidence that meets
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these criteria. The figure captures 27 independent variables that have
affected sourcing outcomes, organized by the broad categories of
transaction attributes, relational governance, client firm characteristics,
sourcing decisions, provider firm capabilities, client firm capabilities,
contractual governance, country characteristics, provider firm charac-
teristics, and relationship characteristics. Each broad category and the
independent variables within them are discussed below.

Transaction Attributes

Under the broad category ‘transaction attributes’, researchers sought to
answer the question: Are there general attributes of business services that
are more likely to influence sourcing outcomes than others? In Fig. 14.2,
three transaction attributes were examined at least 5 times and produced
consistent results in the current review: measurement difficulty, transac-
tion type, and risk.

Measurement difficulty is the degree of difficulty in measuring the
performance of exchange partners in circumstances of joint effort, soft
outcomes, and/or ambiguous links between effort and performance (e.g.,
Tate and Ellram, 2009). Examined 8 times, 5 times measurement
difficulty was negatively associated with outsourcing outcomes for both
clients (e.g., Rai et al., 2012) and providers (e.g., Vitasek and Manrodt,
2012). Two times, measurement difficulty was positively associated with
outcomes associated with a client’s loss of control (Mathew, 2011) and
with increased business risk (Mathew, 2011). Together, seven of the
eight negatively or positively significant findings consistently showed
that measurement difficulty was a bane for sourcing outcomes. Only one
study found that measurement difficulty had no effect on the project
performance of outsourced IT projects (Tiwana, 2010).

Transaction type is the type of work, usually operationalized as a
categorical variable, such as delineating among transactions involving
development, maintenance, and reengineering work (e.g., Gopal and
Koka, 2010) or between ITO and BPO (e.g., Lee and Kim, 2010). In
the current study, 19 different types of services were examined across all
the studies (see Table 14.4).
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The most common types of services were general IT and BP services,
software development, and R&D. Within a study, some researchers
compared the sourcing outcomes of just two types of services (e.g.,
Handley, 2012), while others considered five or more (e.g., Doloreux
and Shearmur, 2013).

Examined 17 times, 11 times transaction type ‘mattered’ in that the
transaction type affected sourcing outcomes such as innovation effects
(like number of patents files) (e.g., Doloreux and Shearmur, 2013),
outsourcing success (e.g., Handley, 2012), and offshoring success (e.g.,
Narayanan et al., 2011). For example, Doloreux and Shearmur (2013)
found that outsourcing external R&D services, knowledge validation
services, general business support services, patent services, and
accounting services had different effects on product, process, manage-
rial, and marketing innovations. Handley (2012) found that

Table 14.4 Business services studieda

Business service Total

1. Information technology – generic 92
2. Business processes – generic 39
3. Software development 33
4. Research and development 20
5. Manufacturing support services 11
6. Call left/customer service 10
7. Systems maintenance 9
8. Human resources 9
9. Finance and accounting 8
10. Logistics and supply chain management 6
11. IT infrastructure management services 4
12. Systems integration 3
13. Legal processes 3
14. Marketing 3
15. Generic consulting 3
16. Business intelligence 3
17. Sales 2
18. Staff augmentation 1
19. Procurement 1
Total 260

aCells indicate frequency with which a business service is studied. Total is greater
than number of articles as some articles mentioned more than one business
service
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outsourcing IT had different effects on provider satisfaction than out-
sourcing logistics.

Six times, transaction type did not matter. For example, Gopal and
Koka (2012) found that project type (new software development or
reengineering of existing systems) did not affect the outcome of project
profitability. Rai et al. (2012) found that process type (securities, con-
sumer credit, credit card, or domestic payments) did not significantly
affect BPO satisfaction when the main effect variables were considered in
the regression models.

Risk is the extent to which a transaction exposes a party (client or
provider) to a chance of loss or damage (e.g., Wullenweber et al.,
2008; Mathew and Das Aundhe, 2011). Examined 5 times, 4 times
risk was found to negatively affect outsourcing outcomes. For exam-
ple, Qin et al. (2012) found that eight types of risks negatively
affected IT outsourcing outcomes in China. Gholami (2012) studied
the effects of five types of risks on IT outsourcing projects in a case
study and found that risks negatively affected outcomes. One study,
however, found that financial risk did not significantly affect a pro-
vider manager’s subjective evaluation of project performance
(Ramchandran and Gopal, 2010).

Client Firm Characteristics

Under this broad category, researchers sought to answer the question:
Are certain types of clients more likely to experience successful sourcing
outcomes than others? In the quest to identify and/or control for
between firm differences that may account for sourcing outcomes,
researchers have incorporated a variety of client firm characteristics in
their studies (see Appendix D). However, this review found an overall
paucity of evidence linking client firm characteristics with sourcing
outcomes. In Fig. 14.2, only one client firm characteristic was consis-
tently coded at least 5 times: client size. Client size was repeatedly found
to be not significant.

Client size was typically operationalized as total firm assets, sales,
and/or number of employees (e.g., Handley and Benton, 2012).
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A majority of studies incorporated firm size as a statistical control
variable. Client size was coded in relationships with sourcing outcomes
for a total of 10 times. Six of those relationships showed no significant
effects, three showed a positive link, and none of them reported a
negative effect. For example, Teo and Bhattacherjee (2014) reported a
significant and positive effect of client firm size on operational IT
performance, while Narayanan and Narasimhan (2014) reported no
relationship between client firm size and client outsourcing cost
performance.

Provider Firm Characteristics

Under this broad category, researchers sought to answer the question:
Are certain types of providers more likely to deliver successful sourcing
outcomes to clients than others? In Fig. 14.2, only one provider firm
characteristic, provider size, was consistently coded as least 5 times. Like
client size, provider size was repeatedly found to be not significant.

Similar to client size, a provider’s size was typically operationalized as
total firm assets, sales, and/or number of employees (e.g., Handley and
Benton, 2012). A majority of studies incorporated provider size as a
statistical control variable. Provider size was coded in relation to sour-
cing outcomes for a total of 6 times, out of which four relationships
found no significant relationship between provider size and outsourcing
outcomes. For example, Gao et al. (2010) found no effect of provider
firm size on the export performance of the provider firm.

Client Firm Capabilities

Under the broad category ‘client firm capabilities’, researchers sought to
answer the question: How do a client’s internal capabilities influence
sourcing outcomes? In Fig. 14.2, we found four variables associated with
client firm capabilities that were examined at least 5 times with consis-
tent results: a client firm’s technical and methodological capability, their
outsourcing readiness, absorptive capacity, and transition management
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capability. Overall, the four client firm capabilities positively related to
sourcing outcomes.

A client’s technical and methodological capability is a client organiza-
tion’s level of maturity in terms of technical or process-related stan-
dards and best practices (e.g., Bardhan et al., 2007). Examined 12
times, 10 findings reported a positive link between a client firm’s
technical and methodological capabilities and sourcing outcomes
such as performance improvements in client firms (e.g., Teo and
Bhattacherjee, 2014), project performance (e.g., Devos et al., 2012),
and outsourcing success in general (e.g., Vitasek and Manrodt, 2012).
These findings suggest that a client is more likely to experience better
sourcing outcomes when they themselves have mastered the technolo-
gies and processes associated with providing the service.

A client firm’s outsourcing readiness is the extent to which a client
organization is prepared to engage an outsourcing provider by having
realistic expectations and a clear understanding of internal costs and
services compared with outsourced costs and services (e.g., McIvor et al.,
2009). Examined 10 times, a client’s firm readiness was always found to
positively impact sourcing outcomes pertaining to project performance
(e.g., Verner and Abdullah, 2012), client success with outsourcing (e.g.,
Hodosi and Rusu, 2013), offshoring (e.g., Poston et al., 2010), and
provider success (e.g., Palvia et al., 2011). Again, these findings suggest
that a client is more likely to experience better sourcing outcomes when
they themselves have considerable understanding about providing the
service themselves.

A client’s absorptive capacity is a client organization’s ability to scan,
acquire, assimilate, and exploit valuable knowledge (e.g., Grimpe and
Kaiser, 2010; Reitzig and Wagner, 2010). This relationship was exam-
ined 5 times out of which four relationships found a positive impact on
outsourcing outcomes such as a client firm’s business performance (e.g.,
Bustinza et al., 2010) and business service improvements (e.g., Ippolito
and Zoccoli, 2010). For example, Bustinza et al. (2010) found that a
client’s absorptive capacity (operationalized as ‘learning capability’)
positively affected outsourcing business outcomes such as cost savings,
flexibility, and compliance among 112 Spanish firms represented in the
survey. These findings suggest that client’s cannot be passive recipients
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of services when outsourcing. Rather, clients must be able to absorb the
knowledge providers generate in outsourcing relationships in order to
achieve maximum results.

A client’s transition management capability is the extent to which a
client organization effectively transitions services to or from outsourcing
providers or integrates client services with provider services (e.g., Luo et
al., 2010). Examined 5 times, all relationships found a positive impact of
a client firm’s ability to transition services on sourcing outcomes asso-
ciated with backsourcing (Bhagwatwar et al., 2011), switching providers
(Weiner and Saunders, 2014), outsourcing (e.g., Svejvig, 2011), and
offshoring (Beulen et al., 2011). Beulen et al. (2011) provided the
deepest exploration of transition management capabilities among the
coded studies. Using a case study, the authors described multiple activ-
ities the client performed well during a transition to outsourcing,
including transition planning, knowledge transfer, interim governance,
and preparing the retained organization for life after outsourcing.

Provider Firm Capabilities

Under the broad category ‘provider firm capabilities’, researchers sought
to answer the question: How do a provider’s internal capabilities influ-
ence sourcing outcomes? In Fig. 14.2, two provider firm capabilities
were examined at least 5 times and produced consistent results: human
resource management capabilities and technical and methodological
capabilities. Both provider firm capabilities were positively related to
sourcing outcomes.

A provider’s human resource management capability is the provider’s
ability to identify, acquire, develop, retain, and deploy human
resources to achieve both provider’s and client’s organizational objec-
tives (e.g., Kuruvilla and Ranganathan, 2010). Examined 10 times, this
capability was found to positively affect sourcing outcomes 8 times.
Researchers found a positive association between a provider’s human
resource management capability and sourcing outcomes associated
with project performance (e.g., Verner and Abdullah, 2012), client
firm performance (e.g., Narayanan and Narasimhan, 2014), and
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business performance of provider firms (Agrawal et al., 2012), among
others. One negative relationship found that the provider’s HR man-
agement capability was negatively related to a client’s loss of control
(Gorla and Lau, 2010). One negative relationship found that the
provider’s presence of trained personnel was negatively associated
with time and material contracts (Gopal and Koka, 2010).

A provider’s technical and methodological capability, a provider organi-
zation’s level of maturity in terms of technical or process-related stan-
dards, and best practices (e.g., Bardhan et al., 2007) were examined 11
times and 9 times, and a positive link was found between a provider
firm’s technical and methodological capabilities, and outsourcing out-
comes from both client and provider perspectives. This capability posi-
tively affected outsourced project performance (e.g., Verner and
Abdullah, 2012), provider firm performance (e.g., Gao et al., 2010),
client firm performance (e.g., Bachlechner et al., 2014), overall success
with outsourcing (e.g., Vitasek and Manrodt, 2012), and service quality
(Palvia et al., 2010). The one negative relationship found that the
provider’s technical and methodological capability was negatively related
to a client’s loss of control (Gorla and Lau, 2010). Thus, all positively or
negatively significant findings suggested that the provider’s technical and
methodological capability produces beneficial effects.

Relational Governance

Under the broad category of ‘relational governance’, researchers
sought to answer the question: How does relational governance
influence sourcing outcomes? Relational governance is the unwritten,
noncontractual, worker-based controls, designed to influence inter-
organizational behavior (Macneil, 1980; Kim, 2008). In Fig. 14.2,
eight relational governance variables were examined at least 5 times
and produced consistent results in the current review: communica-
tion, knowledge sharing, trust, relational governance, client provider
interface design, commitment, cooperation, and client provider
alignment. All of these independent variables positively affected
sourcing outcomes.
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Communication is the degree to which parties are willing to openly
discuss their expectations, directions for the future, their capabilities,
and/or their strengths and weaknesses (e.g., Gainey and Klaas, 2003).
Examined 15 times, communication positively affected outsourcing
outcomes 14 times. For example, Jain et al. (2011a, b) found that
communication positively affected offshoring success from the cli-
ent’s perspective. Palvia et al. (2011) found that communication
positively affected outsourcing success from the provider’s
perspective.

Knowledge sharing is the degree to which clients and providers share
and transfer knowledge (e.g., Mahmoodzadeh et al., 2009).
Examined 18 times, 11 times it was positively associated with
outsourcing outcomes associated with offshoring (e.g., Dedrick
et al., 2011) and outsourcing success (Qi and Chau, 2012). Five
studies did not find a significant relationship between knowledge
sharing and outsourcing outcomes associated with offshore project
performance. For example, Srikanth and Puranam (2011) found that
knowledge transfer effort did not significantly affect post-offshoring
process performance.

In general, trust is the confidence in the other party’s benevolence
(e.g., Gainey and Klaas, 2003). Examined 10 times, trust positively
affected all types of sourcing outcomes 8 times, including service
quality (e.g., Deng et al., 2013), outsourcing success (e.g., Swar et
al., 2012), captive center success (e.g., Prikladnicki and Audy, 2012),
and innovation effects (Whitley and Willcocks, 2011). The one study
that found a negative relationship between trust and sourcing out-
comes found that trustworthiness of providers in prior engagements
mitigated the risk of loss of control over information assets (Mathew,
2011). Thus, all the positively and negatively significant findings
suggested that trust helped to ensure better sourcing outcomes.

Within the broad category of ‘relational governance’, there is a general
independent variable that is also called relational governance. This is
because some studies measured an independent variable that was simply
called relational governance (e.g., Srivastava and Teo, 2012). Examined
16 times, relational governance positively affected sourcing outcomes
13 times. In particular, relational governance positively affected
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outsourcing outcomes (e.g., Ji-Fan Ren et al., 2011), offshoring out-
comes (e.g., Srivastava and Teo, 2012), and innovation effects (e.g.,
Weeks and Thomason, 2011). One study found a negative relationship
between relational governance and risk (Mathew, 2011). Thus, all the
positively and negatively significant findings suggested that relational
governance improved sourcing outcomes.

Client/provider interface design is the planned structure on where,
when, and how client and provider employees work, interact, and
communicate (e.g., Sen and Shiel, 2006). Studied 5 times, 3 times
client/provider interface design mattered and 2 times it was positively
associated with sourcing outcomes. For example, Kotlarsky et al. (2014)
found that structured coordination modes significantly affected offshore
outsourcing project outcomes.

Commitment is the degree to which partners pledge to continue the
sourcing relationship (e.g., Levina and Su, 2008). Examined 5 times, it
was always found to positively affect sourcing outcomes. For example,
Qi and Chau (2012) found a positive relationship between commitment
and IT outsourcing success in two case studies. Uriona-Maldonado et al.
(2010) also found a positive relationship between commitment and a
client’s outsourcing success in a Brazilian case study; lack of commit-
ment also contributed to failure in an initial outsourcing relationship in
this study.

Cooperation is the degree to which client and provider employees are
willing to work together in common pursuit (e.g., Wullenweber et al.,
2008). Examined 5 times, cooperation was always found to positively
affect sourcing outcomes. For example, Jean et al. (2010) found that
cooperativeness was positively associated with a provider’s innovative-
ness and market performance in IT outsourcing relationships. Palvia
et al. (2011) found that Indian providers perform optimally when they
developed effective relationships with their clients based on cooperation
(as well as on trust and communication).

Client/provider alignment is the degree to which client and provider
incentives, motives, interests, and/or goals are aligned (e.g., Sen and
Shiel, 2006). Examined 5 times, client/provider alignment was positively
associated with sourcing outcomes 4 times. For example, Lacity and
Willcocks (2014) found that mechanisms that align client and provider
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incentives, like gainsharing, were positively associated with innovation
outcomes. Vitasek and Manrodt (2012) found that alignment was a key
feature of vested outsourcing relationships.

Contractual Governance

Under the broad category ‘contractual governance’, researchers sought to
answer the question: How does contractual governance, that is, the
formal, written, and agreed upon forms of control, influence sourcing
outcomes? In Fig. 14.2, four contractual governance independent vari-
ables were examined at least 5 times and produced consistent results in
the current review: contract detail, contract type, control mechanisms,
and key performance indicators. All of these independent variables
positively affected sourcing outcomes.

Contract detail is the number or degree of detailed clauses in the
written outsourcing contract, such as clauses that specify prices,
service levels, key process indicators, benchmarking, warranties, and
penalties for nonperformance (e.g., Handley and Benton, 2009; Luo
et al., 2010). Examined 11 times, 7 times contract detail was posi-
tively associated with outcomes pertaining to outsourcing (e.g., Qi
and Chau, 2012) and offshoring success (e.g., Srivastava and Teo,
2012). For example, Srivastava and Teo (2012) found that contract
detail positively related to both quality and cost performance in
projects performed by Indian-based providers. Two examinations
found that contract detail was negatively related to outcomes asso-
ciated with loss of control and risk (Mathew, 2011). Thus, all
positively and negatively significant findings found beneficial out-
comes from detailed contracts.

Contract type is a term denoting different forms of contracts used in
outsourcing. Examples include customized, fixed-priced, time and
materials, fee-for-service, gainsharing, and partnership-based contracts
(e.g., McFarlan and Nolan, 1995; Poppo and Zenger, 2002; Ross and
Beath, 2006; Gopal and Koka, 2010). Examined 15 times, contract
type ‘mattered’ 9 times in that different types of contracts affected
outcomes differently. Contract type significantly affected outcomes
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associated with client outsourcing success (e.g., Vitasek and Manrodt,
2012), offshoring project performance (e.g., Srivastava and Teo,
2012), and provider business performance (e.g., Gopal and Koka,
2012). For example, Srivastava and Teo (2012) found that contract
type (fixed-price or time and materials) affected cost performance in
projects performed by Indian-based providers. Six times, contract type
was not significant. Srivastava and Teo (2012) found that contract type
(fixed-price or time and materials) did not significantly affect quality
performance in projects performed by India-based providers.

Control mechanisms are certain means or devices a controller uses to
promote desired behavior by the controlee (e.g., Daityari et al., 2008).
Examined 10 times, 6 times control mechanisms positively affected
client and provider outcomes. For example, Jayaraman et al. (2013)
examined data collected from 205 BPO service providers in India and
found that more control mechanisms (contractual, administrative, and
relational) had complementary effects on a provider’s business perfor-
mance. Two examinations found that control mechanisms mattered
(Gopal and Gosain, 2010; Jain et al., 2011b). For example, Gopal and
Gosain (2010) found that different control modes (software process
control, quality outcome control, efficiency outcome control, and clan
control) affected outsourcing project performance differently.

Key performance indicators are a set of measures to assess performance
(e.g., De Toni et al., 2007; Mahmoodzadeh et al., 2009). Examined
6 times, key performance indicators were always found to positively
affect sourcing outcomes associated with outsourcing (McIvor et al.,
2011), offshoring (e.g., Kuula et al., 2013), and shared services (e.g.,
Amiruddin et al., 2013). For example, Iveroth (2010) found that key
performance indicators were a significant factor in leading IT-enabled
changes in Ericsson’s financial and accounting shared services
organization.

Country Characteristics

Under the broad category ‘country characteristics’, researchers sought to
answer the question: How does a country’s characteristics influence
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sourcing outcomes? In Fig. 14.2, one country characteristic was exam-
ined at least 5 times and produced consistent results in the current
review: cultural distance.

Cultural distance is the extent to which the members of two distinct
groups (such as client and provider organizations) differ on one or
more cultural dimensions (e.g., Mehta et al., 2006). Examined
5 times, cultural distance was negatively related to outsourcing out-
comes 3 times. Specifically, cultural distance hurt the performance
of offshoring (Jain et al., 2011b), captive centers (Prikladnicki and
Audy, 2012), and the provider’s business performance (Sakolnakorn,
2011). For example, Prikladnicki and Audy (2012) found that cul-
tural differences were a major challenge experienced by case compa-
nies with captive centers (which the authors called ‘internal
offshoring’). In particular, national cultural differences were identi-
fied as the main cultural challenge for captive centers. In offshore
outsourcing, both organizational and national cultural differences
were challenges in that study.

Relationship Characteristics

Under the broad category of ‘relationship characteristics’, researchers
sought to answer the question: How does a relationship’s characteristics
influence sourcing outcomes? In Fig. 14.2, one relationship character-
istic was examined at least 5 times and produced consistent results in the
current review: length of relationship.

Length of relationship is the number of years a client and a provider
organization has worked together (e.g., Gainey and Klaas, 2003).
Examined 5 times, 4 times it was found to be not significant. In
particular, length of relationship had no significant effect on either
a client’s or provider’s assessment of outsourcing success (e.g., Ee
et al., 2013; Hodosi and Rusu, 2013). For example, Handley and
Benton (2012) did not find a significant relationship between long-
evity of the outsourcing relationship and the client’s reliance on
mediated power.
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Sourcing Decisions

Under this broad category, researchers sought to answer perhaps the
most interesting among all the research questions: Do outsourcing,
offshoring, multisourcing, shared services, and other sourcing decisions
improve performance? In the current study, two sourcing decisions
produced consistent results after repeated examinations: offshore out-
sourcing decisions and multisourcing decisions.

An offshore outsourcing decision is a client organization’s decision to
engage an offshore provider (e.g., Fifarek et al., 2008; Lee and Kim,
2010). Examined 8 times, offshore outsourcing produced positive
outcomes 7 times pertaining to client perceptions (e.g., Khan and
Lacity, 2012), innovation effects (e.g., Tate and Ellram, 2012), and a
client’s business performance (e.g., Lee, and Kim, 2010). For exam-
ple, Khan and Lacity (2012) surveyed 84 BPO and ITO buyers and
found that the majority was satisfied with the overall benefits from
offshoring. The majority of buyers also reported that offshoring
helped to reduce costs.

A multisourcing decision is a client organization’s decision to engage
multiple service providers (e.g., Sia et al., 2008), primarily aiming for
breath of providers (e.g., Su and Levina, 2011). Examined 5 times,
3 times multisourcing as an independent variable was positively
related to an outsourcing outcome, but only one finding can be
considered truly beneficial. Svejvig (2011) found that multisourcing
was positively related to the client’s ability to shift work to another
provider when one provider was not performing well. Two other
studies found that multisourcing was positively related to risks,
which meant that multisourcing increased certain types of risks
studied (Mathew and Das Aundhe, 2011; Su and Levina, 2011).
Mathew and Das Aundhe (2011), for example, found that multi-
sourcing increased the risk of vendor conflict. Su and Levina (2011)
found in one case study that multisourcing reduced a provider’s
commitment to the client and the provider started to underinvest
in the relationship. One study by Bachlechner et al. (2014) found
that making sure that all providers were secure became increasingly
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difficult with higher numbers of providers. Thus, because of the
nature of the outsourcing outcomes studied, we think it more accu-
rately conveys to readers that 60% of multisourcing findings were not
beneficial to sourcing outcomes.

In summary, 27 independent variables pertaining to transaction
attributes, client and provider firm characteristics, client and provider
firm capabilities, contractual and relational governance, country
characteristics, relationship characteristics, and service sourcing out-
comes were repeatedly examined and produced consistent effects on
sourcing outcomes in the current review. Next, we compare these
results with the results from the prior JIT reviews (Lacity, Khan, Yan,
& Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks, 2011).

Comparison of Sourcing Outcome
Determinants with Prior Research

This section answers the fourth research question: How do recent
findings on determinants of sourcing outcomes compare with previous
findings? To communicate the answer to Question 4, we included an
asterisk in Fig. 14.2, next to any new independent variable that had not
previously met the inclusion criteria in the prior JIT reviews (Lacity,
Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks,
2011). Among the 27 independent variables in Fig. 14.2, 16 are new.
We also compared more detailed results from the current review with
the ITO review and BPO review in Table 14.5. Each broad category and
the significant independent variables from all three reviews are compared
below.

Comparison of Transaction Attributes

Only the ITO review tested any independent variable associated with
transaction attributes at least 5 times and found consistent results (see
Table 14.5). In the ITO review, measurement difficulty and uncer-
tainty were negatively associated with outsourcing outcomes (Lacity,
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Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks,
2011). Measurement difficulty was the only common transaction
attribute in the current review and in the ITO review.

Comparison of Client Firm Characteristics

Only the ITO review tested any independent variable associated with
client firm characteristics and sourcing outcomes at least 5 times with
consistent results (Lacity, Rottman, & Khan, 2010). In the ITO review,
client experience with outsourcing positively affected outsourcing out-
comes (see Table 14.5). While the previous ITO and BPO reviews
included client size effects on sourcing outcomes, both reviews indicated
a lack of consistent patterns. Lacity et al. (2011) coded nine client size
relationships without any consistent patterns and Lacity, Rottman, and
Khan (2010) found only three relationships.

Comparison of Provider Firm Characteristics

Besides the current review, only the BPO review tested any independent
variable associated with provider firm characteristics and sourcing outcomes
at least 5 times with consistent results (Lacity, Rottman, & Khan, 2010).
Provider size was examined 5 times in the BPO review (Lacity et al., 2011)
where a majority of evidence suggested no significant relationships between
firm size and sourcing outcomes. Provider firm size was examined only
2 times in the ITO review (Lacity, Rottman, & Khan, 2010). In summary,
these codes suggest that firm differences in terms of provider size are not a
meaningful predictor of sourcing outcomes.

Comparison of Client Firm Capabilities

The previous ITO and BPO reviews tested several independent vari-
ables associated with client firm capabilities at least 5 times and found
consistent results (see Table 14.5). Both the ITO review and BPO
review found that the client’s provider management capability, the
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extent to which a client organization is able to effectively manage
outsourcing providers, positively affected outsourcing outcomes
(Lacity, Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, &
Willcocks, 2011). In the current review, provider management cap-
ability was only studied 4 times, but all 4 times it was positively
associated with outsourcing outcomes (e.g., Bachlechner et al., 2014).

In the ITO review, the client’s contract management capability, the
extent to which a client organization is able to effectively prepare,
negotiate, and manage contracts with providers, was repeatedly tested
and found to positively affect outsourcing outcomes (Lacity, Rottman,
& Khan, 2010). The current review also found a positive relationship in
the 4 times it was examined.

The ITO review also found that a client’s cultural distance manage-
ment capability, the extent to which a client understands, accepts, and
adapts to cultural differences, positively affected outsourcing out-
comes (Lacity, Rottman, & Khan, 2010). In the current review,
this variable was moved from the client firm capability category to
the relational governance category because new studies suggest that
cultural distance management is a shared capability – clients and
providers have to adapt to each other’s culture. For example, Lacity
and Willcocks (2014) described how acculturation, the process by
which two or more cultures merge to form a cohesive culture, led to
positive outsourcing outcomes.

The ITO review found that a client’s risk management capability, a
client organization’s practice of identifying, rating, and mitigating
potential risks associated with outsourcing, positively affected outsour-
cing outcomes (Lacity, Rottman, & Khan, 2010). In the current review,
it was only examined once and found to positively affect outsourcing
success (Gholami, 2012).

The BPO review found that a client’s business service management
capability, the ability of a client organization to efficiently and effec-
tively manage a BP/service using in-house resources, was positively
related to outsourcing outcomes. In the current review, all three
examinations of a client’s business service management capability
were also positively related to outsourcing success (e.g., Amiruddin
et al., 2013).
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Comparison of Provider Firm Capabilities

In terms of provider firm capabilities, current findings on HR manage-
ment capabilities were consistent with the previous reviews. While the
ITO review found a positive influence of a provider firm’s technical and
methodological capability (consistent with this review), the BPO review
did not. The ITO review also found that a provider’s domain under-
standing positively affected outsourcing outcomes (Lacity, Rottman, &
Khan, 2010). In the current review, domain understanding was only
examined 3 times as a determinant of outcomes. Twice it was not
significant. For example, Tiwana (2010) did not find a significant
relationship between a vendor’s domain understanding and outsourced
project performance among a sample of 120 outsourced projects. Deng
et al. (2013) did not find a significant relationship between learning
about a particular client and service quality among a sample of 119
people representing 8 Chinese IT outsourcing providers.

Comparison of Relational Governance

The previous ITO and BPO reviews tested several independent variables
associated with relational governance at least 5 times and found consistent
results (see Table 14.5). All three reviews found that communication, knowl-
edge sharing, and trust positively affected sourcing outcomes. Both the ITO
review and BPO review found that the partnership view was an important
determinant of sourcing outcomes (Lacity, Khan, Yan, & Willcocks, 2010;
Lacity, Solomon, Yan, & Willcocks, 2011). A partnership view is a client
organization’s consideration of providers as trusted partners rather than as
opportunistic vendors (e.g., Willcocks et al., 2004; Sen and Shiel, 2006). In
the current review, partnership view was only studied twice; both times, it
was positively associated with outsourcing success (Uriona-Maldonado
et al., 2010; Quayle et al., 2013). The BPO review also repeatedly and
consistently found that relationship-specific investment – specific investments
made over time which discourage opportunism, reinforce signals of the
client firms, and create extendedness of the relationships (e.g., Tate and
Ellram, 2009) – positively affected sourcing outcomes.
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Comparison of Contractual Governance

The previous ITO and BPO reviews tested several independent variables
associated with contractual governance at least 5 times and found consis-
tent results (see Table 14.5). All three reviews found that contract detailwas
positively related to sourcing outcomes (Lacity, Khan, Yan, & Willcocks,
2010; Lacity, Solomon, Yan, & Willcocks, 2011). In the ITO review and
in the current review, contract type and control mechanisms were important
determinants of sourcing outcomes. In addition, the ITO review found
that larger sized contracts were positively related to sourcing outcomes.
Examined 3 times in the current review, contract size was always found to
be not significant (e.g., Handley and Benton, 2012; Nagpal et al., 2014).
Contract size is defined as the size of the outsourcing contract usually
measured as the total value of the contract in monetary terms (e.g., Gewald
and Gellrich, 2007). For example, Nagpal et al. (2014) report no signifi-
cant effects of contract size on a client’s business performance in terms of
abnormal stocks returns.

Comparison of Country Characteristics

The previous ITO and BPO reviews tested only one independent variable
associated with country characteristics at least 5 times and found consistent
results (see Table 14.5). All three reviews found that cultural distance was
negatively related to sourcing outcomes (Lacity, Khan, Yan, & Willcocks,
2010; Lacity, Solomon, Yan, & Willcocks, 2011).

Comparison of Relationship Characteristics

In the current review, the length of relationship, where researchers considered
age of a client/provider relationship in a temporal sense, was repeatedly and
consistently found to have no significant effects on sourcing outcomes. The
BPO review did not examine any relationship characteristics frequently
enough to be included as a broad determinant of sourcing outcomes. The
ITO review, however, found two relationship characteristics to be positively
associated with sourcing outcomes after repeated examinations: prior client/
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provider working relationship and relationship quality. In the ITO review, a
prior client/provider working relationship, where researchers considered vari-
ables that connote a client and provider had worked together in the past
without invoking temporal length (see Appendix A for definition), had
positive effects on sourcing outcomes in five of the 6 times it was studied
(e.g., Mayer and Salomon, 2006). In the current review, this variable was
studied 9 times but no consistent patterns were discernible. Thus, it is not
included among variables in Fig. 14.2 and Table 14.5. Similarly, the ITO
review suggested that relationship quality was also positively and significantly
related to sourcing outcomes five out of 5 times it was empirically studied
(Lacity, Rottman, & Khan, 2010). In the current review, this variable was
coded only one time with respect to sourcing outcomes and hence not
included in Fig. 14.2 and Table 14.5.

Comparison of Decision Characteristics

Decision characteristics examine who participates in sourcing decisions
and what processes are used to make sourcing decisions. The current
review and the BPO review did not examine any decision characteristics
frequently enough to be included as a broad determinant of sourcing
outcomes. The ITO review, however, found two decision characteristics
to be significantly associated with sourcing outcomes after repeated exam-
inations: top management support commitment/support and the evalua-
tion process. Top management commitment/support is the extent to which
senior executives from the client organization provide leadership, support,
and commitment to sourcing. Of the 7 times this variable was examined,
it was always found that higher levels were associated with better ITO
outcomes. The evaluation process is the client organization’s process for
evaluating and selecting suppliers. Of the six relationships studied in the
ITO review, all six were significant or mattered (e.g., Baldwin et al., 2001;
Kern et al., 2002; Cullen et al., 2005). For example, Cullen et al. (2005)
identified 54 key outputs from processes that ITO practitioners use to
manage ITO. Their major contribution was to link evaluation processes to
ITO outcomes. They concluded that ‘our major finding is that the more
of these processes an outsourcing organization conducts, and conducts
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well, the greater its success, regardless of its outsourcing objectives’
(Cullen et al., 2005, p. 229).

Comparison of Sourcing Decisions

Sourcing decisions examine what sourcing options were chosen. The
previous ITO and BPO reviews tested several independent variables
associated with outsourcing decisions at least 5 times and found con-
sistent results (see Table 14.5). Like the current review, the BPO
review found that offshoring resulted in positive outcomes in the
majority of findings (Lacity et al., 2011). The BPO review also found
that a configurational approach mattered. With a configurational
approach, the client firm matches multiple factors in configurations
that maximize their chances of outsourcing success. For example,
matching strategic intent with contractual governance, matching trans-
action attributes with contractual governance (e.g., Sen and Shiel,
2006; Saxena and Bharadwaj, 2009). In the current review, only two
studies examined a configurational approach, once it was positively
associated with a client’s business performance (Kroes and Ghosh,
2010) and once it mattered (Uriona-Maldonado et al., 2010). The
ITO review found that make-or-buy decisions were positively associated
with outsourcing outcomes (Lacity, Rottman, & Khan, 2010).

In summary, the current review and the previous JIT reviews repeatedly
and consistently found that transaction attributes, client firm characteristics,
client and provider capabilities, relational and contractual governance, and
country characteristics determined sourcing outcomes. For a more detailed
analysis of the comparisons across studies, please see the section ‘Comparison
to previously studied determinants of sourcing outcomes’ in the Conclusion.

Gaps in Knowledge Assessment

This section seeks to answer the fifth research question: What progress has
been made on previously recognized gaps in knowledge since the ITO and
BPO reviews? Lacity, Khan, Yan, and Willcocks (2010) and Lacity,
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Solomon, Yan, and Willcocks (2011) identified research gaps pertaining to
empirical gaps on the direct determinants of sourcing decisions and out-
comes, empirical gaps on interactive/dynamics effects, and theoretical gaps.
In this review,we only can assess progress pertaining to direct determinants of
sourcing decisions and outcomes as we did not review interaction effects or
theories. Table 14.6 captures 10 empirical gaps in Lacity, Khan, Yan, and

Table 14.6 Assessment of progressmadeonpreviously identified gaps in knowledge

Empirical gaps on
the direct
determinants of
sourcing decisions
and outcomes

Empirical gap
identified in ITO
review (Lacity,
Rottman, & Khan,
2010)

Empirical gap
identified in
BPO review
(Lacity et al.,
2011)

Is progress
evident in
this review?

1. Strategic motiva-
tions of sourcing
decisions

X Yes, some
progress

2. Strategic outsour-
cing outcomes/
innovation effects

X X Yes, good
progress

3. Environmental
influences on
outcomes

X X Yes, some
progress

4. Configurational
approaches on
outcomes

X No, little
progress

5. Client firm cap-
abilities on
outcomes

X Yes, good
progress

6. Provider firm cap-
abilities on
outcomes

X Yes, good
progress

7. Pricing models on
outcomes

X Yes, good
progress

8. Business analytics/
knowledge process
outsourcing

X No, little
progress

9. Destinations
besides India

X X Yes, consid-
erable
progress

10. Emerging mod-
els and trends

X Yes, consid-
erable
progress
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Willcocks (2010) andLacity, Solomon, Yan, andWillcocks (2011). Each gap
and progress evidenced in this review is discussed next.

Strategic Motivations of Outsourcing Decisions

In the ITO review, the authors called for more studies of strategic
motivations of sourcing decisions (Lacity, Rottman, & Khan, 2010).
The authors noted that researchers frequently studied and frequently
found strong empirical support that what drove most outsourcing
decisions was the desire to reduce costs on what was viewed as a noncore
IT activity or a poor performing IS service which could be better
provided by providers with superior skills, expertise, and technology.
The authors found that researchers had under-examined the more
strategic drivers of sourcing decisions including access to global markets,
innovation, and commercial exploitation. In the current review, some
progress was evident. Researchers have made the most progress on
examining access to global markets as a strategic motivation of sourcing
decisions, and indeed, it was examined frequently enough to be included
in Fig. 14.1 as a major determinant of sourcing decisions (e.g., Angeli
and Grimaldi, 2010; Ceci and Masciarelli, 2010; Gonzalez et al., 2010b;
Tambe and Hitt, 2010; Tajdini and Nazari, 2012). Other strategic
motivations in the current review include innovation (examined 3
times) and strategic intent (examined 3 times). If one considers nimble-
ness as a strategic motivation, then the current review made good
progress on examining flexibility enablement (examined 8 times) and
scalability (examined 3 times). (See Appendix A for definitions.)

Strategic Outsourcing Outcomes/Innovation Effects

Both the ITO and BPO reviews called for more empirical research on
strategic outsourcing outcomes/innovation effects (Lacity, Khan, Yan, &
Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks, 2011). The authors
argued that practitioner surveys (e.g., surveys conducted by the
International Association of Outsourcing Professionals [IAOP] and
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Horses for Sources) found that clients increasingly expected service provi-
ders to deliver innovations, but that academics had only closely examined
the innovation effects of outsourcing R&D (e.g., Ciravegna and Maielli,
2011; Lucena, 2011; Nieto and Rodriguez, 2011). They called for more
studies on innovation effects from outsourcing other services besides R&D.
In the current review, innovation effects were examined 33 times as a
dependent variable (see Appendix B), and 19 findings examined business
services other than R&D (e.g., Weeks and Thomason, 2011; Whitley and
Willcocks, 2011; Tate and Ellram, 2012; Lacity and Willcocks, 2014).
Overall, the non-R&D and R&D studies found that clients experienced
increased levels of innovation effects when certain independent variables
were present, such as strong relational governance (e.g., Weeks and
Thomason, 2011; Doloreux and Shearmur, 2013), strong contractual
governance (e.g., Whitley and Willcocks, 2011), and strong client firm
capabilities (e.g., Mihalache et al., 2012; Lacity and Willcocks, 2014).

We also know that there are more studies on innovation in sourcing
relationships on the horizon. Specifically, the Journal of Strategic
Information Systems issued a call for papers in 2014 for a special issue on
understanding strategic innovation in IT and BPO. The special issue is
edited by Julia Kotlarsky, Ilan Oshri, Sirkka Jarvenpaa, and Jae-Nam Lee.

Environmental Influences on Outcomes

Both the ITO and BPO reviews called for more empirical research on
effects of environmental factors on sourcing outcomes (Lacity, Khan,
Yan, & Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks, 2011).
Environmental influences are factors that exist in the external environ-
ment for which parties have little control, such as the level of competi-
tion and public opinion about outsourcing/offshoring, that can affect
sourcing outcomes for clients or providers. In the ITO review, only three
environmental variables were examined – provider competition, legal and
political uncertainties, and ethnocentrism. In total, these variables were
examined 11 times. In the BPO review, only three environmental
variables were examined – provider competition, public awareness, and
public perceptions of outsourcing. In total, these variables were examined
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only 8 times. In the current review, five environmental variables were
examined – provider competition, environmental uncertainty, public
perceptions of outsourcing, competition in client firm environment (i.e.,
client competition), and industry growth. (See Appendix A for definitions.)
These variables were examined 24 times in the current review (see
Appendix D). Researchers had made the most progress on examining
provider competition (examined 15 times) (e.g., Cordella and Willcocks,
2012; Wiener and Saunders, 2014) and environmental uncertainty (exam-
ined 3 times) (e.g., García-Vega and Huergo, 2011; Mithas et al., 2013).
Overall, some progress has been made.

Configurational Approaches on Outcomes

The ITO review called for more configurational and portfolio
approaches to outsourcing (Lacity, Rottman, & Khan, 2010). The
authors argued that some of the most interesting work in ITO consid-
ered how organizations matched multiple factors in configurations that
maximized their chances of success. For example, matching strategic
intent with contractual governance, matching transaction attributes with
contractual governance, or matching IT’s value proposition, IT’s asset
position, relational asset position, and relational capabilities with ITO
decisions (e.g., DiRomualdo and Gurbaxani, 1998; Lee et al., 2004;
Fink, 2010). Some progress had already been made by the time the BPO
review was conducted. The BPO review reported on 14 examinations of
configurational approaches on outsourcing outcomes and found that it
‘mattered’ 11 times (Lacity et al., 2011). In the current review, a
configurational approach was only examined twice (Kroes and Ghosh,
2010; Uriona-Maldonado et al., 2010). Both studies found significant
effects on sourcing outcomes. Overall, the current review indicates a
backslide.

Client Firm Capabilities on Outcomes

The BPO review called for more empirical research on retained client
capabilities (Lacity et al., 2011). In the BPO review, only a client firm’s
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business service management and provider management capabilitieswere exam-
ined at least 5 times. Also in the BPO review, a client’s absorptive capacity,
client outsourcing readiness, proactive sense-making, change management, con-
tract management, HRmanagement, and risk management capabilitieswere all
found to positively affect BPOdecisions, but none of these were replicated at
least 5 times. (See Appendix A for definitions.) Has progress been made? In
the current review, four client firm capabilities were examined at least 5 times
and produced consistent results: technical and methodological, a client’s
absorptive capacity, client outsourcing readiness, and transition manage-
ment capabilities. Also, as evidenced in Appendix D, three more client firm
capabilities were examined 4 times and were all found to positively affect
sourcing outcomes: HR management, contract management, and provider
management capabilities. Overall, good progress has been made.

Provider Firm Capabilities on Outcomes

The BPO review argued that there was a severe gap in the study of
provider firm capabilities because only one capability, a provider’s HR
management capability, had been studied at least 5 times with con-
sistent results. Lacity et al. (2011) wrote that outsourcing must, by
definition, be highly dependent on a provider’s ability to perform and
clearly more capabilities contribute to performance than just HR
management. In the current review, a provider’s HR management
capability was once again examined repeatedly and found to positively
affect sourcing outcomes. In addition, a provider’s technical and
methodological capability was examined 11 times and found to sig-
nificantly affect outcomes. An additional 16 provider capabilities as
determinants of sourcing outcomes were examined in this review:
client management capability (examined 4 times); contract management
capability, project management capability, and project scoping accuracy
(each examined 3 times); provider breadth of service, delivery capability,
and change management (each examined twice); and security/privacy/
confidential capability, business service management capability, technol-
ogy infrastructure quality, transition management capability, quality
management capability, generic provider capabilities, boundary spanning
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capabilities, employee performance capabilities, and organizational learn-
ing (each examined once). (See Appendix A for definitions.) In total,
this review includes 50 examinations of 21 types of provider capabil-
ities on sourcing outcomes. Good progress has been made.

Pricing Models on Outcomes

The BPO review called for more studies on pricing models, which at
the time focused on comparing fixed-price and time and materials
pricing (Lacity et al., 2011). In the current review, different types of
contract pricing (i.e., contract type) were examined 15 times as deter-
minants of outsourcing outcomes. These predominantly included
additional studies on fixed-price vs time and materials contracts (see
Table 14.7). In general, fixed-price contracts were more risky for
providers and time and materials contracts were more risky for clients
(e.g., Dey et al., 2010).

In the current review, there were also repeated examinations (14 in
total) of what makes a client or provider choose among contract types. In
these studies, contract type becomes the dependent variable. For example,
Narayanan and Narasimhan (2014) report on seven examinations of the
determinants of contract type. They found that supplier asset specificity,
firm size, and agility motivation were associated with partnership contracts
(revenue sharing). They also found that outsourcing experience, require-
ments uncertainty, core/noncore, and cost motivation did not affect
contract choice at P<0.05 level. Susarla et al. (2010a, b) reported, based
on data from 154 providers, that business analytics services were more
likely to be governed with a time and materials contract and that auto-
mation tasks were more likely to be governed with a fixed-price contract.
Sharma and Iyer (2011) examine pricing policies such as price bundling,
solution pricing, component pricing, cost plus pricing, fixed fee pricing,
and other pricing models using case studies.

Overall, good progress has been made on the determinants of con-
tract type choice, but the types of contracts still focused mostly on
fixed-price and time and materials. (By comparison, the ITO review
included only one examination of the determinants of contract type
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and the BPO review did not include any studies that examined the
determinants of contract type.)

Business Analytics/knowledge Process Outsourcing

The BPO review called for more studies on the outsourcing of business
analytics and knowledge processes (Lacity et al., 2011). Among the 87
papers included in the BPO review, only 3 dealt with knowledge process

Table 14.7 Contract type as determinant of outsourcing outcomes: The current
review

Contract type Authors

Number of
relationships within
the study

Outcome (software licenses) vs
behavior-based (consulting)

Devos et al.
(2012)

1

Fixed-price, time and materials,
profit sharing, performance-based,
hybrid

Dey et al. (2010) 1

Fixed-price, time and materials Gopal and Koka
(2010)

1

Fixed-price, time and materials Gopal and Koka
(2012)

1

Fixed-price, time and materials Langer et al.
(2014)

2

Standard, incomplete, partnership
(revenue sharing)

Narayanan and
Narasimhan
(2014)

1

Fixed-price, time and materials Ramchandran
and Gopal
(2010)

1

Fixed-price, time and materials Srivastava and
Teo (2012)

2

Fixed-price, time and materials Tiwana (2010) 1
Fixed-price, time and materials,
subcontracting

Verner and
Abdullah
(2012)

1

Outcome-based contracting,
subcontracting

Vitasek and
Manrodt (2012)

3

Total 15
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outsourcing – the outsourcing of knowledge-intensive activities like
business analytics (e.g., Sen and Shiel, 2006; Raman et al., 2007;
Currie et al., 2008). In a survey of practitioners, the consulting firm
Horses for Sources had found that that business analytics and knowledge
processes were the top growth areas of client interest in outsourcing
during 2010–2011 (Fersht et al., 2011). In the current review, we were
able to find only three studies that mentioned business intelligence/
business analytics among the types of services studied (see Table 14.4).
Susarla et al. (2010a) explicitly examined the sourcing of business
analytics for customer relationship management services. Two other
studies mentioned business intelligence/business analytics as one of the
services included in those studies (Aubert et al., 2011; Narayan and
Narasimhan, 2014). Overall, little progress has been made beyond these
three studies.

Destinations Besides India

Both the ITO and BPO reviews called for more studies of sourcing
destinations besides India (Lacity, Khan, Yan, & Willcocks, 2010;
Lacity, Solomon, Yan, & Willcocks, 2011). When provider location
was specifically mentioned in the ITO review articles, 77% studied
providers based in India. When provider location was specifically men-
tioned in the BPO review articles, 51% of papers studied providers based
in India. The next most frequently studied country in the BPO review
was Chinese-based BPO providers, with three papers.

Why study other destinations? Practices that were effective in mana-
ging Western client–Indian provider relationships did not always work
well in other countries (e.g., Lacity et al., 2011). For example, the ITO
literature identified onshore liaisons as a best practice for US clients
engaging Indian ITO providers (e.g., Gopal et al., 2002; Rottman and
Lacity, 2006). Onsite liaisons (i.e., bringing Indian provider employees
to US client sites) were not used in other countries. For example,
Jarvenpaa and Mao (2008) found that large Japanese clients did not
interact directly with Chinese providers but instead preferred to interface
through a Japanese-based IT provider.
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Table 14.8 Articles that identified provider location

Provider based in Number of mentions Percentage of mentions

1. India 41 31
2. The United States 15 11
3. Global 13 10
4. China 9 7
5. The United Kingdom 4 3
6. Russia 4 3
7. Brazil 4 3
8. Canada 4 3
9. Poland 3 2
10. Philippines 3 2
11. Argentina 3 2
12. France 2 2
13. Malaysia 2 2
14. Egypt 2 2
15. Japan 2 2
16. Mexico 2 2
17. Estonia 1 1
18. Singapore 1 1
19. Romania 1 1
20. Italy 1 1
21. Tunisia 1 1
22. Germany 1 1
23. Vietnam 1 1
24. Lithuania 1 1
25. Dominican
Republic

1 1

26. Bulgaria 1 1
27. Taiwan 1 1
28. Belgium 1 1
29. Ireland 1 1
30. Pakistan 1 1
31. The United States
Territories

1 1

32. Australia 1 1
33. Costa Rica 1 1
34. Israel 1 1
Total mentions of
provider location

131 100

Note: Some studies examined several provider locations, so a specific article may
be counted more than once in the total and some studies did not mention
locations
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The current review included articles that examined providers based in
34 countries (see Table 14.8). For each paper, we recorded whether a
provider’s location was specifically mentioned. Some researchers studied
providers based in just one location (e.g., Gopal et al., 2011) while other
researchers studied providers from multiple countries within one study
(e.g., Arnold et al., 2010). Among the 131 times papers mentioned the
provider location(s) in the article, 31% studied providers based in India
(e.g., Agrawal et al., 2012), 11% studied US-based providers (e.g., Miozzo
and Grimshaw, 2011), 10% studied global suppliers (e.g., Babin and
Nicholson, 2011), and 7% studied providers based in China (e.g., Kang
et al., 2014). There was also representation of providers based in Russia,
the United Kingdom, Canada, and Brazil, studied 4 times each. Overall,
the richness of provider locations appears to be enhanced as the prior ITO
and BPO reviews.

Emerging Models and Trends

Both the ITO review and BPO review called for more research on
emerging models and trends. The prior reviews, particularly, noted the
need for academic research on cloud sourcing, shared services, captive
centers, bundled services, rural outsourcing, crowdsourcing, and free-
lance sourcing (Lacity, Khan, Yan, &Willcocks, 2010; Lacity, Solomon,
Yan, & Willcocks, 2011). Progress on each is discussed.

Cloud services, including Infrastructure as a Service (IaaS), Platform as
a Service (PaaS), and Software as a Service (SaaS), has exploded in the
last 4 years in both practice and in academic research. In practice, the
size of the cloud services market was estimated by Forrester Research to
be over US$100 million worldwide in 2015.1 As far as academic research
on cloud services, an ABI-Inform search revealed 1,203 articles on the
subject published since January 2011. Before this date, there were only
269 articles. Academics have clearly excelled at filling the research gap on
cloud sourcing. We believe that cloud sourcing represents such a

1 From ‘Roundup of Cloud Computing’ on http://www.forbes.com/sites/louiscolumbus/2015/
01/24/roundup-of-cloud-computingforecasts-and-market-estimates-2015/.
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paradigm shift in the provision of services that it warrants its own special
review; so cloud services were excluded from this review.

Shared services and captive centers are important insourcing options.
Shared services appear as a dependent variable in 25 relationships coded
in this review (e.g., Sako, 2010) and as an independent variable in six
relationships (e.g., Whitaker et al., 2010). Fielt et al. (2014) provided
one of the most comprehensive reviews conducted on shared services
research. The authors examined the definitions, drivers, stakeholder
roles, methods, and theories of 18 articles on information systems shared
services. As a dependent variable, researchers have examined the deter-
minants of captive centers 7 times in the current review (e.g., Martinez-
Noya et al., 2012). As an independent variable, researchers have exam-
ined captive centers twice (e.g., Massini et al., 2010). Oshri and van
Uhm (2012) wrote the most comprehensive study on captive centers.
They examined offshore captive investments made by Fortune 250
Global firms between 1985 and 2010. They studied four different
types of captive centers – basic, hybrid, shared, and divested and how
these models changed over time. They identified four phases: the rise of
India because of cost savings, the shift of India from costs to quality,
global proliferation, and disruption.

Bundled services is a client organization’s decision to procure multi-
ple services from the same provider, especially as it relates to the
decision to deepen an existing provider relationship. In the current
review, bundled services were examined 6 times as an independent
variable and 4 times as a dependent variable (e.g., Su and Levina,
2011). Bundled services were also examined as juxtapositions to multi-
sourcing decisions. Multisourcing is a client organization’s decision to
engage multiple service providers. For example, Su and Levina (2011)
examined how clients made decisions about the breadth (multisour-
cing) and depth (bundled services) of provider relationships.

Rural sourcing is a client organization’s decision to engage a rural-
based provider. Rural sourcing was identified in the BPO review as a
niche market worth considering. In the current review, rural sourcing
was only examined once as an independent variable and 3 times as
dependent variable (Lacity, Rottman, & Khan, 2010). Rural sourcing
seems to be confined to large countries with considerable cost variations
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between urban and rural locations in the United States, China, and
India (Lacity et al., 2011).

The BPO review also mentioned crowdsourcing and freelance sourcing
as niche markets worth studying, but these topics were not included in
the current review. We do note that before January 2011, 23 peer-
reviewed articles mentioned ‘crowdsourcing’ in the abstract and 226
peer-reviewed articles mentioned it in the abstract after this date accord-
ing to ABI-INFORM. Thus, crowdsourcing has clearly become a main-
stream topic. We also note that before January 2011, 10 peer-reviewed
articles mentioned ‘freelancing’ or ‘freelance sourcing’ and 11 peer-
reviewed articles mentioned these terms in the abstracts after this date.
Freelance sourcing research is still nascent.

Discussion

Thus far, we have answered the first five research questions. In this
section, we focus on four additional findings that were interesting or
surprising from the current review.

Overall Batting Averages

In the ITO and BPO reviews, the authors presented overall ‘batting
averages’ based on make-or-buy decision findings. The ITO review
found that 63% of the findings reported positive outcomes from out-
sourcing IT, 22% of the findings reported negative outcomes, and 15%
of the findings reported no significant changes in performance (Lacity,
Rottman, & Khan, 2010). The BPO review found that 56% of the
findings reported positive outcomes from outsourcing BPs, 11% of
the findings reported negative outcomes, and 33% of the findings
reported no significant changes in performance (Lacity, Rottman, &
Khan, 2010). This review needed a more careful calculation as one
significantly positive relationship of make-or-buy a decision was actually
detrimental (increasing loss of knowledge) and one negative relationship
was actually beneficial (reducing spend). Therefore, we closely examined
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the 33 make-or-buy findings and determined that 48% of the current
findings reported beneficial outcomes from outsourcing business services, 30%
of the findings reported unbeneficial outcomes, and 21% of the findings
reported no significant changes in performance after outsourcing.

The degree of outsourcing can also be used to calculate an overall
‘batting average’. In the current review, repeated examinations of the
degree of outsourcing on outsourcing outcomes produced mixed results.
Examined 14 times, four findings reported that greater degrees of out-
sourcing increased outcomes in terms of a client’s business performance
(e.g., Han and Mithas, 2013) and innovation effects (e.g., Mihalache
et al., 2012). Five times, greater degrees of outsourcing had negative
effects on sourcing outcomes such as service quality (e.g., Gorla and
Somers, 2014), a client’s business performance (e.g., Qu et al., 2010),
and a provider’s business performance (e.g., Reitzig and Wagner, 2010).
Five examinations found no significant differences after sourcing deci-
sions pertaining to service performance (e.g., Teo and Bhattacherjee,
2014) or business performance (e.g., Sheehan and Cooper, 2011).
Through careful examination of all the findings, 29% of the current
findings reported beneficial results from greater degrees of outsourcing, 36%
of the findings reported unbeneficial outcomes, and 36% of the findings
reported no significant changes in performance.

The Relationship between Contractual and Relational
Governance is More Complex than Previously Thought

Although all three reviews focused on studies that treated contractual and
relational governance as independent variables, the ITO review made
specific mention that research had indicated that contractual and rela-
tional governance were complements. In the ITO review, Lacity, Rottman,
and Khan, (2010) wrote, ‘Researchers have also found significant interac-
tions between contractual governance and relational governance. Several
important papers found that the interaction between contractual and
relational governance is positive, and thus contractual and relational
governance serve as complements rather than as substitutes (Saunders
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et al., 1997; Sabherwal, 1999; Poppo and Zenger, 2002; Wullenweber
et al., 2008; Goo et al., 2009)’ (412–413).

In the current review, we found that the relationship between contrac-
tual governance and relational governance was examined 5 times, but the
findings were more complex than previously found since Lacity, Rottman,
and Khan, (2010) (see Table 14.9). In contrast to the findings from the
ITO review, Rai et al. (2012) found that contractual and relational
governance served as substitutes. Specifically, the authors found that the
relational mechanism, trust, substituted for contractually specified activity
expectations, goal expectations, and contractual flexibility. The relational
mechanism, information exchange, was also found to substitute for con-
tractually specified activity expectations and goal expectations. The
authors also found that the relational mechanism, conflict resolution,
substituted for contractually specified goal expectations.

Cao et al. (2013) examined the evolution of governance over time and
the authors found that contractual and relational governance were sub-
stitutes that oscillated over time in that sometimes the partners relied more
on contractual governance and sometimes they relied more on relational
governance. Tiwana (2010) studied 120 outsourced projects and found
that formal controls (i.e., contractual governance) and informal controls
(i.e., relational governance) were simultaneously complements and substi-
tutes. Specifically, the author found ‘that informal control mechanisms
strengthen the influence of formal behavior control mechanisms on
systems development ambidexterity (complementary effects) but weaken
the influence of formal outcome control mechanisms (substitutive
effects)’ Tiwana (2010, p. 87). Lioliou et al. (2014) also found that
contractual and relational governance were simultaneously complements

Table 14.9 New studies on the relationship between contractual and relational
governance

Authors Findings

Rai et al. (2012) Substitutes
Cao et al. (2013) Substitutes that oscillate over time
Tiwana (2010) Simultaneously serve as complements and substitutes
Lioliou et al. (2014) Simultaneously serve as complements and substitutes
Huber et al., 2013 Complements and substitutes that oscillate over time
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and substitutes, depending on certain conditions. Using a case study,
the authors found that contractual governance can dampen or replace
(substitution effects) or compensate (complementary effects) for rela-
tional governance in cases of workforce changes and during times of
relational conflict. Huber et al. (2013) found that the relationship
between contractual and relational governance oscillated between comple-
ments and substitutes based on goal fuzziness, goal conflict, and goal
misalignment. These recent studies question the prevailing view of an
either/or dichotomy of complementarity or substitution by showing that
contractual and relational governance were causally connected over time.

Industry Effects Remain a Mystery

Industry differences among client firms have been examined repeatedly
with mixed and inconsistent results in all three reviews. In the current
review, industry was examined 19 times. A total of 10 times, a client’s
industry was not significant, meaning that clients from some industries
were equally likely to outsource, offshore, or erect a captive center than
clients from other industries (e.g., Alvarez-Suescun, 2010; Spithoven and
Teirlinck, 2015). Nine times, industry did matter for outsourcing or for
the degree of outsourcing (e.g., Qu et al., 2011; Aubert et al., 2012).
Similarly, the ITO review reported that 13 empirical tests of industry on
outsourcing found no relationships 7 times, and 6 times industry did
matter (Lacity, Rottman, & Khan, 2010). The BPO review found that 6
out of 10 examinations of industry found no effects and 4 times it mattered
(Lacity et al., 2011). The BPO review declared ‘industry’ as a research ‘culs
de sac’.

Researchers Studied Clients from All Over the World

In this review, we also analyzed client location in addition to provider
location. For each paper, we recorded whether a client’s location was
specifically mentioned. Some researchers studied clients based in just one
location (e.g., Amiruddin et al., 2013), while other researchers studied
clients from multiple countries within one study (e.g., Khan and Lacity,
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2014). In all, we were able to code clients based in at least 23 countries
(see Table 14.10).

Among the 149 times a client’s location was mentioned, 52% were
clients based in the United States (e.g., Lacity et al., 2014), 13% were
global clients (e.g., Sengupta and Gupta, 2011), 7% were clients based
in Germany (e.g., Huber et al., 2013), and 5% were clients based in the
United Kingdom (e.g., Weeks and Thomason, 2011) and Canada (e.g.,
Doloreux and Shearmur, 2013). In addition, clients based in 18 other
countries were mentioned. Overall, researchers have clearly covered the
globe for both provider and client locations.

Table 14.10 Client locations studied

Client based in Number of mentions Percentage of mentions

1. The United States 78 52
2. Global 19 13
3. Germany 10 7
4. The United Kingdom 7 5
5. Canada 7 5
6. Spain 3 2
7. Sweden 3 2
8. China 3 2
9. Australia 3 2
10. Finland 2 1
11. Italy 2 1
12. India 1 1
13. Denmark 1 1
14. Taiwan 1 1
15. Malaysia 1 1
16. Hong Kong 1 1
17. France 1 1
18. Switzerland 1 1
19. Portugal 1 1
20. Iran 1 1
21. Singapore 1 1
22. Japan 1 1
23. Slovenia 1 1
Total mentioning
client location

149 100

Note: Some studies examined several client locations, so a specific article may be
counted more than once in the total
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Future Research Directions

Finally, we answer Question 6:What are promising areas for future research?
So much exciting research has been published since the ITO and BPO
reviews (Lacity, Khan, Yan, & Willcocks, 2010; Lacity, Solomon, Yan, &
Willcocks, 2011). We have seen a proliferation in the types of sourcing
decisions covered, a richer picture of the independent variables that affect
sourcing decisions and outcomes, a deeper understanding of the relationship
between contractual and relational governance, and an expansion of global
research. Much work has been done, but as the sourcing of business services
changes so much in practice, there is much more research to do.

As further contributions to ‘normal science’ (Kuhn, 1970), researchers
may continue to make progress on the areas mentioned in the gaps-
assessment discussion. More studies on innovation, environmental factors,
configurational approaches, client and provider capabilities, pricing models
besides fixed-price and time and materials, business analytics sourcing, and
emerging models seem worthwhile. Researchers can also replicate the
promising, yet understudied, relationships found in Appendix D.

Specifically, we call readers to the determinants of governance in
Appendix D. In this review, we included two additional broad cate-
gories of dependent variables that examined relational governance (99
relationships) and dependent variables that examined contractual gov-
ernance (65 relationships). (In the previous JIT reviews, relational and
contractual governance were independent variable categories but not
dependent variable categories.) As the coding process progressed, we
were excited to read that researchers were asking, ‘What determines
how clients and providers govern relationships?’We were hoping to use
these two new categories to help answer the question. Unfortunately,
there were only two independent variables that were replicated at least
5 times with consistent results to identify as robust determinants of
contractual governance: uncertainty (+) and client size (0). The more the
uncertainty is, the more contractual mechanisms were used. Client size,
again, was repeatedly found to be not significant. Also, there were only
two independent variables that were replicated at least 5 times with
consistent results to identify as robust determinants of relational
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governance: communication (+) and contractual governance (MM). In
the ‘Discussion’ section, we expanded on the complex connection
between contractual and relational. Overall, more research is needed
to answer the question on what determines governance.

What research might be truly impactful? We believe researchers can
help the world understand how sourcing decisions will increasingly
affect jobs, prosperity, safety, and the sustainability of our planet. We
propose five rather audacious future research directions, but these ques-
tions have gained some validity based on 2014/2015 discussions and
presentations at practitioner sourcing group meetings, including meet-
ings of the IAOP, National Association of Outsourcing, Global
Sourcing Council, World ITO/BPO Forum, REVAmerica, and the
Institute of Robotic Process Automation (IRPA). The questions are

1. What roles do sourcing clients and providers have in uplifting margin-
alized populations around the world?

According to the US Census Bureau, world population exceeded
7 billion people in 2012. The World Bank estimated that 80% of the
world’s population – 5.6 billion people – were below the poverty line,
living on less than $10 per day. In 2011, 2.2 billion people lived in
extreme poverty, living on less than $2 per day (www.globalissues.org/
article/26/povertyfacts-and-stats). Caring leaders from the sourcing com-
munity realize that all the spending that occurs in sourcing can help
alleviate poverty by employing marginalized populations to provide busi-
ness services. The Global Sourcing Council (www.gsc.clubexpress.com/),
for example, was created as a nonprofit organization to help an organiza-
tion’s source goods and services by uplifting humanity through jobs while
protecting the environment. In the academic community, there are several
researchers beginning to study how sourcing clients and providers alleviate
poverty through meaningful work. This research stream is called ‘impact
sourcing’ and it is defined as, ‘the practice of hiring and training margin-
alized individuals to provide IT, BP, or other digitally enabled services
who normally would have few opportunities for good employment’
(Carmel et al., 2014). Globally, impact sourcing may employ as many
as 561,000 people and may generate as much as $20 billion worldwide
(Monitor Group/Rockefeller Foundation, 2011; Accenture, 2012;
Avasant/Rockefeller Foundation, 2012; Everest Group, 2014).
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There are several nonprofits already established to help alleviate
poverty through meaningful work in the business services sector.
Digital Data Divide trains and employs high school graduates in
Cambodia, Laos, Kenya, and the United States. Head Held High and
RuralShores focus on disadvantaged populations in India (Monitor
Group/Rockefeller Foundation, 2011). Samasource uses work distribu-
ted to mobile phones to employ people at the bottom of the pyramid
through 16 delivery partners in Haiti, Kenya, India, Cameroon,
Zambia, and Uganda (Gino and Staats, 2012). Established service
providers, like Accenture, also aim to subcontract some of its services
(with full knowledge and approval of clients) to help populations like
Native American Indians (Accenture, 2012).

Despite the growing size of the impact sourcing market, there is
relatively little research on this developing phenomenon. The research
that does exist provides case studies on companies aiming to help such
varied marginalized populations as the poor, Native American tribe
members, ultraorthodox Jewish women who are not allowed to work
with men, and prisoners, of which there are 6 million worldwide (e.g.,
Heeks and Arun, 2010; Gino and Staats, 2012; Heeks, 2012; Lacity
et al., 2012, 2014). More research on impact sourcing is needed to
convince customers of the value of such services and to inspire other
entrepreneurs and established service providers to pursue social
missions.

2. What roles do sourcing clients and providers have in sustaining the
planet?

Environmental sustainability is the idea that human survival and well-
being depends on the natural environment. Overpopulation, depletion
of natural resources, pollution, and nuclear proliferation are all serious
threats to environmental sustainability (Rosa et al., 2010). Companies
that source business services certainly affect the environment through
power consumption in data centers, employees’ global travel, consump-
tion of water, and disposal of e-waste, to name a few (Babin and
Nicholson, 2011). One way that business services companies can protect
the environment is to meet standards set by such organizations as Global
Reporting Initiative, the Carbon Disclosure Project, the UN
GlobalCompact and the ISO environmental, and social responsibility
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standards. Babin and Nicholson (2011) assessed the environmental
maturity of 19 major ITO and BPO providers and found that
Accenture, Infosys, TCS, Wipro, and HP had the most mature sustain-
ability profiles. Beyond this isolated study, we did not find any empirical
research that assessed how sourcing clients and providers specifically help
or hurt the physical environment. This is perhaps because environmental
sustainability is usually not an isolated goal, but rather part of a three-
pronged approach known as corporate social responsibility (CSR). CSR
aims to simultaneously balance economic, social, and environmental
objectives (Porter and Kramer, 2006, 2011).

In business services sourcing, practitioners are very concerned about
CSR. For example, the IAOP has made CSR a key theme in its
conferences (IAOP, 2009). The Global Sourcing Council (www.gscoun
cil.org/we-support-theunited-nations-global-compact/) is working with
the United Nations on a policy of 10 universally accepted principles in
the areas of human rights, labor, the environment, and anticorruption. A
few academic researchers have begun to study CSR capabilities of both
sourcing clients and providers (Babin, 2008; Babin and Nicholson,
2009, 2012; Babin et al., 2011; Madon and Sharanappa, 2013; Li
et al., 2014). Clearly, more work is needed.

3. What role do advisors play in all of this?
All of the academic reviews (this review and Lacity, Khan, Yan, &

Willcocks, 2010; Lacity, Solomon, Yan, & Willcocks, 2011) focused on
the roles of clients and providers in making sourcing decisions and in
affecting sourcing outcomes. In practice, however, there is another power
stakeholder that highly influences sourcing practice: the advisor commu-
nity. Advisors help clients develop a sourcing strategy, select sourcing
locations, develop requests for proposals, evaluate provider bids, negotiate
contracts, assist in transitions, build retained capabilities, and review out-
sourcing relationship health, among other services. Advisors help provi-
ders with strategy, finding new locations, crafting pricing models, to name
a few of their services. According to the IAOP, some of the top advisors
include Quint Wellington Redwood, Avasant, Ernst and Young,
PriceWaterhouseCoopers, Deloitte, Alsbridge, Kirkland & Ellis, to
name a few (www.iaop.org/content/19/165/3880). According to
Influencer Relations Research, the top advisors for 2016 were Gartner,
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Forrester Research, Horses for Sources (HfS), International Data
Corporation (IDC), Digital Clarity Group, NelsonHall, Information
Services Group (ISG), Everest Group, KPMG, and TowerGroup (www.
influencerrelations.com/4067/rising-starsin-the-analyst-value-survey).
These advisors have never been studied academically; yet, clearly, they
are likely to be highly influential because of normative influences
(DiMaggio and Powell, 1991). Back in 2006, Poppo and Lacity
surmised that one reason outsourcing outcomes had improved over
time was because advisors facilitated a client’s organizational learning.
They wrote ‘Another very important factor in customer learning is the
wide spread-use of key IT outsourcing consultants and IT outsourcing
legal firms. We are witnessing an institutional isomorphic effect where
outside experts, such as Technology Partners International (TPI) (now
ISG) and Gartner Group, seed client organizations with similar stan-
dards and methods . . . TPI consultants have assisted in over 300 client
sourcing transactions valued at more than $175 billion. Considering
that the entire US outsourcing market is $250 billion a year, we
certainly understand the impact TPI has had on customer learning’
(Poppo and Lacity, 2006, 270). Research into the roles of advisors
would be certainly enlightening.

4. What are the implications of threats to cybersecurity on sourcing and
vice versa?

Arguably, cybersecurity is currently one of the most critical issues facing
individuals, organizations, governments, and society (Hoffman et al.,
2015), as evidenced by yet another year filled with a spate of spectacular
data breaches.2 An interesting stream of work has recently emerged that
examines the outsourcing of information security management (i.e.,
Managed Security Services) (e.g., Cezar et al., 2014). While studying
managed security services as another type of business service being out-
sourced is certainly important, we believe there are at least two other
aspects that deserve urgent attention. First, given most, if not all, business
services are IT enabled and IT services are a major portion of outsourced

2 2015 Verizon Data Breach Investigations Report, http://www.verizonenterprise.com/DBIR/
2015/.
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business services (Lacity, Khan, Yan, &Willcocks, 2010; Lacity, Solomon,
Yan, & Willcocks, 2011), it appears critical to better understand the
impacts of outsourcing of business services on organizational security
postures, exposure to cyber threats, and their abilities to effectively manage
information security. For example, Reitzig and Wagner (2010) argue that
as organizations outsource upstream activities, they face the possibility of
losing knowledge on conducting downstream activities through the
mechanism of ‘forgetting by outsourcing vertically related activities’
(1196). As organizations continue to disintegrate value chains via globally
dispersed service provides, do they risk ‘forgetting’ how to effectively
manage information security in the process? On the other hand, how
does increased management focus on cybersecurity shape outsourcing
decisions and management of outsourced services?

Second, as both the breadth and depth of outsourcing of business
services increase, how can organizations effectively build security into the
outsourcing process? How can they effectively stipulate security-related
expectations in outsourcing contracts, and more importantly govern and
monitor outsourcing relationships to ensure security and compliance?
While the first set of issues may be more difficult to address empirically,
we believe that outsourcing practice can benefit immensely from
research-based guidance on these complex and murky issues.

5. How will service automation affect workers around the globe?
In 2014, Brynjolfsson and McAfee published a best-selling book called

The Second Machine Age. They argued that the ‘first’machine age occurred
during the Industrial Revolution when machines replaced humans doing
physical labor. During the ‘second’ machine age – the age happening
now – machines are increasingly replacing humans doing highly percep-
tional tasks (like driving cars) and highly cognitive tasks (like designing
financial portfolios to balance risk). According to the authors, some of the
positive consequences will be an explosion in the variety and volume of
consumption. One huge unanswered question relates to the nature of
work: As computers increasingly take over jobs, what work will humans
do? This question has been splattered on the covers of such publications as
The Harvard Business Review (Davenport and Kirby, 2015; Frick, 2015;
Reeves et al., 2015), The Atlantic Monthly (Thompson, 2015), and The
Wall Street Journal (Davenport and Iyer, 2015).
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In the sourcing industry, we are certainly witnessing the shift from
labor to automation for the provisioning of business services. Consider
these bellwether events:

• In September 2014, Wipro announced it will reduce headcount by
one-third over the next 3 years because of disruptive technologies like
automation and AI.1

• In December of 2014, Frank Casale launched the IRPA in New York
City (www.irpanetwork.com/). In his keynote speech at the event, Casale,
also the founder of TheOutsourcing Institute (www.outsourcing.com) in
1993, said he launched the IRPA because he saw that automation
technology was going to be the next game changer in outsourcing.

• In May of 2015, The REVAmerica conference (www.revamerica.com),
designed to build a vibrant business services industry in the United
States, presented a panel on why RPA is great for American jobs.

• In June of 2015, The World BPO Forum (www.worldbpoforum.com/
conference_agenda_2015.aspx) and the National Outsourcing
Association (http://www.noa.co.uk/events/noa-symposium/) added key-
notes and panel discussions on robotic process automation to their
agendas.

• In July of 2015, the IAOP launched a chapter dedicated to Robotic
Process Automation (www.iaop.org/content/23/162/4295). One pro-
vider from a major Indian provider estimated that going forward, 70%
of its IT services would be automated and 30% would be labor based.

• During 2014–2015, the major sourcing advisors started developing RPA
practices, including the Everest Group, Alsbridge, HfS, KPMG, and ISG.

The research questions are daunting. If ITO and BPO services will be
increasingly provided by technology, what happens to countries with
labor arbitrage advantages? For example, what will happen to India’s
middle class, which was largely built on this sector? Will automation lead
to more reshoring back to high-cost destinations? Will opportunities to
uplift marginalized populations by employing them in the services sector
diminish? Bringing all these research issues together, we ask How can
sourcing clients, providers, and advisors protect jobs, protect the envir-
onment, and ensure security in an increasingly automated world?
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Conclusion

This review of the empirical business services sourcing literature aimed
to answer six major questions: What has the recent empirical academic
literature found about the determinants of sourcing decisions for busi-
ness services? How do recent findings compare with previous findings?
What has the recent empirical academic literature found about the
determinants of sourcing outcomes for business services? How do recent
findings compare with previous findings? What progress has been made
on previously recognized gaps in knowledge? What are the promising
areas for future research? The answers to each are summarized in the
following sections.

Summary of Sourcing Decisions Determinants
in this Review

On the determinants of sourcing decisions in the current review, the
empirical evidence found that sourcing decisions were complex as
demonstrated by the 19 significant independent variables that were
empirically found to repeatedly influence sourcing decisions across the
six broad categories of motivations to outsource, transaction attributes,
client firm characteristics, client firm capabilities, provider firm capabil-
ities, and country characteristics. Across all the current studies, client
organizations clearly had a rich set of motives driving sourcing decisions
in addition to cost savings, including the desire to improve the quality
and flexibility of existing services, the desire to access a provider’s expertise
and global markets, and a strategy to focus in-house staff on critical services.
When clients feared losing control, they tended to select insourcing
options. When making sourcing decisions, client organizations also
considered a number of transaction attributes that hindered outsourcing
and favored insourcing, like high transaction costs, difficulty formalizing
knowledge, high service complexity, and lack of service standards. Clients
selected outsourcing over insourcing when the providers were deemed to
possess superior external production cost advantages. Client and provider
firm capabilities also influenced sourcing decisions. Clients felt more
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confident outsourcing services when they themselves had mature techni-
cal and methodological capabilities. Clients tended to only outsource
when they thought the provider had a deep domain understanding of
their business and technical contexts, processes, practices, and require-
ments. When considering which country to source a service from, clients
considered a country’s financial and business attractiveness. Sourcing
experience clearly mattered in that clients with prior outsourcing experi-
ence relied on that knowledge when making future sourcing decisions.
When clients were citizens of the world as indicated by high degrees of
internationalization, they outsourced and offshored more.

Comparison to Previously Studied Determinants
of Sourcing Decisions

Like the current review, the prior ITO and BPO reviews reported that
repeated examinations consistently found that sourcing decisions were
determined by sourcing motivations, transaction attributes, and client
firm characteristics (Lacity, Khan, Yan, & Willcocks, 2010; Lacity,
Solomon, Yan, & Willcocks, 2011). Within these three broad categories,
there were similarities and differences at the level of independent variables.

For sourcing motivations, all three reviews found robust and consis-
tent evidence that sourcing decisions were motivated by a client’s desire
to reduce costs, assess expertise and skills, improve service quality, and focus
on core capabilities. In addition, the current review and the ITO review
found that fear of losing control was a significant motivator. Both the
ITO and BPO reviews found that concern for security/IP motivated
insourcing decisions. The ITO review was the only review that repeat-
edly examined and consistently found that political reasons and the desire
to upgrade technology motivated sourcing decisions. The BPO review was
the only review that repeatedly examined and consistently found that
scalability and rapid delivery motivated sourcing decisions.

For transaction attributes, two of the three reviews repeatedly and
consistently found that transaction costs (this review and the ITO
review), service complexity (this review and the BPO review), and critical
role of business service (the ITO and BPO reviews) were determinants of
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sourcing decisions. In addition, the ITO review found that uncertainty
and risk were repeatedly found to negatively affect outsourcing decisions,
leading to more insourcing.

For client firm characteristics, there was no overlap at the level of
individual independent variables across the three reviews. The current
review repeatedly examined and consistently found that client experience
with outsourcing, centralization, and degree of internationalization affected
sourcing decisions. The ITO review repeatedly examined and consis-
tently found that department performance was negatively associated with
outsourcing decisions. The BPO review repeatedly examined and con-
sistently found that client firm performance was positively associated with
outsourcing decisions.

Summary of Sourcing Outcome Determinants
in this Review

On the determinants of sourcing outcomes in the current review, the
empirical evidence suggested that sourcing decisions were also complex as
demonstrated by the 27 significant independent variables that were found
repeatedly to influence sourcing outcomes across the 10 broad categories
of transaction attributes, client firm characteristics, provider firm charac-
teristics, client firm capabilities, provider firm capabilities, contractual
governance, relational governance, country characteristics, relationship
characteristics, and service sourcing decisions. Across the current studies,
clients struggled to get good sourcing outcomes under conditions of high
uncertainty and high levels of risk. Different types of transactions also
resulted in different sourcing outcomes, but no discernable pattern can
be reported because different authors examined different transaction types.
Capabilities were also important determinants of sourcing outcomes.
Clients with strong technical and methodological capabilities, absorptive
capacity, and transaction management capabilities had better sourcing out-
comes compared with clients with weak or immature capabilities. Also,
clients needed to be ready to outsource by having realistic expectations and
a clear understanding of internal costs and services compared with out-
sourced costs and services. Provider capabilities were also important,
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providers with strong HR management capabilities and technical and
methodological capabilities produced better outcomes for clients and them-
selves compared with providers with weak capabilities. Contractual and
relational governance were powerful influencers on sourcing outcomes.
When clients signed detailed contracts and used more control mechanisms
and key performance indicators, they experienced better sourcing outcomes
compared with clients with loose contracts and fewer controls. Contract
type also influenced outcomes in that fixed-price contracts had different
effects on risks, success, and financial performance than time and materials
contracts. Higher levels of seven relational governance variables were
associated with better sourcing outcomes: communication, knowledge shar-
ing, trust, relational governance (generic), commitment, cooperation, and
alignment. The interface design also mattered – clients and providers
need to actively design how the parties will work together. Cultural
distance hurt sourcing outcomes, but this, in theory, could be offset with
higher levels of a cultural distance management capability.

Comparison to Previously Studied Determinants
of Sourcing Outcomes

Like the current review, the prior ITO and BPO reviews reported that
repeated examinations consistently found that sourcing outcomes were
determined by transaction attributes, client firm characteristics, client firm
capabilities, provider firm capabilities, contractual governance, relational
governance, country characteristics, relationship characteristics, and ser-
vice sourcing decisions (Lacity, Khan, Yan, & Willcocks, 2010; Lacity,
Solomon, Yan, & Willcocks, 2011). Within these nine broad categories,
there were similarities and differences at the level of independent variables.
Focusing on the similarities across all three reviews, all reviews found that
a provider’s strong HR management capability was associated with better
sourcing outcomes. All three reviews found that detailed contracts (part of
contractual governance) produced better sourcing outcomes than loose
contracts. All three reviews found that high levels of communication and
knowledge sharing between clients and providers (part of relational govern-
ance) were associated with good sourcing outcomes.

14 Review of the Empirical Business Services Sourcing Literature . . . 581



The Next Moves

Despite the rich body of current research reviewed, the field continues to
rapidly evolve and therefore remains a rich field of inquiry. We have
suggested areas of future research based on understudied, yet promising
variables, and called for continued progress on previously identified gaps
in knowledge. We also proposed what we believe to be some bold
research questions that might direct future research. As Lacity et al.
(2011) concluded, ‘Much has been accomplished, yet so much remains
to be done’.

Limitations

All three literature reviews – this current review and Lacity, Khan, Yan,
and Willcocks (2010) and Lacity, Solomon, Yan, and Willcocks
(2011) – share the same limitations as they followed the same method.
First, we cannot guarantee that we found every empirical business
services sourcing article published in a refereed journal. We apologize
in advance if we have missed any important work by colleagues.
Second, we recognize that we could have made errors in coding the
1,304 findings. We used three independent coders (i.e., the authors)
and the second author went through each finding at the end of the
coding process to check for errors to ensure reliability. Third, the
relationships in all three reviews only capture direct effects, not inter-
active effects or dynamic effects. There were simply not enough repli-
cations to include these additions in this review. Fourth, the review
method is not as statistically rigorous as a meta-analysis. Because we
were keen to include the rich base of qualitative research, we coded 73
qualitative studies (out of the 174 total number of articles). Fifth, the
selected threshold value for analyzing repeated relationships of 5 times
or more and the selected threshold value of extracting consistent
findings of greater than 60% are arbitrary. We used these thresholds
to compare findings with prior reviews. The detailed data is available in
Appendix D, if other researchers want to reexamine the data using
different thresholds.
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Contributions

By answering the six research questions, this review contributes to the
literature in a number of important ways. For researchers new to the
study of business services sourcing, we have documented and described
219 variables used in current research. We have captured the results of
1,304 empirical examinations of the relationships between independent
and dependent variables. We have highlighted robust findings that were
replicated at least 5 times and produced consistent results. The appen-
dices also point to promising findings that need more replications to
become robust. We have assessed also where progress still needs to be
made on previously identified gaps in knowledge, thus signaling where
new researchers can readily contribute. For advanced researchers, we
have outlined more ambitious research goals pertaining to the well-being
of our planet and its inhabitants.

Appendix A

Master codes

*Indicates a new variable that was not coded before in Lacity, Rottman,
and Khan, (2010) or Lacity et al. (2011).

1. Absorptive capacity – client: A client organization’s ability to scan,
acquire, assimilate, and exploit valuable knowledge (e.g., Grimpe
and Kaiser, 2010; Reitzig and Wagner, 2010).

2. Absorptive capacity – provider: A provider organization’s ability to
scan, acquire, assimilate, and exploit valuable knowledge (e.g., Luo
et al., 2010). (Previously called ‘Absorptive Capacity – Supplier’ in
Lacity et al., 2011.)

3. Access to expertise/skills: A client organization’s desire or need to
access provider skills/expertise (e.g., Currie et al., 2008; Lam and
Chua, 2009).
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4. Access to global markets: A client organization’s desire or need to
gain access to global markets by outsourcing to providers in those
markets (e.g., Gorp et al., 2007).

5. Adaptability: The extent to which a party is able to adapt a business
service to meet changes in the environment (e.g., Sia et al., 2008).

6. *Adherence to environmental standards: The degree to which an
organization has embraced or been certified as following ecological
standards such as ISO 26000, Carbon Disclosure Project, UN
Global Compact (e.g., Babin and Nicholoson, 2011).

7. *Asset complementarity: The degree to which a set of assets is
uniquely complementary (e.g., Argyres and Zenger, 2012).

8. Asset Specificity: The degree to which an asset can be redeployed to
alternative uses and by alternative users without sacrifice of pro-
ductive value (Williamson, 1976; Sia et al., 2008).

9. Asset specificity – human: The degree to which a human asset can be
redeployed to alternative uses and by alternative users without
sacrifice of productive value (e.g., Alvarez-Suescun, 2010).

10. Asset specificity – physical: The degree to which a physical asset can
be redeployed to alternative uses and by alternative users without
sacrifice of productive value (e.g., Alvarez-Suescun, 2010).

11. *Boundary spanning capability – client: A client firm’s external BPs
that bridge the internal and external boundaries. That is client
firm processes that ease the organizational and national bound-
aries between clients and service providers (e.g., Du and Pan,
2013).

12. *Boundary spanning capability – provider: A service provider
firm’s external BPs that bridge the internal and external
boundaries. That is provider firm processes that ease the orga-
nizational and national boundaries between clients and service
providers (e.g., Du and Pan, 2013).

13. Business service management capability – client: The ability of a
client organization to efficiently and effectively manage a BP/
service using in-house resources (e.g., McIvor et al., 2009).
(Previously called ‘Business Process Management Capability –
Client’ in Lacity et al., 2011.)
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14. Business service management capability – provider: The ability of a
provider organization to efficiently and effectively manage a BP/
service (e.g., Saxena and Bharadwaj, 2009). (Previously called
‘Business Process Management Capability – Supplier’ in Lacity
et al., 2011.)

15. Business strategic type: An organization’s strategy to address three
fundamental business problems – entrepreneurial, engineering,
and administrative. Categorized under the Miles and Snow typol-
ogy as defenders, prospectors, analyzers, and reactors (Miles and
Snow, 1978; Shih et al., 2005; Kenyon and Meixell, 2011).

16. Career development of employees: A client organization’s desire or
need to provide better career opportunities for employees (e.g.,
Lacity et al., 2004).

17. Centralization: The degree to which an organization’s resources,
services, or decision-making are concentrated within a particular
group or location (e.g., Delmotte and Sels, 2008). (Previously
called ‘Centralization of Department’ in Lacity et al., 2011.)

18. Change catalyst: A client organization’s desire or need to bring
about large scale changes in the organization (e.g., Gospel and
Sako, 2010).

19. Change management capability – client: The extent to which a client
organization effectively manages change (e.g., Lacity et al., 2004).
(Previously called ‘Change Management Capability’ in Lacity et al.,
2011.)

20. *Change management capability – provider: The extent to which a
provider organization effectively manages change (e.g., Lacity et al.,
2011).

21. *CIO power: The level of influence of the head of the IT function
(e.g., Chakrabarty and Whitten, 2011; Gefen et al., 2011).

22. Client–Provider alignment: The degree to which client and provi-
der incentives, motives, interests, and/or goals are aligned (e.g.,
Sen and Shiel, 2006). (Previously called ‘Client–Supplier
Alignment’ in Lacity et al., 2011.)

23. Client–Provider interface design: The planned structure on where,
when, and how client and provider employees work, interact, and
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communicate (e.g., Sen and Shiel, 2006). (Previously called ‘Client–
Supplier Interface Design’ in Lacity, Rottman, & Khan, 2010).

24. Client age: The age of a client organization in years (e.g., Delmotte
and Sels, 2008).

25. *Client business change: The degree to which the client’s busi-
ness structure or leadership change through mergers, acquisi-
tions, divestitures, and/or C-suite turnover (e.g., Mathew and
Das Aundhe, 2011).

26. Client experience with outsourcing: The situation in which the
client has prior outsourcing experience (e.g., Alvarez-Suescun,
2010).

27. Client management capability: The extent to which a provider
organization is able to effectively manage client relationships
(e.g., Howells et al., 2008).

28. Client outsourcing readiness: The extent to which a client organiza-
tion is prepared to engage an outsourcing provider by having
realistic expectations and a clear understanding of internal costs
and services compared with outsourced costs and services (e.g.,
McIvor et al., 2009).

29. *Client power: The degree of power the client has over the
provider, measured as a percentage of the provider’s revenues
(e.g., Susarla et al., 2010b).

30. *Client prestige: The degree to which a client is widely regarded
and respected (e.g., Handley and Benton, 2012).

31. Client size: The size of a client organization usually measured as total
assets, sales, and/or number of employees (e.g., Handley and Benton,
2012).

32. *Client size – Department: The size of a client’s department or
function considering outsourcing, usually measured as total
assets, sales, and/or number of employees in that department
(e.g., Chakrabarty and Whitten, 2011).

33. Client-specific knowledge required: The degree to which a unit of
work requires a significant amount of understanding/knowledge
about unique client systems, processes, or procedures (e.g.,
McKenna and Walker, 2008).
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34. *Client–Provider coordination processes: The extent to which coor-
dination and communication processes are present between a
provider and its client during project execution. These include
aspects such as presence of provider liaisons, accurate and com-
plete project documentation, project status reports, and issue
remediation processes (e.g., Gopal et al., 2011).

35. Commitment: The degree to which partners pledge to continue
the relationship (e.g., Levina and Su, 2008).

36. Communication: The degree to which parties are willing to
openly discuss their expectations, directions for the future,
their capabilities, and/or their strengths and weaknesses (e.g.,
Gainey and Klaas, 2003).

37. *Competition in client firm environment: The presence of multiple,
reputable, and trustworthy firms within a client’s industry (e.g.,
Mithas et al., 2013).

38. *Compliance: A client organization’s need to desire to improve
compliance (e.g., Iveroth, 2010).

39. Concern for security/intellectual property: A client organization’s
concerns about security of information, transborder data flow
issues, and protection of IP (e.g., Wullenweber et al., 2008).

40. Configurational approach: The client firm matches multiple factors
in configurations that maximize their chances of outsourcing
success. For example, matching strategic intent with contractual
governance, matching transaction attributes with contractual gov-
ernance (e.g., Sen and Shiel, 2006; Saxena and Bharadwaj, 2009).

41. Conflict resolution: The degree to which clients and providers
quickly, fairly, and meaningfully resolve disputes (e.g.,
Wullenweber et al., 2008).

42. Conflict resolution approach: The type of approach used to handle a
conflict between clients and providers. Types of approaches
include integrating, accommodating, compromising, collabora-
tive, and avoiding (e.g., Lacity and Willcocks, 2014).

43. Contract detail: The number or degree of detailed clauses in the
outsourcing contract, such as clauses that specify prices, service
levels, key process indicators, benchmarking, warranties, and
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penalties for nonperformance (e.g., Handley and Benton, 2009;
Luo et al., 2010).

44. Contract duration: The duration of the contract in terms of time
(e.g., Willcocks et al., 2004).

45. Contract flexibility: The degree to which a contract specifies
contingencies and enables parties to change contractual terms
(e.g., Sia et al., 2008).

46. Contract management capability – client: The extent to which a
client organization is able to effectively prepare, negotiate, and
manage contracts with providers, including the ability to track
service levels and verify invoices (e.g., Sanders et al., 2007).
(Previously called ‘Contract Management Capability’ in Lacity
et al., 2011.)

47. *Contract management capability – provider: The extent to which a
provider organization is able to effectively prepare, negotiate, and
manage contracts with clients (e.g., Agrawal et al., 2012).

48. Contract size: The size of the outsourcing contract usually mea-
sured as the total value of the contract in monetary terms (e.g.,
Gewald and Gellrich, 2007).

49. Contract type: A term denoting different forms of contracts used in
outsourcing. Examples include customized, fixed-priced, time and
materials, fee-for-service, gainsharing, and partnership-based con-
tracts (e.g., McFarlan and Nolan, 1995; Poppo and Zenger, 2002;
Ross and Beath, 2006; Gopal and Koka, 2010).

50. *Contractual governance: A general term that captures the overall
formal and legally binding written rules designed to influence
interorganizational behavior (e.g., Bachlechner et al., 2014).

51. Control mechanisms: Certain means or devices a controller uses
to promote desired behavior by the controlee (e.g., Daityari
et al., 2008).

52. Convenience: A client organization’s desire to select a sourcing
option based on ease of use, convenience, and less frustration
(e.g., McKenna and Walker, 2008).

53. Cooperation: The degree to which client and provider employees are
willing to work together in common pursuit (e.g., Wullenweber
et al., 2008).
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54. *Coopetition: The degree to which competitors cooperate (e.g.,
Wiener and Saunders, 2014a).

55. *Corporate social responsibility capability – client: A client organiza-
tion’s ability to behave in a socially responsible way, such as
promoting environmental responsibility, promoting fair labor
practices, and engaging in philanthropy (e.g., Babin and
Nicholson, 2011).

56. Corporate social responsibility capability – provider: A provider
organization’s ability to behave in a socially responsible way,
such as promoting environmental responsibility, promoting fair
labor practices, and engaging in philanthropy (e.g., Brown,
2008). (Previously called ‘Corporate Social Responsibility-
Supplier’ in Lacity et al., 2011.)

57. Cost reduction: A client organization’s need or desire to reduce
costs of providing a service (e.g., Borman, 2006).

58. Country: The nationality of the client or provider organization
(e.g., Reitzig and Wagner, 2010).

59. Country – business attractiveness: The degree to which a country is
attractive to outsourcing clients or providers because of favorable
business environmental factors such as economic stability, politi-
cal stability, cultural compatibility, infrastructure quality, security
of IP (e.g., Doh et al., 2009; Malos, 2010).

60. Country – financial attractiveness: The degree to which a country is
attractive to outsourcing clients or providers because of favorable
financial factors such as labor costs, taxes, regulatory, and other
costs (e.g., Doh et al., 2009; Malos, 2010).

61. Country – human resource attractiveness: The degree to which a
country is attractive to outsourcing clients or providers because of
favorable people skills and availability factors such as size of labor
pool, education, language skills, experience, and attrition rates
(e.g., Mehta et al., 2006; Malos, 2010).

62. *Country selection: A client or provider’s decision to locate in a
particular country (e.g., Massini et al., 2010).

63. *Country size: The size of the country, typically measured by
GDP, population, or services exports, and so on (e.g., Hahn
et al., 2011).
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64. Criticality of service: The degree to which a client organization
views the business service as a critical enabler of business success
(e.g., Klaas et al., 2001; Wahrenburg et al., 2006). (Previously
called ‘Critical Role of Business Process – Organization’ in Lacity
et al., 2011).

65. Cultural distance: The extent to which the members of two distinct
groups (such as client and provider organizations) differ on one or
more cultural dimensions (e.g., Mehta et al., 2006).

66. Cultural distance management: The extent to which client and
provider organizations understand, accept, and adapt to cultural
differences (e.g., Tate et al., 2009).

67. Culture: Shared values, beliefs, practices, and assumptions that
characterize a group (e.g., Rajeev and Vani, 2009).

68. *Degree of internationalization – client: The geographic reach of a
client – local, regional, country, international, or global (e.g.,
Whitaker et al., 2010).

69. *Degree of internationalization – provider: The geographic reach of
a provider – local, regional, country, international, or global (e.g.,
Cha and Quan, 2011).

70. Delivery capability: A provider’s ability to deliver a contracted
service on time, on budget, and with agreed upon service quality
(e.g., Howells et al., 2008).

71. Department performance: CXO’s, CEO’s, or organizational mem-
bers’ perceptions of the function’s performance or competence
(e.g., Klaas et al., 2001).

72. Department power: The level of influence of the department on
the organization (e.g., Dunbar and Phillips, 2001).

73. Department size: The size of a department or business function
usually measured as number of employees (e.g., Calantone and
Stanko, 2007).

74. Domain understanding: The extent to which a provider has prior
experience and/or understanding of the client organization’s busi-
ness and technical contexts, processes, practices, and requirements
(e.g., Luo et al., 2010).

75. Evaluation process – client assessment: The client organization’s
process for evaluating its own services to determine which are
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critical or outsourcing ready (e.g., Handley, 2012). (Previously
called ‘Evaluation Process’ in Lacity et al., 2011.)

76. Evaluation process – provider selection: The client organization’s
process for evaluating and selecting providers (e.g., Handley and
Benton, 2009). (Previously called ‘Evaluation Process’ in Lacity
et al., 2011.)

77. External production cost advantage: The degree to which a provider
is perceived to have an advantage over a client organization in
production cost economies (e.g., Williamson, 1991; Rajeev and
Vani, 2009).

78. Fear of losing control: A client organization’s concerns that out-
sourcing may result in loss of control over the service (e.g., Lewin
and Peeters, 2006; Sanders et al., 2007).

79. *Firm ownership structure – client: The client’s ownership struc-
ture: private, public, jointly owned with primary provider (e.g.,
Rai et al., 2012).

80. Firm ownership structure – provider: The provider’s ownership
structure: private, public, jointly owned with primary client
(e.g., Jayaraman et al., 2013). (Previously called ‘Supplier
Ownership’ in Lacity et al., 2011).

81. Flexibility enablement: A client organization’s desire or need to
increase the flexibility of the use and allocation of resources (e.g.,
Tate and Ellram, 2009).

82. Focus on core capabilities: A client organization’s desire or need to
outsource in order to focus on its core capabilities (e.g., Carey
et al., 2006; Gewald and Dibbern, 2009).

83. *Functional spend: The annual operating budget for a function or
department (e.g., Kobelsky and Robinson, 2010).

84. Geographic distance: The physical distance between two locations
(e.g., Doh et al., 2009).

85. Human resource management capability – client: A client organi-
zation’s ability to identify, acquire, develop, retain, and deploy
human resources to achieve its organizational objectives (e.g.,
Klaas et al., 2001).

86. Human resource management capability – provider: A provider
organization’s ability to identify, acquire, develop, retain, and
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deploy human resources to achieve both provider’s and client’s
organizational objectives (e.g., Kuruvilla and Ranganathan,
2010).

87. Industry: The primary industry classification of a client organiza-
tion. Common classifications include service vs manufacturing,
SIC codes, and so on (e.g., Bardhan et al., 2007; Mani et al., 2010).

88. Industry growth: The increase or decrease in the size of a market
(e.g., Budhwar et al., 2006).

89. Influences – coercive: Influences that result from both formal and
informal pressures exerted on an organization by other organiza-
tions upon which they are dependent (e.g., DiMaggio and Powell,
1991; Bignoux, 2011).

90. Influences – external and internal: The combination of external
media, provider pressure, and internal communications at the
personal level among managers of companies (e.g., Borman,
2006).

91. Influences – mimetic: Influences that arise from the perception that
peer organizations are more successful, by modeling themselves
based on peer organizations, the mimicking organization aims to
achieve similar results (e.g., Klaas et al., 2001).

92. *Information asymmetry: The degree to which one party has
information that is unknown to another party in a transaction
(e.g., Devos et al., 2012).

93. *Information quality: The degree to which information fits its
intended use and is accurate, relevant, timely, and complete
(e.g., Bustinza et al., 2010).

94. Innovation: A client organization’s desire or need to use sourcing
as an engine for innovation (e.g., Ciravegna and Maielli, 2011).

95. Innovation effects: The extent to which outsourcing positively
effects a client’s innovation, such as the effects on the number
of patents filed or granted (e.g., Grimpe and Kaiser, 2010).

96. *Innovativeness – client: The degree to which a client introduces
new technologies, processes, services, and methods in their own
organization (e.g., Weigelt and Sarkar, 2012).

97. *Innovativeness – provider: The degree to which a provider
introduces new technologies, processes, services, and methods
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in their own organization and/or the client’s organization
(e.g., Jean et al., 2010).

98. Key performance indicators: A set of measures to assess performance
(e.g., De Toni et al., 2007; Mahmoodzadeh et al., 2009).

99. *Knowledge formalization: The degree to which clients and provi-
ders can formalize/codify requirements (e.g., Aubert et al., 2011).

100. Knowledge required: The degree to which a unit of work requires
a significant amount of understanding/knowledge about unique,
specialized, or advanced content (e.g., Lam and Chua, 2009).

101. Knowledge sharing: The degree to which clients and providers
share and transfer knowledge (e.g., Mahmoodzadeh et al.,
2009) (Previously called ‘Effective Knowledge sharing in
Lacity et al., 2011).

102. Legal and political uncertainties: The extent to which a location’s
legal and political environments are uncertain, unstable, or
unfamiliar (e.g., Currie et al., 2008; Penfold, 2009).

103. Length of relationship: The number of years a client and a
provider organization has worked together (e.g., Gainey and
Klaas, 2003).

104. Loss of control: The degree to which a client loses control over a
business service after outsourcing (e.g., Sanders et al., 2007).

105. *Loss of knowledge: The degree to which a client loses knowledge
about a business service after outsourcing (e.g., Kien et al.,
2010).

106. Measurement difficulty: The degree of difficulty in measuring
performance of exchange partners in circumstances of joint
effort, soft outcomes, and/or ambiguous links between effort
and performance (e.g., Tate and Ellram, 2009).

107. Middle-management commitment/support: The extent to which
middle managers provide leadership, support, and commitment
to outsourcing (e.g., Levina and Su, 2008).

108. *Mutual agreement: The degree of agreement about behaviors,
goals, obligations, and policies among partners (e.g., Lioliou
et al., 2014).

109. Mutual dependency: The degree to which a client and a provider
depend upon one another (e.g., Baraldi et al., 2014).
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110. Mutual understanding: The degree of understanding of beha-
viors, goals, and policies among partners (e.g., Sen and Shiel,
2006).

111. Opportunism: ‘Self-interest seeking with guile’ or ‘Making of
false or empty, that is self-disbelieved, threats and promises’
(Williamson, 1976, 1991; Tate and Ellram, 2009).

112. *Organizational boundaries: The demarcation between the
organization and its environment; in outsourcing, the demar-
cation between the client and provider organizations (e.g.,
Baraldi et al., 2014).

113. *Organizational learning: The degree to which organizations
learn, often associated with the organization’s commitment to
learn, open-mindedness and shared vision (e.g., Malik et al.,
2012).

114. *Outsourcing decision – backsourcing: A client organization’s
decision to bring a previously outsourced service back in-
house (e.g., Veltri et al., 2008).

115. *Outsourcing decision – bundled services: A client organization’s
decision to procure multiple services from the same provider,
especially as it relates to the decision to deepen an existing
provider relationship (e.g., Su and Levina, 2011).

116. *Outsourcing decision – captive: A client organization’s decision to
operate a captive center in a nondomestic location (e.g., Massini
et al, 2010).

117. *Outsourcing decision – commercial enterprise: A client organiza-
tion’s decision to create a new commercial entity to provide
outsourcing services to both internal and external customers
(e.g., Freytag et al., 2012).

118. Outsourcing decision – degree of outsourcing: The amount of
outsourcing as indicated by percentage of budget outsourced
and/or type and number of business services outsourced (e.g.,
Gilley et al., 2004; Salimath et al., 2008).

119. Outsourcing decision – degree of outsourcing – offshore: The
amount of offshore outsourcing as indicated by percentage of
budget outsourced and/or type and number of business services
outsourced (e.g., Khan and Lacity, 2012).
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120. *Outsourcing decision – domestic: A client organization’s decision
to engage a domestic provider (e.g., Pearce, 2014).

121. *Outsourcing decision – impact sourcing: Hiring marginalized
individuals (i.e., people who normally would have few oppor-
tunities for good employment) to provide IT, BP, or other
digitally enabled services (e.g., Lacity et al., 2014).

122. Outsourcing decision – make or buy: The fundamental make or
buy decision (e.g., Williamson, 1991) in which a client organi-
zation decides to keep a business service in-house or decides to
engage an outsourcing provider, measured as a binary variable
(e.g., Lee and Kim, 2010).

123. Outsourcing decision – multisourcing: A client organization’s
decision to engage multiple service providers (e.g., Sia et al.,
2008), primarily aiming for breath of providers (e.g., Su
and Levina, 2011).

124. Outsourcing decision – offshore: A client organization’s decision to
engage an offshore provider (e.g., Fifarek et al., 2008; Lee and
Kim, 2010).

125. *Outsourcing decision – offshore – county: A client’s decision to
select this country as an offshore outsourcing destination; a
country’s location attractiveness to outsourcing clients in other
countries (e.g., Datta and Bhattacharya, 2012).

126. Outsourcing decision – provider selection: A client organization’s
reason(s) for selecting a particular provider (e.g., Howells et al.,
2008). (Previously called ‘Outsourcing Decision – Supplier
Selection’ in Lacity et al., 2011.)

127. Outsourcing decision – renewal: The client’s decision to extend or
renew an existing outsourcing contract (e.g., Bharadwaj et al., 2010).

128. *Outsourcing decision – rural: A client organization’s decision to
engage a rural-based provider (e.g., Lacity, Rottman, & Khan,
2010).

129. *Outsourcing decision – shared services: The client’s decision to
share services across business divisions (e.g., Sako, 2010).

130. *Outsourcing decision – switch providers: A client organization’s
decision to switch outsourcing providers (e.g., Freytag et al.,
2012).
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131. *Outsourcing outcomes – backsourcing: The degree to which a
client organization reports successful backsourcing of a business
or IT service (e.g., Bhagwatwar et al., 2011).

132. *Outsourcing outcomes – captive: The degree to which a client
organization reports that the captive center is successful (e.g.,
Prikladnicki and Audy, 2012).

133. Outsourcing outcomes – organizational business performance –
client: The degree to which a client organization achieved
organizational-level business performance improvements, as a
result of an outsourcing decision, such as stock price perfor-
mance, revenue growth, return on assets, expenses, or profits
(e.g., Reitzig and Wagner, 2010).

134. Outsourcing outcomes – organizational business performance –
provider: The degree to which a provider organization achieved
organizational-level business performance improvements, as a
result of an outsourcing decision, such as stock price perfor-
mance, return on assets, expenses, or profits (e.g., Rajeev and
Vani, 2009).

135. Outsourcing outcomes – performance improvements: The degree
to which a client organization reports business service
improvements, as a consequence of outsourcing, such as
reports of costs savings realized, better quality of services,
better compliance, or tighter security (e.g., Mani et al.,
2010). (Previously called ‘Outsourcing Outcomes – Process
Performance Improvements’ in Lacity et al., 2011.)

136. Outsourcing outcomes – performance improvements – offshore: The
degree to which a client organization reports business service
improvements as a consequence of offshore outsourcing, such as
reports of costs savings realized or better quality of services (e.g.,
Levina and Su, 2008). (Previously called ‘Outsourcing
Outcomes – Process Performance Improvements – Offshore’
in Lacity et al., 2011.)

137. Outsourcing outcomes – project performance: The degree to which
a project is delivered on time, within budget, and meets require-
ments (e.g., Palvia et al., 2010).
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138. Outsourcing outcomes – project performance – offshore: The degree
to which an offshored project is delivered on time, within
budget, and meets requirements (e.g., Tate and Ellram, 2012).

139. Outsourcing outcomes – success – client: A client organization’s
general perceptions of success and satisfaction with outsourcing
(e.g., Sia et al., 2008). (Previously called ‘Outsourcing
Outcomes – Success’ in Lacity et al., 2011.)

140. Outsourcing outcomes – success – offshore: A client organization’s
general perceptions of success and satisfaction with offshore
outsourcing (e.g., Vivek et al., 2008).

141. *Outsourcing outcomes – success – provider: A provider organiza-
tion’s general perceptions of success and satisfaction with out-
sourcing/offshoring (e.g., Palvia et al., 2011).

142. *Outsourcing outcomes – success – shared services: A client organi-
zation’s general perceptions of success and satisfaction with
shared services (e.g., Iveroth, 2010).

143. *Outsourcing outcomes – switch providers: A client organization’s
report on the extent of success after switching service providers
(e.g., Wiener and Saunders, 2014a).

144. Partnership view: A client organization’s consideration of provi-
ders as trusted partners rather than as opportunistic vendors
(e.g., Willcocks et al., 2004; Sen and Shiel, 2006).

145. Political reasons/influences: A client stakeholder’s desire or need to
use a sourcing decision to promote personal agendas (e.g.,
Maelah et al., 2010).

146. *Practical intelligence: An individual’s ability to resolve project-
related work problems that are unexpected, difficult, and cannot
be resolved using established processes and frameworks (e.g.,
Langer et al., 2014).

147. Prior client/provider working relationship: The situation in which
the client and provider organizations have worked together in
the past (e.g., Mani et al., 2010). (Previously called ‘Prior Client/
Supplier Working Relationship’ in Lacity et al., 2011.)

148. Prior firm performance – client: Client firm performance usually
measured as net profits, return on assets, expenses, earnings per
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share, number of patents, and/or stock price prior to an outsour-
cing decision. (e.g., Dunbar and Phillips, 2001; Gilley et al., 2004).

149. Prior firm performance – provider: Provider firm performance
usually measured as net profits, return on assets, expenses,
earnings per share, and/or stock price prior to an outsourcing
contract. (e.g., Gewald and Gellrich, 2007; Nadkarni and
Herrmann, 2010). (Previously called ‘Prior Firm
Performance – Supplier’ in Lacity et al., 2011.)

150. Product quality: The quality of the end product delivered as part of
an outsourcing/offshoring arrangement (e.g., Whitten and
Leidner, 2006).

151. Project duration: The duration of the project in terms of time
(e.g., Ramchandran and Gopal, 2010).

152. *Project management capability – client: The ability of retained
teams within client organizations to internally manage and
coordinate project activities related to planning, execution, and
feedback for an outsourced project (e.g., Gopal et al., 2011).

153. *Project management capability – provider: The ability of delivery
teams within provider organizations to internally manage and
coordinate project activities related to planning, execution, and
feedback for an outsourced project (e.g., Gopal et al., 2011).

154. Project scoping accuracy – provider: A provider firm capability to
estimate the contract scope accurately (not underbid or overbid)
(e.g., Koh et al., 2004). (Previously called ‘Project Scoping
Accuracy’ in Lacity, Rottman, & Khan, 2010).

155. *Project size: The size of a project, usually measured as number of
people or effort (e.g., Langer et al., 2014).

156. *Provider breadth of service: The degree to which providers offer a
wide variety of services (e.g., Gao et al., 2010).

157. Provider capabilities: A broad term that captures the overall level
of a provider’s abilities (e.g., Su and Levina, 2011). (Previously
called ‘Supplier’s Core Competences’ in Lacity, Rottman, &
Khan, 2010).

158. Provider competition: The presence of multiple, reputable, and
trustworthy service providers which can provide a range of
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choices for the clients (e.g., Levina and Su, 2008). (Previously
called ‘Supplier Competition’ in Lacity et al., 2011.)

159. Provider dependency: The degree to which a client depends on a
provider (e.g., Borman, 2006). (Previously called ‘Supplier
Dependency’ in Lacity et al., 2011.)

160. *Provider employee – attitude: Attitude of employees toward their
jobs or employers (e.g., Sarker et al., 2010).

161. Provider employee performance: The client’s perception of the
performance of individual provider employees (e.g., Daityari
et al., 2008; Lam and Chua, 2009). (Previously called
‘Supplier Employee Performance’ in Lacity et al., 2011.)

162. *Provider employee satisfaction:The degree to which provider employ-
ees are satisfied with their jobs and employers (e.g., Lacity et al.,
2014).

163. Provider employee turnover: The percentage of the workers that
are replaced in a given time period, frequently measured as
turnover intention (e.g., Budhwar et al., 2006) (Previously called
‘Supplier Employee Turnover’ in Lacity et al., 2011.)

164. *Provider employee work life conflict: ‘The inter-(between) role
conflict where the demands created by the job interfere with
performing family-related responsibilities’(Netemeyer et al.,
2004, p. 50, as cited in Sarker et al., 2010).

165. Provider firm age: The age of a provider firm in years (e.g., Lahiri
and Kedia, 2009). (Previously called ‘Supplier Age’ in Lacity et al.,
2011.)

166. Provider management capability: The extent to which a client
organization is able to effectively manage outsourcing providers
(e.g., Sanders et al., 2007). (Previously called ‘Supplier
Management Capability’ in Lacity et al., 2011.)

167. *Provider power: The degree of power the provider has over the
client (e.g., Barthélemy, 2011).

168. Provider reputation: The public’s perception of a provider’s
capabilities based on past performance and financial status
(e.g., Gewald and Gellrich, 2007). (Previously called ‘Supplier
Reputation’ in Lacity et al., 2011.)
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169. Provider size: The size of a provider organization usually mea-
sured as total assets, sales, and/or number of employees (e.g.,
Nadkarni and Herrmann, 2010). (Previously called ‘Supplier
Size’ in Lacity et al., 2011.)

170. Public perceptions of outsourcing: The degree to which the public
has a negative perception of outsourcing or offshoring (e.g., Sen
and Shiel, 2006).

171. *Quality improvement: A client organization’s desire or need to
improve the quality of the client’s business, processes, or cap-
abilities (e.g., Gewald and Dibbern, 2009).

172. *Quality management capability – provider: The degree to which a
provider has a total quality management philosophy and a focus
on continuous improvement (e.g., Malik et al., 2012).

173. R&D spend: The amount of money an organization spends on
R&D (e.g., Calantone and Stanko, 2007; Grimpe and Kaiser,
2010).

174. Rapid delivery: A client organization’s desire or need to speed up
service delivery (e.g., Bandyopadhyay and Hall, 2009; Lam and
Chua, 2009).

175. Relational governance: The unwritten, worker-based mechanisms
designed to influence interorganizational behavior (Macneil,
1980; Kim, 2008).

176. Relationship quality: The quality of the relationship between a
client and provider (e.g., Sia et al, 2008; Saxena and Bharadwaj,
2009).

177. Relationship-specific investment: Specific investments made over
time which discourage opportunism, reinforce signals of the client
firms, and create extendedness of the relationships (e.g., Tate and
Ellram, 2009).

178. Risk: The extent to which a transaction exposes a party (client or
provider) to a chance of loss or damage (e.g., Wullenweber et al.,
2008; Mathew and Das Aundhe, 2011).

179. Risk management capability – client: A client organization’s
practice of identifying, rating, and mitigating potential risks
associated with outsourcing (e.g., Borman, 2006).
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180. *Risk spread: The distribution of risk, typically by assigning work
to multiple providers and/or locations (e.g., Su and Levina,
2011).

181. Scalability: The ability to scale volume of service up or down
based on demand (e.g., Currie et al., 2008; Redondo-Cano and
Canet-Giner, 2010).

182. *Security breach: A significant incident that results in unauthor-
ized access of data, applications, services, networks and/or
devices, or loss or theft of IP (e.g., Gorla and Lau, 2010).

183. Security, privacy, and confidentiality capability – provider: The
proven ability of a provider to protect client data through
investments in technology, training, process controls, audits,
and other management practices (e.g., Sen and Shiel, 2006).
(Previously called ‘Security, Privacy, and Confidentiality
Capability – Supplier’ in Lacity et al., 2011.)

184. Senior leadership: The extent to which the senior executives of an
organization are effective leaders (e.g., Lacity et al., 2004).

185. Service complexity: The degree to which a service or project
requires compound steps, the control of many variables, and/
or where cause and effect are subtle and dynamic (e.g.,
Ventovuori and Lehtonen, 2006; Penfold, 2009). (Previously
called ‘Process Complexity’ in Lacity et al., 2011.)

186. Service integration: The degree to which clients and providers are
able to integrate services (e.g., Sen and Shiel, 2006). (Previously
called ‘Process Integration’ in Lacity et al., 2011.)

187. Service interdependence: The level of integration and coupling
among tasks; services that are highly integrated are tightly coupled
and difficult to detach (e.g., Sanders et al., 2007). (Previously
called ‘Process Interdependence’ in Lacity et al., 2011.)

188. Service quality: The quality of a service, frequently measured as a
client’s perception of a satisfactory service performance by the
provider (e.g., Lewin and Peeters, 2006).

189. Service standardization: The degree to which a service is standard
(e.g., Tate and Ellram, 2009). (Previously called ‘Process
Standardization’ in Lacity et al., 2011.)
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190. Slack resources: Resources and organization possesses in excess of
what is required to maintain the organization (e.g., Koh et al,
2004; Hall and Liedtka, 2005). (Previously called ‘Financial
Slack’ in Lacity, Rottman, & Khan, 2010).

191. Social capital – cognitive dimension: Social capital arising from the
sharing representations, interpretations, and systems of meaning
among parties (Nahapiet and Ghoshal, 1998; Willcocks et al.,
2004).

192. Social capital – relational dimension: Social capital arising from
personal relationships people have developed with each other
through a history of interactions (Nahapiet and Ghoshal, 1998;
Willcocks et al., 2004).

193. Social capital – structural dimension: Social capital arising from
the patterns of linkages between people or units including net-
work ties, network configuration, and network appropriability
(Nahapiet and Ghoshal, 1998; Willcocks et al., 2004).

194. Social norms: An individual’s perceptions of the social pressures
put on him or her to perform or not to perform the behavior in
question. (Ajzen and Fishbein, 1980; Raman et al., 2007).

195. *Staff transfer: The practice of transferring staff from the client to
provider organization (e.g., Miozzo and Grimshaw, 2011).

196. Stakeholder buy-in: Gaining commitment and support from all
parties involved in sourcing-related decisions (e.g., Tate and
Ellram, 2009).

197. Strategic intent: A client organization’s desire or need to source
for strategic reasons such as developing new capabilities that can
be leveraged in the marketplace (e.g., Sanders et al., 2007).

198. Switching costs: The costs incurred when a client organization
changes from one provider or marketplace to another (e.g.,
Wahrenburg et al., 2006).

199. *Task programmability: The degree to which appropriate beha-
vior by the agent (provider) can be precisely defined in advance
(Eisenhardt, 1989) (e.g., Susarla et al., 2010a, b).

200. *Task variety: The degree to which a task requires various
activities, skills, and talents (e.g., Sengupta and Gupta, 2011).
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201. *Team dispersion: The degree to which a team is geographically
dispersed, often measured as a percentage of teammates onshore/
offshore (e.g., Langer et al., 2014).

202. *Team size: The number of individuals assigned to a team (e.g.,
Gopal and Koka, 2012).

203. *Team turnover: The extent to which team members leave a team
(e.g., Narayanan et al., 2011).

204. Technical and methodological capability – client: A client organi-
zation’s level of maturity in terms of technical or process-related
standards, and best practices (e.g., Bardhan et al., 2007).

205. Technical and methodological capability – provider: A provider
organization’s level of maturity in terms of technical or process-
related and best practices (e.g., Sia et al., 2008; Shah Bharadwaj
and Saxena, 2009). (Previously called ‘Technical and
Methodological Capability – Supplier’ in Lacity et al., 2011.)

206. *Technology infrastructure quality – provider: The degree to which
the technology infrastructure the provider uses to support service
delivery is nimble, scalable, and state-of-the-art (e.g.,
Kannabiran and Sankaran, 2011).

207. *Technology integration imperative: A client organization’s need
or desire to integrate technologies (e.g., Gefen et al., 2011).

208. Technology upgrade: A client organization’s need or desire to
improve or upgrade technology (e.g., Bhagwatwar et al.,
2011). (Previously called ‘Technical Reasons’ in Lacity,
Rottman, & Khan, 2010).

209. Time zone differences: The difference in local times between two
locations as measured in hours (e.g., Mehta et al., 2006).

210. Top management commitment/support: The extent to which
senior executives provide leadership, support, and commitment
to outsourcing (e.g., Tate and Ellram, 2009).

211. Training: The nature or extent of provider employee training by
either the client or provider organization (e.g., Raman et al.,
2007; Malik, 2009).

212. Transaction costs: The effort, time, and costs incurred in search-
ing, creating, negotiating, monitoring, and administrating a
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service contract between buyers and providers (Williamson,
1991; Levina and Su, 2008).

213. Transaction frequency: The number of times a client organization
initiates a transaction typically categorized as either occasional or
frequent (e.g., Wahrenburg et al., 2006).

214. Transaction size: The size of a transaction often measured in
terms of dollar value or effort (e.g., Luo et al., 2010).

215. Transaction type: The type of work, usually operationalized as a
categorical variable, such as delineating among transactions
involving development, maintenance, and reengineering work
(e.g., Gopal and Koka, 2010) or between ITO and BPO (e.g.,
Lee and Kim, 2010).

216. Transition management capability – client: The extent to which a
client organization effectively transitions services to or from
outsourcing providers or integrates client services with provider
services (e.g., Luo et al., 2010).

217. Transition management capability – provider: The extent to which
a provider organization effectively transitions services from a
client organization to the provider or integrates client services
with provider services (e.g., Saxena and Bharadwaj, 2009).
(Previously called ‘Transition Management Capability –
Supplier’ in Lacity et al., 2011.)

218. Trust: The confidence in the other party’s benevolence (e.g.,
Gainey and Klaas, 2003).

219. Uncertainty: The degree of unpredictability or volatility of
future states as it relates to the definition of requirements,
emerging technologies, and/or environmental factors
(Williamson, 1991; Mani et al., 2010).
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Appendix B

Table B.1 Frequency with which dependent variables appear in this review by
type of service

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Sourcing outcomes
Outsourcing outcomes – success – client 27 38 47 112
Outsourcing outcomes – organiza-

tional business performance – client
18 11 27 56

Outsourcing outcomes – success –
offshore

4 19 32 55

Outsourcing outcomes – organiza-
tional business performance –

provider

1 29 23 53

Outsourcing outcomes – project
performance

3 50 53

Outsourcing outcomes – performance
improvements

8 8 27 43

Outsourcing outcomes – project
performance – offshore

8 1 30 39

Service quality 3 30 33
Innovation effects 7 21 3 31
Outsourcing outcomes – success –

provider
25 1 26

Risk 19 19
Outsourcing outcomes – success –

shared services
15 15

Outsourcing outcomes – performance
improvements – offshore

9 1 10

Outsourcing outcomes – captive 8 8
Loss of control 8 8
Outsourcing outcomes – backsourcing 2 2
R&D spend 1 1
Outsourcing outcomes – switch

providers
1 1

Loss of knowledge 1 1
Sourcing outcomes total 113 146 307 566

Sourcing decisions
Outsourcing decision – make or buy 7 19 61 87
Outsourcing decision – offshore 14 34 26 74

(continued )
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Table B.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Outsourcing decision – degree of
outsourcing

3 27 42 72

Outsourcing decision – renewal 12 2 15 29
Outsourcing decision – shared services 18 7 25
Country selection 15 6 21
Outsourcing decision – backsourcing 4 7 4 15
Outsourcing decision – domestic 14 1 15
Outsourcing decision – switch providers 6 7 13
Outsourcing decision – multisourcing 7 7
Outsourcing decision – captive 7 7
Outsourcing decision – bundled

services
4 4

Outsourcing decision – impact sourcing 3 1 4
Outsourcing decision – offshore –

country
3 3

Outsourcing decision – rural 3 3
Outsourcing decision – degree of

outsourcing – offshore
2 2

Outsourcing decision – provider
selection

1 1

Outsourcing decision – commercial
enterprise

1 1

Sourcing decisions total 65 140 178 383

Miscellaneous
Adaptability 8 14 22
Provider employee turnover 7 7 14
Client power 11 11
Provider employee satisfaction 4 5 9
Transition management capability –

client
9 9

Service integration 8 8
Absorptive capacity – client 1 6 7
Evaluation process – provider selection 7 7
Degree of internationalization –

provider
6 6

Coopetition 6 6
Switching costs 6 6
Transaction costs 3 2 5

(continued )
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Table B.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Corporate social responsibility
capability – provider

5 5

Absorptive capacity – provider 1 4 5
Opportunism 4 1 5
Transition management capability –

provider
4 4

Boundary spanning capability –

provider
4 4

Organizational learning 4 4
Innovativeness – provider 4 4
Technical and methodological

capability – client
3 3

CIO power 3 3
Knowledge formalization 3 3
Domain understanding 3 3
Provider employee performance 1 2 3
Technical and methodological

capability – provider
1 1 2

Business service management
capability – client

1 1 2

Provider employee – attitude 2 2
Measurement difficulty 2 2
Provider capabilities 2 2
Mutual dependency 1 1 2
Provider competition 1 1 2
Functional spend 2 2
Client management capability 2 2
Flexibility enablement 2 2
Human resource management

capability – provider
1 1 2

Career development of employees 1 1
Centralization 1 1
Degree of internationalization – client 1 1
Change management capability –

client
1 1

Client outsourcing readiness 1 1
Provider employee work life conflict 1 1
Client business change 1 1
Provider management capability 1 1

(continued )
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Table B.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Provider dependency 1 1
Risk management capability – client 1 1
Department power 1 1
Security breach 1 1
External production cost advantage 1 1

Miscellaneous total 17 44 130 191

Relational governance
Knowledge sharing 5 19 24
Relational governance 8 10 18
Trust 1 11 12
Commitment 3 8 11
Cooperation 10 10
Relationship quality 3 5 8
Mutual understanding 5 5
Mutual agreement 4 4
Social capital – relational dimension 2 2
Communication 2 2
Relationship-specific investment 2 2
Conflict resolution 1 1

Relational governance totall 3 17 79 99

Contractual governance
Control mechanisms 9 8 17
Contract type 7 1 6 14
Contractual governance 8 3 11
Contract flexibility 10 10
Contract duration 6 6
Contract detail 4 4
Contract size 2 2
Organizational boundaries 1 1

Contractual governance total 10 18 37 65
Grand total 208 365 731 1304

Note: Total 105 unique variables appearing as dependent variables.
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Appendix C

Table C.1 Frequency with which independent variables appear in this review by
type of service

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Transaction attributes
Uncertainty 2 5 22 29
Transaction type 8 5 10 23
Critical role of business service –

organization
6 2 9 17

Service interdependence 1 6 6 13
Measurement difficulty 3 3 7 13
Knowledge formalization 4 4 4 12
Service standardization 1 5 6 12
Service complexity 1 3 8 12
Asset specificity 2 9 11
Project size 11 11
Team size 10 10
Provider dependency 3 2 4 9
Risk 1 6 7
Client specific knowledge required 1 1 5 7
Transaction costs 6 6
Knowledge required 2 1 3 6
Project duration 1 5 6
External production cost advantage 1 4 5
Adaptability 1 4 5
Transaction size 1 4 5
Service integration 1 3 4
Asset specificity – human 4 4
Opportunism 2 1 3
Switching costs 2 1 3
Product quality 2 2
Mutual dependency 1 1 2
Information quality 1 1 2
Task programmability 1 1 2
Information asymmetry 2 2
Asset specificity – physical 1 1
Training 1 1
Transaction frequency 1 1
Asset complementarity 1 1

Transaction attributes total 42 44 161 247

(continued )
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Table C.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Relational governance
Knowledge sharing 1 9 20 30
Communication 2 5 19 26
Relational governance 3 4 12 19
Trust 1 3 11 15
Client – provider interface design 3 9 12
Commitment 1 4 5 10
Social capital – relational dimension 3 5 8
Relationship-specific investment 2 5 7
Cooperation 1 2 3 6
Client – provider alignment 1 4 1 6
Client-provider coordination processes 2 3 5
Cultural distance management 2 2 4
Social capital – structural dimension 1 3 4
Conflict resolution 1 3 4
Mutual understanding 1 2 3
Partnership view 3 3
Culture 2 1 3
Social capital – cognitive dimension 1 1 2
Conflict resolution approach 2 2
Mutual agreement 2 2
Social norms 1 1
Team dispersion 1 1

Relational governance total 14 51 108 173

Client firm characteristics
Client size 11 18 9 38
Industry 6 13 13 32
Client experience with outsourcing 3 5 3 11
Centralization 4 4 8
Client age 2 4 1 7
Degree of internationalization – client 7 7
Prior firm performance – client 1 1 3 5
Department performance 1 3 4
Functional spend 3 1 4
Innovativeness – client 4 4
Slack resources 2 1 3
CIO power 3 3
Culture 3 3
R&D spend 1 2 3

(continued )
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Table C.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Department power 1 2 3
Business strategic type 2 2
Firm ownership structure – client 2 2
Department size 2 2
Client size – department 1 1
Client business change 1 1
Client prestige 1 1

Client firm characteristics total 25 69 49 143

Sourcing motivation
Cost reduction 5 12 10 27
Access to expertise/skills 5 9 5 19
Quality improvement 3 9 12
Flexibility enablement 1 3 4 8
Concern for security/intellectual

property
6 1 7

Strategic intent 2 2 3 7
Innovation 1 4 2 7
Focus on core capabilities 2 2 2 6
Rapid delivery 3 2 5
Access to global markets 2 1 2 5
Fear of losing control 1 4 5
Technology integration imperative 2 1 3
Scalability 2 1 3
Political reasons/influences 2 2
Technology upgrade 1 1
Convenience 1 1
Change catalyst 1 1
Compliance 1 1

Sourcing motivation total 24 55 41 120

Service sourcing decisions
Outsourcing decision – make or buy 1 13 25 39
Outsourcing decision – degree of

outsourcing
2 8 10 20

Outsourcing decision – offshore 4 4 7 15
Outsourcing decision – multisourcing 2 12 14
Outsourcing decision – bundled

services
6 6

Outsourcing decision – shared services 6 6

(continued )
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Table C.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Outsourcing decision – impact sourcing 3 1 4
Outsourcing decision – provider

selection
2 2

Outsourcing decision – domestic 2 2
Configurational approach 2 2
Outsourcing decision – rural 1 1
Outsourcing decision – offshore –

captive
1 1

Outsourcing decision – captive 1 1
Outsourcing decision – degree of

outsourcing – offshore
1 1

Outsourcing decision – renewal 1 1
Service sourcing decisions total 11 33 71 115

Provider firm capabilities
Human resource management

capability – provider
2 9 12 23

Technical and methodological
capability – provider

5 2 14 21

Domain understanding 1 2 9 12
Corporate social responsibility

capability – provider
7 7

Client management capability 4 2 6
Absorptive capacity – provider 1 4 5
Contract management capability –

provider
3 1 4

Provider breadth of service 1 2 3
Security, privacy, and confidentiality

capability – provider
3 3

Business service management
capability – provider

1 1 1 3

Project management capability –

provider
3 3

Project scoping accuracy – provider 2 1 3
Delivery capability 2 2
Technology infrastructure quality –

provider
2 2

Transition management capability –

provider
1 1 2

(continued )
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Table C.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Change management capability –

provider
1 1 2

Quality management capability –

provider
1 1

Provider capabilities 1 1
Boundary spanning capability –

provider
1 1

Provider employee performance 1 1
Organizational learning 1 1

Provider firm capabilities total 18 23 65 106

Client firm capabilities
Technical and methodological

capability – client
2 9 15 26

Client outsourcing readiness 1 1 9 11
Absorptive capacity – client 1 6 4 11
Transition management capability –

client
1 7 8

Human resource management
capability – client

2 4 2 8

Corporate social responsibility
capability – client

6 6

Contract management capability –

client
1 1 3 5

Provider management capability 2 2 4
Business service management

capability – client
2 1 1 4

Change management capability –

client
3 3

Evaluation process – client assessment 1 1 2
Risk management capability – client 2 2
Boundary spanning capability – client 1 1
Project management capability – client 1 1

Client firm capabilities total 12 26 54 92

Contractual governance
Contractual governance 4 15 19
Contract type 4 13 17
Contract detail 1 3 12 16
Control mechanisms 1 6 5 12

(continued )
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Table C.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Contract size 4 4 8
Key performance indicators 5 1 6
Contract duration 2 3 5
Contract flexibility 1 3 4
Staff transfer 2 2
Organizational boundaries 2 2

Contractual governance total 14 19 58 91

Country characteristics
Cultural distance 2 3 13 18
Country – financial attractiveness 4 1 2 7
Country – business attractiveness 4 1 2 7
Time zone differences 5 5
Culture 4 4
Geographic distance 2 2 4
Country – human resource

attractiveness
2 1 1 4

Country 1 1 1 3
Legal and political uncertainties 1 1
Country size 1 1

Country characteristics total 21 7 26 54

Provider firm characteristics
Provider size 2 4 8 14
Provider reputation 1 2 5 8
Provider firm age 3 1 4
Provider employee turnover 1 3 4
Firm ownership structure – provider 1 1 1 3
Senior leadership 1 2 3
Degree of internationalization –

provider
1 1 2

Industry 2 2
Innovativeness – provider 1 1 2
Prior firm performance – provider 1 1
Adherence to environmental standards 1 1
Culture 1 1

Provider firm characteristics total 5 16 24 45

Relationship characteristics
Prior client/provider working

relationship
17 17

(continued )
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Table C.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Length of relationship 3 1 4 8
Client power 1 1 2 4
Relationship quality 2 1 3
Team turnover 2 2
Provider power 1 1

Relationship characteristics total 6 3 26 35

Service sourcing outcomes
Outsourcing outcomes – performance

improvements
1 1 7 9

Service quality 1 1 4 6
Outsourcing outcomes – project

performance
2 2 4

Loss of control 1 1 2 4
Innovation effects 3 3
Loss of knowledge 1 1 2
Outsourcing outcomes – success –

offshore
2 2

Outsourcing outcomes – success – client 1 1
Outsourcing outcomes –

organizational business
performance – provider

1 1

Outsourcing outcomes – project
performance – offshore

1 1

Service sourcing outcomes total 6 4 23 33

Environment
Provider competition 3 4 8 15
Uncertainty 3 3
Public perceptions of outsourcing 3 3
Competition in client firm environment 2 2
Industry growth 1 1

Environment total 3 7 14 24

Influences
Influences – mimetic 3 2 5
Influences – external and internal 1 3 4
Influences – coercive 1 1 2

Influences total 5 2 4 11

(continued )
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Table C.1 (continued)

Meta category/dependent variable
Frequency by type of service

Both BP IT Total

Decision characteristics
Stakeholder buy-in 2 1 3
Top management commitment/

support
2 1 3

Evaluation process – provider selection 2 2
Middle management commitment/

support
2 2

Risk spread 1 1
Decision characteristics total 2 4 5 11

Employee level
Practical intelligence 2 2
Provider employee satisfaction 1 1
Task variety 1 1

Employee level total 2 2 4
Grand total 208 365 731 1304

Note: Total 203 Unique Variables Appearing as Independent Variables. Three
variables appear more than once under different meta categories.
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