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Preface

This volume contains the papers presented at the 8th International Conference on
Intelligent Human Computer Interaction, held during December 12—13, 2016, in Pilani,
Rajasthan, India. Three leading research and academic institutes of India, namely, the
Council of Scientific and Industrial Research — Central Electronics Engineering
Research Institute Pilani (CSIR-CEERI), the Birla Institute of Technology and Science
Pilani (BITS-Pilani), and the Indian Institute of Information Technology, Allahabad
(IIIT-Allahabad), jointly organized the conference in Pilani, Rajasthan, India. The
conference, which had its first edition on 2008, has as its focus the research issues
related to human—computer interaction. This year, the eighth edition of the conference
was successful in attracting the academics, researchers, and industry practitioners from
all over the globe.

The current volume contains the selected papers from 115 submissions from all over
the world. The Program Committee (PC) accepted 22 full papers for oral and seven
papers for poster presentations after a rigorous review process with multiple reviews for
each paper. Finally, 22 camera-ready papers were received for oral presentation. We
thank all the expert reviewers for their invaluable support and constructive review
comments. We are grateful to the PC members who made enormous efforts in
reviewing and selecting the papers. Without the untiring efforts of the PC members, the
reviewers, and the contributions of the authors, the conference would not have been
possible.

The entire process of submission, refereeing, e-meetings of the PC for selecting the
papers, and compiling the proceedings was done through Microsoft’s conference
management tool and special thanks go to the Microsoft team for providing such a
highly configurable conference management system.

One of the hallmarks of the IHCI conference series is the high quality of the plenary/
invited presentations. This year, we were fortunate to have the invited talks of three
eminent speakers, namely, Prof. Thomas Ertl (VISUS, University of Stuttgart,
Germany), Dr. Manas K. Mandal (Director General - Life Sciences, DRDO, India), and
Prof. Sudeep Sarkar (University of South Florida, USA). It is indeed a great pleasure
for us to thank the invited speakers who agreed to present at the conference coming
from far off places in mid-December. We are grateful to them for their time and efforts.

We thank all the members of the Organizing Committee for making all the
arrangements for the conference. We are grateful to CSIR-CEERI, Pilani, and
BITS-Pilani for all the assistance provided for running the conference. In particular,
Prof. Santanu Chaudhury (Director, CSIR-CEERI, Pilani) and Prof. A.K. Sarkar
(Director, BITS-Pilani, Pilani Campus) helped us tremendously at key points with the
logistics of running the PC meeting. We are thankful to Mr. Dhiraj (CSIR-CEERI,
Pilani), Mr. Pramod Tanwar (CSIR-CEERI, Pilani), Mr. PVL Reddy (CSIR-CEERI,
Pilani), and Dr. Pankaj Vyas (BITS-Pilani) for their enormous efforts in compiling and
formatting the final manuscripts of authors as per the LNCS guidelines. We are also



VI Preface

grateful to all the graduate as well as under graduate students of BITS-Pilani and the
young scientists, PGRP students and project staffs of CSIR-CEERI Pilani and other
staff members of both the institutes for their assistance in making necessary arrange-
ments for the smooth conduct of the conference.

Finally, yet importantly, thanks go to Alfred Hofmann (Associate Director Pub-
lishing, Springer) for readily agreeing to publish the proceedings in the LNCS series.
Thanks also go to his team and in particular to Ms. Suvira Srivastava (Springer India)
in preparing the proceedings meticulously for publication.

December 2016 Anupam Basu
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Interactive Visualization: A Key Discipline
for Big Data Analysis

Thomas Etrl

Universittsstrae 38, 70569 Stuttgart, Germany
Thomas.Ertl@vis.uni-stuttgart.de
http://www.vis.uni-stuttgart.
de/institut/mitarbeiter/thomas-ertl/

Abstract. Big Data has become the general term relating to the benefits and
threats which result from the huge amount of data collected in all parts of
society. While data acquisition, storage and access are relevant technical aspects,
the analysis of the collected data turns out to be at the core of the Big Data
challenge. Automatic data mining and information retrieval techniques have
made much progress but many application scenarios remain in which the human
in the loop plays an essential role. Consequently interactive visualization
techniques have become a key discipline of Big Data analysis and the field is
reaching out to many new application domains. This talk will give examples
from current visualization research projects at the University of Stuttgart
demonstrating the thematic breadth of application scenarios and the technical
depth of the employed methods. We will cover advances in scientific visual-
ization of fields and particles, visual analytics of document collections and
movement patterns as well as cognitive aspects.



Video Event Understanding with Pattern
Theory

Sudeep Sarkar

Computer Science and Engineering, Associate Vice-President for Research &
Innovation, USF Research & Innovation, 3702 Spectrum Blvd., Suite 175,
Tampa, FL 33612-9444, USA
sarkar@usf.edu
http://www.usf.edu/engineering/cse/people/
sarkar-sudeep.aspx

Abstract. Successful automatic understanding of video content is essential for
many computer vision-based applications. These applications generally focus on
recognizing human interactions, which are typically understood as events that
involve people performing actions with objects or other people. The main
challenges are threefold. First, it is difficult to handle the enormous variety of
interactions present in different instances of a complex event. The second
challenge involves rejecting clutter of extraneous objects (detected in scenes) so
that only the participating ones are included in the interpretation. The third
challenge stems from low-level processing errors in segmentation, tracking, and
classification of objects and actions. How we do leverage the success of deep-
learning/machine learning based labeling methods into building a detailed
semantic description of a complex event? There are many possible approaches;
however, there is one approach that we have found to be particularly exciting. It
is a combinatorial approach based on Grenander’s pattern theory the classic
version. In this talk I will share with you our approach and successes we have
had in formulating a comprehensive and elegant formulation that is able to
handle all these three kind of challenges, without the need for an extensive
training dataset.



Cognitive Sciences: Tomorrow’s Perspective

Manas Mandal

Life Sciences, DRDO, Ministry of Defence, Government of India, DRDO
Bhawan, Rajaji Marg, New Delhi 110105, India
mandalmanask@yahoo.com

Abstract. Cognitive science is a subject matter which is based on traditional
methods in behavioral science with a focus on construct and theory develop-
ment. Of late the focus in cognitive science has been changing with a change in
operational definition of the construct of cognition that includes the components
of neuroscience and computational science. From the perspective of behavioral
science, this is an important development since many unanswered questions in
cognitive science could be addressed, for example, how cognitive input in the
brain is processed, why do we fail to process information under stress, Is it
possible to bring autonomy in rudimentary human functions, can we develop
decision support tool to reduce the burden of information overload, etc. The
multidisciplinary nature of cognitive science today has helped bridge the gap
between technology development and human skill development. Human cog-
nitive threshold is thus being enhanced with the help of technology or being
replaced with alternative / assistive technology. Efforts are also being made to
reproduce the cognitive ability in man-made pre-programmed robot. To conduct
such research, it is important to engage the disciplines of neuroscience, com-
puter science and behavior science under the banner of cognitive science. The
present talk will focus on cognitive science with an interdisciplinary perspective
with an aim to propose some research programs that will help benefit developing
technology to enhance, support, read or reproduce human capability.
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Towards Learning to Handle Deviations Using
User Preferences in a Human Robot
Collaboration Scenario

Sharath Chandra Akkaladevil’z(m), Matthias Plasch’,
Christian Eitzinger', Sriniwas Chowdhary Maddukuri',
and Bernhard Rinner?

! Profactor GmbH, Im Stadtgut A2, Steyr-Gleink 4407, Austria
sharath. akkaladevi@profactor. at
% Institute of Networked and Embedded Systems, Alpen-Adria-Universitit
Klagenfurt, Klagenfurt, Austria

Abstract. In a human robot collaboration scenario, where robot and human
coordinate and cooperate to achieve a common task, the system could encounter
with deviations. We propose an approach based on Interactive Reinforcement
Learning that learns to handle deviations with the help of user interaction. The
interactions with the user can be used to form the preferences of the user and help
the robotic system to handle the deviations accordingly. Each user might have a
different solution for the same deviation in the assembly process. The approach
exploits the problem solving skills of each user and learns different solutions for
deviations that could occur in an assembly process. The experimental evaluations
show the ability of the robotic system to handle deviations in an assembly pro-
cess, while taking different user preferences into consideration. In this way, the
robotic system could both benefit from interaction with users by learning to
handle deviations and operate in a fashion that is preferred by the user.

Keywords: Learning to handle deviations - User preferences + Human robot
collaboration + Ontology based knowledge representation

1 Introduction

Human robot collaboration (HRC) allows to combine the cognitive strength of humans
together with the physical strength of robots and can lead to numerous applications [5].
For a close collaboration with humans, the robotic systems should attribute meaning to
beliefs, goals and desires, collectively called “mental models” of humans during a
particular task [11]. This would not only allow the robotic system to understand the
actions and expressions of humans within an intentional or goal-directed architecture
[14], but also for the human operators to better understand the capabilities of the
robotic system [11]. In context of HRC, user preferences communicate the human’s
desire to achieve a goal (based on the belief that the goal is possible), either by
themselves or in collaboration with the robotic system. User preferences can be
communicated implicitly (via the actions done by the human) or explicitly (with the
help offline knowledge representation). User preferences aid the robotic system in

© Springer International Publishing AG 2017
A. Basu et al. (Eds.): IHCI 2016, LNCS 10127, pp. 3-14, 2017.
DOI: 10.1007/978-3-319-52503-7_1



4 S.C. Akkaladevi et al.

creating and understanding the perspective of the human and collectively forms the
basis for building the “mental model” of the human.

A detailed survey on human robot interaction, emerging fields and applications is
given in [3, 6]. In this paper we present an HRC approach capable of handling devi-
ations, where the robot interacts with the human by considering the ‘preferences’ of the
human. By considering user preferences, the robotic system can take actions from the
perspective (mental model) of the human to facilitate a ‘natural’ interaction. HRC
should deal with the non-deterministic factor of the environment with human at its
center, but it could also benefit from the cognitive and problem solving skills of the
human. In recent works [7, 15, 18], it was shown that given the presence of the human,
the robotic system can take advantage of human feedback and learn a given task in
short time using Interactive Reinforcement Learning (IRL) techniques [15]. Inspired by
this success, we propose an extension to the Interactive Reinforcement Learning
(eIRL), which would allow the robotic system to take the aid of the human (asking
which action to take next, receiving feedback) to learn to cope with deviations/novel
situations as they occur. The advantage of allowing the user to teach the robot in coping
with deviations is that each user has an own way of solving a given problem (com-
municated via user preferences). This allows the robot to learn different possibilities
(when they exist) to deal with a deviation and use this knowledge to better collaborate
and cooperate with the human. This also helps the robotic system to better personalize
its behavior to a given user and their corresponding preferences.

In order to showcase the deviation handling capability of the proposed approach, an
assembly process use case that deals with assembling objects into a box in collabo-
ration with the human is chosen. This use case consists of four real-world objects,
namely heater, tray, ring and base as shown in Fig. la. The goal of the use case is to
assemble these objects by placing each of them inside a box. An example execution of
pick and place operation of the heater object is shown in Fig. 1b. It is important to note
that the manipulation possibility of each object either by the robot or the human is
dependent on the construction (e.g., heavy, objects that require complex grasp - base)
and configuration of the objects in the workspace.

(a) ’ ' )

Fig. 1. (a) Use Case setup; (b) Pick and Place operation of the heater object
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In this article, an HRC architecture that is capable of dealing with uncertainties and
deviations of task executions using eIRL is presented. The architecture exploits the
assistance of the human (who interacts with the robot to teach it) in the HRC loop, to
learn and recover from deviations/novel situations that can occur during a task exe-
cution, using an interactive reinforcement learning algorithm. The approach where the
robotic system:

assesses the feasibility of executing the goal (to a certain level) before performing it
proactively suggests possible course of action/s while considering the robot state
(proprioception), the environment and the preferences of the user

¢ enables technically unskilled users to teach and customize the robot’s behavior to
their preferred manner

e provides an interface to communicate and learn from the human the
necessary/alternative steps to take in case of deviations

The emphasis is on dealing with the deviations that occur in the action planning
phase of the task. The low-level deviations that occur while carrying out the motion
planning (path planning, collision avoidance) of the robot, while executing the task are
not in the focus of this work.

The remaining part of the paper is organized as follows: In Sect. 2, a brief
description of the existing state of the art approaches that deal with RL to learn a
complete task are presented. Then in Sect. 3, the functional components and the
architecture of the extended IRL is described. The theoretical background and the
algorithmic description of eIRL is given in Sect. 4. Finally, the experimental setup and
evaluation of the proposed eIRL is discussed in Sect. 5 followed by concluding
remarks and possible future work described in Sect. 6.

2 Related Work

In order for the collaborative robots to work hand in hand with human operators the
robotic system should be able to deal with complex and continuously changing envi-
ronments. Thorough offline modeling of the environment and task conditions is not a
feasible solution. Hence the robotic system should learn to respond to the environment
by performing actions in order to reach a goal. The problem of agents learning in
complex real-world environments is dealt with by numerous approaches [3, 4, 6].
Reinforcement learning (RL) [16] is one such popular approach that deals with learning
from interaction, to teach the agent how to behave (which actions to perform when) in
order to complete a task. The main aim in RL is to maximize a cumulative reward that
is attained by taking some actions in the environment.

In RL, the agent learns over discrete time steps by interacting with its environment
and gaining experience about the outcome. However, in order to reach an optimal
policy (the set of actions that lead to the maximum reward), the RL approach requires
substantial interaction with the environment. Depending on the nature of the task, RL
results in a memory intensive storage of all state action pairs [8]. Another disadvantage
of RL is its slow convergence towards a satisfactory solution. Despite such drawbacks,
recent works on learning have shown considerable interest in using RL [7, 10, 15, 18].
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The basic idea is to use the human teacher in the loop to provide feedback and hence
speedup the convergence time in RL for reaching an optimal policy. In conventional
RL, a reward is a positive or negative feedback for being in the current state (or for a
particular state-action pair). Thomas et al. [18] introduced a run-time human feedback
as a reward to the IRL approach and argue that this approach is beneficial for both the
human teacher and the learning algorithm. Their study suggests that users (human
teachers) employ the feedback as a single communication channel for various com-
municative intents-feedback, guidance, and motivation. Inspired by this approach, Suay
et al. [15] study how IRL can be made more efficient for real-world robotic systems. In
this approach, the user provides rewards for preceding actions of the robot and addi-
tionally provides guidance for subsequent actions. They further show that this guidance
reduces the learning time of the robot and that it is more evident when large state-space
size (number of interactions in the environment for the robot) is considered.

Knox et al. [9] propose a framework to train an agent manually via evaluative
reinforcement, using real-valued feedback on its behavior from a human trainer. This
allows the human trainer to interactively shape the agent’s policy (interactive shaping)
and thereby, directly modify the action selection (policy) mechanism of the IRL
algorithm. Rather than in influencing the policy indirectly through a reward, Griffith
et al. [7] use the user feedback in making a direct statement about the policy itself.
Knox et al. [10] extended their previous work in [9] by applying the TAMER
framework to real-world robotic system. Rozo et al. [12, 13] propose an approach for a
human robot interactive task, where the robot learns both the desired path and the
required amount of force to apply on an object during the interaction.

In this article, the following contributions are made to the state of the art:

e an extension to the Interactive Reinforcement learning algorithm (eIRL), that
enables the robotic system to learn from the human, to deal with deviations.

e at each instant the robotic system encounters a deviation, it proactively suggests a list
of actions possible by the robot in it’s current state. This is achieved through efficient
representation of the task knowledge using web ontology web language (OWL), see
Sect. 3 for more details. The advantage Learning to Handle Deviations for Human
Robot Collaboration 5 is that even untrained users can effortlessly teach the robot
(how to deal with deviations) by choosing an appropriate action from the list provided.

¢ unlike the other approaches, the human feedback is divided into two: (a) feedback
to choose an action policy from the list of options available (b) like/dislike feedback
to function as a reward for an action executed by the robot, when a deviation is
encountered.

3 eIRL Architecture

In order to collaborate and cooperate with the human in HRC scenario, the following
components are developed within the extended IRL (eIRL) architecture as shown
Fig. 2: (a) perception and interpretation capabilities: to understand and interpret the
current state of the environment from sensor data (b) knowledge representation:
to represent different aspects of the task carried out in the HRC environment that
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include representing the abilities and activities of the human, interplay between human
activities and object configurations, robot’s own self with respect to the task, etc.
(c) learning and reasoning: the robotic system is equipped with learning capabilities
that allows the accumulation of knowledge over time to enhance in particular its
abilities to perceive the environment, to make decisions, to behave intelligently, and to
interact naturally with humans. The robotic system also reasons about its current state
to plan its own actions accordingly to aid in completing the task (d) action planning: to
generate plans for future actions to achieve the given task (goals). This includes task
planning, scheduling and observation planning, as well as planning under uncertainty
for an efficient human robot collaboration. These plans generated need to be carried out
in real world where the robot plans its path (path/navigation planning) and manipulates
the environment accordingly. Note that the learning, reasoning and the action planning
components form the heart of the eIRL architecture. (e) functional component layer:
provides the necessary low-level sensory information like real-time 3D tracking of
objects (implemented similar to [2]), current action of the human [1] together interfaces
to robotic manipulation and a GUlI-interface for human robot interaction.
Knowledge Representation in the proposed architecture is based on KnowRob
[17]. The main reason for choosing KnowRob is that it provides the following
knowledge processing features: (a) mechanisms and tools for action centric represen-
tation (b) automated acquisition of grounded concepts through observation and

Learning and Reasoning Framework |

Task state and

Configuration
and
Capabilities

|¢——————— Triggered extension

Environment of permanent knowledge

Knowledge

Re-initialization

v

. _ ;
e Tracked Perceptions
i Onl User Preferences
Task state Information Database N
Capabilities his tory=— P
System configuration Task state Variatio|
y
insta Manipul results
Leaming and Reasoning and parameters and Experiences
Y Action i I
Plan |
. ) Eeedback Action Execution
information
4 reedback status

Functional Components Abstraction Layer

Object
Recognition & Tracking

Human Machine

Human Action
Recognition

Low-Level Planner
(Robotic manipulation)

Interface
(For Interaction)

Fig. 2. Architecture diagram of the extended Interactive Reinforcement Learning approach
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experience (c) reasoning about and managing uncertainty, and fast inference. The
knowledge is represented using ontology (description logics) in the Web Ontology
Language (OWL) and SWI Prolog is used for loading, accessing and querying the
ontology. The representation consists of two levels: Classes that contain abstract ter-
minological knowledge (type of objects, events and actions - taxonomic fashion) and
Instances which represent the actual physical objects or the actions that are actually
performed. The link between Classes and Instances is given in Properties, which
defines if an Agent € {Human, Robot} can perform a particular action (defined in
Classes) on/with a Target € {Objects, Robot, Human}. A Relation denoted by a triple
<Agent, Property, Target> defines a particular aspect of the assembly task. For
example, <Robot, pick, ring> conveys that the robot (is capable and) should pick the
ring object. A detailed description of KnowRob and its features are given in [17].

4 eIRL Algorithm Description

Reinforcement Learning (RL) is an area of machine learning that defines a class of
algorithms that enable a robot to learn from its experience. Reinforcement learning in
our case is defined using the standard notation of the Markov Decision Process (MDP).
In a MDP, any state s,,; occupied by the robot is a function of its previous state s, and
the action taken at, in other words s,.; = f(s;, a,). A MDP is denoted by the 5-tuple
<S, A, P, R, y>, where the set of possible world states is defined by S, and A denotes
the set of actions available to the agent in each state. The probability function P :
S x A — Pr[S], describes the transition probability of State s, to State s,,.;, when an
action a, is performed on State s,. The reward function R : § X A — R, and a discount
factor y, where 0 < y < 1. Together P and R describe the dynamics of the system.
The goal of a RL algorithm is to find an approximation function Q : § X A — R, that
defines an optimal policy m. Where, O maps the state-action pairs to the expected
reward and the optimal policy : S — A maximizes the expected reward. In other words,
7 specifies the best possible action to perform in a given state in order to gain a
maximum reward.

In this paper, Q-learning RL [20] is used as a basis for the learning algorithm. As
mentioned earlier, IRL approaches [15] [18] showed the success of learning a complete
task using interactive RL algorithm, Q-learning. Using this as basis, we extend IRL to
be used in handling deviations in an assembly process as they occur during execution
as shown in Fig. 3. The main idea is to integrate the human operator as advisor into the
learning process. In this way the user can teach the system, how to deal with deviations
during assembly process execution. It is assumed that the optimal action selection
policy, say 7*, to perform the assembly task, is already known (using [15, 18]). In this
section we describe the algorithm that modifies Q-learning, to handle deviation using
user preferences. In this context, two types of user feedback are considered (a) the
optimal action policy selection by the user during the deviation - treated as the user
preference (b) the reward provided by the user for the action taken by the robotic
system during the deviation - the like/dislike option.

During a normal assembly process, the robotic system follows the already learned
optimal policy 7* and performs actions a,; accordingly based on its current state st to
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1: Initialize Q table Q" containing the action values Q7 ;, where 1 <¢ < |S| and
1<i<|A¢| are the indices of states s; and actions a¢; possible at the given state. Q"
leads to an optimal assembly process execution policy 7*, maximizing the reward

2: for each execution episode of the assembly process do

3 Set assembly process to initial state s; |t =1

4 for each execution step do

5: Execute action aj; in state s, following policy 7*
6 if no deviation occurred while executing a;; then
7 Observe resulting state s¢4+1
8 Q table Q" is unchanged

9: else
10: Propose deviation handling actions aﬂ_j cAf|jeN
11: if Action value Q% ; % Qﬂ then
12: Initialize deviation Q vector Q7 with Qﬁvj =0
13: Associate Q7 ; with aﬁ: Qii~ aﬁ
14: if 6ﬁ holds the initial values, i.e. max Qf} ; = 0 then
15: User shall select a deviation handling action af} ; | 1<k < |AZ]
16: else
17: Take handling action af , < arg max Qﬂ,j
! ad€Ad
18: Observe resulting state s¢41, if aﬂ‘k was unsuccessful then go to In.14
19: Receive user feedback (like/dislike), determining the reward rfk
20: for each Qﬂ'j € aﬁ do
21: QtAi,j‘—QtAi,j +Cl'|:7'£j +7 max QHU‘Q:A:‘J [a=1,y=0
11U [ A4
22: if j =k => af}; = af} then
23: if user Feedback = like then
24: T;A' j < Tmaz
25: else
26: T8 0
27: else
28: e« 0
29: 8¢ + S+l
Comments

Ln 10: j is the index of possible deviation handling actions af} ;

Ln 11: Each action value Q; ; can be associated with a deviation Q vector Q.ﬁ
Ln 11: The symbol o means “not associated with”

Ln 12: Qf}, is the action value for applying the deviation handling action af} ;
to s¢, after encountering a deviation in action ag;

Ln 18: It is assumed that the resulting state s¢+1 is a known state of the assembly
process

Ln 23: The reward maz € RT is given, if the deviation handling result is liked by
the user

Fig. 3. Algorithm to Handle deviations based on Q-Learning

progress to the next state s, ;. As described earlier, the robotic system is enabled with
state of the art action recognition and object tracking perception capabilities coupled
with knowledge representation framework to comprehend the current status of the
assembly task. After completing an action a;; the robotic system observes the resulting
state, if the resulting state is the expected next state s,, ;, the next optimal action policy
in 7* is carried out and so on until the end. However, due to the dynamic nature of the
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environment, though an action is chosen by the robotic system, the task execution
might not be successful and is called a deviation. A deviation could occur due to (a) the
chosen action cannot be performed - e.g., object out of reach, object not available
(b) expected resulting state s,.; was not observed after the action a,; is performed.
A typical example could be an object was not graspable due to sensor error or the
object configuration. It could also happen that the object might be out of reach of the
robot. In such cases, it is not possible for the robotic system to continue with the
assembly task as the learned optimal policy action cannot be completed.

Let us say action a, is an optimal policy action (given n*) taken in state s, and a
deviation 4, has occurred. In this case, the robotic system (depending on the current
state, its capabilities, objects, knowledge base) proactively suggests a set of deviation
handling actions aﬁ ' possible in the current state s,. Since deviations are special cases
that occur during the assembly process, the original optimal policy should not be
directly affected. Therefore, a deviation Q vector Qﬁ is associated with this deviation
4,; that occurred for this state-action pair {s,, a,;} and its corresponding entry Q;; in the

Q table. If no vector Qﬁ existed previously for A4, then it is created and its values Q% J
are uniformly initialized to zero. This is generally the case, if this deviation was
occurring for the first time. The robotic system then waits for the user to select an
action policy (ay;; € AZAZ.) suitable for the deviation, from the list of suggested actions. In
order to suggest the list of possible deviation handling actions AtAi, the robotic system
observes the current status in the assembly process, available objects and robot’s
capabilities and then proposes a list of actions to progress the assembly process. Once
the user selects an action policy, the action is carried out and the resulting state s,,.,; is
observed. Whenever, a deviation occurs the robotic system learns the optimal action
policy in case of that deviation myopically i.e., v = 0 [10]. In other words, it is assumed
that no matter what deviation action policy is chosen by the user, it will progress the
assembly process from the deviation to a known state sy, from which an optimal
state-action pair exists. This kind of learning from human feedback eliminates any
exploration and results in a deviation handling policy that is only as good as the
decision made by the user.

Upon successful completion of the suggested action policy (Syext = Sknown)s the
robotic system asks for a reward feedback. The user at this stage can either like or
dislike the robot’s performance, as shown in Fig. 4. If the action is liked then the
respective Q value for that action in the deviation Qﬁ vector is set to a maximum
reward value and the other action entries are set to zero. In case of dislike, all the Q
values in QAI are set to 0. The execution is then continued with the optimal policy. If the
deviation handling action was not successfully executed (S;exr 7 Sknown), the robotic
system goes back and suggests possible deviation actions again. In this way the robotic
system learns how to deal with the deviation that occurred for that state-action pair.

At a later point in time, if the robotic system encounters a deviation A4, there

already exists a Qﬁ with initialized values. The robotic system then directly chooses the
action policy aﬁ in the Qﬁ that leads to a maximum reward value. After performing the
deviation handling action, the robotic system asks the user for reward feedback. If the
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Fig. 4. Example of interaction cards provided while handling deviations in the assembly process
(a) shows the list of deviation handling actions possible when robot encountered a deviation
while Pick&Place heater action and (b) shows the like/dislike feedback interaction card presented
to the user after successful handling of the deviation

user then likes the action performed by the robot, the Q values of the QZAZ are updated
accordingly and the assembly process proceeds as usual. Since the occurrence of these
deviations are separated in time (a deviation can occur today and is repeated after an
year), it is possible that user might like to teach the robot a different action policy aﬁv diff
for handling that deviation 4. In such cases, the user dislikes the action performed by
the robot which allows the robot to learn a new deviation action policy aﬁ’ aip for that
deviation 4,;.

5 Experimental Setup

As shown in Fig. 1a, the experimental setup consists of a UR10 [19] robotic arm with 6
degrees of freedom, a SCHUNK 2 finger electric parallel gripper and two commercially
available RGB-D sensors each equipped with object tracking and action recognition
functionalities respectively. As mentioned in Sect. 3, the functional component layer
with the help of sensors and actuators as shown in Fig. la provides the reasoning and
learning module with necessary perception (object tracking and action recognition) and
actuation (robot and gripper state combined to deduce if an action execution was
successful) information.

The assembly process use case presented in this paper concerns itself with
assembling the given objects (heater, base, tray, ring) in to a box. Depending on the
capabilities of the Agent € { Human, Robot} and the object properties (configuration,
construction) defined in the knowledge representation an optimal policy of a normal
assembly process is defined as given in Fig. 5 and is assumed to be known. Figure 5
shows the optimal policy sequence (Step 1, Step 2, Step 3, Step 4 respectively) that
expresses ‘what’ action is required to be performed by ‘which’ Agent and on ‘which’
Target. In this section, the ability of the system to learn, how to deal with deviations
that occur during online execution (which were not encountered during training) of the
assembly process is evaluated. During a normal assembly, Step 1 to 4 are executed in a
sequence following the optimal policy and thereby gaining a maximum reward.
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The Pick&Place action includes localizing the object, reaching for the object, grasping
and lifting it and then placing it in the pre-assigned assembly box as shown in Fig. 1b.
Note that, as we deal with a human robot collaboration scenario, some steps needs to be
carried out by the user, in this case Step 1. The robotic system waits for the user to
complete Step 1, observed with the help of embedded object tracking and action
recognition functionalities. Once Step 1 is complete the robot proceeds with the next
steps.

Assembly Process Step
< Agent, Property, Target > Possible Deviation Handling Actions

Step 1: User PickéPlace base Note: only user can perform this action

Step 2: Robot Pick&Place heater | retry; Pick&Place tray; PickéPlace ring; giveup
Step 3: Robot PickéPlace tray retry; Pick&Place ring; giveup

Step 4: Robot Pick&Place ring retry; giveup

Fig. 5. Optimal action policy of the assembly process and the respective deviation handling
actions available at each step

A deviation can occur at any step in the assembly process and the possible devi-
ation handling actions at each step are given in Fig. 5. These deviation handling actions
are presented as interaction cards to the user as shown in Fig. 4, who can then select an
action by simply clicking on the ‘Execute’ button. The deviation handling action retry
entails that the same action step has to be retried, e.g., if in Step 2 a deviation occurs
and the user selects retry, then Step 2 will be executed again. The deviation handling
action give-up communicates to the robot that assembly process should be stopped and
the robot should move to an initialized position. A total of 25 executions of the
assembly process by 5 users (roboticists) with 5 executions per user were carried out.
Figure 6 shows five different profiles created during online execution. Each profile has
three entries, which consists the chosen deviation handling action by that user for Step
2, 3 and 4 respectively. During the online execution of the 5 assembly process per user,
different deviations possible were introduced at random such that, overall the user
teaches a deviation handling action to the robot for each step of the assembly process.

Learning to handle deviation in this fashion has the following advantages: (a) the
robot is not required to explore all possible deviation handling actions for each step to
find a solution. This reduces the amount of time exponentially as shown in Fig. 6
depending on the number of deviation handling actions possible at a given step where a
deviation occurred (b) the robotic system is capable of handling novel situations (sit-
uation not previously encountered) as they occur online during the assembly process
with the help of the user interaction. Also, each user has their own profile which will
enable the robot to interact with different users according to their chosen fashion. In the
case of a new user, the robot learns deviation handling actions specific to that user and
hence collaborates more closely using the user specific preference.



Towards Learning to Handle Deviations 13

z
cw
2 § |——NoUser Assitance Profile .__
K] § |~ “Assitance Profile1 . ‘ﬁallongand‘"ns
@ & | *-Assitance Profile2 Adlion at Step
ol -+ -Asslitance Profile3 i hpnd
D2 | - assitance Profiled I Profilel | Profile2 Profiled
- n Handlin, = o7
[ g | ——Assitance Profiles Action at Step 3 9 retry PickéPlace tray | retry
S 5 - :iek&Plaoe ring: 80 sec 4 retry retry Pick&Place ring
= etry: 50 sec —
£ giveup: 20 sec retry retry giveup
gE- ~ Profiled | Profiles
= c T EE— TN W T 7 P
s viation Handling Action at Step 2" I retry Pick&Place ring
L) -l Pick&Place tray: 50 sec A _emTs retry retry
g ] Pick&Place ring: 80 sec . e
[ 5 w Retry: 40 sec reiry greup
s [ giveup:
s o
0. (b)
28 =
S5 e
o8 ¢ 1

S Step 1 Step 2 Step 3 Step 4 Flnish

Assembly Process Steps
(a)

Fig. 6. (a) Shows the time taken for the robot to handle deviations in presence and absence of
the user assitance. (b) Deviation Handling Profiles of 5 users, learned over a course of 5 assembly
process executions per user (total 25 Executions). The three entries in each profile column
describe the deviation handling action chosen by that user for the assembly process steps (as
given in Fig. 5) 2, 3 and 4 respectively.

6 Conclusion and Future Work

In this paper we have extended the IRL to enable the robotic system to handle devi-
ations in an assembly process that occur during real-time execution. The eIRL exploits
the presence of the human user in the human robot collaboration scenario by interacting
with the user for assistance and feedback. The robotic system proposes a set of possible
solutions to the user, given a deviation at a particular step in the assembly process. The
proposed set of solutions is derived from the knowledge of the assembly process,
already known optimal policy, robot capabilities and the set of objects currently present
in the workspace. The user assistance is divided into a direct deviation action policy
choice and a reward feedback. This enables the system to keep track of user preferences
and interact with them more intuitively. An interesting future work would be to
combine the already existing preferences of users (the choice of the existing users) and
use it to interact with a new untrained user. Also, the evaluation was carried out with
roboticists and we would like to extend this evaluation by including users with varying
levels of experience with robots.
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Abstract. Autonomous navigation of quadcopters in unstructured
indoor environments is a major problem due to the difficulty of reli-
able position sensing. While outdoor applications can use GPS for reli-
able localization, working indoors will require the use of either laser
range finders or some other sensors. If the indoor scene is unknown to a
robot, the task of mapping new areas also becomes a necessity. The two
processes are combined and run together in a framework of Simultane-
ous Localization and Mapping (SLAM). Our work is focused on using
onboard cameras for the task of SLAM in an indoor scenario. Vision
based techniques that do not use time of flight methods like laser range
finders, have the potential to provide a low cost alternative framework for
navigation. In this work, localization using a monocular SLAM frame-
work on an unknown and unstructured scene, a cascaded position con-
troller along with a Luenberger observer which can combine the data of
Inertial sensors and vision based position to generate a complete veloc-
ity feedback for the system have been used. Sensor data fusion using
EKF (Extended Kalman Filter) have been performed for scale estima-
tion. The localization algorithm has been implemented on a quadcopter.
Finally hovering experiment has been performed in an indoor lab based
environment.

Keywords: Quadcopter - Autonomous + Navigation * Vision + VSLAM

1 Introduction

In recent years, quadcopters have gained a lot of popularity. There are numerous
commercial products already developed and being sold in the market. The highly
agile dynamics of a quadcopter allow it to easily takeoff and fly in any indoor or
outdoor scenario. People are using them commercially for photography and for
recording videos by mounting a camera on them. One of the major challenges in
the field of micro aerial vehicles is to make them completely autonomous: this
requires localization. In an outdoor environment it is possible to use GPS based
position feedback to fly over a particular trajectory. But GPS does not work
indoors and so while flying indoors, if no correction is provided by a manual
operator the quadcopter will drift in any random direction due to the absence
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of precise location information. This calls for using vision or lasers for localizing
the robot in an indoor environment.

Passive systems like VICON or active systems system like phoenix are very
popular choices for lab based environments. It has been shown in [1] that even
highly complex maneuvers and trajectory tracking can be done provided we have
a highly accurate position feedback system. However system relies on external
tracking hardware and is therefore limited to a lab environment.

For complete autonomy in indoor operations, it is necessary to implement
SLAM techniques onboard the system. This can also allow it to be able to
navigate through initially unknown terrains. Highly accurate SLAM with dense
mapping of the scene has been demonstrated in [2] where the authors have
used laser along with vision to generate a pointcloud of the environment. While
laser range finders provide highly accurate depth data they are generally heavy
and expensive. Hence there is a need for developing the SLAM framework by
using cameras as the primary sensors without using laser range finders. The
research on vision based SLAM is particularly important because it is believed
that this is how we humans explore our surroundings. Vision based sensors are
now extremely cheap, and hence developing a good algorithm for state estimation
can make a product commercially viable to the general public.

In order to stabilize a robot over any particular scene two methods have been
used IBVS (Image Based Visual Servoing) and PBVS (Position Based Visual
Servoing). IBVS has been used in [3], and it uses spherical image based error
in between the desired image and current image to directly generate control
signals. However, it requires knowledge of the desired scene beforehand and
hence is restricted to use with pre-defined markers and visual patterns. PBVS
on the other hand generates the current position feedback of the camera by
tracking certain inherent salient features in the scene. This method continuously
generates a sparse feature point map of the surroundings and simultaneously
performs localization with respect to it. To implement complete vision based
SLAM, Parallel Tracking and Mapping (PTAM) [4] which uses a single camera
has been the most popular choice. In the work in [5] the authors have used an AR
Drone platform for sending the camera stream wirelessly over a WiFi network
and implementing PTAM on an offboard laptop computer. In spite of delays
in transmission the authors have been able to successfully stabilize the Micro
Aerial Vehicle (MAV). The major disadvantage of using monocular camera based
algorithms is that the pose measurements are scaled with respect to the metric
measurements. To solve this problem work has been done on using stereo SLAM
for application to MAVs. A hybrid approach using a slow stereo camera set
along with fast PTAM based odometry has been presented in [6]. While PTAM
uses only one camera, with a stereo configuration it is also possible to obtain
accurate scale corrections and depth map estimation. In [7] the authors use a
bottom facing camera for velocity estimation using optical flow and a forward
facing stereo configuration for performing complete mapping and exploration.
In [8] two sets of stereo cameras have been used, in the front and the bottom
direction to provide complete state metric localization and mapping. Another
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technique for scale correction is to fuse the readings of vision with that of Inertial
sensors. In [9] the readings of vision based monocular sensor have been combined
with the readings of an IMU and Barometer to provide complete state feedback
to the system.

In more advanced work [10-12] the authors have demonstrated complete state
estimation by fusing the sensor readings of vision and IMU. The method does
not use any other sensor and can provide metric state feedback by estimating
the scale of the monocular SLAM system. However the system is very sensitive
to initial values of scale and can fail to converge if the initial estimate is outside
a certain bound. More recent work developed in 2014 include SVO (Semi-direct
Visual Odometry) [13] which is a highly efficient and fast open source monoc-
ular SLAM algorithm. This algorithm has the ability to work at almost 60 fps
on a computationally restricted onboard computer and even faster on consumer
grade laptops. It achieves this by directly operating on pixel intensities for match-
ing patches within different frames. This reduces the computational burden of
extracting feature points at every new frame making the visual system more
robust. This paper is mainly concerned with implementation of a vision based
hovering framework on a quadcopter. A Luenberger observer has been designed
which predicts the velocity using the accelerometer and the position feedback.
For localization, monocular SLAM algorithm SVO has been used which is an
open source package released for Robot Operating System (ROS) by [13]. This
is followed by experimental demonstration of hovering over particular waypoints
in 3D space.

The paper is organized as follows: sensors, observer & EKF are described
in Sect. 2. Experimental results are provided in Sect. 3. Section4 concludes the

paper.

2 Localization and Position Control in Unstructured
Environment

2.1 Hardware Description

Nayan quadcopter is used to perform experiment which is shown in Fig. 1.
Description of its components are mentioned in Table 1.

Table 1. Description of Nayan hardware platform

Component Description
Flight controller ARM Cortex M4 32 Bit 168 MHz CPU
Onboard computer | Odroid

Camera CMOS, Bluefox, 752 x 480
Ultrasonic sensors | Px4Flow

Battery LiPo, 5200 mAh

Propeller 11”7 x 4.5"

Weight 1.9Kg
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Fig. 1. Nayan quadcopter

2.2 Sensor Description

Inertial Measurement Unit. The IMU is the most crucial element of the
quadrotor and is used by the attitude controller for maintaining a desired orien-
tation. It consists of a gyroscope which measures the angular velocity in the body
frame and an accelerometer which measures acceleration in the body frame. The
Rotation matrix at any time is obtained by fusing the data of accelerometer with
that of the gyro. Ideally a gyro measures the angular velocity of the system and
is sufficient to estimate the orientation angles ¢, 6,1, given the initial estimate.
However there is a small bias in the angular velocity measurements which leads
to a drift in the attitude, thus calling the need for fusion. More details on the
working of Inertial navigation systems can be found at [14]. For this experiment
it is assumed that the attitude fusion has already been done in the LLP (Low
Level Processor) and we have been provided with the roll, pitch and yaw angles
in High Level Processor (HLP) where the custom user code runs. This is utilized
for obtaining the acceleration in the NED-b frame from the body frame. The
data of accelerometer is governed by the following equation:

z=Ri(a; —g) +b+n, (1)

where, z is the data measured by the accelerometer, RZ is the rotation matrix
from Inertial to Body frame, a; is the acceleration in the inertial frame, b is a
bias in the accelerometer, g is the acceleration of gravity, n, is noise in the sensor
readings. A very important assumption taken to simplify all sensor fusion steps
is that the yaw angle has been considered to be fixed. Under this assumption it
is necessary that the position feedback to the observer is the NED-body fixed
frame. This also leads to a simplified RZ matrix as the yaw term is not considered.
Hence after these assumptions the final equation for acceleration in the NED-B

frame is:
cosf sin@sin¢ cos¢sinb ||z, 0

Onedb = 0 cos ¢ —sing [z, |+| O (2)
—sinf sin ¢ cos O cos pcosb || z, 9.81
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where, ¢ & 0 are roll and pitch angle respectively. Note however that the above
acceleration is not bias free and needs to be corrected before being further used.

Ultrasonic Distance Sensor. An ultrasonic sensor calculates the distance to
an object by using time of flight data for a pulsed echo signal. In this experiment
a Px4Flow board has been used comprising of an inbuilt ultrasonic sensor which
provides direct metric measurements of the height of MAV from the ground. The
data is sampled at a frequency of 10 Hz from the sensor.

2.3 Luenberger Observer

The output from the ultrasonic sensors is a depth reading available at 10 Hz.
The VSLAM algorithm will also be able to give position coordinates at upto
25 Hz. The two are combined on the main computer and finally a metric position
update is provided to the position controller running on the HLP of the flight
controller. We also have the acceleration data coming in from the onboard IMU
at a high frequency. With these available sensor data a luenberger observer has
been designed similar to that used in [9,15]. Each of the z,y, z coordinates are
assumed to be an independent system with an order 3 state for each.

i 010] [z 0
il =001 |&|+ |1| ancas, (3)
by 000]| |b, 0

Y=[100] |4 (4)
b

Here, apeqp, is the acceleration in x axis which is taken as an input to this
system, while (z, Z,b,) are the states. Y is taken as the system output which in
our case is available to the flight controller from the main computer. The states
can similarly be defined for x, y and z. aneqp is obtained from Eq. 2. Based on the
above formulation a Luenberger observer is designed. For a system defined as:

& = Ax + Bu, Y =Cx

we have an observer, .
=A%+ Bu+ L(y — 9) (5)

The error e = = — & converges to zero provided the eigen values of the
matrix A — LC are all negative. Hence the values of the observer L are chosen
appropriately.

2.4 Kalman Filter for Metric Position Feedback

Position Feedback from SVO. The visual subsystem can be thought of as a
black box unit which ultimately gives the current pose as the feedback. In this
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experiment, only the position data has been used for controls while the IMU
which is more reliable for roll and pitch angles, is used for the attitudes.

Ty = —(F— 7o) (6)

where, 77, is the feedback coming from SVO, 7 is the actual 3D coordinate, rq
is position at which the visual system was initialized, A\ is some unknown scale
factor. This output is with respect to an inertial frame which is aligned with
the ENU-body frame at the initial point. At any time after initialization four
states from the VSLAM are taken (24, Yvi, 2vi, Yoi). These are first transformed
to get the position in the gravity aligned body fixed frame. In the final step the
position is transformed from the ENU (East North Up) coordinate system of
SVO to NED (North East Down) for the NED-Body-fixed frame in which the
control algorithm primarily works.

cosy sinvy 0
Fop = RY7y;, R =R.(1)) = | —sint costp 0
0 0 1

where, 9 is the yaw angle.
EKF Framework for Estimation of Static States. Since there are multiple

sensory inputs for the height of the quadcopter, a fusion step using EKF is
performed so as to estimate the static states A, zg. The different equations are:

z—z .
Zv:< )\U>+nva Zy = 2+ Ny, Z = Gpedvz + b+ 14 (7)
where, z, is the depth from vision sensors, z,, is the depth from ultrasonic sensors,
z is the position of the quadcopter on z axis. A, zg are the static states for the
VSLAM system, b is the static bias of the IMU. n,,n,,n, are Gaussian noise
with 0 mean and fixed variance. The state of the system at instant k is defined as

. T
Ty = [2 20X 2] (8)
Prediction
Tp1)k = Frap + Bu, P = FuPoiF + Vi

where,

1At 000

01 At00 .

Fr=100 100, By=[0At000]
00 010
00 001
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Update for VSLAM

1
Zp = ———(x 0)—=x 4)), v=2zy,—2
v $k+1|k(3)( k—i—l\k( ) k+1\k( )) v

1 T
Tht1)k(3)
0
0
(Trt16(0) = 111%(4))
Ii+11|k(3)

Hv,k—i-l -

)
S = Hupr1PeyipHe i1 + Wuo R = Py Hyps15™ "
Tpiilk+1 = Tryk + Ro, Pey1jkr1 = Proyije — BHu k1 Pegaje
Update for Ultrasonic Sensor
U= 2y = Tk+1|k
Hypsr=[10000]
S = Hypy1PopripHy g + Wa, R = PopypHupi15™"

Tpyilk+1 = Tryp + R, Priijk+1 = Progpe — BHuy k11 Ptk
where,
20000 032 0 0 0 0
01000 0 062 0 0 0
Pop= 1000300 |, Vi=|0 0 0042 0 0o |t
00040 0 O 0 0.003At 0
00 0 004 0 O 0 0 0.001A¢t

here, standard notations are used for EKF. Symbol hat is used to represent the
estimated parameter. W, is taken as 0.02, W, is taken as 0.1, At is taken as
0.02's which corresponds to the fact that the IMU update works at 50 Hz on the
system.

2.5 Velocity Feedback Based Controller

This controller assumes that the position feedback it receives is in the NED-
body frame. The controller used in this experiment is a cascaded PID controller.
It comprises of a velocity feedback loop and a position feedback. The velocity
feedback loop obtains the current velocity using the observer designed in Eq. 5.
The position feedback runs at a frequency of 50 Hz and it mainly generates the
desired velocity command for the inner velocity control loop.

€x = Tref — L, Eintgs = /ezdt
Ugref = Kpa:ez — Kz, + Kimeintgz
€vz = Ugref — Vz, Eintgvx = /evxdt

Arref = vawevw - Kdeanedbw + Ki'uweintng
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where, e, is the position error in z, e,, is the velocity error in z. In subscript ref
stands for reference, whereas hat is used to denote estimated parameter. a ey is
the acceleration in x. The final output of this controller is a desired azref. Gyrey
and a.rey are obtained in a similar fashion. The acceleration now needs to be
converted to a desired attitude angle and thrust. The small angle assumption is

taken U
. . . 1
iT=-g0, =99, i=g——

m

where U is the thrust. Hence the equations for desired attitude angles can now
be computed according to the inverse of the above relation.

¢d _ Ayref gd _ _azref

; Ty="To— Qzref
g

where
Uy = byo(023 + 022 + 022 + 23)

b is the thrust coefficient, {2 denotes the angular velocity of the respective
rotor. &, § and Z denote the accelerations in z, y and in z direction respectively.
m is the mass of the system. T,; and Ty represent the desired thrust and hovering
throttle respectively.

3 Experimental Results

In Fig.2(a), we have included a picture of a real time experiment in which
the quadcopter, safety net & pattern are marked. For experimenting indoors a
pattern was placed on the ground. The pattern is used to localize quadcopter
in a precise and robust manner using SVO. Features tracking using SVO is
shown in Fig.2(b). Natural features may or may not contain enough number
of strong point features, which can potentially lead to tracking failure. That
is why we have chosen an artificial pattern that is sufficiently rich in strong
point features. A safety net exists around the operational area to keep other
people safe in case of an accident. The entire code for this experiment runs on
the onboard systems. We have chosen the values of Kalman filter parameters
heuristically. Visual SLAM and Kalman state estimation run on the onboard
computer whereas the Luenberger observer and the position controller run on
the onboard HLP. The mavros driver is used to perform all required two way
communication between the main onboard computer and the flight controller. In
order to initiate the different ROS nodes running on the onboard computer, the
user remote logs into the system via a WiFi network. The different nodes are then
executed using ROS. There are five nodes running on the main onboard computer
while one node runs on the desktop computer and is used for viewing the debug
output of the VSLAM (Visual SLAM). The complete workflow and details of
various nodes on ROS network are given in Fig. 3 and Table 2 respectively.
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Fig. 2. (a) Indoor lab setup with hovering experiment in autonomous mode. (b) Feature
tracking using SVO.

VSLAM EKF

Camera

mavros

SONAR

Onboard computer

Ground station

Position controller|<——

Observer

HLP

Attitude controller

IMU & other sensors LLP

}

Actuators

Fig. 3. System overview & complete work flow.

Table 2. Various nodes on the ROS network.

Node

Purpose

Mavros

For communicating with the onboard flight controller

Cam_driver

For extracting and publishing camera data

Px4flow

For extracting and publishing data acquired from the px4flow sensor

SVO

For running the VSLAM algorithm

Sensor_fusion

Fusing depth data from visual and ultrasonic sensors

Image_view

For viewing the debug output of the visual SLAM
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Fig. 4. Hovering at fixed point (23,—37,144) in 3D space, blue point indicates the

target location. (Color figure online)
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Fig. 5. (a) Position error plots. (b) Attitude error plots.

We used Bluefox (CMOS, 752 x 480) camera in our experiment. Localiza-
tion using SVO is performed after camera calibration. For an experiment, the
manual operator performs the takeoff and the landing procedures. Even while
in autonomous flight, the operator must remain alert to take back control in
case of any random behavior or loss of track. Hovering at the fixed point is
shown in Fig. 4 while position and attitude error are given in Fig.5(a) and (b)
respectively. Error plots in Fig. 5(a) and (b) are taken from the controller inputs
and outputs respectively. The central objective to obtain autonomous hovering
without the help of any external positioning system like VICON. The video of
the experiment can be seen in https://youtu.be/L7imtmpw8mU.


https://youtu.be/L7imtmpw8mU
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Conclusion

In this paper, vision based localization and mapping techniques have been
explored with application to a micro aerial vehicle. The SLAM based technique
has been found to perform good localization in unknown scenes. We have tested
this framework in indoor environment using vision based feedback to achieve a
hovering task. This work is useful to achieve waypoint navigation. Experimental
results have confirmed the potential of this framework.
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Abstract. In general, it is difficult to remember a strong password i.e.
a long and random password. So, the common tendency of a user is to
select a weak alphanumeric password that is easy to remember. But the
password which is easy to remember is also easy to predict. In contrast,
the password that is very difficult to predict or requires more computa-
tion to break is also difficult to remember. To overcome this limitation
of creating secure and memorable passwords, researchers have developed
graphical password scheme which takes images as passwords rather than
alphanumeric characters. But graphical password schemes are vulnerable
to shoulder-surfing attack where an attacker can capture a password by
direct observation. In this paper a graphical password scheme, namely
SG-PASS is proposed which can prevent the shoulder-surfing attack by
a human observer and also spyware attack, using a challenge response
method.

Keywords: Graphical passwords + User authentication - Password
security

1 Introduction

Authentication is an essential security component for many internet applica-
tions. It is a must for every system that provides secure access to confidential
information and services. All the authentication techniques rely on at least one
of the following methods:

— Something you have: it is also called as token based authentication. In this
mechanism, each user has some physical identification objects which identify
the user uniquely e.g. smart cards.

— Something you know: it is also called as knowledge based authentication. In
this mechanism, a user has to remember an alphanumeric password or images
for a graphical password.

— Something you are: it is also called as biometric based authentication. This
includes the mechanism of fingerprint scan, iris scan etc.

© Springer International Publishing AG 2017
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Most systems use knowledge based authentication mechanism as it balances the
usability, deployability and security issues. But the “password problem” [14]
associated with alphanumeric passwords are expected to comply with two basic
conflicting requirements-one is associated with usability and the other is related
to security aspects.

1. Usability aspects: passwords should be easy to remember.

2. Security aspects: passwords should be secure, should be hard to guess; they
should be changed frequently, and should not be same for any two accounts
of the same user; they should not be written down or stored in plain text.

Meeting both of these requirements is the main challenge here. For this rea-
son, users tend to choose and handle alphanumeric passwords very insecurely.
Research has shown that when users fail to recall a password, they are often
able to recall some parts of it correctly. But partially correct password cannot
authenticate a user, only exact recall of complete password is required.

Various cognitive and psychological studies [10,12] indicate that pictures are
much easier to remember than texts. This is the main objective behind graph-
ical passwords which use images or shapes as a replacement for text. In a con-
ventional graphical password scheme, a user selects several images as his/her
password. During login the user has to click on the password images from a
larger set of distractor images. If the user identifies the password images, that
were selected in the registration phase and clicks on them, he/she is successfully
authenticated [15].

However, clicking on images on a large, vertical screen may allow an observer
to capture the password images. To address the above issue we propose a graph-
ical password system which is resistant to the above said attack and is also
resistant to spyware attack.

2 Related Work

Based on the authentication style, graphical password system can be broadly
classified into three categories:

1. Graphical passwords based on recognition: In recognition based graphical pass-
word techniques, a user is asked to identify some images that he has selected
during registration i.e. passface [4].

2. Graphical passwords based on cued recall: In cued recall based graphical pass-
word techniques, a user is asked to reproduce something that he has selected
during registration phase i.e. passpoint [14], story [5].

3. Graphical passwords based on pure recall: In pure recall based graphical pass-
word techniques, a user is asked to redraw something that he has created
during registration phase i.e. DAS [9], PassShapes [13].

Here we focus on graphical passwords based on recognition and based on cued
recall rather than the password system based on pure recall.



SG-PASS: A Safe Graphical Password Scheme 29

A general approach to design a graphical password system is a challenge-
response process. In this challenge-response process a user creates his/her pass-
word by selecting several images from a set of images. During the authentication
phase, a challenge is thrown to the user by displaying some decoy image with
a password image. In response, user has to successfully respond by identifying
and clicking on the password image shown on the screen.

The first graphical password scheme proposed by Blonder [3], in which the
user is asked to click on the approximate predetermined locations of a pre-
decided graphical image in a correct order. The image can help users to recall
their passwords and it is a better one as compared to recall alphanumerical
passwords. However, the predetermined regions can be easily identifiable.

“Passpoint” system proposed by Wiedenbeck et al. [14] extended Blonder’s
approach by addressing some of its limitations. It allows arbitrary images instead
of the predefined one and users can click on any place on the image to create
their passwords. Here, the possible password space is quite large. However, there
are some apparent points on the image which are usually chosen by users as
their passwords. It makes the work easy for an attacker.

Based on the idea of passpoints, Suo [11] proposed a shoulder-surfing resistant
password scheme in which the image is blurred except for a small focused area.
Users can enter Y(for yes) and N(for no) to indicate that their click-point is
within the focused area. If the click-points are a few, attackers can easily guess [7].

Based on the fact that humans can recall faces easier than other images
Brostoff et al. proposed “passface” [4]. Here, users need to recognize and click
on the face images that are selected in the registration phase. This procedure is
repeated for several rounds. If the user correctly responds to each round, then
he/she is successfully authenticated.

Similar to passface, Dhamija et al. [6] proposed a graphical authentication
scheme which uses abstract images and concrete photographs instead of faces.
For authentication, user is required to click on the password images from a set
of decoy images and password images.

By utilizing the properties of convex hull, Sobrado et al. [15] proposed a
protocol in which the system will show a number of graphical icons. For authen-
tication, user identifies the pass icons, and then mentally forms a convex hull of
the pass icons and clicks on a random point inside the convex hull.

Based on two protocols DAS [9] and Story [5], Gao et al. [8] proposed a new
user friendly shoulder-surfing resistant scheme, called CDS. Here in password
creation process a user selects several images as passwords and remembers them
with their order of selection. During login, the user has to draw a curve across the
password images orderly without lifting the stylus. However, its small theoretical
password space and hotspots issue make it vulnerable to brute force attack and
dictionary attack [7].

Combining text with graphic, Zheng et al. [16] proposed a hybrid password
authentication scheme which uses shapes of strokes on the grid as the origin
passwords and allows the users to login through text passwords. The basic idea
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of this is to think some personal shape, map from this shape to text with strokes
of the shape and a grid with text.

PassShapes [13] proposed by Weiss et al., authenticate users to a computing
system by drawing simple geometric shapes constructed of an arbitrary combi-
nation of eight different strokes.

3 SG-PASS System

Our proposed scheme is a challenge-response mechanism and it uses approxi-
mately hundreds of graphical icons or arbitrary images shown in a window on
the screen. In a challenge a user must identifies his or her password icons out
of hundreds of displayed icons. Instead of direct input, the user responds to the
challenge by entering keys from the keyboard keeping in mind that the shape
formed by password icons on the screen matches with the shape of the entered
keys of the keyboard. Two or three challenges are presented in sequence and if
the user successfully responds to each challenge by entering the correct shape
from the keyboard, then he or she is authenticated. It is based on recognition,
an easier memory task than recall and users may create a story for sequence
retrieval. In the following sections we describe the design and implementation in
more detail.

3.1 Registration Phase

Our system uses a large set of images that are partitioned into different types
for example, the images of sceneries, flowers, animals etc. A user can also add
images of his/her choice. In registration phase, system will display a window
consisting of approximately hundreds of images for creation of password. If a
user feels uncomfortable with the images provided by the system, he/she can
change that image window of his/her choice by adding different types of image.
To create a password, the user chooses several images or icons from the window
and also takes care about the order of selection of password images. Because,
here the order of password images plays a vital role in authentication phase.
The user has to remember the password images and their order that are selected
by him/her. By creating a story a user may remember the order of password
images.

3.2 Authentication Phase

In authentication phase, the password window containing same set of images but
randomly permuted, is displayed to the user. These images include both pass-
word images and decoy images. User has to recognize the pre-selected password
images and mentally draws a geometrical shape by connecting the password
images in their respective order. Then the user enters keys anywhere from the
keyboard [1] keeping in mind that the entered keys reflect the geometrical shape
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Fig. 1. Password images in their order

formed by password images displayed on the screen. This process of challenge-
response is repeated more than once and the exact number depends on the
system administrator. When the user has responded to a challenge (either cor-
rectly or incorrectly), another challenge comes, and this process continues until
all challenges have been completed. The images are arranged randomly inside
the window each time it is displayed on the screen, so the password images move
to new positions. A brief outline of the authentication steps for the proposed
SG-PASS scheme is given below.

Authentication Steps

1. Identify all the password images from the set of images shown in the window
screen. Now their relative positions are located.

2. Map the bottom most password image to the lowest row of the keyboard.

3. Find the row difference between top most password image and bottom most
password image.

4. Keeping in mind, the total number of rows in password window to the total
number of rows in keyboard (only four), map the topmost password image to
the keyboard.

5. Then map the rest password image, accordingly.

6. After the process of mapping, enter the keys as per the order of preselected
password images, such that the entered keys reflect an approximate shape
formed by password images.

3.3 Discussion

Figure 2 shows a password window which has the password images of Fig. 1 and
some decoy images (here we are considering only the faces of celebrities, user can
also change the window so that one window may contain different types of images
i.e. scenery, flowers, animals etc.). User can identify the password images and
try to map the shape by entering the keyboard characters like “TCB” or “EZC”
or “YVN” as “TCB”, “EZC” are reflecting an approximate shape formed by the
password images. But the system cannot accept “TVN” as password because it
is not reflecting the shape formed by password images (Figs. 3, 4 and 5).
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Fig. 3. TCB, a valid response

In the prototype we have taken only three images as password images. One can
take more than that also but the minimum number is three. During authentication
only three images are considered at a time. Assume that, one user has selected four
images as password image i.e. imagel, image2, image3, image4. In authentication,
the user will consider the first three images, that is, imagel, image2, image3 and
selects three keys from the keyboard accordingly. After that, in the same round,
the user will take the next three images that is, image2, image3, image4 and selects
three keys as per image2, image3, image4. Thus, the user will have to enter six keys
at a time for password size of four.
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4 Security and Usability Analysis

In this section, different security and usability factors of SG-PASS scheme is
analyzed.

4.1 Mouse-Loggers

Mouse-loggers are used to record the click position and trajectory of the mouse.
It can crack the password schemes which use mouse for input information [7].
Mouse-loggers are not a threat to our proposed scheme as we are giving infor-
mation to the system using the keyboard not using mouse.

4.2 Keystroke-Loggers

The main idea of our proposed scheme is making a shape based password using
the images and text input. The text characters that user will input are differ-
ent in different login session. This mechanism can prevent key-logger attack. If
an attacker records the input characters then he would get nothing about the
password images.

4.3 Accidental Login

Assume that the number of password image is three and only two round of chal-
lenge response is there. Using three password images many different shapes are
possible. If we consider only ten distinct shapes like in Fig. 6, then the probability
of successful accidental login can be computed as below.

As we are considering the order, for each image six different orders are there
(we are taking three password images in the prototype, it gives 3! = 6 different
types of permutation). So, using three password images there are 60 different
passwords. For two round of challenge-response, the probability of successful
accidental login becomes (1/60)*(1/60) = 0.00028 which is quite low.
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Fig. 6. Some possible shapes formed using three password images

4.4 Shoulder-Surfing Attack

The login process does not reflect the password images directly. Attacker can get
the shape formed by password images by observing the text characters entered by
the user. But, that shape cannot reveal the password images because for a single
geometrical shape there are many combinations of password image. Consider the
password window in Fig. 2, here many corresponding shapes can be formed by
characters “TCB”, some are given in Fig. 7.

TTTT—

Fig. 7. Corresponding shape for characters “TCB”

In addition as the password images changing their positions randomly inside
the password window, a human observer cannot remember exact positions of all
the images in a particular window.
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4.5 Brute Force Search

The general mechanism to defend brute-force search is to increase the password
space. Assuming that there are hundreds of images in a password window, the
password space can be calculated as C(100,3) = 161700

However, it is difficult to carry out brute-force search in graphical passwords
compared to alphanumeric passwords because computers spend considerable
amount of time for identifying the password images in a password window.

4.6 Phishing

Phishing is a difficult one for graphical password scheme as compared to alphanu-
meric passwords. In the alphanumeric password scheme attackers need not
require to know anything about user’s password or theory behind authentication
process. The fake website will record user name and password as entered by user.
However, in graphical password system the attacker must know how the authen-
tication process works and it is different for different graphical password scheme.
In our scheme, the password window is different for different users as one can
add images of his/her choice and users are not giving direct input for passwords.
So, it is a difficult task for attackers to get passwords through phishing.

4.7 Usability Analysis

Fifteen participants including university students and non-technical staff took
part in the evaluation process of SG-PASS scheme. After training, they took
27.6s on average for each round of SG-PASS and found that it is easy to
remember and a simple one. For the target of ten correct login, five participants
accomplished in first ten attempts. However, the remaining participants reach
the target with one to three extra attempts. The details are given in Table 1.
The percentage of successful login attempts out of total login attempts by all
users is found to 89 percent.

5 Comparison with Other Recognition Based Graphical
Systems

In Sect. 2, we discussed various graphical password systems that use the recogni-
tion technique for authentication. We compare our system, SG-PASS with these
password systems in terms of security and usability strength.

From Table 2, we can conclude that only two schemes CHC [15] and Zheng
[16] can prevent both spy-ware and shoulder-surfing attacks. However, the dis-
tribution of response points are not uniform (more concentrated at center) in
CHC, which makes the attacker’s work easy. In Zheng et al.’s methodology [16],
users have to remember exact locations of the grid cells like DAS, which puts
an extra memory burden. In a nutshell, the comparative results are presented in
Table 2. It shows SG-PASS has relatively higher security and usability features
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Table 1. Details of usability analysis

Users | Avg. login time in sec | Unsuccessful attempt
Userl |30 2
User2 |25 3
User3 |23 0
Userd |22.4 0
Userd |25 2
User6 |26.1 1
User7 |27 0
User8 |27.3 1
User9 |30 2
User10 | 28.2 0
Userll | 33.5 2
Userl2 | 29 0
Userl3 | 35 2
Userl4 | 25.3 1
Userl5 | 27 2

Table 2. Comparison with other methodology

Schemes Spy-ware | Shoulder- | Comment
resistant | surfing
resistant

Blonder [3] N N Number of predefined regions are small and
easily identifiable

Passpoint [14] | N N Care must be taken to eliminate hot spots

Suo [11] N N Attackers can easily guess if few
click-points are used

Passface [4] |N N Face images are clearly visible

Dhamija [6] |N N A recondite picture is hard to remember

CHC [15] Y Y Distribution of the response points are not
uniform [2]

CDS [§] N Y Password space is very less

Zheng [16] Y Y Users have to remember exact locations of
the grid cells like DAS [9]

SG-PASS Y Y Simple, easy to remember and resist all the
attacks discussed in Sect. 4
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compared to existing graphical password schemes. However, like other schemes
it also suffers from intersection issue. An intersection attack is possible when
the attacker is able to record the password window and the keys for multiple
sessions.

6 Conclusion and Future Work

The contribution of this paper is the design of a graphical password scheme that
extends the challenge-response model to resist spy-ware and shoulder-surfing
attacks. Users can create a valid graphical password easily and quickly but face
some difficulty in learning their passwords. This scheme is easy to execute and
more secure and usable as compared to other graphical password approaches.
It provides a simple and intuitive technique for users to authenticate. However,
like other graphical password system, the issues in this system is the intersection
analysis. To overcome this issue, we plan to design a more advanced system
without compromising the security and usability aspects.
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Abstract. Object affordances provide useful information related to under-
standing of human activities. The aim of this paper is to create an ontology for
object affordance reasoning that can be shared across different assistive robots
operating within the household domain. A novel ontology called O-PrO (Object
Property Ontology) consisting of 61 household objects is presented. The
ontology can be used for computing cognitive and semantic object affordances.

Keywords: Object affordance - Ontology - Assistive robot

1 Introduction

A key factor for successful operation of an assistive robot in household environment is
its ability to process contextual information. A variety of contextual information from
different sources is available. Difficulty lies in picking up the appropriate contextual
information in a limited amount of time and using it to build the robotic controller. Our
primary interest lie in representation and efficient processing of such contextual
information related to object affordances involving different household activities.
Utilization of object affordance helps one in the following ways: a. reduction in
maintaining the complex internal representation [4] of agent-environment interactions
and b. understanding the behavior of humans.

1.1 Object Affordance: Definition and Its Varieties

Object affordance is defined as “properties of an object that determine what actions a
human can perform on them”; as defined in the seminal paper by Gibson [2]. Figure 1
illustrates the idea of object affordance vis-a-vis human intention and activities
involving objects. Our focus is on the shaded box i.e. object properties. Table 1 shows
the types of affordances conceived by researchers in the recent years. For a more
elaborate discussion on affordances readers are referred to [6, 13, 14].

O-PrO targets only the semantic and cognitive object affordances. Other affor-
dances such as spatial, temporal and social affordance do not focus on the traditional
definition of object affordances. Hence, we concentrate on the object properties rather
than the temporal or spatial aspects.

© Springer International Publishing AG 2017
A. Basu et al. (Eds.): IHCI 2016, LNCS 10127, pp. 39-50, 2017.
DOI: 10.1007/978-3-319-52503-7_4
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Fig. 1. Abstract model for understanding object affordance

Table 1. Types of affordances introduced in recent literature

Affordance type Reference Research field Evaluation domain
Semantic Koppula et al., 2013 [7] Computer vision, Video Data (CAD
affordance robotics 120)

Temporal Koppula et al., 2013 [6] Computer vision, Video Data (CAD
affordance robotics 120)

Spatial Koppula et al., 2013 [6] Computer vision, Video Data (CAD
affordance robotics 120)

Cognitive Sarathy and Scheutz, Knowledge N.A.

affordance 2016 [13] representation

Social Shu et al., 2015 [14] Computer vision Video data
affordance

2 Motivation

Most of the existing literature on object affordance from video data does not consider
the deeper visual reasoning of the human mind. Contextual information representation
using ontology has paved the way for building such robust knowledge based systems.
Two obvious questions which arise with regard to such systems are:

1. How to construct and represent the entities of the domain in an ontology, and
2. How to use the ontology for improving reasoning tasks through object affordance.

Three motivating scenarios are discussed below to highlight the research gap:

Scenario 1: This example is taken from [13] to underscore that their reasoning is
insufficient related to object affordance. Their system is unclear on how it addresses
when Julia says to the robot: “Bring me something clean I can use to cut this tomato.”

Our analysis: The part affordances of the object (“something”) have to be “sharpEdge”
and “graspable” at the same time. [13] use physical features in their reasoning process.
However, we are not able to find out any relevant source of physical features.
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Such features might help the robot to identify that the object weight and volume has to
be small enough to lift that object properly. Human can perform deeper visual rea-
soning after observing an object. Only visual attributes (for object recognition) by the
computer vision module cannot help one to arrive at such kind of reasoning.

Scenario 2: Let us consider two high level activities “make tea” and “make cereal”
which are common in our daily indoor activities in the kitchen environment.

Our analysis: Table 2 shows different semantic affordance ids involved in these two
activities. Although the objects involved in the two sub-activities are different, but
object affordances of these objects are similar. We argue that objects belonging to the
same category possess similar object affordances. For example, graspable affordance
has a definite object set. Objects from such a set can be interchanged increasing the
adaptability of robots in recognizing different human intentions or activities [9].

Table 2. Object affordances involved in these activities

Top level Mid level Low level actions Object affordances
(high-level (sub-activity) present in the scene
activity)
Make tea Pouring hot Grasp kettle, pour water into Graspable, pour-to,
water cup, release kettle pourable, placeable
Make cereal Pouring milk | Grasp container, pour milk Graspable, pour-to,
into bowl, place container pourable, placeable

Scenario 3: Suppose, a person in the kitchen environment is performing a high-level
activity called “microwaving food”.

Our analysis: In [7], “openable” and “closeable” affordance ids are annotated with the
object “microwave oven” in the high-level activities like microwaving food and
cleaning objects. The part affordance of the door or the geometric mapping of the
microwave oven activates its affordances like “openable” and “closeable”. Metric
spatial relations like nearby, on top of, between objects or human-objects cannot
single-handedly identify such specific object affordance ids. We believe that they are
not utilizing the full potential of object affordances.

3 Related Work

3.1 Existing Ontology for Object Affordances

Research conducted by Varadarajan and Vincze [16] can be considered as a significant
contribution in the area of object affordances. The affordance knowledge ontologies
provided through the affordance network (AffNet) for household articles inspires our
work. They highlighted problems with the state of the art systems like KnowRob [15]
or ConceptNet [3]. We have AffNet 2.0 as a source of semantic information related to
affordances.



42 R. Bhattacharyya et al.

Object affordance evolved from psychology research. [11, 12] talked about
ontologies for affordances; but there was no proper ontology for evaluating their work.
This motivates us to create an open source ontology to be used by real time robotic
controllers for human indoor activity/intention understanding.

3.2 Knowledge Based Approaches Towards Semantic and Cognitive
Affordances

Ontologies play a fundamental role in providing formal models of domain knowledge
which can be used by intelligent agents like assistive robots [5]. A knowledge graph
consisting of visual, physical and categorical attributes to understand the deeper human
visual reasoning have been used [17]. This image based evaluation framework con-
siders only 40 objects (excludes natural objects) for the knowledge graph construction.
There is no algorithm mentioned about how the online sources (e-bay and amazon) are
queried for physical attributes. One attribute is shared by multiple category of objects
which increase the inference time to find out the appropriate object affordance label.
There is no clear explanation about how structural attribute or part affordance influ-
ences the overall affordance of an object. Within cognitive object affordance, no
ontology has been used [13]; rather predicate-style representation is done for context,
percepts, and affordances.

4 O-PrO: Ontology for Object Properties

We have used Protégé 5.0 to author our ontology, O-PrO. In this section, we discuss
the physical objects which have been described and modeled in O-PrO. This ontology
is freely available' on GitHub under the MIT license.

4.1 Objects

In a generic household domain, we would like to categorize the objects in two classes,
viz., (i) natural objects and (ii) artifacts. We have considered total 61 objects involving
both natural objects and artifacts. 51 objects are chosen from the standard RGBD object
dataset [8]. Rests of the objects are chosen from [17], which are most commonly used
in a variety of indoor human activities.

4.2 Object Properties

We have considered three types of object attributes namely, physical, categorical and
structural attributes. Physical attributes comprise of volume and weight of the objects.
In order to extract meaningful properties related to the functionality of the object, we

' O-PrO can be downloaded from the GitHub repository, https:/git.io/viO6Q.
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have to consider its structural attributes such as its constituent parts and its geometric
shape. The physical and structural attributes have been considered in qualitative form
for concise representation. Three enumerated OWL classes viz., QualitativeWeight,
QualitativeVolume, QualitativeConcavity have been defined in the ontology. The
product specifications from the previously mentioned sources have been used to assign
qualitative values to the objects. The QualitativeMeasure class and its sub-classes have
been described in Figs. 2 and 3. Additionally, a Shape class has been defined to assign
approximate geometric shape to the objects or its parts. Basic shapes such as cuboid,
sphere, pole, disc, cylinder and wedge form this enumerable class. Figures 4 and 5
illustrate the Shape class. Tables 3 and 4 shows the attributes used to describe the 61
objects in the household domain.

QualitativeConcavity

O owl:Class

QualitativeMeasure

QualitativeVolume

QualitativeWeight

rdfs:SubclassOf ZF

QualitativeWeight = {LightWeight, MediumWeight,
HeavyWeight}

QualitativeVolume = {LowVolume, MediumVolume,
HighVolume}

QulatitiveConcavity = {Nil, LowConcavity,
MediumConcavity,
HighConcavity,
LowConcavitylnv,
MediumConcavitylnv,
HighConcavityInv }

Fig. 2. QualitativeMeasure class and its Fig. 3. DL axiom for subclasses of
subclasses QualitativeMeasure.
Table 3. Attribute categories used for object description

Attribute Attribute name

category

Physical Weight, Volume

Structural Sub-component, hasConcavity

Categorical These attributes are arranged in an Is-A hierarchy (See Fig. 6 for details)

Table 4. Object-properties for describing household objects

Object-property Range Description

hasConcavity QualitativeConcavity | Concavity or convexity of an object in
context of its most common usage

hasVolume QualitativeVolume Qualitative volume of the object from the
above mentioned sources

hasWeight QualitativeWeight Qualitative weight of the object from the
above mentioned sources

hasGeometricShape | Shape Approximate shape of the object or its parts

hasPart Component Constituent parts of the object. The
sub-properties of this property can be
visualized from the Fig. 6
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© owl:Class

rdfs:SubclassOf ?

Fig. 4. Shape class hierarchy in O-PrO.

<EquivalentClasses>
<Class IRI="#Shape"/>
<ObjectOneOf>
<NamedIndividual
<NamedIndividual
<NamedIndividual
<NamedIndividual
<NamedIndividual
<NamedIndividual
<NamedIndividual
</0ObjectOneOf>
</EquivalentClasses>

IRI="#Cuboid"/>
IRI="#Flat"/>
IRI="#Pole"/>
IRI="#Disk"/>
IRI="#Cylinder"/>
IRI="#Wedge"/>
IRI="#Sphere"/>

Fig. 5. OWL definition of the nominal Shape class from O-PrO.
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Fig. 6. O-PrO visualized in Protégé OntoGraf.
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5 Domain Knowledge Infrastructure

5.1 Available Semantic Resources

Resources for physical attributes: Physical attributes considered in our ontology are
volume and weight. Following resources were helpful in extracting this attribute.

Amazon®. This online web resource contains varieties of object items as their products
available for their customers. The textual product specification is valuable information
for perceiving the size and weight of household objects.

Flipkart’ and eBay®. These are two online resources similar to amazon. However, the
issue with these resources is that they do not contain product specifications about
natural objects. Apart from this, several items do not have specific product specifica-
tions. There are numerous online shopping sites available. We are restricting ourselves
to these three sites for constructing our ontology, O-PrO.

Resources for categorical attributes: The following web resource assisted us in
categorizing the 61 objects we have considered.

ImageNet’. A widely known resource for image data processing is ImageNet [1]. It is a
database consisting of images engineered in agreement with the WordNet [10] hier-
archy. Anyone can explore the online content of ImageNet for identifying categories of
object items.

Resources for structural attributes: To identify structural attributes, one useful
online web resource is the AffNet 2.0 website®. Part affordances and geometric mapping
are also mentioned for a variety of objects. We have not considered the material
attributes of the objects given in AffNet 2.0.

General resource for overall object properties: Various web resources give us
useful information about overall object properties.

ConceptNet’. ConceptNet is a freely usable commonsense knowledge base. From [3],
ConceptNet is “a semantic network containing lots of things computers should know
about the world, especially when understanding text written by people.” The problem
of this multilingual knowledge base is that it contains additional information which are
not relevant for object affordance reasoning process. The advantage of this resource is
that all the three object attributes information can be found in ConceptNet. ConceptNet
have a number of vulnerabilities as a knowledge source [16].

2 http://www.amazon.com/.

3 https://www flipkart.com/.

* hitp://www.ebay.in/.

5 http://image-net.org/.

6 http://theaffordances.appspot.com/.
7 http://conceptnet5.media.mit.edu/.
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WordNer®. The WordNet [10] relationships cover only linguistic dependencies. We
have queried the WordNet with the word microwave oven. But, there is no relationship
in WordNet linking the door of microwave oven with the overall structure of it (mi-
crowave oven). Nevertheless, it provides useful information about shape/size of various
object items which cannot be found in other sources.

Wikipedia”. It helps to find out size and weight of natural objects which are missing
from previous resources. Due to its immense familiarity among readers; we are not
going to talk about this knowledge resource further.

5.2 Knowledge Acquisition Phase

We have manually collected all the relevant information from the above mentioned
resources to construct O-PrO. The procedure followed during this phase is given
below:

procedure ExtractObjectProperties
STEP 1: Initialize two variables objectLimit=61, coun-
ter=1;
STEP 2: if(counter < 51) goto STEP 3 else goto STEP 14
STEP Extract object name from RGBD dataset [8].
STEP 4: Initialize variable objectName with extracted
name.
STEP 5: if (objectName ¢Natural object) goto STEP 6
else set variable FLAG=1 and goto STEP 10
STEP 6: Extract data range for variable volume and
weight for objectName.
STEP 7: Initialize variable count=1, sumVolume=0 and
sumWeight=0.
STEP 8:
while (count < 3) do
switch (count)
Case 1: Query the amazon website with object-
Name .
Initialize variable volumeObjectName and
welghtObjectName.
sumVolume=sumVolume+sizeObjectName
sumWeight=sumWeight+weightObjectName
Case 2: Query the flipkart website with ob-
jectName
Initialize variable volumeObjectName and
weightObjectName.
sumVolume=sumVolume+sizeObjectName
sumiWeight=sumWeight+weightObjectName

w

8 http://wordnetweb.princeton.edu/perl/webwn.
® https://www.wikipedia.org/.


http://wordnetweb.princeton.edu/perl/webwn
https://www.wikipedia.org/

Step

Step

STEP

STEP

STEP
STEP
STEP

STEP

O-PrO: An Ontology for Object Affordance Reasoning 47

Case 3: Query the eBay website with objectName
Initialize variable volumeObjectName and
weightObjectName.
sumVolume=sumVolume+sizeObjectName
sumWeight=sumWeight+weightObjectName

End of switch statement
count++
End while
Initialize volumeObjectName=sumVolume/3
Initialize weightObjectName=sumWeight/3
9: Extract structural attribute from AffNet 2.0
Initialize hasGeometricShape variable and partOf
relation.
Verify the values with ConceptNet 5.0
10: if (FLAG==1)
Query the Wikipedia website for the volume
and weight of the natural object.
Initialize variable volumeObjectName and
welghtObjectName.
else do nothing
11: if (FLAG==1)
Query the ConceptNet and WordNet websites
for the structural attribute of the natural
object.
Initialize hasGeometricShape variable and
partOf relation.
else do nothing
12: Extract categorical attribute from Imagenet.
Initialize hasCategory_objectName variable
with the result of the previous step.
13: counter++
14: FLAG=0
15: if (counter > 51 and counter < 61)
Extract object name from [17]
Goto STEP 4
else 1f (counter > 61) goto STEP 16
else goto STEP 3
16: Stop

End procedure

5.3 Envisaged Application-vis-a-vis Scenario

Figure 7 illustrates a typical object described in O-PrO. We consider the example of a
microwave oven and its properties. Any query to O-PrO, will retrieve such an object
with its properties. Vision based grounding of object properties have not been done.
Three scenarios described in Sect. 2 highlights the research gap in object affordance
reasoning. Our solution can be considered as a unified approach which is able to
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Fig. 7. An artifact instance visualized in Protégé OntoGraf

consider all three scenarios at the same time. The information related to different parts
of the object (MicrowaveOven in Fig. 7) and its shape information is readily available
for the reasoner. Similarly, physical features (MediumWeight and MediumVolume) of
the microwave are also available. From Fig. 7; we observe that an artifact with high
concavity and cuboid shape makes the microwave containable. All the artifacts having
similar structural attributes indicate the possibility of an object set for a specific
affordance. O-PrO also provides information related to detachable and non-detachable
part of the objects. Thus, a vast range of action possibilities (like openable and
closeable in Scenario 3) can be inferred. An assistive robot using our ontology for the
activity “microwaving food” is able to act more intelligently by accessing different
actions possibilities through various object properties of the microwave.

Readers can observe the difference between O-PrO with other ontologies from the
scenarios mentioned in Sect. 2: a. O-PrO can provide three object properties namely
physical, categorical and structural. AffNet 2.0 [16] only provides part affordances of
object items by considering structural and material attributes. b. We consider both
natural object and artifacts in our ontology. These objects (total 61 object items) are
chosen based on their relevance in human daily indoor activities. AffNet 2.0 [16] does
not consider natural objects and some key household appliances.

6 Conclusion

O-PrO (Object Property Ontology) consisting of 61 household objects is presented.
Three types of object attributes were considered while creating the ontology. The
ontology can be shared by different assistive robots operating in household environ-
ments to quickly gather relevant information for object affordance reasoning. The three
scenarios put forth in Sect. 2 illustrates the need for the three object properties viz., a.
physical (size and weight), b. categorical and c. structural. Physical and categorical
attributes are used in [17]; however, use of categorical attributes and their benefits is
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not clear. Further, their image based evaluation allows them to have ample time to
extract different web resources for object affordance reasoning. In the AffNet 2.0
ontology [16], part affordances and geometric mapping for natural objects and various
household appliances like microwave oven, vacuum cleaner, pliers, etc. are not con-
sidered. The proposed ontology can be queried to extract relevant information in real
time. Object affordance labels are not kept as the object’s property since object
affordance may change frequently in a video based framework.
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Abstract. In this paper, we propose and compare three methods for recog-
nizing emotions from facial expressions using 4D videos. In the first two
methods, the 3D faces are re-sampled by using curves to extract the feature
information. Two different methods are presented to resample the faces in an
intelligent way using parallel curves and radial curves. The movement of the
face is measured through these curves using two frames: neutral and peak frame.
The deformation matrix is formed by computing the distance point to point on
the corresponding curves of the neutral frame and peak frame. This matrix is
used to create the feature vector that will be used for classification using Support
Vector Machine (SVM). The third method proposed is to extract the feature
information from the face by using surface normals. At every point on the frame,
surface normals are extracted. The deformation matrix is formed by computing
the Euclidean distances between the corresponding normals at a point on neutral
and peak frames. This matrix is used to create the feature vector that will be used
for classification of emotions using SVM. The proposed methods are analyzed
and they showed improvement over existing literature.

Keywords: Emotion recognition - Feature vector - Deformation matrix -
Parallel curves - Radial curves - Surface normals - Classifier

1 Introduction

Emotions are important for humans to communicate and express their feelings to others
and play a vital role in people’s everyday life. Emotions in humans can be recognized
by using textual information, voice, gestures, postures, facial expressions.

Emotion recognition can be divided into four different main approaches: 2D static
using only one frame, 2D dynamic using a sequence a frames, 3D static using a unique
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mesh of 3D points, 3D dynamic uses a sequence of 3D meshes. Facial expressions are
dynamical; hence observing the deformations in the sequences of 3D faces can help to
improve accuracy in emotion recognition. Also 3D data is resistant to pose variations
and lighting conditions. Hence, in this work 3D data is used in performing facial shape
analysis for face recognition and expression recognition. Now-a-days, consumer 3D
cameras provide low resolution sequences of 3D faces. Due to this improvement in 3D
imaging, 4D datasets such as BU-4DFE, Hi4D-ADSIP, dynamic 3-D FACS dataset
etc., are available.

In this paper, we present the work on 3D dynamic meshes. Two different
approaches are proposed in this paper to resample the 3D faces by using profile curves
and radial curves. The movements in faces are measured by using these curves and for
that we used two frames, neutral frame and peak frame. The deformation matrix is
formed by computing the distance between point to point on each of the corresponding
curves of neutral frame and peak frame. Then, feature vector is formed by using
deformation matrix which is used for classification. In the third method, surface nor-
mals are extracted on each and every point of the ten frames selected out of the total
frames of a video sequence of BU-4DFE database. The deformation matrix is formed
by calculating the Euclidean distances between the corresponding normals of a neutral
frame and a peak frame. The feature vector which is used for classification is formed by
using the deformation matrix. The Multi-Class Support Vector Machine (SVM) is used
for classification.

2 Literature Survey

In this section, curve based representation of 3D faces and some existing approaches
for expression recognition using 4D are discussed.

In [1], a new method to recognize facial expressions from 4D video sequences is
proposed. The faces are represented by using radial curves emanating from their tips of
noses. To calculate deformation across the sequences, a method called Deformation
Vector Field based on Riemannian facial shape analysis which captures densely
dynamic information from the entire face is used. The feature vector is formed by using
this temporal vector field. For classification, Multi-class Random Forest Algorithm
is used.

In [2], two different 3D face registration algorithms are discussed. In the first
algorithm, TPS warping algorithm, the faces are non-linearly folded to establish reg-
istration. The second algorithm, ICP algorithm, is used in the case of rigid deforma-
tions. Different 3D face recognition techniques which are based on 3D shape features
such as 3D point coordinates, profile curves, surface normals, 2D depth images, etc.,
are also discussed. Though surface normals are not used as features in the present
techniques which are used in face recognition, they gave the best accuracy in face
recognition. The techniques for the fusion of 3D shape features at the decision level
such as voting schemes, rank-based combination rules, product rules, fixed rules,
serial-fusion schemes are also discussed.

In [3], an automatic method for recognition of facial expressions from 4D videos is
explained. Radial curves are used to represent faces and Deformation Scalar Field
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which gives the direction of geodesic paths constructed between pairs of respective
radial curves of two faces which is based on Riemannian geometry is used to estimate
deformation between two faces. As the scalar fields have high dimensionality, LDA is
applied. Classification is done in two ways: (1) Dynamic HMM is learned on the
features. (2) Mean deformation is calculated under a window and Multi-Class Random
Forest Algorithm is applied.

In [4], another approach for recognizing facial expressions is explained. The face is
represented by the collection of level curves. Level curves divide the face into nor-
malized segments. The chamfer distances between normalized segments are used as
spatio-temporal features for facial expression recognition. Universal back-ground
modeling is used as classification algorithm.

The information of 3D facial shape plays a vital role in the systems that recognize
3D faces. In [5], the techniques used to represent the shapes of 3D faces are based on
point coordinates, surface normals, statistical analysis of depth images, facial profiles.
The classifiers for face recognition have been developed based on these techniques.
A comparison between these techniques is made by using 3D RMA dataset. Results
showed that point-cloud representation and LDA based analysis of depth images
performs best. The development of multiple-classifier schemes to mix individual face
classifiers which are based on the information of 3D facial shape in both parallel and
hierarchical ways is also discussed.

In [6, 7], approach for recognizing emotions from 4D video sequences is proposed.
In each frame of a BU4DFE database there are 83 annotated landmark points. Out of
that 83 points, key points are taken and euclidean distance between those points are
calculated both in the neutral frame and peak frame of a video sequence. The differ-
ences between the euclidean distances between the neutral frame and peak frame are
taken as features and feature vector is formed and given to SVM and Neutral Network
classifiers and tried with different kernels.

The majority of work done in automatic recognition of facial expressions is on 2D
images. But, due to the inherent problems in pose and illumination variations while
using 2D images, the use of 3D images and 4D videos in the research of automatic
recognition of facial expressions has been increased. In this paper [8], developments in
acquisition of 3D facial data and tracking, available databases of 3D/4D face images
used for the analysis of facial expressions of 3D/4D face images, presently available
systems used to recognize facial expressions that use 3D images or 4D videos, the
problems encountered while recognizing expressions of 3D/4D face images which are
considered for future research are discussed.

Facial expressions play a vital role in the interaction. So, the efficient recognition of
facial expressions is considered as a challenge in automatic facial image analysis. But,
most of the available databases have 2D static images and videos of posed facial
behavior. But, as the acted and un-acted facial expressions differ in intensity, com-
plexity and timing, an un-posed video with annotations is needed. In this paper [9], a
database which consists of videos of 3D face images expressing facial expressions
which are spontaneous in nature is presented. In this paper, the 3D spatio-temporal
features during the facial expression, understanding how the dynamic motion of facial
action units changes with pose, understanding the natural occurrence of facial action are
discussed.
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In this survey [10], the focus is made on the topics such as recognition of discrete
expressions using 3D face images. The research made on the facial expression
recognition using 3D facial data is summarized and the drawbacks of the present
methods have been discussed. The difficulties towards implementing more reliable and
mechanized methods for the recognition of facial expressions using 3D facial data have
been discussed.

By summarizing the literature, the 3D dynamic facial emotion recognition has been
used for accurate recognition of emotions. Various Feature extraction methods based
on curves, surface normals, 3D point coordinates, 2D depth images are there. Most
common used classifiers are Hidden Markov Model (HMM) and Support Vector
Machine(SVM). The challenges in recognizing emotions are pose and frequent head
movements, occlusion, subtle facial deformation, ambiguity and uncertainty in face
motion measurement.

3 Proposed Method for Recognition of Facial Expressions

The block diagram of feature extraction methods is shown in Fig. 1. The pre-processing
steps which are followed are mentioned. The three different methods followed for the
feature extraction are mentioned. The classifier used is SVM.

R
o

Fig. 1. Block diagram of feature extraction methods



Emotion Recognition from Facial Expressions of 4D Videos 55

3.1 Pre-processing

a. Nose detection

To perform the nose tip detection, most of the literature uses the highest point in ‘z’
as the nose tip. In the BU-4DFE database this method cannot be applied be-cause in
few subjects, hair or mouth will be the highest points. The proposed procedure is as
follows: (1) first, outliers are removed using mean and standard deviation. (2) To detect
the nose tip a specific region is cropped with a sphere centered in the mean point.
(3) After detecting the nose tip correctly, the Inertia matrix is calculated to align the
face correctly. (4) Finally it is cropped using a cylinder.

This algorithm is used for the detection of the nose tip in the first frame. For the
subsequent frames, the same region is used for detecting nose tips. The nose tip is
detected correctly using this approach for the 60 subjects under consideration.

b. Face alignment using ICP

Based on the work in 3D emotion recognition, Iterative Closest Point (ICP) algo-
rithm has been used to align all the faces and be able to compare them. The output of
ICP algorithm will be a rotation matrix and a translation vector that minimize distance
between the two points cloud. We decided to create a template by taking mean of 40
neutral faces. For each subject, emotion, frame, ICP is computed with this template.

To be sure that all the faces are correctly aligned, all the faces are translated to make
the nose tip, the point (0,0,0) simply by subtracting nose tip coordinate from all the
points.

¢. Re-sampling and final crop

As all faces are well aligned, the final crop and the re-sampling of the faces is done
by fitting all the faces to a uniform grid and finally cropping all the faces with a
cylinder which assures us that all frames of different profiles and emotions will have the
same number of points and the point (0, 0, 0) will always be the nose tip.

d. Peak detection

The database BU-4DFE provides 3D videos. Use of videos instead of only one
image can provide more information by using the face motion to interpret emotions and
perform a dynamic approach. The peak frame is detected out of the ten frames chosen
from a video sequence. This is called automatic peak detection and is explained as
follows.

Emotion expression can be divided into three parts: outset, apex, offset. In our
approach, apex of the emotion has been detected automatically. We have a sequence of
80 frames; we will re-sample this sequence taking only 10 out of 80 frames.

Out of the ten frames chosen, to detect the peak, the Euclidian distance between the
corresponding points on neutral frame and the next frames has been calculated. To
improve computational time, we will consider only 10 frames from the whole video
sequence. We will compute the sum Sy of Euclidean distances between the corre-
sponding points on the first frame and frame k to form vector V.

The Euclidean distance between the corresponding points between the first frame
and frame k, with n the number of points considered is given in Eq. (1).
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Sk =) dist(P{, P}) (1)
i=1

The vector of Euclidean distances between the first frame and the other frames, with
NF the number of frames considered is given in Eq. (2).

V = 1[S1,S2,. s Skyeeen- , SNF] (2)

Index of the maximum of the vector V will correspond to the index of the peak
frame.

In most of the papers dealing with dynamic emotion recognition, instead of using
neutral and apex frame they have chosen an n-frame window. This doesn’t require any
peak detection and can be used for real time detection.

3.2 Feature Extraction

After pre-processing steps, as all faces are correctly aligned, and centered in the nose
tip (0, 0, 0), the curves are used to re-sample the faces to extract feature information.
Two different approaches are presented to re-sample the faces in an intelligent way
using parallel curves and radial curves.

3.2.1 Feature Extraction Using Curves
a. Parallel curves

In this approach, profile curves have been used to resample the face and to extract
the feature information from these curves to form feature vector. The profile curves
extracted on a sample face are shown in the Fig. 2.

Fig. 2. Profile curves

The movement of the face is measured through these curves and for that, two
frames are used: neutral frame and the peak frame. The deformation matrix is formed
by computing the distances between point to point on the corresponding curves of
neutral frame and peak frame. Then, this matrix is used to create the feature vector that
is used for classification. In the next paragraph, curve extraction and re-sampling of
these curves using different parameters will be presented. Faces are represented by a set
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of curves evenly spaced. Three parameters can be changed to proceed with curve
extraction: (1) Distance (2) Number of curves (3) Number of points.

Distance: This parameter determines the width of the face considered as shown in
Fig. 3.

Fig. 3. Influence of the parameter distance for the same number of curves. Left distance = 40,
right distance = 80.

Number of curves: This parameter will determine the number of curves taken on a
facial surface as shown in Fig. 4.

. )
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Fig. 4. Different number of curves for distance = 60. Number of curves from Left to right:
7,11, 17

Number of points: After extraction of this profile sets, the curves have been
re-sampled using spline as shown in Fig. 5.

)
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Fig. 5. Example of re-sampling one curve. Blue circles represent the original points, red stars
after re-sampling with a chosen number of points. (Color figure online)
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After choosing this different parameters and extracting curves, each face will be
represented by a set of curves. To measure the face motion the distances between point
to point on corresponding curves of neutral frame and peak frame are calculated as
shown in Fig. 6.

Fig. 6. Comparison between neutral and peak curve after re-sampling

A deformation matrix M for each profile, each emotion is formed. Each coefficient
of this matrix represents the distance peak-neutral for one point of one curve.

To use a classifier like SVM or Random Forests we need to reduce the data. We
need to have a N*1 vector for each emotion and profile. N will represent our feature
vector dimensionality.

The deformation matrices formed using profile curves as features is shown in
Table 1.

Table 1. Table showing Deformation Matrices formed using profile curves as features.

What we have 1 --- 1,NP

now .(for each M= : : where NC corresponds to number of
ol each NC,1 --- NC,NP

P curves and NP to the number of points

What we need V=(1,........cceeeveeene.,N) where N corresponds to feature

(for each vector dimensionality

emotion, each

profile)

To reduce dimensionality, in this method we considered one coefficient for each
line of the matrix M as shown in Eq. (3)

1,1 ... 1,NP
Y : = (L NC) 3)
NC,1 ... NC,NP

Unfortunately this method does not manage to show differences between emotion
and we get an average of 60% of recognition for six emotions.
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Then, to give more information to our feature vector, we used the whole matrix
after transformation as shown in Eq. (4). New feature vector dimensionality will be
NC*NP.

1,1 ... 1,NP
: . : — (1 e NP--- .. 2%« NP . NP+ NC) (4)
NC,1 ... NC,NP

Using this method a maximum of 76.7% recognition rate has been obtained using
specific parameters: NC = 7, NP = 25, distance = 90.

b. Radial Curves

The algorithm is similar to the extraction of parallel curves, but the way the curves
are extracted is different. We have performed the same pre-processing steps. Then, we
divide the face in different sections choosing an angle as it is shown below in Fig. 7.

Fig. 7. Two examples of radial curve extraction for different number of angle scale 30°, 10°

To extract curve from each part of the face, each part of the face is rotated by a
certain angle as shown in the Fig. 8. and by taking points with x = 0, a curve is
obtained corresponding to this particular part of the face.

j--‘

Fig. 8. After extraction, all parts of the face are rotated and a curve is extracted.

After that, a test has been conducted: first by taking one value for each curve and
then by taking a chosen number of points. Using one value for each curve, better
accuracy than using profile curves has been obtained, (70% with angle step = 5). Using
most important number of points for each curve, better accuracy is obtained (81.7%
recognition for the six emotions).
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Thus, using radial curves maximum accuracy of 81.7% has been obtained.
How-ever this method is an off-line method because it needs peak frame.

3.2.2 Feature Extraction Using Surface-Normals

Surface-normals can be used as 3D features. At each vertex in the facial surface,
normals are extracted and each point on a facial surface can be encoded using it’s
normal vector.

BN = {nll n, ... ,nin}, where F; is the face of an i*" individual, ni's are 3D unit
normals: n} = {ny,ny,n,}. The surface normals obtained for a sample surface is shown
in the Fig. 9.

Fig. 9. Surface normals extracted for a sample surface

The surface normals are extracted at each and every point of a frame for all the
frames. As there are 14103 points on a facial surface, there are 14103 normals on each
and every frame. The feature vector is formed by calculating the euclidean distances
between the corresponding normals of neutral frame and peak frame.

3.3 Classification

For classification, Support Vector Machine (SVM) is used which is common in
machine learning and pattern recognition. SVM classifier performs best and is used
generally to classify binary classes.

Basically SVM is used to classify data containing two classes. In our work, as we
have six emotions, Multiclass Support Vector Machine (MSVM) has been used.
Figure 10 an example is shown illustrating how SVM classifies two sets of points using
a plane.

Fig. 10. SVM perform for two sets of points
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This example illustrate perfectly what SVM is doing: it tries to separate the two sets
of points of dimension (n) using a hyper plane of dimension (n—1) which can classify
with the maximum margin. In this case, as there are a set of points of dimension 2, the
two set of points are separated by using a hyper plane of dimension one. This example
shows how SVM works using linear kernel, but other kernels like Gaussian or poly-
nomial can also be used.

4 Experiments and Results

The proposed algorithms are tested on the 60 subjects of BU-4DFE Database that have
the 3D video sequences of six basic emotions of each subject. Out of the 60 feature
vectors which are formed for 60 subjects, 40 feature vectors are randomly selected for
training and 4 samples of 5 subjects are used for testing. The classification is done by
using SVM classifier and the results obtained are shown in Tables (2), (3) and (4)
respectively. 7 profile curves are taken on each facial surface and on each curve 25
points are taken. In the radial curve based approach, 120 curves are taken on each facial
surface and 10 points on each curve. In the surface normal based approach, 14103
normals are extracted on each facial surface. The average recognition rate is 76.6%,
81%, 80% for parallel curves, radial curves and surface normals respectively. Happy
and surprise expressions have the best recognition rates. The recognition rates are given
in percentage.

Table 2. Confusion matrix using parallel curves

Anger | Disgust | Fear | Happy | Sad | Surprise
Anger |75 0 0 0 25 1 0
Disgust | 10 75 10 0 0|5
Fear 0 15 60 |15 0 |10
Happy 0 0 15 |85 010
Sad 15 0 0 0 75 |10
Surprise | 0 0 10 0 0 190

Table 3. Confusion matrix using radial curves

Anger | Disgust | Fear | Happy | Sad | Surprise
Anger |85 5 0 0 10 | O
Disgust | 15 75 5 0 0] 5
Fear 0 10 70 |20 00
Happy 0 0 10 |90 00
Sad 20 0 0 0 75 |5
Surprise | 0 0 0 5 0 |95
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Table 4. Confusion matrix using surface normals

Anger | Disgust | Fear | Happy | Sad | Surprise
Anger |70 0 0 5 25 | 0
Disgust | 15 75 0 0 10 | O
Fear 5 5 70 5 10 | 5
Happy 5 5 |85 510
Sad 25 0 0 5 70 | O
Surprise | 0 0 0 0 15 |85

The results are compared with existing literature and is shown in Table 5. The
recognition rate obtained by Georgia [11], based on temporal analysis was 80.04%. In
this method, subsequences of frames of constant window width equal to six have been
taken, by avoiding peak frame detection and thus can be used for real time applications.
But, in this method 83 manually annotated landmarks are required on the first frame of
the sequence to allow accurate model tracking, hence requiring human intervention. In
[12], a method had been proposed using 3D motion based features between frames of
3D video sequences to perform dynamic facial expression recognition. In this method,
feature selection methods are applied to each of the onset and offset segments of the
expression. An average recognition rate of about 73.61% (per frame) was achieved by
using this approach. In [7], annotated landmarks are manually extracted requiring
human intervention.

Table 5. Results comparison

Reference Recognition Remarks
rate
11 80.04% Subsequences of frames of constant window width

equal to six have been taken, by avoiding peak
frame detection. In this method, 83 manually
annotated landmarks are required on the first frame
of the sequence to allow accurate model tracking,
requiring human intervention

12 73.61% 3D motion based features between frames of 3D
video sequences are used for performing dynamic
facial expression recognition

Feature extraction 76.6% This method requires peak frame detection

using profile curves

Feature extraction 81% By using radial curves good recognition rate has

using radial curves been achieved and this method also requires peak
frame detection

Feature extraction 80% Good recognition rate has been achieved using

using surface normals surface normals and the algorithm for extraction of

normals is not complex
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5 Conclusion and Future Work

In this work six basic emotions have been recognized using the curve based approach
and surface normal based approach. The proposed algorithm followed for the extraction
of surface normal is simple and the recognition rate achieved by using surface normal is
acceptable. The preprocessing steps show 100% nose detection on the 60 subjects
tested. But, the complexity of the algorithm is high, so it should be reduced to decrease
the computational time.

The proposed algorithms are based on peak detection, and this makes them not
suitable in real time. By choosing one of the three proposed approaches the algorithm
has to be improved to suit real time needs. In future, human-machine interaction would
have many applications. By modifying this work to real time emotion recognition,
many interesting applications can be developed. The different areas that need to be
improved are pre-processing and peak detection.
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Abstract. The algorithm proposed in this paper aims to achieve pose recog-
nition in Indian classical dance domain. Three different dance forms namely
Bharatnatyam, Kathak and Odissi, all together with 15 poses have been con-
sidered for pose classification problem. An initial database is created consisting
of 100 images and split into training and testing dataset. Hu moments have been
chosen as the feature extraction technique to describe the shape context of an
image since they are scale, translation and rotation invariant. To extract Hu
m