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Foreword

The first time I got involved in a rigorous problem-solving effort related to system
resilience and strategic engineering was during my internship at Intel, Santa Clara.
As a Ph.D. student, my main concern at school was to build functional chips, chips
that simply work as I powered them up. But at Intel Skylake Server CPU group, for
the first time, I was facing questions about the reliability of the server chip, the
back-end platform of cloud computing and big data management, in an uncertain,
perhaps distant future. The following questions were the main considerations:

• How can we foresee the failures and avoid (or delay) them during the design
stage?

• What type of failure is more likely to happen in a specific block of the system?
• What are Mean Time to Failure (MTTF) and Mean Time Between Failures

(MTBF)?
• How can we maintain and dynamically correct our system while it is running?
• How can we expand and scale the system with new software and hardware

features without jeopardising reliability, sustainability and security?

The short exposure to strategic engineering had a long lasting impact on my
approach toward engineering in general and integrated circuits and systems design
in particular. Later that autumn, when I returned to my tiny damp cubicle at
building 38 of MIT to continue working on nano-relay based digital circuits, my
concern was no longer merely the functionality of my systems right out of the box.
The durability, scalability, resilience and sustainability of the system started to play
an important role in my design strategies and decisions.

In the new age of global interconnectivity, big data and cloud computing, this
book provides a great introduction to the flourishing research field of strategic
engineering for cloud computing and big data analytics. It encompasses quite a few
interesting topics in this multidisciplinary research area and tries to address critical
questions about systems lifecycle, maintenance strategies for deteriorating systems,
integrated design with multiple interacting subsystems, systems modelling and
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analysis for cloud computing, software reliability and maintenance, cloud security
and strategic approach to cloud computing.

While many questions about the future of big data in the next 20 years are
unanswered today, a good insight into the computational system modelling,
maintenance strategies, fault tolerance, dynamic evaluation and correction and
cloud security would definitely pave the way for a better understanding of the
complexity of the field and an educated prediction of its future.

Dr. Hossein Fariborzi
Assistant Professor

King Abdullah University of Science
and Technology

Saudi Arabia
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Preface

This first edition of Strategic Engineering for Cloud Computing and Big Data
Analytics focuses on addressing numerous and complex, inter-related issues which
are inherently linked to systems engineering, cloud computing and big data ana-
lytics. Individuals have consistently strived through engineering and technology to
improve the environment on a global scale. With this ever-changing societal
environment, there are far greater challenges which are required to address these
phenomenal technological evolutionary demands.

The primary audience for the book is research students, industry experts and
researchers in both industry and academia, masters level students, undergraduate
students who are interested in the subject area with a view of gaining greater
understanding and insight in the strategic implications of cloud computing in terms
of big data analytics additionally managers wishing to gain a better understanding
of introducing and implementing new improved technology concepts within their
organisations. This book is particularly relevant for readers wishing to gain an
insight into the overall constructs of systems engineering in line with the growing
dimensions of cloud and big data analytics. It covers a wide range of theories,
techniques, concepts, frameworks and applied case studies related to key strategic
systems development, maintenance and modelling techniques.

The subject of strategic engineering is far too complex for such simple solutions
and therefore the book provides a critical and reflective systems thinking approach.
The book is particularly useful in illustrating an opulent foundation of materials
which clearly and objectively draw upon a number of examples and real-world case
studies in order to demonstrate the many key issues facing the ever-changing
technological environment we live in today.

There are three key parts the book focuses on. Part I focuses on ‘Systems
Lifecycle, Sustainability, Complexity, Safety and Security’; Part II focuses on
‘Systemic Modelling, Analysis and Design for Cloud Computing and Big Data
Analytics’ and the final Part III focuses on ‘Cloud Services, Big Data Analytics and
Business Process Modelling’, focusing on strategic approaches, with the onus on
cloud services and big data analysis. The fundamental direction of systems engi-
neering is unpacked around 12 chapters, which consider the process of evaluating
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the outcomes of the key parts outlined above. The chapters provide significant level
of depth for the reader with an emphasis of providing a clear understanding of
system reliability, system design analysis, simulation modelling, network man-
agement protocols, and business intelligence tools for decision-making processes.

Finally we consider the current challenges in the multidisciplinary field of
strategic engineering namely the future direction of systems engineering and the
way it is shaped to match and complement the global environment, the changing
societal needs, the challenges faced by business and the key policy drivers as well
as the technologies that these future systems undertake. The technological advances
aligned with the basic fundamental components, their subsystems and infrastructure
will no doubt create and increasing leap into the future leading to erudite services
and products. The book is structured in such a way so as the readers can follow the
book, chapter by chapter sequentially or they can ‘dip into’ the book chapters as
they please.

The main emphasis of the book is the fundamentals of strategic engineering by
outlining the trends on the ground rules for through-life systems with a view of
addressing simulation modelling in line with the systems engineering constructs.
The book introduces 12 chapters and presents interesting and insightful discussions
in terms of the growth in the area of cloud and big data analytics, dealing with
phenomena such as software process simulation modelling for agile cloud, the
impact of business intelligence on organisations and strategic approaches to cloud
computing. The individual chapters included in each part of the book are briefly
summarised.

Chapter “Mathematical and Computational Modelling Frameworks for
Integrated Sustainability Assessment (ISA)” focuses on outlining generic mathe-
matical and computational approaches to solving nonlinear dynamical behaviour of
complex systems. The goal of the chapter is to explain the modelling and simulation
of system’s responses experiencing interaction change or interruption (i.e., inter-
active disruption). Chapter “Sustainable Maintenance Strategy Under Uncertainty
in the Lifetime Distribution of Deteriorating Assets” considers random variable
model and stochastic Gamma process model as two well-known probabilistic
models to present the uncertainty associated with the asset deterioration. Within
Chapter “A Novel Safety Metric SMEP for Performance Distribution Analysis in
Software System” the focus is primarily on safety attributes becoming an essential
practice towards the safety critical software system (SCSS) development. Chapter
“Prior Elicitation and Evaluation of Imprecise Judgements for Bayesian Analysis of
System Reliability” examines suitable ways of modelling the imprecision in the
expert’s probability assessments. Chapter “Early Detection of Software Reliability:
A Design Analysis” takes the approach of design analysis for early detection of
software reliability. Chapter “Using System Dynamics for Agile Cloud Systems
Simulation Modelling” provides an in-depth background to cloud systems simu-
lation modelling (CSSM) and its applicability in cloud software engineering—
providing a case for the apt suitability of system dynamics in investigating cloud
software projects. Chapter “Software Process Simulation Modelling for Agile
Cloud Software Development Projects: Techniques and Applications” provides an
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overview of software process simulation modelling and addresses current issues as
well as the motivation for its being—particularly related to agile cloud software
projects. This chapter also discusses the techniques of implementation, as well as
applications in solving real-world problems. Chapter “Adoption of a Legacy
Network Management Protocol for Virtualisation” discusses, with examples, how
network management principles could be contextualised with virtualisation on the
cloud. In particular, the discussion will be centred on the application of simple
network management protocol (SNMP) for gathering behavioural statistics from
each virtualised entity. Chapter “Strategic Approaches to Cloud Computing”
outlines strategic approaches to cloud computing with the focus on cloud providing
business benefits when implemented in a strategic manner. Chapter “Cloud
Security: A Security Management Perspective” focuses on strategic level, security
considerations related to moving to the cloud. Chapter “An Overview of Cloud
Forensics Strategy: Capabilities, Challenges and Opportunities” outlines a model
for cloud forensics, which can be viewed as a strategic approach used by other
stakeholders in the field, e.g., the court of law. Chapter “Business Intelligence Tools
for Informed Decision-Making: An Overview” explains business intelligence and
analytics concepts as a means to manage vast amounts of data, within complex
business environments.

The objective of the book is to increase the awareness at all levels of the
changing and enhanced technological environments we are living and working in,
and how this technology is creating major opportunities, limitations and risks. The
book provides a conceptual foundation, moving to a variety of different aspects of
strategic engineering modelling approaches with the view of challenges not only
faced by organisations but additional technological challenges we are consistently
moving towards. Within this area we reflect upon the developments in and
approaches to strategic engineering in a thematic and conceptual manner.

We hope that by introducing material on topics such as through-life sustainable
systems, cloud computing, systems engineering, big data analytics systems mod-
elling, we have been able to build knowledge and understanding for the reader; after
reading this book the reader should be equipped with a greater appreciation and
understanding concepts and the key alignment of strategic engineering within
real-world case examples. There is only a limited amount which can be contained in
each chapter; all of the chapter topics warrant a book in themselves. The focus is
clearly on presenting a high-level view of relevant issues. We would further like to
take this opportunity to thank the contributors for preparing their manuscripts on
time and to an extremely high standard.

Leeds, UK Amin Hosseinian-Far
Muthu Ramachandran

Dilshad Sarwar

Preface ix



Contents

Part I Systems Lifecycle, Sustainability, Complexity,
Safety and Security

Mathematical and Computational Modelling Frameworks
for Integrated Sustainability Assessment (ISA) . . . . . . . . . . . . . . . . . . . . . 3
Maryam Farsi, Amin Hosseinian-Far, Alireza Daneshkhah
and Tabassom Sedighi

Sustainable Maintenance Strategy Under Uncertainty
in the Lifetime Distribution of Deteriorating Assets . . . . . . . . . . . . . . . . . 29
Alireza Daneshkhah, Amin Hosseinian-Far and Omid Chatrabgoun

A Novel Safety Metric SMEP for Performance Distribution
Analysis in Software System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
R. Selvarani and R. Bharathi

Prior Elicitation and Evaluation of Imprecise Judgements
for Bayesian Analysis of System Reliability . . . . . . . . . . . . . . . . . . . . . . . 63
Alireza Daneshkhah, Amin Hosseinian-Far, Tabassom Sedighi
and Maryam Farsi

Part II Systemic Modelling, Analysis and Design for Cloud
Computing and Big Data Analytics

Early Detection of Software Reliability: A Design Analysis . . . . . . . . . . . 83
R. Selvarani and R. Bharathi

Using System Dynamics for Agile Cloud Systems Simulation
Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Olumide Akerele

Software Process Simulation Modelling for Agile Cloud Software
Development Projects: Techniques and Applications . . . . . . . . . . . . . . . . 119
Olumide Akerele

xi



Adoption of a Legacy Network Management Protocol
for Virtualisation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Kiran Voderhobli

Part III Cloud Services, Big Data Analytics and Business
Process Modelling

Strategic Approaches to Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . 157
Dilshad Sarwar

Cloud Security: A Security Management Perspective. . . . . . . . . . . . . . . . 169
Mohammed M. Alani

An Overview of Cloud Forensics Strategy: Capabilities,
Challenges, and Opportunities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Reza Montasari

Business Intelligence Tools for Informed Decision-Making:
An Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Abimbola T. Alade

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

xii Contents



Part I
Systems Lifecycle, Sustainability,
Complexity, Safety and Security



Mathematical and Computational Modelling
Frameworks for Integrated Sustainability
Assessment (ISA)

Maryam Farsi, Amin Hosseinian-Far, Alireza Daneshkhah
and Tabassom Sedighi

Abstract Sustaining and optimising complex systems are often challenging prob-

lems as such systems contain numerous variables that are interacting with each other

in a nonlinear manner. Application of integrated sustainability principles in a com-

plex system (e.g., the Earth’s global climate, social organisations, Boeing’s supply

chain, automotive products and plants’ operations, etc.) is also a challenging process.

This is due to the interactions between numerous parameters such as economic, eco-

logical, technological, environmental and social factors being required for the life

assessment of such a system. Functionality and flexibility assessment of a complex

system is a major factor for anticipating the systems’ responses to changes and inter-

ruptions. This study outlines generic mathematical and computational approaches

to solving the nonlinear dynamical behaviour of complex systems. The goal is to

explain the modelling and simulation of system’s responses experiencing interac-

tion change or interruption (i.e., interactive disruption). Having this knowledge will

allow the optimisation of systems’ efficiency and would ultimately reduce the sys-

tem’s total costs. Although, many research works have studied integrated sustainabil-

ity behaviour of complex systems, this study presents a generic mathematical and

computational framework to explain the behaviour of the system following interac-

tive changes and interruptions. Moreover, a dynamic adaptive response of the global
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4 M. Farsi et al.

system over time should be taken into account. This dynamic behaviour can capture

the interactive behaviour of components and sub-systems within a complex global

system. Such assessment would benefit many systems including information sys-

tems. Due to emergence and expansion of big data analytics and cloud computing

systems, such life-cycle assessments can be considered as a strategic planning frame-

work before implementation of such information systems.

1 Introduction

Sustainability can be defined as sustaining, preserving and enhancing some valuable

or valued condition(s) over time in a dynamic system [12]. The sustainability science

studies the complex relationship between nature and society in a global environment

so-called global system. This complex interaction can occur between a broad range of

sub-systems such as economic, ecological, technological, environmental and social

notations [24, 35]. In the context of information systems, sustainability assessment

is usually focused on the economy domain [33]. For instance, the interplay between

human activities in a society and economy affects economic growth or decay, the

standard of living, poverty, etc. Moreover, the interaction between human behaviour

and ecological systems tends to focus on global warming, energy security, natural

resources and biodiversity losses, etc. Finally, the interplay between humankind’s

actions, knowledge and activities and technological environment improve or regress

technology, increase or decrease safety and has effects on the healthiness of peo-

ple’s daily lives. Meanwhile, Integrated Sustainability Assessment (ISA) applies sus-

tainable principles to provide and support policies and regulations and incorporate

decision-making in a global system across its life cycle. Therefore, ISA can be a

solution-oriented discipline to evaluate the behaviour of a complex global system.

The complete discipline integrates a broad range of knowledge and methodologies

towards defining solutions. In this context, the development of a robust and inte-

grated framework for sustainability assessment is of paramount importance.

Understanding the sustainability concept is clearly the basis for sustainability

assessment. Sustainability or Sustainable development was first described by the

Brundtland’s report titled ‘Our Common Future’ published by the World Commis-

sion on Environment and Development. The paper argued that sustainable devel-

opment means “development that fulfils the needs of the present without compro-

mising the ability of future generations to meet their own needs. This contains two

key concepts. (i) The concept of ‘needs’ in particular the necessary requirements

of the world’s poor, to which overriding priority should be given, and (ii) the idea

of limitations imposed by the state of technology and social organisation on the

environment’s ability to meet present and future need” [13]. This argument tailed

by several debates and discussions on how sustainability should be defined, inter-

preted and assessed [61]. Sustainability assessment can be described as a process

to identify and evaluate the effects of possible initiatives on sustainability. The ini-

tiative can be a proposed or an existing policy, plan, programme, project, piece of
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legislation or a current practice or activity [63]. Developing transformative life cycle

and system-oriented tools and methodologies both at national and international lev-

els have been studied since late 1980s and earlier 1990s. Multiple factors and indica-

tors can reflect the complexity of a global system’s behaviour. This motivated efforts

to combine indicators into integrated, quantitative measures of sustainability called

Integrated Sustainability Assessment (ISA) [51].

In [5], Altieri investigated the critical issues which had an effect on productive

and sustainable agriculture in Latin America using integrated pest management pro-

grams as case studies. He discussed that the attainment of such agriculture is depen-

dent on new technological innovations, policy changes, and more socio-equitable

economic schemes [5]. Furthermore, in [20] the concept of Triple Bottom Line

(TBL) has been added to the accounting perception by John Elkington [20]. The

TBL framework considers the interaction between three parts: social, environmental

(or ecological) and economic in one global business system as illustrated in Fig. 1.

Moreover, TBL introduced three dimensions commonly called the three Ps: People,

Planet and Profit into the sustainability concept [21]. This new impression became a

favourite subject in sustainability which requires consideration of economic, social

and natural environmental parameters to characterise the valued conditions in sus-

tainability [34]. Smith and McDonald [71] presented that agricultural sustainability

assessment encompasses biophysical, economic and social factors. Therefore, they

considered more parameters to assess the agricultural sustainability using multiple

qualitative and quantitative indicators [71]. In the late 1990 s and early twentieth

Fig. 1 The three pillars of sustainability or the three Ps: People, Planet and Profit; TBL is an

integrated interaction between the environmental, economic and social dimension of global sus-

tainability
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century sustainability assessment has been developed by including the integrated

sustainability science theory. In 1996, Rotmans and Asselt described integrated

assessment as “integrated insights to decision makers” [65]. In this context, inte-

gration definition considers the combination of different parameters, functions, poli-

cies and regulations into a whole global system in an appropriate way that achieves

a particular goal and purpose within the system. Integrated Sustainability Assess-

ment (ISA) necessitates the following characteristics: (i) It should be conducted with

explicit awareness of the global system; (ii) It should be directed by comprehensive

aims, policies and regulations preferably explicitly articulated though initially less

specifically; (iii) It usually requires stakeholder’s involvement due to the significant

influence of the policies and outcomes evaluation criteria on the direction of an inte-

grated sustainability assessment; (iv) Sustainability assessment criteria are dynamic,

time dependent and will change over time; (v) Integration is expensive since it neces-

sitates a significant amount of time and different resources [12].

As mentioned earlier, assessment of integrated sustainability is a complex process

due to the diversity of variables, parameters, formulations, policies and regulations

in a global system. Sustainability assessment provides information for decision-

makers to decide what action they should take or what policy they should apply

within the system to make society more sustainable. The integrated assessment arises

from Environmental Impact Assessment (EIA) and Strategic Environmental Assess-

ment (SEA). However, SEA has been divided into economic and social approaches

as well as the environmental aspect, which still reflects the Triple Bottom Line

(TBL) approach to sustainability [29]. The overall aim of sustainability assessment is

mainly to minimise unsustainability with respect to TBL objectives [11, 63]. More-

over, sustainability assessment can be conducted to evaluate a policy implementa-

tion into a system to inform, advise and update a management practice within the

system. This study focusses on both mathematical and computational integrative

methods within sustainability assessment. This multi-functionality and multiplic-

ity of sustainability assessment terminologies and methodologies can be confusing.

Therefore, this research study proposes a generic framework for the corresponding

strengths of numerous approaches and methods which can be used by industrial

ecologists and engineers and ecological and biophysical economists. This generic

framework can also be used as starting point for many computer scientists and rel-

evant industries for life-cycle assessments and applications of computing emerging

technologies and systems such as big data analytics, systems set up, around cloud

services and Internet of Things (IoT).

2 Integrated Sustainability Assessment (ISA)

This section discusses the triple pillars of sustainable development integration and

describes the existing mathematical and computational methods concerning devel-

opment of an integrated decision support system for sustainability assessment. In this

context, the system is considered as a complex global system. As mentioned earlier,
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in a sustainable global system, the three pillars of sustainable development are Envi-

ronmental, Economic (i.e., prosperity or profitability aspects) and Social. Initially,

the characteristics and features of complexity in a system have been discussed by

reviewing standard measures of complexity from relevant scientific literature. Then,

in order to bring mathematical and computational flexibility and rigour to the issue,

different statistical complexity measurements, and computational modelling features

have been discussed.

A complex system is a system with numerous interdependencies in its structure.

Such systems are sensitive to any small perturbations which may affect the initial

conditions. In a complex system, the interactions between the independences and

components are numerous. Therefore, the responses of the system to these perturba-

tions and changes are not unique. Such behaviour is complex since the system can

take multiple pathways to evolve. Moreover, the growth and development of a com-

plex system may vary over time, and therefore this categorises such a system as a

dynamic one. In this paper, the notion of complex dynamical system is denoted to

a global system. A global system can be described as a System of Systems (SoS)

which is composed of several sub-systems [33]. Analytically, the behaviour of such

a complex dynamical system can be derived by employing differential equations or

difference equations [77]. The key features and properties that can be associated with

a global system are nonlinearity, feedback, spontaneous order, robustness and lack

of central control, hierarchical organisation, numerosity and emergence, [50].

Although, nonlinearity is one of the features of a complex system, the behaviour

of such system can also be linear where the corresponding parameters and objec-

tives can be written as a linear sum of independent components. Meanwhile, lin-

ear studies can be used to understand the qualitative behaviour of general dynami-

cal systems [36]. Analytically, this can be achieved by calculating the equilibrium

points of the system and approximating it as a linear trend around each such point.

Nonlinearity is often considered to be a vital characteristic of a complex system.

The nonlinear system is a system that does not satisfy the superposition principle.

The nonlinear behaviour of a global system becomes more complex regarding the

diversity and variety of sub-systems’ properties, conditions, and boundaries other

than sub-systems variations. For instance, the complexity of living organism as a

global system with numerous properties of being alive or dead other than a variety

of its sub-systems and components (e.g., Human organisms composed of trillions of

cells which are clustered into particular tissues and organs). Mathematically, for such

global systems, typically, it is required to generate nonlinear differential equations

to explain their dynamic behaviour.

Feedback is an important feature of a global system since the interaction between

sub-systems are dynamic and are changing over time. Therefore, the behaviour of a

nonlinear dynamic system extensively depends on the accuracy of the relations and

interactions between its components. One of the typical examples of such systems

in this context is the behaviour of a colony of ants that interact with each other. The

quantitative approach to model such a complex behaviour can be defined by a nonlin-

ear first-order differential equation, so-called System Dynamics (SD) which will be

discussed later in this chapter. Since a complex dynamical system can be composed
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of a large number of elements, identifying the order of interaction between these

elements are difficult and not clear. The spontaneous behaviour of orders is one of

the most perplexing problems to define the behaviour of the complex systems on

the feedback and information processes within the system over time. Moreover, the

orders in a complex system can be robust in the system due to the scattered origin.

Despite the sensitivity of a global system to any perturbation, orders are stable under

such conditions. For example, consider a group of flying birds as a global system;

they stay together, and the order of the pathways they take do not change, despite

for instance any internal disruption such as the individual motion of the members or

external disruption caused by the wind. Mathematically, robustness can be formu-

lated in a computational language as the capability of a complex system to correct

errors in its structure [68].

As mentioned earlier, a global complex dynamical system is composed of compo-

nents and elements, so-called sub-systems. Such structures can resemble the struc-

ture of a hierarchical organisation. Subsequently, numerosity is an inherent property

of a complex structure referring to the numerous number of sub-systems and parts

in one global system. In a complex system, there may be different levels of organi-

sations with individual properties and features. Emergence can arise from a robust

order due to the complex interaction between these organisations and sub-systems

within the global system. In system theory, emergence process between sub-systems

is fundamental of integrative levels and complex systems [70].

Hitherto, different characteristics and properties of a global system have been

explained briefly. Consequently, integrated assessment contributed to the sustain-

ability science through developing a framework for different analytical and compu-

tational methodologies considering uncertainties, life-cycle thinking, policies, plans

and regularities. In the following section, a different aspect of Integrated Sustainabil-

ity Assessment (ISA) with regards to TBL is discussed, followed by introducing the

related methodologies, models, tools and indicators. Moreover, ISA can be devel-

oped to define and evaluate the relationships between environmental, economic and

social dimensions intended for optimising the interactive outcomes considering the

TBL boundaries and constraints.

2.1 Environmental Sustainability Assessment

The environmental aspect of sustainability assessment is mainly viewed as ecologi-

cal sustainability. The fundamental principles of environmental sustainability assess-

ments focus on reducing the constructional embodied energy and CO2 emissions;

reducing the life cycle of atmospheric emissions (i.e., CO2, NOx, SOx, CH4, N2O,

etc.) and the waterborne emissions (i.e., COD, BOD, Total P, Total N, etc.) and

limiting the requirement for water, fossil resources and natural gas [69]. Environ-

mental sustainability assessments can provide indicators and indices as qualitative

measurements to represent the environmental development in a defined system [35].

Indicators should be simple and transparent, measurable and quantifiable, sensitive
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to change and interruptions and time-dependent [58]. In particular, there are a num-

ber of environmental assessments developed by the Office for National Statistics

(ONS). The UK’s Office for National Statistics (ONS) is one of the largest indepen-

dent national statistical institutes. One of the main tasks of ONS is to collect, develop

and publish official statistics related to environment, economy, population, and soci-

ety at national, regional and local levels [59]. According to the ONS, the headline

‘environmental assessments’ considers greenhouse gas emissions, natural resource

use, wildlife: bird population indices and water use. Moreover, the corresponding

supplementary measures are as follows: UK CO2 emissions by sector, energy con-

sumed in the UK from renewable sources, housing energy efficiency, waste, land use

& development, origins of food consumed in the UK, river water quality, fish stocks,

status of species & habitats and UK biodiversity impacts overseas [59].

The main and fundamental benchmark for evaluating the impact of environmental

dimension on sustainability can be done by assessing the environmental performance

of a global system using Environmental Life-Cycle Assessment (LCA). However,

this assessment is not sufficient to understand the dynamic and interactive behaviour

of environmental and ecological impacts. LCA is a simplified quantitative approach

based on the traditional linear behaviour of complex systems. Despite the LCA’s

limitations and challenges in obtaining qualitative data, LCA can be still consid-

ered as the most comprehensive approach for environmental impact assessment [32].

The International Standards Organisation (ISO) is the institution that is responsible

for establishing principles and guidelines for life-cycle assessment [76] called ISO

14040:2006– Principles and Framework [40] and ISO 14044:2006–Requirements

and Guidelines [41] for LCA. According to the ISO standards, life-cycle assessment

falls into two distinct classes based on its origin as Economic Input-Output based

LCA (EIO) and Ecologically based LCA (Eco-LCA). Moreover, the corresponding

LCA terms and expressions are defined as follows:

∙ Life cycle: “consecutive and interlinked stages of a product system, from raw

material acquisition or generation of natural resources to final disposal”.

∙ Life-cycle assessment (LCA): “compilation and evaluation of the inputs, outputs

and the potential environmental impacts of a product system throughout its life-

cycle”.

∙ Life-cycle inventory analysis (LCI): “the assessment involving the compilation

and quantification of inputs and outputs for a product throughout its lifecycle”.

∙ Life-cycle impact assessment (LCIA): “the assessment aimed at understanding

and evaluating the magnitude and significance of the potential environmental

impacts of a product system throughout the lifecycle of the product”.

Therefore, the life-cycle assessment is carried out in four distinct phases as illus-

trated in Fig. 2. These four phases are (i) Goal and scope definition, (ii) the Life-

Cycle Inventory Analysis (LCI), (iii) the Life-Cycle Impact Assessment (LCIA) and

(iv) the Life-Cycle Interpretation phase. Goal and scope phase focuses on identi-

fying the aim of the LCA study and the corresponding objectives and applications

with regards to the system boundaries, assumptions and constraints. Afterwards, in

the inventory analysis phase, the essential data are collected to fulfil the objectives
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Fig. 2 Life-Cycle

Assessment phases

of the LCA study. The data collection can be achieved by inventorying the input

and output data from the studied system. Subsequently, the results from inventory

analysis are transformed into the corresponding environmental impacts such as util-

isation of natural resources, human health and safety, etc. in the impact assessment

phase. The final phase of the LCA study is life-cycle interpretation. In this phase,

the results of the inventory and impact assessments are evaluated in order to pro-

vide information for decision-makers which will ultimately help to develop essential

policies and recommendations based on the goal and scope definition in the studied

system. Recently, ISO published a general guideline on the implementation of ISO

14004 [39] which applies to any organisation with respect to their environmental

principles, products and delivered services.

Considering different life-cycle assessment approaches; Economic Input-Output

Life-Cycle Assessment (EIO-LCA) method evaluates the required raw materials and

energy resources, estimates the environmental emissions, and assesses the economic

activities in a system. EIO-LCA is one of the LCA techniques for life-cycle assess-

ment study which is helpful for evaluating environmental impacts of a product or a

process over its life cycle. This method has been invented and developed by Wassily

Leontief in [53]. Economic Input-Output (EIO) theory introduces a mathematical

modelling approach to systems life-cycle assessment and therefore can be beneficial

to industry. It can be used for evaluating the financial transactions based on inputs and

outputs within the sector. EIO model can be formulated as a matrix Xij which repre-

sents the financial transaction between sectors i and j in a particular year. Therefore,

using this method, the necessity of the input for an internal transaction in a sector
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can be indicated as (i.e.,: Xij ≠ 0 where i = j). Moreover, the direct, indirect and total

effects of alterations to the economy can be identified using linear algebra techniques

[53].

Consider matrix Aij as the normalised output amounts for sector j, so that Aij =
Xij∕xj. In addition, consider a vector of final demand, yi, for the output from sector i.
Therefore, the total output from sector i, xi can be calculated as the summation of the

output from sector j as a consumer and the total transaction between other sectors

Xij, thus

xi = yi +
∑

j
Xij

= yi +
∑

j
Aijxj,

(1)

the vector notation of the Eq. 1 is thus:

x = y + Ax ⇒ x = (I − A)−1y. (2)

Material Flow Analysis (MFA) is an analytical method for quantifying stocks and

flows of materials and entities within a system. MFA is capable of tracking the

entities (e.g., materials, productions, etc.) and evaluating their utilisation in a sys-

tem. Combining traditional economic input-output modelling approach with mate-

rial flow analysis creates a mixed-unit input-output analysis technique to track and

evaluate the economic transactions under changes in productions [31]. The other

method to estimate the direct and indirect resource requirements of a system is the

well-known Physical and Monetary Input-Output (PMIO) method which evaluates

all the physical flows associated with the system economy [81].

In addition to the methodologies and techniques discussed, in order to assess the

economic aspect of the life cycle, the Ecologically based Life-Cycle Assessment

(Eco-LCA) method evaluates the role of ecosystem services in life-cycle assessment.

Eco-LCA classifies resources into the following categories: (i) Renewable versus

non-renewable, (ii) biotic versus abiotic, (iii) materials versus energy or (iv) regard-

ing their originating ecosphere (lithosphere, biosphere, hydrosphere, atmosphere and

other services). Eco-LCA is a physically based approach to assess the flows and

interactions between considered resources in a system. For instance, Material Flow

Analysis (MFA), Substance Flow Analysis (SFA) and Energy Flow Analysis (EFA)

are some physical flow-based assessments for Eco-LCA of a system. Material flow

analysis focuses on biophysical aspects of human activity with a view to reducing

environment-related losses. Substance flow analysis is an analytical method to quan-

tify flows of certain chemical elements in an ecosystem. However, energy flow analy-

sis focuses on the flow of all types of energy such as exergy and emergy-based on

the first law of thermodynamics.
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2.2 Economic Sustainability Assessment

The second dimension of sustainability assessment is Economic Sustainability

Assessment (ESA) which is focused on estimation of prosperity and profitability

of a global system over its life cycle [30]. ESA can be generated to estimate the

required economic growth, necessary for maintaining the sustainability of a system.

In particular, the economic dimension of sustainable development in the UK can

be measured by the following benchmarks: economic prosperity, long-term unem-

ployment, poverty and knowledge and skills measure. Moreover, the supplementary

measures are as follows: population demographics, debt, pension provision, phys-

ical infrastructure, research and development and environmental goods & services

sector [59]. One example of the economic indicators for monitoring economic pros-

perity is called Gross Domestic Product (GDP), which represents the scale of eco-

nomic activities within the country. This indicator is developed by the UK Office of

National Statistics (ONC). Similarly, Domestic Material Consumption (DMC) is an

important indicator to measure resource productivity in the context of Europe 2020

strategy [22]. DMC indicator relates to the gross domestic products which are devel-

oped by Statistical Office of the European Communities (Eurostat). Eurostat is the

statistical office of the European Union and is responsible for providing statistics,

accounts and indicators supporting the development, implementation and monitor-

ing of the EUs environmental policies, strategies and initiatives [73]. Moreover, Net

National Product (NNP) is another economic indicator which represents the mon-

etary value of finished goods and services. NNP can be calculated as the value of

GDP minus depreciation. In accountancy, depreciation refers to the amount of GDP

required to purchase new goods to maintain existing. GDP and NNP are the two most

frequently used benchmarks by decision-makers, are defined to measure and assess

the overall human welfare [58].

Life-Cycle Cost Analysis (LCCA) is the most powerful benchmark for evaluating

the economic impact of sustainability. LCCA is applied to evaluate the economic per-

formance of a system over its entire life. The cost assessment considers the total cost

including the initial cost, operating and service cost, maintenance cost, etc. There-

fore, identifying activities and subsequently, the associated costs is the initial require-

ment for conducting the life-cycle assessment study. Although, the Environmental

Life-Cycle Assessment (ELCA) methodologies where the focus was on the material,

energy and resources flow, within the Life-Cycle Cost Assessment (LCCA) money

flows would be the main focus. Furthermore, the Full Cost Environmental Account-

ing (FCEA) is another life-cycle costing analysis method. Both LCCA and FCEA

approaches assess the environmental cost, and therefore they are appropriate meth-

ods for evaluating the economic impacts of sustainability. Within the context of infor-

mation systems, this pillar of sustainability is the major context where sustainability

and resilience of the system are assessed. Hosseinian-Far and Chang outlined the

metrics required for assessing the sustainability of selected information systems. It

is also argued that such economic sustainability assessment of information systems

and the use of metrics is context dependent [33].
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2.3 Social Sustainability Assessment

The third pillar of sustainability assessment is referred to as Social Sustainability

Assessment (SSA). This assessment provides measures and subsequent guidelines

required for identifying social impacts on sustainability assessment in a global sys-

tem. In this context, a global system is composed of numerous entities. These entities

can be organisations, individuals, shareholders, stakeholders, etc. In such a system

these entities have an obligation to provide services and actions for the benefit of

society as a global system. This responsibility is called Social Responsibility (SR).

In another word, SR is a duty every entity has to perform so as to maintain a bal-

ance between the economic and the ecosystems [8]. According to the UK Office for

National Statistics (ONS), the following measures are the social benchmarks of sus-

tainable developments: healthy life expectancy, social capital, and social mobility

in adulthood and housing provision. Furthermore, supplementary social indicators

are as follows: avoidable mortality, obesity, lifestyles, infant health, air quality, noise

and fuel poverty.

Social Life-Cycle Assessment (SLCA) is the third dimension of life-cycle sustain-

ability assessment which assesses the social and sociological impact of an organi-

sation, individuals, and products along the life cycle [25]. In addition, the Millen-

nium Ecosystem Assessment (MEA) estimates the impact of ecosystem changes on

human well-being by considering health and security, social relations, freedom, etc.

[8]. These social aspects are gathered and developed by the Sustainable Consumption

and Production (SCP) in order to generate and implement the corresponding poli-

cies and actions for public and private decision-makers. However, identifying and

evaluating social aspects are challenging since some of the social performance data

are not easily quantifiable [66]. These aspects can be categorised as human rights,

working condition, health and safety, cultural heritage, education, etc. [10].

Regarding the society impacts on sustainability assessment, the Joint United

Nations Environment Programme (UNEP) and the Society of Environmental Toxi-

cology and Chemistry (SETAC) develop knowledge and provide support in order to

put life-cycle thinking into effective practices. This international life-cycle partner-

ship is known as the Life-Cycle Initiative (LCI), established in 2002 [43]. SETAC

is a worldwide and not for profit professional society that its main task is to support

the development of principles and practices for support, improvement and manage-

ment of sustainable environmental quality and ecosystem integrity [67]. Whereas,

the UNEP as the leader of global environmental authority develops and implements

the environmental dimension of sustainable development within the United Nations

(UN) system and intends to support the global environment [10, 25].

Social assessment techniques and methodologies focus on improvement of social

conditions since the main goal in SLCA is enhancing human well-being [9]. Human

well-being can be evaluated through many indicators and terms. The most common

ones are human development, standard of living and quality of life. For instance,

Human Development Index (HDI) is an integrated indicator composed of life

expectancy, education and income used by the United Nations Development
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Programme (UNDP). This indicator intends to evaluate the combined social and

economic growth in a system [56]. Moreover, the Physical Quality of Life Index

(PQLI) is the other SLCA indicator which is composed of life expectancy at age

one, infant mortality and literacy rate developed by David Morris in the mid-1970s

at the Overseas Development Council (ODC) [23].

3 Integrated Mathematical and Computational
Methodologies

Mathematical and computational methodologies used for evaluating the integrated

sustainability assessment (ISA) can fall into two main categories: (i) Computing and

Information Science (CIS) and (ii) Integrated systems modelling. CIS focuses on

both computing and informatics aspects facilitating ISA by analytical systems mod-

elling such as data mining & analysis, artificial intelligence and dynamical simula-

tion. However, the integrated systems modelling develops computational and quan-

titative sustainability assessment. Meanwhile, the computational aspect focuses on

web-based databases, cloud computing cyberinfrastructure, advanced data acquisi-

tion and artificial intelligence. Though, the quantitative aspect has also implemented

sustainability assessment within operations research and management science [79].

The main component of integrated sustainability assessment is the life-cycle tech-

niques themselves [25]. Application of life-cycle principles is essential to achieve

reliable sustainability assessment results. The life-cycle principles consider all types

of life cycles such as environmental, economy and social for all categories of sub-

systems in a global system. As mentioned earlier, these sub-systems can be prod-

ucts and materials, organisations and stakeholders, supply chains, manufacturing

processes, etc. There are several mathematical and computational techniques to esti-

mate the integrated sustainability assessments composed of environmental, eco-

nomic and social impacts. Hitherto, different terms and indicators of the three pillars

in sustainability assessment have been explained and discussed. The initial stage of

Integrated Sustainability Assessment (ISA) is to identify and evaluate the critical

corresponding sustainability criteria, indicators and metrics. This can be estimated

by using Pareto principle based on 80–20 rule. The 80–20 rule is also known as the

law of the vital few states in which 80% of the effects arise from 20% of the causes

approximately [6]. Further to this estimation, different mathematical and compu-

tational methodologies for ISA are introduced and explained briefly in the follow-

ing sections. These integrated methodologies are: Klöffer technique, Multi-criteria

decision analysis (MCDA) & Multi-objective decision-making (MODM), System

Dynamics (SD), Agent-Based Modelling (ABM), Sustainability Network Analysis

and Sustainability Optimization and Scenario Analysis.
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3.1 Klöepffer Technique

Klöepffer [49] proposed that the integrated life cycle in a sustainability assessment

can be simply calculated by the summation of environmental, economic and social

life-cycle assessment calculations, thus

LCSA = ELCA + LCCA + SLCA (3)

Although the Klöffer technique considers the triple pillars of sustainable develop-

ment, it does not reflect on the complexity of interaction between these three dimen-

sions. This is due to the linear equation with equal weighted components in the

Klöffer method. To tackle this problem, different mathematical and computational

methods have been developed which will be discussed in the following sections.

Meanwhile, for instance, in a more recent computational method, the open source

OpenLCA software offers an integrated and comprehensive method for analysing

life-cycle impact assessment. This method considers different impact categories

including normalisation and weighting factors [60]. The software includes features

such as graphical modelling & simulation and uncertainty approximation.

3.2 Multi-criteria Decision Analysis (MCDA)

Achieving an integrated sustainability necessitate an integrated decision-making.

Decision problems consist of making choice(s), generating ranking(s) and sorting

problem(s). These problems are often complex since they involve several criteria and

aspects. Therefore, to create a sustainable decision, it is required to consider multiple

criteria in the decision process so-called Multi-criteria decision analysis (MCDA)

or Multi-objective decision-making (MODM) analysis [38]. There are numerous

methods to perform MCDA or MODA in a decision problem. Some of these meth-

ods include: Analytic Hierarchy Process (AHP), Analytical Network Process (ANP),

Multi-Attribute Utility Theory (MAUT/UTA), etc. In general, all MCDA methods

are based on the following structure in order to develop an integrated and sustain-

able decision-making. This structure involves as thus: (i) Criteria selection; to select

n sustainability criteria including technical, environmental, economic, and social cri-

terion. (ii) Alternative selection; to select m local (with respect to one specific cri-

terion) and global (with respect to all criteria) alternatives. (iii) Grouped decision

matrix development; where element xij is the performance of j-th criteria C of i-th
alternative A. Besides, each criterion cj is weighted by a positive weight wj calculated

as thus

C =
[
c1 c2 c3 … cn

]
,

W =
[
w1 w2 w3 … wn

]
,

A =
[
a1 a2 a3 … am

]
.

(4)



16 M. Farsi et al.

Moreover, a positive weight is assigned to a criterion to specify its relative impor-

tance among all criteria. The attributed weight arises from the variance and the inde-

pendency degree of criteria, and the subjective preference of the decision-maker(s)

[80]. There are two main methods to calculate the weighted criteria: equal weights

method and rank-order weights method. In equal weights method, wj is calculated

as below

wj =
1
n
, j = 1, 2, , n. (5)

Since the equal weights method does not consider the interactions between criteria,

rank-order weighting method is proposed with criteria weights distribution as

w1 ≥ w2 ≥ w3 ≥≥ wn ≥ 0 where,
n∑

i=1
wi = 1. (6)

Furthermore, the rank-order weighting method is categorised into three different

methods: (1) subjective weighting method (e.g., pair-wise comparison, analytical

hierarchy process (AHP), etc.), (2) objective weighting method (e.g., entropy method,

technique for order preference by similarity to ideal solution (TOPSIS), etc.) and

(3) combination weighting method (e.g., ANP, MAUT) [48]. The weight of a crite-

ria ranked to be jth is calculated as [80, 87]

(1) w1j =
1
n

n∑

k=i

1
k

(2) w2j =
1 − Hj

n −
∑n

j=1 Hj
, where ∶ Hj = − 1

lnm

m∑

i=1

fij
ln fij

,

(3) w3j =
w1jw2j∑n
j=1 w1jw2j

,

(7)

where, fij is the joint probability density function, k is the linear combination coeffi-

cient and k ≥ 0 and w1j and w2j are subjective and objective weights respectively.

MCDA methods can be applied to develop different analysis such as (i) Stakehold-

ers Analysis, (ii) Sensitivity and Uncertainty and Variability Analyses (e.g., Pertur-

bation Analysis), (iii) Geographic Information Systems (GIS) and (iv) Data Envel-

opment Analysis (DEA). However, as mentioned earlier, to make the results more

expedient for decision and policy makers, it is required to consider the uncertainty

and dynamic interrelationships and interactions between the variables over time. In

this regard, a number of appropriate methods are: Dynamic Multiple Criteria Deci-

sion Analysis (DMCDA), Stochastic Multi-Criteria Decision-Making (SMCDM)

[14, 37] and fuzzy-MCDA [15, 44], System Dynamics (SD), Agent-Based Mod-

elling (ABM) and Network. In the following, some of these methods are explained

briefly.
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As an extension of static MCDA problem, Dynamic-MCDA (DMCDM) consid-

ers variables over time across several criteria [14]. Therefore, a set of time periods as

matrix T = [t1, t2, … tk … t
𝜏

] will be added to the Eqs. (4–7) and therefore xij(t𝜏)
represents the performance of criterion cj for alternative ai at t

𝜏

time period. There-

fore, in DMCDM, it is also required to collect alternative data over different time

periods and criteria. Subsequently, aggregate value data R = [r1, r2,… rk … r
𝜏

]
from different time periods can be calculated. Finally Data Envelopment Analysis

(DEA) based results can be obtained by maximising the possibility of alternative

V(ai) as [14]

V(ai) = max
𝜀≤rk≤1

V(ai) =
n∑

j=1
wj.v i

j , (8)

where, v i
j is the overall value of alternative ai over criterion, cj over 𝜏 time periods

and expressed as thus,

v i
j =

𝜏∑

k=1
rk.v i

j (tk), (9)

where v i
j (tk) is the value of alternative ai on criterion cj at tk time period. Further-

more, stochastic MCDA is the other extension for static MCDA which includes prob-

abilistic distribution for the decision alternatives across the decision criteria [72].

This distribution reflects possible uncertainties due to the incomplete data. More-

over, fuzzy-MCDA is the other mathematical tool in the decision-making process

under uncertain conditions using fuzzy sets [85]. Although, fuzzy-MCDA is based

on stochastic models, in this technique, decision alternatives uncertainties can be

associated with fuzziness concerning the criterion weight assessment [55].

3.3 System Dynamics (SD)

The world as a global and complex system is constantly changing. Despite all avail-

able powerful mathematical and analytical methods and tools concerning sustain-

ability, the interrelationship between different aspects of such a complex system

necessitates a number of decision-makings and policy analysis. System Dynamics

(SD) as a method, provides a networking technique to fulfil this concern in com-

plex systems. The networking feature in SD method reflects the complex interactive

behaviour of all systems components considering consequences of each action and

decisions through the whole system. This is the main and fundamental aspect of

SD that makes this method very powerful to solve complex systems compared to

other methods. Long-term effective policies and decisions for sustaining a complex

system are vital. Therefore, considering the frequent feedback of all components,

variables and indicators over time are key to decision-making. System Dynamics

creates a feedback loop between the decision made and the state of the system after
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Fig. 3 System Dynamics

(SD): Stock and Flow

diagram; the sign of the links

represents whether the

variables at the two end

move in the same (+) or

opposite (−) directions; the

sign for the loop represents

whether it is a positive (+) or

negative (−) feedback loop

[47]

implementation of such decisions [74]. This assists the decision-maker in optimis-

ing the decision with minimum negative consequences (or side effects) within the

system. Although an SD network intends to expand boundaries of global systems

to consider the impacts of sub-systems on each other, there might be limits in the

decision-maker’s understanding.

The global network of a complex system in the system dynamics method com-

poses of three main parts, “stock” are accumulations of sub-system (i.e., agents in

ABM method), “flow” as the rate of change between stocks within the network and

“delay”, which is the time-delayed interrelationship between the system quantitative

measurements [26] as illustrated in Fig. 3. Delays can be caused by a variety of rea-

sons such as inertia, delays in communication or any barrier that might delay the

message passing between the entities. Regarding integrated sustainability, the three

pillars of sustainability: environmental, economic and social can be modelled using

the network configuration in SD. Moreover, this modelling technique is capable of

performing multiple scenarios. This comparison capability would assist a decision-

maker or a policy developer to compare different scenarios with a view to selecting

the favourable solution. Therefore, combination of system dynamics and scenario

analysis (which will be discussed later in this chapter), is a dominant methodology

for decision-making and subsequently optimisation of complex systems. Mathemat-

ically, the quantitative approach to model a complex system’s sustainment using SD

can be defined by a nonlinear first-order differential equation as,

d
dt

x(t) = A.f (x, pi), (10)

where x is the state vector at time t, dt is the discrete intervals of systems time length,

A is the constant matrix, pi is a set of parameters, f is the nonlinear smooth evolution

function affects the system’s sustainability. Moreover, regarding the computational

approach, there are a number of appropriate computer software packages to facilitate
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the development, modelling and simulation of SD models such as STELLA, iThink,

Powersim and Vensim and AnyLogic [30].

Ahmad and Simonovic [2] combined system dynamic approach and Geographic

Information System (GIS) so-called Spatial System Dynamics (SSD) to study flood

management in the Red River basin in Manitoba, Canada. The proposed approach

considers the interaction between the components of the studied system using a

feedback-based modelling through the dynamic behaviour of processes over time [2].

Moreover, Videira et al. [79] discussed the application of system dynamics approach

on the integrated sustainability assessment framework to fulfil policy making in

complex systems. The proposed framework intended to provide an improved insight

into the dynamical behaviour of complex systems regarding long-term sustainabil-

ity impacts on decision-making [79]. Furthermore, Xu [83] studied an integrated

sustainability assessment of urban residential development using System Dynamics

(SD) methodology. To explain the interaction between local and global aspects of the

urban residential development system, SD has been combined with GIS approach.

Consequently, the proposed method provide a better and comprehensive insight for

decision-maker [83]. This can also be referred to as Urban Dynamic in some text-

books. Similarly, the dynamic behaviour of Triple Bottom Line (TBL) of sustain-

ability in interaction with each other has been studied by Lee et al. [52] using the

system dynamic method. The proposed approach studied the dynamical and multi-

dimensional characteristics of a product service system with a view to assessing the

integrated sustainability of the system through a comprehensive approach [52]. In a

more recent study, Abadi et al. [1] investigated the sustainability of a water resources

management systems using system dynamics approach developed in Vensim soft-

ware package. The study focuses on scenario analysis based on Analytical Hierar-

chy Process (AHP) for prioritising the sustainability indicators within the simulated

scenarios. The results proposed an extensive insight for policy and decision-makers

in the management system of water resources [1].

3.4 Agent-Based Modelling (ABM)

Agent-Based Modelling (ABM) is a computational method for simulating complex

systems considering dynamic behaviour and nonlinear interactions between multiple

components so-called agents. Although even today, the significance and decency in

the majority of science is still based on mathematics, formulas, symbols and Greek

letters, formulating most of the real and complex problems is extremely challenging.

Therefore, computational methods offer this opportunity to study many of these com-

plex phenomena in a system. In this regards, ABM is relatively a new approach to

developing an integrated sustainability assessment in a complex system. Agents and

sub-systems are introduced to the computational program with their corresponding

metrics, properties and indicators. The overall aim of the simulation is to obtain the

global consequences of the individual and interactive behaviour of all sub-systems

in a given geographical area over a specific period. In contrast with the mathematical



20 M. Farsi et al.

Fig. 4 Agent-Based

modelling (ABM) presented

the triple pillars of integrated

sustainability assessment in a

global system

methods which represent components (the “agents”) by variables, ABM introduces

all agents into the modelling space based on their behaviours and characteristics.

However, agent-based modelling use “what if” and “if-the” scenarios frequently to

reflect the complex behaviour of a system which is clearly based on a mathematical

formula. Therefore, agent-based models consist of agents (e.g., local or sub-systems),

specific environment and domain (e.g., global system), and interaction rules between

different agents [7].

Regarding life-cycle sustainability assessment, ABM technique is capable of

combining the three pillars of sustainability in order to provide an integrated infor-

mation for the decision-maker as presented in Fig. 4. ABM provides a nonlinear

dynamic system to represent the behaviour of a complex global system with or with-

out uncertainties within the sub-systems. Compared to the system dynamics method,

ABM is more flexible for modelling a complex system with variable and multiple

characteristics in sub-systems’ behaviour and their interactions’ structure [19]. There

is a wide range of ABM applications in integrated sustainability assessment concern-

ing sustainable mobility [82], policy analysis in decision-making [75], integrated cli-

mate change modelling [57], integrated land system [27], etc. Agent-based modelling

and simulation packages and software are based on Object-Oriented Programming

(OOP) since each agent can be introduced as an object within the programming lan-

guage. In OOP languages such as Simula, Java, Python, C++, NetLogo, etc. the focus

is more on defining the logic when objects interact with each other in a complex sys-

tem, than naming the entities and the programming itself. Some of the agent-based

software packages are AnyLogic, MASON, MASS and Swarm.
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3.5 Sustainability Network Analysis

In a complex system, the interactive behaviour of sub-systems (i.e., agents in ABM or

stocks in SD methods) can be modelled as a graph comprising of discrete elements.

In such a graph, the complex interactions between the elements can be represented

as a network [28]. This graph-based network can illustrate the complex behaviour

of a system in a more straightforward manner, and can provide an appropriate tool

to solve such problems using the network theory [3]. Sustainability Network The-

ory (SNT) aims to reflect the interaction between the three pillars of sustainabil-

ity: environmental, economic and social. In this context, Network Analysis (NA) is

introduced briefly as a powerful tool for assessing integrated sustainability within a

complex system.

The initial step for using NA to assess sustainability in a global system is iden-

tifying and defining data on all elements, sub-systems and parameters (i.e., agents

in ABM or stocks in SD methods) using the simple input–output matrices. Subse-

quently, different corresponding indices are required to be calculated in order to mea-

sure the performance of the global system with regards to integrated sustainability

assessment aspects. The method necessitates considering elements’ constraints and

boundaries individually and also when they are interacting with each other [62]. The

output from network analysis provides information for decision-makers. The applica-

tions for such a method includes assessment of energy consumption, environmental

emissions, the total cost of the global system, etc. Performing integrated sustainabil-

ity assessment as a network structure is key to studying the complex behaviour and

consequently the welfare of for instance a society as a global system. This complex

behaviour arises from mechanical and strategic interplays and flows. Concerning

mechanical aspect, network structure mainly represents the system’s behaviour as a

linkage and/or a transmission path between different elements and agents. This con-

nection can be modelled probabilistically within network. Whereas, the complexity

of network is to be modelled through its structure and interactive outcomes, a more

complicated techniques such as dynamic and/or equilibrium analysis are required

[42].

Prell et al. have studied the sustainability of upland management in Peak Dis-

trict National Park in the UK using combine social network analysis and stakeholder

analysis. They argued that the combined method would improve stakeholders’ repre-

sentation in the participating processes. Moreover, they concluded that the analysis

provides more detailed information, despite the increase in time and costs [64]. In

a similar study, Lim et al. advanced the Prell’s study by developing a software tool

that identifies and prioritises stakeholders using social networks so-called StakeNet

[54]. The sustainability assessment of socio-ecological system has been discussed

within Gonzaleś et al. research in which network analysis metrics are used. This

study initially focused on the resilience of the system as one of the sustainability

characteristics followed by the robustness feature using quantitative network analy-

sis metrics [28]. In a more recent study, integrated network theory has been applied

to generate an environmental life-cycle assessment in the Chilean electricity energy

system [46]. Network theory as a framework for studying integrated sustainability
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assessment is still in its early stages of development. Since the network analysis is

based on network configurations and complex dynamic analysis algorithms, an inte-

grated methodology for network model development is still required.

3.6 Sustainability Optimization and Scenario Analysis

Scenario analysis has been widely used in different applications for the past decades

for optimisation studies, decision-making, policy planning and risk and uncertainty

assessment. Scenario analysis begins with identifying indicators and metrics which

define the current and the future states of a system. The next step is to identify uncer-

tainties and risks within the system. These factors are required to be prioritised and

weighted and therefore different scenarios will be created. The three main sources of

uncertainty in the integrated sustainability assessment are: (i) sustainable develop-

ment and the corresponding physical, economic and social boundaries, (ii) the inher-

ent subjectivity of assessment tools and (iii) the imperfection of the modelling tools

and incomplete data to mimic the real situation [17]. Since there is an inevitable con-

nection between integrated sustainability assessment and risk (or uncertainty in this

context), scenario analysis is an appropriate method for sustainability optimisation.

Optimisation and risk (or uncertainty) analysis for less complex systems can be

obtained by linear programming methods such as sensitivity analysis. Sensitivity

analysis can be applied as an extension to the integrated sustainability assessment’s

methods as discussed in the previous sections. However, for complex systems, sto-

chastic programming methods such as Markov Chains, Markov Decision Process

and Bayesian Network are more sensible to be applied in order to obtain the opti-

mum behaviour of such systems. The stochastic programming methodology allows

one problem to consider several scenarios simultaneously while scenarios present

different consequences of random variables [84]. This can provide an appropriate

and comprehensive policy information for the decision-maker.

Application of scenario analysis for studying integrated sustainability of an indus-

trial sector has been studied by Allwood et al. [4]. They considered a wide-scale

change to the clothing sector in the UK in order to predict the behaviour of this man-

ufacturing sector in the future. Their results have been validated through extensive

stakeholder discussions [4]. Moreover, Cinar and Kayakutlu [16] developed scenario

analysis by using Bayesian Networks for decision-making and policy planning in an

energy sector [16]. Their proposed method assisted the decision-makers in the stud-

ied energy sector by providing new policies.

4 Resilience

Moreover, when a complex system is disrupted by an event, the system emerges a

property called “resilience” [78]. The disruptive event is exposed to all the bound-

aries of the system domain; therefore loss of resilience can be described as an
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unstable dynamic response. The definition of resilience delivers a comprehensive

perspective on performance which is the capability of a system to maintain its

sustainable (or stable) behaviour. Meanwhile, measuring the interactive resilience

(arises from interactive disruption) of a complex system is becoming more chal-

lenging. The interactive resilience in an interrupted complex system can be mod-

elled mathematically and computationally using Agent-Based Modelling (ABM)

approach (Phillips, 2010). This can be possible by using the Hill function [7] which

is a mathematically efficient method to find the stationary points of a system. How-

ever, due to the inherent complexity of input and output variables in complex sys-

tems, the ABM approach is becoming intractable, computationally time-consuming

and complicated. Therefore, such a problem can be tackled by combining ABM

with the Gaussian Process emulator. This combined methodology would create a

computationally fast and efficient probabilistic approximation model [86]. Further-

more, the probabilistic prediction results can be used directly to generate risk analy-

sis [18], model calibration [45], optimisation, forecasting the future, etc. without

re-evaluating the ABM at any additional data points. Finally, the combined method-

ology is capable of explaining the behaviour of the complex system that experiences

changes and interruptions.

5 Conclusions, Discussions and Further Work

Optimisation of complex systems is still a challenging problem as it contains numer-

ous parameters and variables that are interacting with each other in a nonlinear

manner. Functionality and flexibility assessment of a complex system is a key ele-

ment for anticipating the systems’ responses to changes and interruptions. This study

discussed mathematical, and computational approaches for integrated sustainability

assessment focused on solving the nonlinear dynamical behaviour of complex sys-

tems. Moreover, in conclusion, having this knowledge will allow the optimisation

of systems’ efficiency and would ultimately reduce the system’s total costs. As dis-

cussed earlier, a complex system can be considered as a System of Systems [33] and

its behaviour can be derived using mathematical modelling by employing differen-

tial equations or difference equations [77]. Understanding resilience and sustainabil-

ity of a system would assist the scientists, engineers, managers and in general, all

the stakeholders to consider the life cycle, benefits and drawbacks and the future of

the system under development. This is also not an exception in information systems

development. Cloud services and big data analytics are the emerging technologies

within the computing and informatics discipline. Developing such information sys-

tems therefore, would require a thorough assessment and strategic view on the infor-

mation systems’ sustainability. The resilience of such a systems can also be studied

for systems’ safety and security assessment. In this chapter, we intended to offer a

generic view on systems’ sustainability and resilience and different approaches for

their modelling, which can also be applied by the computer scientists when devel-

oping emerging IT systems.
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Sustainable Maintenance Strategy Under
Uncertainty in the Lifetime Distribution
of Deteriorating Assets

Alireza Daneshkhah, Amin Hosseinian-Far and Omid Chatrabgoun

Abstract In the life-cycle management of systems under continuous deterioration,

studying the sensitivity analysis of the optimised preventive maintenance decisions

with respect to the changes in the model parameters is of a great importance. Since

the calculations of the mean cost rates considered in the preventive maintenance poli-

cies are not sufficiently robust, the corresponding maintenance model can generate

outcomes that are not robust and this would subsequently require interventions that

are costly. This chapter presents a computationally efficient decision-theoretic sensi-

tivity analysis for a maintenance optimisation problem for systems/structures/assets

subject to measurable deterioration using the Partial Expected Value of Perfect Infor-

mation (PEVPI) concept. Furthermore, this sensitivity analysis approach provides a

framework to quantify the benefits of the proposed maintenance/replacement strate-

gies or inspection schedules in terms of their expected costs and in light of accu-

mulated information about the model parameters and aspects of the system, such as

the ageing process. In this paper, we consider random variable model and stochas-

tic Gamma process model as two well-known probabilistic models to present the

uncertainty associated with the asset deterioration. We illustrate the use of PEVPI

to perform sensitivity analysis on a maintenance optimisation problem by using

two standard preventive maintenance policies, namely age-based and condition-

based maintenance policies. The optimal strategy of the former policy is the time of

replacement or repair and the optimal strategies of the later policy are the inspection

time and the preventive maintenance ratio. These optimal strategies are determined

by minimising the corresponding expected cost rates for the given deterioration
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models’ parameters, total cost and replacement or repair cost. The robust optimised

strategies to the changes of the models’ parameters can be determined by evaluat-

ing PEVPI’s which involves the computation of multi-dimensional integrals and is

often computationally demanding, and conventional numerical integration or Monte

Carlo simulation techniques would not be helpful. To overcome this computational

difficulty, we approximate the PEVPI using Gaussian process emulators.

Keywords Deterioration models ⋅ Partial Expected Value of Perfect Information ⋅
Gaussian process ⋅ Optimised maintenance ⋅ Cost-benefit

1 Introduction

The resilience of an asset/machinery component or networked infrastructure sys-

tem is greatly dependent on an efficient cost effective life-cycle management. This

can be achieved by determining optimal maintenance and rehabilitation schedul-

ing schemes. Maintenance costs for an asset or a networked infrastructure systems

including rail, water, energy, bridge etc. are swiftly rising, but current estimates sug-

gest that ontime optimised maintenance schedules could save one trillion dollars per

year on infrastructure costs [10].

The maintenance strategies have generally been divided into two categories:

Corrective Maintenance (CM); and Preventative Maintenance (PM). The former

includes repairing failed components and systems, while the latter involves system-

atic inspection and correction of initiative failures, before they progress into major

faults or defects. In the recent years, an increasing dominance of PM has been clearly

observed with overall costs illustrated to be lower than CM strategy. The preven-

tive maintenance is extensively applied to lessen asset deterioration and mitigate

the risk of unforeseen failure. This maintenance strategy can be further classified

into two methods: Time-Based Maintenance (TBM), and Condition-Based Mainte-

nance (CBM). In the TBM, maintenance activities take place at predetermined time

intervals, but in the CBM, interventions are immediately carried out based on the

information collected through condition sensing and monitoring processes (either

manual or automated). Both TBM and CBM are widely used for asset/infrastructure

life-cycle management decision making, and extensively studied in [1, 9, 17, 28].

The main difficulty to make informed PM decisions is that predicting the time to

first inspection, maintenance intervention, or replacement is confounded by model

parameters’ uncertainties associated with the failure, deterioration, repair, or mainte-

nance distributions. As a result, studying sensitivity of the model output with respect

to the changes in the model parameters/inputs is very essential to determine an opti-

mal maintenance strategy under these uncertainties. One of the main aims of this

paper is to investigate sensitivity analysis of the optimised maintenance with respect

to the changes in the model’s inputs when the aforementioned preventive mainte-

nance strategies are considered for the asset/infrastructure which is under continuous

deterioration. The optimal maintenance decision under this maintenance policies is
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normally considered as the inspection interval and the preventive maintenance ratio

that would minimize the expected total cost of the maintenance strategy. This type of

maintenance strategy is known to practically be more useful, particularly for larger

and more complex systems [1, 29]. This is mainly because it eliminates the need to

record component ages. It should be noted that finding the optimal decision under a

CBM policy for a deteriorating component involves solving a two-dimensional opti-

misation problem, while for the TBM case the aim is to determine the critical age as

a single strategy variable.

As mentioned above, the PM policy cost function is dominated by the deterio-

ration and repair distribution’s parameters. Therefore, the computation of a mean

cost rates for a specific PM policy is not sufficiently robust, and the corresponding

maintenance model can generate results that are not robust. In other words, the deter-

mination of an optimal maintenance intervention will be sensitive to the parameters

creating uncertainty as to the optimal strategy. The uncertainty around the optimal

PM maintenance can be mitigated by gathering further information on some (or all)

of the model parameters/inputs. In particular, Partial Expected Value of Perfect Infor-

mation (PEVPI) computations provide an upper bound for the value (in terms of cost-

benefit) that can be expected to be yielded from removing uncertainty in a subset of

the parameters to the cost computation. The PEVPI provides a decision-informed

sensitivity analysis framework which enables researchers to determine the key para-

meters of the problem and quantify the value of learning about certain aspects of

the system [21, 29]. In maintenance studies [7, 11], this information can play a cru-

cial role, where we are interested in not only determining an optimal PM strategy,

but also in collecting further information about the system features, including the

deterioration process to make more robust decisions.

The identification of PEVPI requires the computation of high-dimensional inte-

grals that are regularly expensive to evaluate, and typical numerical integration or

Monte Carlo simulation techniques are not practical. This computational burden can

be overcome, by applying the sensitivity analysis through the use of Gaussian process

(GP) emulators [21, 29]. In this paper, we adopt and execute this sensitivity analysis

approach for determining robust optimised PM strategies for a component/system

which is under continuous deterioration.

We use the random variable model (RV) to probabilistically model the deterio-

ration of a component/system of interest. Under the RV model [22], the probability

density and distribution functions of the lifetime are respectively given by

f RT (t) =
(𝛿∕𝜌)
𝛤 (𝜂)

( 𝜌
𝛿t
)𝜂+1e−𝜌∕(𝛿t), (1)

and

FR
T (t) = 1 − G (𝜌∕t; 𝜂, 𝛿) = 1 − G (𝜌; 𝜂, 𝛿t), (2)

where 𝜂 and 𝛿 are, respectively, the shape and scale parameters, G (𝜌∕t; 𝜂, 𝛿) denote

the gamma cumulative distribution function with the same shape and scale para-

meters for X = 𝜌∕T , and 𝜌 = (r0 − s) > 0 is called the available design margin or a



32 A. Daneshkhah et al.

failure threshold. In the last expression, r0 is the initial resistance of the component

against the load effect, s. Thus, a failure is defined as the event at which the cumu-

lative amount of deterioration exceeds the deterioration threshold (𝜌). The threshold

𝜌, s and r0 are assumed to be deterministic constants for simplicity of discussion

(see [22] for further details).

The rest of the chapter is organised as follows. In Sect. 2, we discuss how this

probabilistic deterioration model links to TBM and CBM maintenance optimisa-

tion problems. We formulate uncertainty quantification of the optimised PM policies

using the decision-informed sensitivity analysis in Sect. 3. The GP emulator required

to compute PEVPI’s as within the context of decision-theoretic sensitivity analysis

is also briefly discussed in Sect. 3. Section 4 is dedicated to derive the robust opti-

mised maintenance decisions for TBM and CBM policies using several illustrative

settings of different complexity. We conclude by discussing the implications of our

approach and identify opportunities for future work.

2 Optimal Preventive Maintenance Policy

The central objective of a preventive maintenance (TBM or CBM) optimisation

model is to determine the value of the decision variable T (replacement time or

inspection time) that optimises a given objective function amongst the available

alternative maintenance decisions. For instance in a TBM policy, the optimisation

problem is usually defined over a finite time horizon [0, t], and the objective func-

tion, denoted by C(t), is the long-term average cost. There are various ways to define

these costs [3, 8]. The long-term mean cost per unit of time is normally defined in

terms of the length of two consecutive replacements (or life cycle) as follows:

C (T) = C(T)
L(T)

. (3)

The following formula is an example of the expected cost per unit of a component

under a general TBM policy

C (T) =
c1F(T) + c2R(T)

T ⋅ R(T) + ∫
T
0 tf (t)dt + 𝜏

, (4)

where F(T) is the failure distribution function of a system at time T (or probability of

unplanned replacement due to an unexpected failure), R(T) = 1 − F(T) is the prob-

ability of planned replacement at time T , c1 is the cost of a corrective maintenance,

c2 is the cost of planned replacement and 𝜏 is the expected duration of replacement.

The objective is then to identify the optimal strategy T∗
that corresponds to the

minimum cost rate (cost per unit of time), that is
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T∗ = argmin
T>0

{C (T)}. (5)

A similar methods is used to determine the optimised CBM strategy. The cost func-

tion in this policy is the mean cost rate which is defined as

K (tI , 𝜐) =
E[C(tI , 𝜐)]
E[L(tI , 𝜐)]

, (6)

where E[C(tI , 𝜐)] is the renewal cycle cost, E[L(tI , 𝜐)] is the renewal cycle length, tI
is the inspection time interval and 𝜐 is the PM ratio. The details of numerator and

denominator of the mean cost rate will be given in Sect. 4.

The objective is then to find t∗I and 𝜐

∗
so that K (t∗I , 𝜐

∗) becomes the minimal cost

solution.

2.1 Uncertainty Quantification Using Via Decision-Theoretic
Sensitivity Analysis

The optimal maintenance strategies derived by minimising the expected cost rate is

influenced by characteristics such as the deterioration process or failure behaviour of

the system and the characteristics of maintenance tasks (including repair/replacement

policy, maintenance crew and spare part availability etc.). These characteristics are

subject to uncertainty, prompting study of the sensitivity of an optimal mainte-

nance strategy with respect to changes in the model parameters and other inflecting

uncertain inputs. Such an analysis improves understanding of the ‘robustness’ of the

derived inferences or predictions of the model, and, offers a tool for determining

the critical influences on model predictions [6, 27]. Zitrou et al. [29] summarise the

main sensitivity measures and discuss their values and applications in an extensive

sensitivity analysis. They conclude that a simple yet effective method of implement-

ing sensitivity analysis is to vary one or more parameter inputs over some plausi-

ble range, whilst keeping the other parameters fixed, and then examine the effects

of these changes on the model output. Although this method is straightforward to

implement and interpret, it becomes inconvenient where there are large numbers of

model parameters or when the model is computationally intensive.

In order to resolve this difficulty, we use a variance-based method for sensitivity

analysis [27]. This approach can capture the fractions of the model output variance

which are explained by the model inputs. In addition, it can also provide the total

contribution to the output variance of a given input—i.e. its marginal contribution

and cooperative contribution. The contribution of each model’s input to the model

output variance serves as an indicator of how strong an influence a certain input

or parameter has on model output variability. However, within a decision-making

context like the maintenance optimisation problem, we are primarily interested in

the effect of parameter uncertainty on corresponding utility or loss. To achieve this
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objective, we use the concept of the Expected Value of Perfect Information (EVPI)

as a measure of parameter importance [21, 29]. The EVPI approach allows the appli-

cation of sensitivity analysis to the maintenance optimisation model and identifies

the model parameters for which collecting additional information (learning) prior to

the maintenance decision would have a significant impact on total cost.

3 Decision-Theoretic Sensitivity Analysis

3.1 Expected Value of Perfect Information

As discussed in the previous sections, the objective function of interest to us is the

expected cost function (e.g. the cost rate function given in Equation (4) for TBM or

the mean cost rate given in (6) for CBM). These cost functions take reliability and

maintenance parameters as uncertain inputs (denoted by 𝜽) and a decision parameter,

T (which could be critical age or periodic inspection interval). A strategy parame-

ter (which is fixed) needs to be selected in the presence of unknown reliability and

maintenance parameters. These unknown parameters can be modelled by a joint den-

sity function, 𝜋(𝜽). In the maintenance optimisation setting, the decision-maker can

choose the strategy parameter T (from a range or set of positive numbers) where each

value of T corresponds to a maintenance decision. The decision T is selected so that

the following utility function is maximised

U(T ,𝜽) = −C (T; 𝜃), (7)

where C (T; 𝜃) is a generic cost function per unit of time given the unknown para-

meters 𝜃.

Suppose that we need to make a decision now, on the basis of the information in

𝜋(𝜽) only. The optimal maintenance decision (known as baseline decision), given

no additional information, has expected utility

U0 = argmax
T>0

E
𝜽
[U(T ,𝜽)] , (8)

where

E
𝜽
[U(T ,𝜽)] = −

∫
𝜽

C (T; 𝜃)𝜋(𝜽)d𝜽. (9)

Now suppose that we wish to learn the precise value of a parameter 𝜃i in 𝜽 before

making a decision (e.g. through exhaustive testing; new evidence elicited from the

domain expert). Given 𝜃i, we are still uncertain about the remaining input parameters,

𝜽i = (𝜃1,… , 𝜃i−1, 𝜃i+1,… , 𝜃n), and so we would choose the maintenance strategy to

maximise



Sustainable Maintenance Strategy Under Uncertainty . . . 35

E
𝜽|𝜃i [U(T ,𝜽)] = −

∫
𝜽i

C (T; 𝜃)𝜋(𝜽 ∣ 𝜃i)d𝜽i. (10)

The expected utility of learning 𝜃i is then given by:

U
𝜃i
= E

𝜃i

[
argmax

T>0
E
𝜽∣𝜃i {U(T ,𝜽)}

]
. (11)

Therefore, learning about parameter 𝜃i before any maintenance decision being taken

will benefit the decision-maker by:

EVPI
𝜃i
= E

𝜃i
[U

𝜃i
] − U0. (12)

Therefore, the quantity EVPI
𝜃i

, known as the partial Expected Value of Perfect Infor-

mation (partial EVPI or PEVPI), is a measure of the importance of parameter 𝜃i in

terms of the cost savings that further learning (data collection) will achieve.

EVPI’s allow for sensitivity analysis to be performed in a decision-theoretic con-

text. However, the computation of partial EVPIs as in (12) requires the evaluation of

expectations of utilities over many dimensions. Whereas the one-dimensional inte-

gral E
𝜃i
[U

𝜃i
] can be evaluated efficiently using Simpson’s rule, averaging over the

values of multiple parameters is computationally intensive. One way to approximate

these expectations is to use a Monte Carlo numerical method. However, the Monte

Carlo-based integration methods require a large number of simulations which make

the computation of the PEVPI’s impractical. Zitrou et al. [29] propose an alterna-

tive method for resolving this problem by utilising a GP emulator-based sensitivity

analysis to the objective function of interest. This method enables computation of the

multi-dimensional expectations at a limited number of model evaluations with rela-

tive computational ease. We develop this method further for the purposes mentioned

above.

3.2 Gaussian Process Emulators

An emulator is an approximation of a computationally demanding model, referred to

as the code. An emulator is typically used in place of the code, to speed up calcula-

tions. Let C (⋅) be a code that takes as input a vector of parameters 𝜽 ∈ Q ⊂ ℝq
, for

some q ∈ ℤ+, and has output y = C (𝜽), where y ∈ ℝ. As we will see later on, this is

not a restrictive assumption, and we will let y ∈ ℝs
, for some s ∈ ℤ+. For the time

being, let C (⋅) be a deterministic code, that is for fixed inputs, the code produces the

same output each time it ‘runs’.

An emulator is constructed on the basis of a sample of code runs, called the train-
ing set. In a GP emulation context, we regard C (⋅) as an unknown function, and use

a q− dimensional GP to represent prior knowledge on C (⋅), i.e.
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C (⋅) ∼ Nq(m(⋅), v(⋅, ⋅)). (13)

We subsequently update our knowledge about C (⋅) in the light of the training set, to

arrive at a posterior distribution of the same form.

Expression (13) implies that for every {𝜽1,… ,𝜽n} output {C (𝜽1),…C (𝜽n)} has

a prior multivariate normal distribution with mean function m(⋅) and covariance

function v(⋅, ⋅). There are many alternative models for the mean and covariate func-

tions m(⋅). Here, we use the formulation in line with [19], and assume

m(𝜽) = h(𝜽)⊺𝜷 (14)

for the mean function, and

v(𝜽,𝜽′) = 𝜎

2c(𝜽,𝜽′) (15)

for the covariance function. In 14, h(⋅) is a vector of q known regression functions

of 𝜽 and 𝜷 is a vector of coefficients. In (15), c(⋅, ⋅) is a monotone correlation func-

tion on ℝ+
with c(𝜽,𝜽) = 1 that decreases as |𝜽 − 𝜽

′| increases. Furthermore, the

function c(⋅, ⋅) must ensure that the covariance matrix of any set of outputs is posi-

tive semi-definite. Throughout this paper, we use the following correlation function

which satisfies the aforementioned conditions and is widely used in the Bayesian

Analysis of Computer Code Outputs (BACCO) emulator ([18, 21]) for its computa-

tional convenience:

c(𝜽,𝜽′) = exp{−(𝜽 − 𝜽
′)⊺B(𝜽 − 𝜽

′)}, (16)

where B is a diagonal matrix of positive smoothness parameters. B determines how

close two inputs 𝜽 and 𝜽
′

need to be such that the correlation between k(𝜽) and

C (𝜽′) takes a particular value. For further discussion on such modelling issues [14].

To estimate parameters 𝜷 and 𝜎, we use a Bayesian approach as in [20]: a nor-

mal inverse gamma prior for (𝜷, 𝜎2) is updated in the light of an observation vec-

tor y = (C (𝜽𝟏),… ,C (𝜽n))⊺, to give a GP posterior (see [29] for the details of how

the posterior distribution of the function of interest can be derived). Note that y
is obtained by running the initial code C (⋅) n times on a set of design points

(𝜽𝟏,𝜽𝟐,… ,𝜽n)⊺.
In many cases, input parameters are subject to uncertainty and are modelled as

random variables. The input of the code is now a random vector 𝜽 with probability

distribution F, implying that the code output Y = C (𝜽) is also a random variable.

The uncertainty in the output is epistemic, arising from the uncertainty of the input

parameters. But there is also uncertainty due to the incomplete knowledge of the

model output, called code uncertainty (we are not running the actual code, but just

an approximation). We can quantify code uncertainty on the basis of the covariance

function (15) and control its effect by modifying the number of design points.

Emulators are useful tools for uncertainty and sensitivity analysis [15, 18]. For GP

emulators in particular, this is due to the fact that Bayesian quadrature as described in
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[19] allows one to take advantage of the emulator’s analytical properties to evaluate

the expected value E[Y] and the variance Var[Y] relatively quickly. In particular,

since Y is a GP, the integral

E[Y] =
∫
𝜽

C (𝜽)𝜋(𝜽)d𝜽 (17)

has a normal distribution. In this particular context, we are interested in comput-

ing partial EVPIs as in (12). By using an emulator to approximate utility U(T ,𝜽),
expectations of the utility can be computed rapidly, considerably reducing the com-

putational burden of sensitivity analysis. Emulators perform better than standard

Monte Carlo methods in terms of both accuracy of model output and computational

effort [14, 18].

The objective of the maintenance optimisation problem described here is to iden-

tify decision T (time where PM is performed) that maximises the Utility given in

(7). Essentially, there are two approaches to the problem:

A assume that T belongs to a finite set S comprising s options T1,T2,… ,Ts, or

B assume that T can take any value in (Tmin,Tmax).

Under Approach A, to identify the optimal decision we need to determine the

vector of outputs Y = (Y1,… ,Ys), where Yj = U(Tj,𝜽) (j = 1,… s) is described in

(7). As discussed in [5], there are essentially two procedures for emulating a code

with a multi-dimensional output like this one: the Multi-Output emulator (MO) and

the Many Single Outputs (MS) emulator. Alternatively, under Approach B, we need

to determine output Y(T) = U(T ,𝜽) as a function of decision variable T . To do so,

one can use a Time Input (TI) emulator [5].

The MO emulator is a multivariate version of the single-output emulator, where

the dimension of the output space is s. This process allows for the representation of

any correlations existing among the multiple outputs. The MS emulator procedure

treats {Y1,… ,Ys} as independent random variables, and emulates each output Yj
separately. This means that s separate GP emulators are built, each describing the

utility for each decision T ∈ S . Finally, the TI emulator is a single-output emulator

that considers decision variable T as an additional input parameter. The advantage

of this approach is that S does not have to be a finite space, and utility U(T ,𝜽) can be

determined for any value of T over some interval (Tmin,Tmax). For the maintenance

optimisation problem examined here, the TI emulator has a very important advantage

over the other two: it allows for decision T to be a continuous variable. Expectations

E[Y] are continuous functions of T , and the utilities of the optimal strategies are cal-

culated without restricting the decision-maker to choose amongst a predetermined,

finite number of options. We believe that this feature outweighs the more general

correlation structure provided by the MO emulator. We note, however, that this may

not be the case in dynamic codes, where the representation of the temporal structure

of some physical process is key.
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3.3 The TI Emulator

Suppose that the optimal decision T in a maintenance optimisation problem (critical

age or periodic interval) belongs to an infinite set S = (Tmin,Tmax). We consider T as a

code input and we are interested in building a single-output emulator to approximate

code

k(T ,𝜽) = U(T ,𝜽) = −C (T; 𝜃), (18)

where C (T; 𝜃) is the cost rate function. This will allow us to calculate expected

utilities E
𝜽
[U(T ,𝜽)] and E

𝜽|𝜃i[U(t,𝜽)] for T ∈ S —see Relationships (8) and (10)—

fast and efficiently. We note that this setting is an extension of the decision problem

considered in [21], where the decision-maker must choose among a small set of

options, i.e. where the optimal decision T belongs to a finite set S.

To estimate the hyper-parameters of the TI emulator, we generate training set T
consisting of code outputs

y1 = k(x𝟏),… , yN = k(xN),

where (x𝟏, x𝟐,… , xN)⊺ are design points. We have

xl = (Ti,𝜽j), l = 1, 2,… ,N = s × n,

where Ti is a maintenance decision (i = 1,… , s) and 𝜽j are (reliability, maintainabil-

ity) parameter values (j = 1,… , n).

The choice of design points affects how well the emulator is estimated. Here,

we choose equally spaced points {T1,… ,Ts} so that interval S is properly covered.

Points (𝜽𝟏,𝜽𝟐,… ,𝜽n)⊺ are generated using Latin hypercube sampling (see [16]),

which ensures that the multi-dimensional parameter space is sufficiently covered.

As mentioned earlier, building a TI emulator requires the inversion of an N × N
matrix. Given the size of the training set, this can be computationally challenging.

Essentially, there are two ways to build the TI emulator: (1) fit a GP directly to the

whole training set T obtained as described above; (2) separate T and fit two GPs:

one on the set of design points (𝜽𝟏,𝜽𝟐,… ,𝜽n) and one on the time input data points

{T1,… ,Ts} [5, 25].

Zitrou et al. [29] present the methodology to fit these two GPs to a similar

decision-informed optimidation problem, including estimating the roughness (or

smoothness) parameters and other hyper-parameters. They showed that however the

firs approach based on fitting a single GP to the whole training setT takes longer, but

it would produce more accurate results. They showed that the relative mean squared

error of the posterior predictive mean of the first model (based on fitting a single GP)

is much smaller than when fitting two GP. We therefore follow their suggestion and

fit a single GP to the full training set.

The baseline maintenance strategy is then chosen as a value of T that maximises

expected utility as
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U0 = max
T∈S

Ek{E𝜽
[k(T ,𝜽)]} (19)

and the utility of the optimal strategy in (10), after learning the value of 𝜃i, becomes

U
𝛩i

= max
T∈S

Ek{ET ,𝜽|𝛩i
[k(T ,𝜽)]}. (20)

Bayesian quadrature [19] allows us to compute these expectations relatively quickly

based on the fitted GP and calculate PEVPIs for the different parameters as in (12).

The details of the approximation of this type of integral (expectation) in terms of the

fitted GP can be found in [6].

We use R and GEM-SA packages to fit the GP to the training points and then

approximate the expected utilities and their corresponding uncertainty bounds. To

calculate the aforementioned expected utilities, the calculations are carried out based

on the discretisation of the interval S (maintenance decision) and the support of the

joint prior distribution of the parameters 𝜋(𝜽). It is apparent that the computation

of these expectation can become quite expensive by choosing a finer discretisation.

The following section presents two illustrative examples. The focus here is on the

way emulators can be used to perform sensitivity analysis based on EVPI, provid-

ing a resource efficient method for maintenance strategy identification and identi-

fying targets for institutional learning (uncertainty reduction). In the first example,

we build an emulator for a TBM optimisation problem and in the second example

finding a robust CBM of a civil structure using emulator-based sensitivity analysis

is presented.

4 Numerical Examples

4.1 Sensitivity Analysis of Time-Based Maintenance
Decisions

Under the TBM policy (also known as age-based replacement), the system or com-

ponent under study is in one out of two operating conditions; working or failed. Sys-

tem failure is identified immediately and corrective maintenance (CM) actions are

undertaken to restore the system to its original condition. Regardless of the system

condition, the system is renewed when it reaches a predetermined time (or age) T∗
.

In the TBM optimisation problem, the main challenge is to identify the optimal time

to maintenance to minimise overall maintenance costs. This optimisation problem

is usually defined over a finite horizon [0, t], and we seek to minimise the objective

cost function C (t) over this time interval.

Using the renewal theory [3, 8], the expected cost rate per unit of time can be

mathematically expressed as
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CR(t; 𝜃1) =
CFFT (t; 𝜃1) + CP[1 − FT (t; 𝜃1)]

∫
t
0 [1 − FT (t; 𝜃1)]dt

, (21)

where CF is the total cost associated with all the consequences of system failure

(particularly, structural failure due to deterioration), CP is the cost associated with a

preventive maintenance action, FT (t; 𝜃1) is the system lifetime distribution function

given in (2), and 𝜃1 is the set of the lifetime distribution parameters.

The cost rate function given in (21) can be developed further (see [2, 3]) to

CR(t; 𝜃) =
C1FT (t; 𝜃1) + C2[1 − FT (t; 𝜃1)]

∫
t
0 [1 − FT (t)]dt + 𝜏r(𝜃2)

, (22)

where 𝜏r(𝜃2) is the expected duration of the maintenance action, and is defined by

𝜏r(𝜃2) = ∫

∞

0
tgT (t; 𝜃2)dt, (23)

where gT (t; 𝜃2) is the time to repair (or replacement) distribution, 𝜃2 is the set of

repair distribution parameters, and 𝜃 = (𝜃1, 𝜃2). Without loss of generality, gT (t; 𝜃2)
is assumed to follow a Gamma distribution with 𝛼 and 𝛽 as shape and scale parame-

ters, respectively.

For numerical illustration, we set CF = 50 and CP = 10. As discussed in Sect. 1,

the lifetime distribution of a deteriorating component using the RV model follows

an inverted Gamma distribution with the density function given in (1) In this dis-

tribution, 𝜂 and 𝛿 are, respectively, the shape and scale parameters of the lifetime

distribution. Figure 1 illustrates how the expected cost rates change over the deci-

sion variable T for specific values of parameters, 𝜃 = (𝜂, 𝛿, 𝛼, 𝛽).

Fig. 1 Total long-run

average costs per unit time
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The decision-maker proposes the following prior distribution on 𝜃

𝜋(𝜃) = 𝜋1(𝜂)𝜋2(𝛿)𝜋3(𝛼)𝜋4(𝛽), (24)

where each of these parameters individually is uniformly distributed as follows:

𝜂 ∼ U(3, 14), 𝛿 ∼ U(0.15, 0.95), 𝛼 ∼ U(1, 3), 𝛽 ∼ U(2, 3),

where U(a1, b1) denote a uniform density function defined over (a1, b1).
It can be shown that the cost function in (22) has a unique optimal solution

(according to Theorem 1 given in [2]). When the uncertainty in input parameters

𝜃 are included, the optimal maintenance decision will lie in the interval, I = [3, 5]
[29].

In order to lower the computational load of computing the value of information

measures (PEVPIs) as the sensitivity analysis index, a TI emulator is fitted to the

cost rate function CR(t; 𝜃), given in (22). The total training data-points to build this

emulator is 1500 selected as follows. We first generate 60 design points from the

joint prior distribution, 𝜃, using the Latin hypercube design [26]. We then calculate

the cost rate function (as a computer code) at each design point for 25 values of T
(i.e. T = 3, 3.5, 4,… , 15).

Using the fitted GP, the baseline optimal decision is derived at T = 8.5 where the

corresponding maximum utility is U0 = 0.896. So, if there is no additional infor-

mation available on individual input parameters, apart from the prior information,

the optimal time to maintenance is at 8.5 time units resulting in an almost 90% cost

saving compare the corrective maintenance. Further saving can be achieved if addi-

tional information about the values of the parameters can be provided before mak-

ing any decision. For example, suppose that 𝛼 is known before making a decision.

Table 1 provides the detailed information about the optimal decisions for the differ-

ent values of 𝜂. For instance, when the shape parameter of the lifetime distribution

of a component under study takes values in (3, 3.825), then the cost rate is mini-

mum for T = 10.2, but if 𝜂 ∈ (8.255, 8.775), then the optimal maintenance decision

Table 1 Optimal decisions when parameter 𝜂 is known prior the maintenance decision

Range T Range T

(3, 3.825) 10.2 (8.225, 8.775) 7.80

(3.825, 4.375) 11.4 (8.775, 9.875) 7.2

(4.375, 4.925) 13.8 (9.875, 10.975) 7.80

(4.925, 5.475) 10.80 (10.975, 11.525) 6.6

(5.475, 6.025) 7.20 (11.525, 12.075) 7.2

(6.025, 7.125) 6.6 (12.075, 13.175) 13.2

(7.125, 7.675) 7.80 (13.175, 13.725) 10.8

(7.675, 8.225) 8.40 (13.725, 14) 9
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Table 2 Optimal decisions when parameter 𝛿 is known prior the maintenance decision

Range T Range T

(0.15, 0.29) 7.2 (0.61, 0.73) 9

(0.29, 0.43) 7.8 (0.73, 0.93) 9.6

(0.43, 0.61) 8.4 (0.93, 0.95) 10.2

Table 3 Optimal decisions when parameter 𝛼 is known prior the maintenance decision

Range T Range T

(1, 1.10) 8.52 (2.30, 2.34) 8.28

(1.10, 1.34) 8.28 (2.34, 2.38) 8.52

(1.34, 1.50) 8.04 (2.38, 2.42) 9

(1.50, 1.66) 7.8 (2.42, 2.46) 9.48

(1.66, 1.82) 7.56 (2.46, 2.50) 9.96

(1.82, 2.14) 7.32 (2.50, 2.54) 10.20

(2.14, 2.22) 7.56 (2.54, 2.62) 10.44

(2.22, 2.26) 7.80 (2.62, 2.78) 10.68

(2.26, 2.30) 8.04 (2.78, 3) 10.92

Table 4 Optimal decisions when parameter 𝛽 is known prior the maintenance decision

Range T Range T

(2, 2.03) 14.76 (2.19, 2.21) 9.48

(2.03, 2.05) 13.80 (2.21, 2.23) 9.24

(2.05, 2.07) 13.32 (2.23, 2.27) 9

(2.07, 2.09) 12.60 (2.27, 2.33) 8.76

(2.09, 2.11) 11.64 (2.33, 2.41) 8.52

(2.11, 2.13) 10.68 (2.41, 2.55) 8.28

(2.13, 2.15) 10.20 (2.55, 2.77) 8.04

(2.15, 2.17) 9.96 (2.77, 2.91) 8.28

(2.17, 2.19) 9.72 (2.91, 3) 8.52

is T = 7.80. Tables 2, 3 and 4 shows the optimal maintenance decisions for the dif-

ferent values of 𝛿, 𝛼 and 𝛽, respectively.

The values of the PEVPI’s along with the uncertainty intervals are given in

Table 5. From these results, it can be concluded that 𝜂 and 𝛿 (the shape and scale para-

meters of the lifetime distribution) are the most important factors. Note that knowing

𝜂 prior to the decision shows the most substantial differentiation between optimal

strategies. Thus, this parameter is ‘important’ in the sense that reducing uncertainty

about its value is likely to result in a different optimal strategy. This conclusion is

further supported in Fig. 3 which summaries the sensitivity analysis of the cost rate
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Table 5 The PEVPI’s estimated based on the fitted GP process for the parameters of the RV model

for the TBM policy

𝜃i PEVPIi C.I
𝜂 0.109 (0.102, 0.116)

𝛿 0.0268 (0.0199, 0.0338)

𝛼 0.0075 (0.0235, 0.0213)

𝛽 0.009 (0.00216, 0.0159)

Fig. 2 The variance

contribution of each input

parameter to the cost rate

function of the time-based

maintenance policy at

T = 8.5 for the RV

deterioration model

30%

26%
6%

1%

37%

η δ α β η*δ

function with respect to the changes of the model input parameters. In this Fig. 2,

the variance contribution of each parameter to the total variance of the cost rate at

T = 8.5 is shown. The variance contribution of 𝜂 and 𝛿 is almost 30% and 26% based

on only 60 data-points at T = 8.5, respectively, while 𝛼 and 𝛽 covers only 6% and

1% of total variances, respectively. In addition to the individual impacts of 𝜂 and 𝛿,

their interaction which covers 37% of total variance is considered as an important

factor influencing the maintenance cost at the chosen optimal replacement time. The

analysis also exposes the behaviour of the expected cost at a specific time for differ-

ent values of the parameters. Figure 3 illustrates how expected cost E
𝜽|𝜃i

[
−CR(t; 𝜃)

]

when T = 8.5 changes with different values of the parameters (i.e. (𝜂, 𝛿, 𝛼, 𝛽)), along

a 95% uncertainty bound (the thickness of the band).

4.2 The Condition-Based Maintenance Policy

Under the RV deterioration model, the following CBM policy is considered, based

on the periodic inspection of a component at a fixed time interval tI with cost, CI
(see also [22])
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Fig. 3 Expected utilities

and 95% uncertainty bounds

for T = 8.5 when the

parameters are completely

known before the

maintenance decision

4 6 8 10 12 14

0.8

1

1.2

1.4

η
0.2 0.4 0.6 0.8

0.8

1

1.2

1.4

δ

1 1.5 2 2.5 3

0.7

0.8

0.9

1

1.1

α
2 2.5 3

0.7

0.8

0.9

1

β

1. If X(tI) ≤ 𝜐𝜌, no maintenance action should be taken until the next inspection

with the cost, CI .

2. If 𝜐𝜌 < X(tI) ≤ 𝜌, the maintenance action will be taken at the cost CP to renew

the system.

3. If the system fails between inspections (X(tI) > 𝜌), a corrective maintenance will

restore the system at the cost of CF

where 0 < 𝜐 < 1 is called PM ratio, and 𝜐𝜌 is the threshold for the PM which is a

fraction of the failure threshold.

According to renewal theory [2, 23], the mean cost rate for the CBM policy under

the RV deterioration model is given by

KR(tI , 𝜐; 𝜃) =
E[CU(tI , 𝜐; 𝜃)]

E[LD(tI , 𝜐; 𝜃)] + 𝜏r
, (25)

where

E[CU(tI , 𝜐; 𝜃)] = (CI + CP)Pr(X(tI) ≤ 𝜌) + CFPr(X(tI) > 𝜌)
= (CI + CP − CF)G (𝜌∕tI ; 𝜂, 𝛿) + CF,

E[LD(tI , 𝜐; 𝜃)] = ∫

tI

0
Pr(X(t) < 𝜌)dt +

∫

∞

tI
Pr(X(t) < 𝜐𝜌)dt

=
∫

tI

0
G (𝜌∕t; 𝜂, 𝛿)dt +

∫

∞

tI
G (𝜐𝜌∕t; 𝜂, 𝛿)dt,
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𝜏r is the expected duration of the maintenance action as given in (23), and 𝜃 =
(𝜂, 𝛿, 𝛼, 𝛽).

In [22, 23], it was discussed that the optimal inspection time (tI) is unique and

will lie in an interval with the details given in these works (e.g. tI ∈ [3, 16] in the

following numerical example). The optimal inspection interval and PM ratio, (tI , 𝜐)
apparently depends on the parameter values, 𝜃. Thus, the robust optimal inspection

interval can be derived through performing a proper decision-based sensitivity analy-

sis described above.

The PM ratio, 𝜐 is considered as an extra parameter and included into the uncertain

parameters, that is, 𝜙 = (𝜂, 𝛿, 𝛼, 𝛽, 𝜐). The joint prior distribution given in (24) will

be revised as follows:

𝜋(𝜙) = 𝜋1(𝜂)𝜋2(𝛿)𝜋3(𝛼)𝜋4(𝛽)𝜋5(𝜐), (26)

where

𝜂 ∼ U(3, 14), 𝛿 ∼ U(0.15, 0.95), 𝛼 ∼ U(1, 3), 𝛽 ∼ U(2, 3), 𝜐 ∼ U(0, 1)

To compute the PEVPI’s associated with these input parameters, the TI emulator is

then fitted to the mean cost rate, KR(tI , 𝜙) based on 2160 training data points. These

data points consists of 80 design points generated from the joint prior distribution of

𝜙 (using the Latin hypercube design) and then evaluating the mean cost rate at each

of these design points for 27 selected values for tI , that is, tI = 3, 3.5,… , 16.

The maximum benefit of using the information available in 𝜋(𝜙) is U0 = 0.642
which attains at the optimal inspection time interval T = 6.62. Tables 8, 9, 10 and

11 in Appendix A show the optimal inspection interval decisions when the values

of 𝛾, 𝜉, 𝛼 and 𝛽 are learned prior to making any decision about the inspection time.

Table 6 illustrates the optimal tI when the values of PM ration 𝜐 is learned prior to

the decision-making. For instance, when the PM ratio lies in (0.625, 0.925), then the

mean cost rate is minimum at tI = 5.1, but when 𝜐 takes values closer to its median,

that is, 𝜐 ∈ (0.475, 0.525), then tI = 5.65.

The values of the PEVPI’s along with their 95% confidence bounds over the con-

sidered interval for optimal inspection time (i.e. I2 = [3, 16]) are presented in Table 7.

The parameters with the highest PEVPI’s are 𝛿 and 𝜂 (the scale and shape parameters

Table 6 Optimal decisions when PM ratio parameter, 𝜐 is known prior the maintenance decision

Range T Range T

(0, 0.025) 8.95 (0.375, 0.475) 6.20

(0.025, 0.075) 8.40 (0.475, 0.525) 5.65

(0.075, 0.175) 7.85 (0.525, 0.625) 4

(0.175, 0.275) 7.30 (0.625, 0.925) 5.10

(0.275, 0.375) 6.75 (0.925, 1) 4
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Table 7 The estimated PEVPI’s based on the fitted GP emulator for the parameters of the RV

model for the CBM policy

𝜃i PEVPIi C.I
𝜂 0.0117 (0.005, 0.018)

𝛿 0.0174 (0.01, 0.0243)

𝛼 0.008255 (0.0014, 0.015)

𝛽 0.0085 (0.0017, 0.015)

𝜐 0.01184 (0.004, 0.02)

Fig. 4 The variance

contribution of each input

parameters to the cost rate

function of the CBM policy

at tI = 6.6 for the RV

deterioration model

23%

25%

5% 1%

46%

η δ α β υ

of the RV deterioration model) and the PM ratio parameter, 𝜐. Learning about these

parameters prior to making when to inspect the component of interest, will allow

the decision-maker to implement a strategy that will result in the higher cost saving.

That also means these parameters are essential in the sense that, reducing uncertainty

about their values, is likely to change the optimal inspection interval.

Figure 4 also illustrates the sensitivity analysis of KR(tI , 𝜙) with respect to the

changes of 𝜙 at tI = 6.6. Based on the variance contribution fractions, it can be

similarly concluded that 𝜐, 𝛿 and 𝜂 (23%) are the most influencing factors affecting

the mean cost rate at tI = 6.6.

5 Conclusions and Discussion

Strategic planning for information systems implementation requires a thorough

assessment of the to-be system’s lifecycle, resilience and overall sustainability. This

is of no exception for cloud services and big data analytic systems. The overall aim
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is to reduce the energy consumption of the system, enhance system’s environmental

friendliness, align the system with social aspects of sustainability, reduce the cost,

prolong system’s endurance or a combination of all of the above. There are numerous

facets to information systems strategic engineering. Hosseinian-Far and Chang [13]

assessed the information system’s sustainability, e.g. Strategic Information Systems

(SIS)’s endurance by quantifying seven factors, two of which were contextualised

for the specific SIS’s under study. However, the research presented in this paper,

surpasses that by focusing on the preventive maintenance strategies by which the

system’s lifecycle can be prolonged. This is in line with the economy domain of

the three pillar generic sustainability model i.e. People, Planet and Profit [12], as

it entails less costs as opposed to post issue maintenance strategies, i.e. Corrective

Maintenance (CM) strategies.

In this chapter, we have demonstrated how the life-cycle management of an asset

(system) under continuous deterioration can be efficiently and effectively improved

by studying the sensitivity of optimised PM decisions with respect to changes in the

model parameters. The novelty of this research is the development of a computa-

tionally efficient decision-theoretic sensitivity analysis for a PM optimisation prob-

lem for infrastructure assets subject to measurable deterioration using the PEVPI

concept. This approach would enable the decision-maker to select a PM strategy

amongst an infinite set of decisions in terms of expected costs and in terms of accu-

mulated information of the model parameters and aspects of the system, including

deterioration process and maintenance models. We use an RV deterioration model

to present the uncertainty associated with asset deterioration across both age-based

and condition-based PM policies. The computation of PEVPI’s is very demanding,

and conventional numerical integration or Monte Carlo simulation techniques would

not be as helpful. To overcome this computational challenge, we introduced a new

approach which approximates the PEVPI using GP emulators; a computationally

efficient method for highly complex models which require fewer model runs than

other approaches (including MCMC based methods). The method is illustrated on

worked numerical examples and discussed in the context of analytical efficiency and,

importantly, organisational learning.

The EVPI-based sensitivity analysis presented here can be used for other mainte-

nance optimisation problems including problems with imperfect maintenance [24],

or delay-time maintenance [4]. In this case, it is considered as one of the more effec-

tive preventive maintenance policies for optimising inspection planning. An efficient

condition-based maintenance strategy which allows us to prevent system/component

failure by detecting the defects via an optimised inspection might be identified using

the sensitivity analysis proposed in this paper to determine a robust optimal solution

for delay-time maintenance problems and the expected related costs, when the cost

function parameters are either unknown or partially known.
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Appendix A: Optimal CBMMaintenance
Decisions’ Tables

See Tables 8, 9, 10 and 11.

Table 8 Optimal decisions when parameter 𝜂 is known prior the maintenance decision

Range tI Range tI
(3, 3.335) 10.97 (7.585, 7.95) 9.13

(3.335, 3.7) 12.07 (7.95, 8.315) 8.77

(3.70, 4.385) 12.80 (8.315, 8.585) 8.4

(4.385, 5.015) 12.43 (8.5855, 8.95) 8.03

(5.015, 5.385) 11.70 (8.95, 9.415) 7.67

(5.385, 5.75) 11.3 (9.415, 9.785) 7.3

(5.75, 6.115) 10.97 (9.785, 10.15) 6.93

(6.115, 6.485) 10.6 (10.15, 10.885) 6.57

(6.485, 6.85) 12.23 (10.885, 11.615) 6.20

(6.485, 7.215) 9.9 (11.615, 14) 5.83

(7.215, 7.585) 9.5

Table 9 Optimal decisions when parameter 𝛿 is known prior the maintenance decision

Range tI Range tI
(0.15, 0.1758) 11.33 (0.457, 0.483) 9.87

(0.1758, 0.19) 15 (0.483, 0.51) 9.5

(0.19, 0.217) 14.63 (0.51, 0.537) 8.77

(0.217, 0.243) 13.17 (0.537, 0.563) 8.40

(0.243, 0.297) 12.80 (0.563, 0.59) 8.03

(0.297, 0.323) 12.43 (0.59, 0.617) 7.77

(0.323, 0.35) 12.07 (0.617, 0.643) 7.30

(0.35, 0.377) 11.70 (0.643, 0.67) 6.93

(0.377, 0.403) 11.33 (0.67, 0.723) 6.57

(0.403, 0.43) 10.97 (0.723, 0.803) 6.20

(0.43, 0.457) 10.23 (0.803, 0.937) 5.83

(0.937, 0.95) 5.47

Table 10 Optimal decisions when parameter 𝛼 is known prior the maintenance decision

Range tI
(1, 3) 6.64
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Table 11 Optimal decisions when parameter 𝛽 is known prior the maintenance decision

Range tI
(2, 2.15) ∪ (2.83, 2.95) 6.42

(2.15, 2.41) ∪ (2.59, 2.83) 6.64

(2.41, 2.59) 6.86

(2.95, 3) 6.20
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A Novel Safety Metric SMEP
for Performance Distribution Analysis
in Software System

R. Selvarani and R. Bharathi

Abstract Focusing on safety attributes becomes an essential practice towards the
safety critical software system (SCSS) development. The system should be error
free for a perfect decision-making and subsequent operations. This paper presents
an analysis on error propagation in the modules through a novel safety metric
known as SMEP, which can be characterized depending on the performance rate of
the working module. We propose a framework for the analysis of occurrence of
error in various modules and the intensity of it is quantified through probabilistic
model and universal generating function technique.

Keywords Safety critical ⋅ Error propagation ⋅ UGF ⋅ Performance ⋅
Modules

1 Introduction

SCSS are pervasive in the medical field and it has to be designed with maximum
care. The dependability requirement is an important criterion in these systems. To
reduce the probability of losses, appropriate failure analysis practices have to be
used to validate the safety of the critical system [1].

To achieve error free scenario of SCSS is very difficult, although the system has
been well tested, used, and documented. If one part of a system fails, this can affect
other parts and in worst case results in partial or even total system failure. To avoid
such incidents, research on failure analysis is of high importance. Failure analysis is
the proven approach for mitigating the system hazards and failure modes and
consequently determines which of those are influenced by or affected by software or
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lack of software [1]. A failure of a safety critical system can be defined as “the non
performance or incapability of the system or a component of the system to perform
or meet the expectation for a specific time under stated environmental conditions.”

The error propagation probability is a condition that once an error occurs in a
system module, it might propagate to other modules and thereby cascades the error
to the system output [2]. The error propagation analysis is a vital activity for the
efficient and robust designing of safety critical software system.

Error propagation between software modules is a quantitative factor that reflects
on the reliability of a safety critical software product. In general, the SCSS is
considered between two major states, perfect functioning and failure state. Here we
are considering several intermittent states between the two major states for the
failure analysis. Hence these systems can be termed as Multistate Systems (MS) in
our research. The reliability of a MS can be defined as a measure of the capability of
the system to execute required performance level [3].

The presence of an error [4] in a software module might trigger an error in other
modules of the system that are interconnected. Identifying error propagation in a
software system is an important task during the development activity. Propagation
analysis may be used to identify the critical modules in a system, and to determine
how other modules are affected in the presence of errors. This concept will aid in
system testing and debugging through generating required test cases that will
stimulate fault activation in the identified critical modules and facilitate error
detection [5].

The errors under consideration might be due to faulty design, which could result
in errors and data errors due to wrong data, late data, or early data. The impact of
error propagation across modules can be assessed by analyzing the error propa-
gation process and arrive at a general expression to estimate the performance dis-
tribution of each module using computational intelligence because of its complexity
and randomness [6]. As per IEC 61508, it is necessary to see that the design and
performance of critical systems is safety enough to meet tolerable risk targets,
taking into account of all failure sources including systematic hardware and soft-
ware faults and random faults [7].

The reliability and performance of a multistate safety critical system can be
computed by using Universal Generating Function (UGF) technique [8]. The UGF
technique is based on probability theory to assess and express models through
polynomial functions. The UGF technique applied for failure analysis in safety
critical systems in this paper is adapted by following the procedure given by Levitin
et al. [8, 9].

Hence the error propagation analysis provides the base for the reliability eval-
uation, since the occurrence of error propagation across the modules has a signif-
icant effect on the system behavior during critical states.

The paper is structured as follows: Sect. 2 describes background and Sect. 3
describes the proposed approach through a framework. The analysis of error
propagation and failure of a SCSS is depicted in Sect. 4. Conclusion and looking
beyond the area of this research are discussed in Sect. 5.
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2 Background

According to Avizienis et al. [4], a failure is an event that occurs when the delivered
service no longer complies with the expected service of the system. An error is an
incorrect internal state that is liable to the occurrence of a failure or another error.
However all errors may not reach the system’s output to cause a failure. A fault is
active when it results in an error otherwise it is said to be inactive. Nevertheless, not
all faults lead to an error, and not all errors lead to a failure.

2.1 Error Propagation

Error propagation (EP) can be defined as a condition where a failure of a component
may potentially impact other system components or the environment through
interactions, such as communication of bad data, no data, and early/late data [10].
Such failures represent hazards that if not handled properly can result in potential
damage. The interaction topology and hierarchical structure of the system archi-
tecture model provide the information on how the erroneous behavior of each
system component interacts through error propagation.

Morozov et al. [5] have used probabilistic error propagation techniques for
diagnosing the system. Henceforth it aids in tracing back the path of error propa-
gation path to the error-origin. Moreover this diagnosis helps in error localization
procedure, testing, and debugging [5].

The influence of error propagation in the overall system reliability has been
demonstrated in [11]. With the help of UML artifacts, the system architectural
information is used to find the probability of error propagation across system
components [11]. Since they have used UML artifacts, their model can be used to
predict reliability in the early phases of system development.

Hiller et al. [12] have initiated a new concept called “Error Permeability”
through software modules, as well as a set of associated measures namely error
exposure, relative permeability, and non-weighted relative permeability. They
found these measures are helpful in assessing the vulnerable modules, which are
exposed to error propagation.

A bottom-up approach is considered to estimate the reliability for
component-based system in [2]. Foremost, the reliability of system component was
assessed. Based on the architectural information, the system reliability was esti-
mated taking into the account of error propagation probability. The system analysis
was carried out through the failure model by considering only data errors across
components. Authors in [2] have concluded that error propagation is a significant
characteristic of each system component and defined as the probability that a
component propagates the erroneous inputs to the generated output. Their approach
can be used in the early prediction of system reliability.
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An error happens when there is an activation of a fault [4]. An error occurs in a
module when there is a fault in the module and henceforth it cannot directly cause
an error in other modules. Relatedly an error in a module can lead to its failure only
within that module. The reason for the module error is either due to the activation of
fault in the same module or due to deviated input service from other modules.
A module failure is defined as the deviation of the performance from its accepted
output behavior. If the failed module is the output interface module of the system
then its failure is considered as a system failure [13]. System failures are defined
based on its boundary. A system failure is said to occur when error propagates
outside the system. Figure 1 depicts intermodular error propagation. Module X
influences module Y.

In safety critical system, certain factors are considered crucial which signifies the
safety of a system and such critical attributes should be consistently monitored
throughout the lifecycle of the system [14]. This work focuses on analyzing error
propagation in safety critical software systems. In this approach, we use a
methodology called universal generating function (UGF) to quantify the perfor-
mance distribution of a multistate safety critical software system [3] and subse-
quently introduce a new metric called Safety Metric (SMEP).

2.2 MSS and Universal Generating Function

The UGF technique also called as u function is a mathematical tool introduced by
Ushakov [15] and Levitin [8] expanded and proved that UGF is an effective
technique for assessing the performance of real-world systems, in specific

Fig. 1 Inter-modular error propagation
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Multistate Systems. In general all traditional reliability models perceived system as
binary state systems, states being a perfect functionality and a complete failure. In
reality, each system has different performance levels and various failure modes
affecting the system performance [3]. Such systems are termed as Multistate
Systems (MS).

Let us assume a MS composed of n modules. In order to assess the reliability of
a MS, it is necessary to analyze the characteristic of each module present in the
system. A system module ‘m’ can have different performance rates and represented
by a finite set qm, such that qm = qm1, qm2, . . . .qmi....qmkmf g [16], where qmi is the
performance rate of module m in the ith state and qi = 1, 2, . . . .kmf g. The perfor-
mance rate Qm tð Þ of module ‘m’, at time t≥ 0 is a random variable that takes its
value from qm:Qm tð Þ∈ qm.

Let the ordered set pm = pm1, pm2, . . . .pmi, . . . pmjm
� �

associate the probability
of each state with performance rate of the system module m, where
pmi =Pr Qm = qmif g.

The mapping qmi → pmi is called the probability mass function (pmf) [17].
The random performance [18] of each module m defined as polynomials can be

termed as module’s UGF (um(z))

um zð Þ= ∑
k

i=0
Pmizqmi , where m=1, 2 . . . n. ð1Þ

Similarly the performance rates of all ‘m’ system modules have to be deter-
mined. At each instant t ≥ 0, all the system modules have their performance rates
corresponding to their states. The UGF for the MS denoted as “(US(Z))” can be
arrived, by determining the modules interconnection through system architecture.
The random performance of the system as a whole at an instant t ≥ 0 is dependent
on the performance state of its modules. The UGF technique specifies an algebraic
procedure to calculate the performance distribution of the entire MS, denoted as
US(z),

Us zð Þ= f um1 zð Þ, um2 zð Þ, . . . , umn zð Þf g, ð2Þ

Us zð Þ=∇ϕ um1 zð Þ, um2 zð Þ, . . . , umn zð Þf g ð3Þ

where ∇ is the composition operator and ø is the system structure function. In order
to assess the performance distribution of the complete system with the arbitrary
structure function ø, a composition operator ∇ is used across individual u function
of m system modules [17].

US(z) is a U function representation of performance distribution of the whole MS
software system. The composition operator ∇ determines the U function of the
whole system by exercising numerical operations on the individual u functions of
the system modules. The structure function ø( ⋅ ) in composition operator ∇
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expresses the complete performance rate of the system consisting of different
modules in terms of individual performance rates of modules. The structure func-
tion ø( ⋅ ) depends upon the system architecture and nature of interaction among
system modules.

Reliability is nothing but continuity of expected service [4] and it is well known
that, it can be quantitatively measured as failures over time. The UGF technique can
be used for estimating software reliability of the system as a whole consisting of
n modules. Each of the modules performs a sub-function and the combined exe-
cution of all modules performs a major function [17].

An assumption while using the UGF technique is that the system modules are
mutually independent of their performance.

3 Proposed Approach

Error Propagation (EP) is defined as the condition where an error (or failure)
propagates across system modules [19]. Our approach focuses on quantifying the
propagation of error between modules in safety critical software system.

The analysis proposed in this research contains four different stages and
explained through a framework. The framework, as shown in Fig. 2, is based on
bottom-up approach in assessing the performance distribution of SCSS To start
with, we have arrived at the performance distribution of each system module
(PDMOD) using U function.

The probability of error propagation in a module (PDMOD + SMEP) is quanti-
fied in the second step. As third step, the performance distribution of subsystems
(PDSS + SMEP) is arrived through composition operator. As the final step the
failure prediction is achieved through recursive operations for quantifying the error
propagation throughout the system (PDSYS + SMEP).

During software development, this framework would be helpful to demonstrate
the probability of error propagation to identify the error prone areas.

4 Error Propagation and Failure Analysis

The error propagation and failure analysis model is a conceptual framework for
analyzing the occurrence of error propagation in SCSS. The system considered is
broken down into subsystem, and each subsystem in turn is subdivided into
modules called elements.

A module is an atomic structure, which performs definite function(s) of a
complex system.
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Fig. 2 Error propagation and failure analysis
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4.1 Performance Distribution of System Module

The performance rate of a module can be measured in terms of levels of failure.
Let us assume that the performance rate of a module m with 0% failure is qm1,

10% failure is qm2, 30% failure is qm3, 50% failure is qm4, and 100% failure is qm5.
The state of each module m can be represented by a discrete random variable Qm

that takes value from the set,

Qm = qm1, qm2, qm3, qm4, qm5f g

The random performance of a module varies from perfect functioning state to
complete failure state.

The probabilities associated with different states (performance rates) of a module
m at time t can be represented by the set, Pm = pm1, pm2, pm3, pm4, pm5f g, where
Pmh =Pr Qm = qmhf g.

The module’s states is the composition of the group of mutually exclusive
events,

∑
5

h=1
Pmh =1 ð5Þ

The performance distribution of a module m (pmf of discrete random variable G)
can be defined as

um zð Þ= ∑
5

h=1
Pmhzqmh ð6Þ

The performance distribution of any pair of system modules l and m, connected
in series or parallel [18], can be determined by,

ul zð Þ∇um zð Þ= ∑
5

h=1
Plhzqih∇ ∑

5

h=1
Pmhzqmh ð7Þ

The composition operator ∇ determines the u function for two modules based on
whether they are connected in parallel or series using the structure function ø. The
equation arrived in Eq. (7) quantifies the performance distribution of combination
of modules. Levitin et al. in [9] have demonstrated the determination of perfor-
mance distribution when the modules are connected in series or parallel. A failure in
a module may potentially impact other modules through error propagation.
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4.2 Formulation of Safety Metric SMEP

The probability of occurrence of EP in a module can be defined by introducing a
new state in that module [9]. Assuming that the state 0 of each module corresponds
to the EP originated from this module [8]. The Eq. (6) can be rewritten as,

um zð Þep =Pm0zqm0 + ∑
5

h=1
Pmhzqmh ð8Þ

um zð Þep =Pm0zqm0 + um zð Þ ð9Þ

where pm0 is the probability state for error propagation and qm0 is the performance
of the module at state 0.

um zð Þ represents all states except the state of error propagation as represented in
Eq. (6).
The performance distribution of a modulem at state 0 is the state of error propagation
which is given by Pm0zqm0 and is termed as safety metric SMEP. This metric depends
upon the probability of the module performance with respect to EP, whether a failed
module can cause EP or not and whether a module can be infuenced by EP or not.
The safety metric SMEP of each module will carry a weightage based on the prob-
ability of propagating error. If the module does not propagate any error, the corre-
sponding state probability should be equated to zero [9].

pm0 = 0 ð10Þ

By substituting Eq. (10) in Eq. (8), the SMEP. is quantified as zero. Therefore
Eq. (8) becomes,

um zð Þep = ∑
5

h=1
pmhzqmh ð11Þ

The module that does not have error propagation property or state is given by
um zð Þep = um zð Þ, the u function in Eq. (11) is reduced to Eq. (6).

If a failed module causes error propagation, then the performance of the module
in that state of error propagation is

qm0 = α ð12Þ

where the value of α can be of any random performance qm1 or qm2 or qm3 or
qm4 or qm5. When any operational module m that will not fail due to error propa-
gation can be represented by conditional pmf [9],

um zð Þep = ∑
5

h=1

pmh
1− pm0

zqmh ð13Þ
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Because the module can be in any one of the five states as defined in Eq. (6).
The safety metric SMEP depends on the performance of each module in the mul-
tistate system. This metric helps to estimate the probability of EP to hazardous
modules of the system and identify modules that should be protected with fault
detection and fault recovery mechanisms.

Based on the above considerations, the conditional u functions of each system
module have to be estimated. Depending upon the subsystem architecture, the u
function of each subsystem can be quantified by applying the composition operator
∇ø. Then the recursive approach is used to obtain the entire u function of safety
critical software system, which will be elaborated in the subsequent work.

5 Conclusions

This approach proposes a new framework to analyze the failure of multistate safety
critical software with respect to error propagation and arrive at a new metric called
safety metric SMEP. This proposed new metric will be the key finding for the failure
analysis of real-time safety critical system. This metric has the application in finding
the failure probability of each module, the migration of error propagation from
modular level to subsystem and then to system level and the process of identifying
the most critical module in the whole safety critical software system and the impact
of error propagation in the performance of SCSS. Our future work will continue by
applying the safety metric SMEP in relevant real-time SCSS for its failure analysis.
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Prior Elicitation and Evaluation
of Imprecise Judgements for Bayesian
Analysis of System Reliability

Alireza Daneshkhah, Amin Hosseinian-Far, Tabassom Sedighi
and Maryam Farsi

Abstract System reliability assessment is a critical task for design engineers. Identi-

fying the least reliable components within a to-be system would immensely assist the

engineers to improve designs. This represents a pertinent example of data-informed

decision-making (DIDM). In this chapter, we have looked into the theoretical frame-

works and the underlying structure of system reliability assessment using prior

elicitation and analysis of imprecise judgements. We consider the issue of impre-

cision in the expert’s probability assessments. We particularly examine how impre-

cise assessments would lead to uncertainty. It is crucial to investigate and assess

this uncertainty. Such an assessment would lead to a more realistic representation of

the expert’s beliefs, and would avoid artificially precise inferences. In other words,

in many of the existing elicitation methods, it cannot be claimed that the resulting

distribution perfectly describes the expert’s beliefs. In this paper, we examine suit-

able ways of modelling the imprecision in the expert’s probability assessments. We

would also discuss the level of uncertainty that we might have about an expert’s den-

sity function following an elicitation. Our method to elicit an expert’s density func-

tion is nonparametric (using Gaussian Process emulators), as introduced by Oakley

and O’Hagan [1]. We will modify this method by including the imprecision in any

elicited probability judgement. It should be noticed that modelling imprecision does

not have any impact on the expert’s true density function, and it only affects the

analyst’s uncertainty about the unknown quantity of interest. We will compare our
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method with the method proposed in [2] using the ‘roulette method’. We quantify the

uncertainty of their density function, given the fact that the expert has only specified

a limited number of probability judgements, and that these judgements are forced

to be rounded. We will investigate the advantages of these methods against each

other. Finally, we employ the proposed methods in this paper to examine the uncer-

tainty about the prior density functions of the power law model’s parameters elicited

based on the imprecise judgements and how this uncertainty might affect our final

inference.

1 Introduction

Assume the elicitation of a single expert’s belief about some unknown continuous

quantity denoted by 𝜃. Identifying the underlying density function for 𝜃 based on

the expert’s beliefs, is the objective of the elicitation process. We denote this density

function by f (𝜃). This function can be a member of a convenient parametric family.

O’Hagan et al. [3] present a comprehensive review of the methods to elicit the density

function chosen from a wide range of parametric families. Oakley and O’Hagan [1]

criticised this way of eliciting expert’s density function, and reported the following

deficiencies as the main drawbacks of the so-called parametric elicitation methods:

(1) The expert’s beliefs are forced to fit the parametric family; (2) other possible

distributions that might have fitted the elicited statements equally well have not been

taken into account.

In order to tackle these drawbacks, they propose a nonparametric elicitation

approach. In this approach, two parties are involved: an expert (female) and the ana-

lyst (male). The analyst receives the expert’s elicited statements and will then make

inference about the expert’s density function, f (𝜃) based on her statements. In this

approach, the analyst’s fitted estimate of the expert’s density function f (𝜃) is non-

parametric, thereby avoiding forcing the expert’s density into a parametric family.

This nonparametric elicitation approach can be seen as an exercise in Bayesian

inference where the unknown quantity is f (𝜃). Moreover, the analyst’s wishes are to

formulate his prior beliefs about this unknown quantity. He then updates this prior

in light of the data received from the expert in the form of probabilities assessments

(e.g., quantiles, quartiles, mode, or mean) in order to obtain his posterior distribution

for f (𝜃). The analyst’s posterior mean serves as the ‘best estimate’ for the expert’s

density function f (𝜃), while the variance around this estimate describes the uncer-

tainty in the elicitation process.

One crucial question that might arise in this non-parametric elicitation method

is that, can the expert specify the probabilities assessments with absolute precision?

This is evident that the facilitator cannot elicit her probabilities with absolute pre-

cision (or she cannot present her beliefs with the absolute precision). We are then

interested to investigate what implications this might have on the uncertainty of the

elicited prior distribution. There are several factors [3] that caused this issue. One

of the most important challenges is that it is difficult for any expert to give precise
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numerical values for their probabilities; nevertheless, this is a requirement in most

elicitation schemes. For instance, in many elicitation schemes, it is common to ask

for percentiles or quantiles rather than probabilities. However, if the expert is unable

to make precise probability assessments, then she will not be able to make precise

percentile (or quantile) assessments either (see Sect. 3 and [3] for the differences

between the ‘precise’ and ‘imprecise’ probabilities).

An obvious and natural source of imprecision comes from rounding done by the

expert during probability assessments. We outline such imprecisions by the follow-

ing explanation. Assuming expert’s degree of belief probability 𝜃 < 0.1, she may

only consider probabilities rounded to the nearest, for instance, 0.05 (unless she

wishes to state a probability close to 0 or 1). There may be an element of ‘vagueness’

in her imprecisely stated probabilities. She may believe that the event {𝜃 < 0.1} is

‘quite unlikely’, yet she may find it difficult to attach a single numerical value to this

belief. For example, she may find the question, “Is your probability of {𝜃 < 0.1} less

than 0.45?” straightforward to answer, but have difficulty in answering the question,

“Is your probability of {𝜃 < 0.1} closer to 0.1 or 0.2?”, as she may have difficulty in

deciding whether a probability of 0.1 describes her belief better than a probability

of 0.2. The actual probability she reports may be chosen somewhat arbitrarily from

the lower end of the probability scale, and all the subsequent probability judgements

regarding 𝜃 will be dependent on this choice.

In order to investigate the impact of the imprecise probabilities stated by the expert

on the elicited prior distribution and uncertainty around it (due to the imprecision),

the elicitation methods must be modified in a way to capture this imprecision.

The purpose of this paper is to modify a nonparametric elicitation approach that

is originally proposed by Oakley and O’Hagan [1] when the stated probabilities by

the experts are imprecise. In Sect. 2, we briefly introduce this elicitation method and

its properties and flexibility in practice. Section 3 is devoted to the short literature

review of some main papers regarding the modelling of the imprecise probabilities.

We also introduce a simple way for modelling the imprecision which is more straight-

forward to combine with the nonparametric elicitation method with a view to report

the expert’s density function and uncertainty around it. Section 4 is dedicated to the

modification of Oakley and O’Hagan’s elicitation method where the stated proba-

bilities are not precise. Instead of eliciting percentiles or quantiles, we prefer to use

a simpler type of fixed interval elicitation method known as trial roulette which is

originally introduced in [4]. This method is introduced in Sect. 5. Finally, in Sect. 6,

we employ the proposed methods in this paper to examine the uncertainty about the

prior density functions of the power law model’s parameters elicited based on the

imprecise judgements and how this uncertainty might affect our final inference.

2 Nonparametric Elicitation

Let us consider eliciting an expert’s beliefs about some unknown continuous variable

𝜃. The elicitation is the process of translating someone’s beliefs about some uncertain
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quantities into a probability distribution. The expert’s judgements about the uncer-

tain quantities are traditionally fitted to some member of a convenient parametric

family. There are few deficiencies in this approach that can be tackled by the non-

parametric approach proposed in [1], which will be briefly introduced in this section.

In this approach, two parties are involved: expert and facilitator. We suppose that the

elicitation is conducted by a (male) facilitator, who interviews the (female) expert

and identifies a density function f that represents her beliefs about 𝜃. He will help

her as much as possible, for example by providing suitable training and discussing

the various biases that can influence probability judgements.

The expert is usually only able to provide certain summaries of her distribution

such as the mean or various percentiles. O’Hagan et al. [3] show that these informa-

tion are not enough to determine f (𝜃), uniquely. In the traditional methods, a den-

sity function that fits those summaries, as closely as possible, is chosen from some

convenient parametric family of distributions. Oakley and O’Hagan [1] reported two

deficiencies regarding this approach: first, it forces the expert’s beliefs to fit the para-

metric family; and second, it fails to acknowledge the fact that many other densities

might have well fitted the same summaries equally. They then presented an approach

that addresses both deficiencies together in a single framework.

This nonparametric approach allows expert’s distribution to take any continuous

form. The issue of fitting a density function to the summaries stated by the expert

is considered as an exercise in Bayesian inference, where an unknown quantity of

interest is the expert density function, denoted by f (𝜃). The facilitator formulates his

prior beliefs about this quantity. He then updates his beliefs about the expert’s true

density function in light of the data that are obtained from the expert in the form

of (probability) judgements. This is to obtain his posterior distribution for f (𝜃). The

facilitator’s posterior mean can then be offered as a ‘best estimate’ for f (𝜃), while his

posterior distribution quantifies the remaining uncertainty around this estimate.

A very useful and flexible prior model for an unknown function (e.g., expert den-

sity function) is the Gaussian process. Thus, it is reasonable that the facilitator repre-

sents prior uncertainty about f using a Gaussian process: for any set {𝜃1,… , 𝜃n} of

values of 𝜃, his prior distribution for {f (𝜃1),… , f (𝜃n)} is multivariate normal. The

reason that the joint distribution of f (.) at some finite points is multivariate normal

comes from the formal definition of a Gaussian process over f (𝜃), and further details

and examples can be seen in [3] and references therein. As f (𝜃) is a density function,

two constraints are applied to the facilitator’s prior: ∫
∞
−∞ f (𝜃)d𝜃 = 1 and f (𝜃) ≥ 0

for all 𝜃. The first constraint is applied as part of the data from the expert, and sec-

ond constraint is applied (approximately) using simulation, which we discuss in later

sections.

The facilitator specifies his mean and variance-covariance functions for f hierar-

chically, in terms of a vector 𝛼 of hyperparameters. His prior expectation of f (𝜃) is

some member g(𝜃 | u) of a suitable parametric family with parameters u, contained

within 𝛼, so

E(f (𝜃) ∣ 𝛼) = g(𝜃 ∣ u), (1)



Prior Elicitation and Evaluation of Imprecise Judgements for Bayesian Analysis . . . 67

where g(. ∣ u) denotes the underlying density, in particular case, where u = (m, v),
is distributed as a normal density with mean m and variance v (t distribution can

be considered as an alternative as suggested in [1, 5], but we do not consider this

extension here), and

Cov{f (𝜃), f (𝜙) ∣ 𝛼} = 𝜎

2g(𝜃 ∣ u)g(𝜙 ∣ 𝜙)c(𝜃, 𝜙 ∣ u, b), (2)

where c(., . ∣ u, b) is a correlation function that takes value 1 at 𝜃 = 𝜙 and is a decreas-

ing function of |𝜃 − 𝜙|, 𝜎2
specifies how close the true density function will be to its

estimation, and so governs how well it approximates to the parametric family, and

𝛼 = (m, v, b, 𝜎2). The following correlation function is used:

c(𝜃, 𝜙 ∣ u, b) = exp{− 1
2vb

(𝜃 − 𝜙)2}, (3)

where b is the smoothness parameter. The correlation function above makes f (.)
infinitely differentiable with probability 1 (see [5] for further details and exploitation

of this property).

The prior distribution of 𝛼 = (m, v, 𝜎2
, b∗) has the following form

p(m, v, 𝜎2
, b∗) ∝ p(m, v)p(𝜎2)p(b∗). (4)

Oakley and O’Hagan [1] used an improper prior distribution for the Gaussian

process variance 𝜎

2
. However, this prior makes the computation more feasible, but

the analyst’s posterior distribution of the expert density might be sensitive to the

choice of prior of 𝜎
2

(and b∗ as well). We use the following proper prior distributions

for 𝜎
2

and b∗, respectively.

p(𝜎2) = IG(a, d), logb∗ ∼ N(0, 1) or N(0, 4), (5)

where IG stands for Inverse Gamma.

We will also investigate sensitivity of the expert density with respect to changes

of the prior distributions for 𝜎
2

and b∗. For instance, other reasonable distributions

for b∗, used in [1], are N(0, 1) or N(0, 4). The result of this study will be presented

in the next section.

To update the facilitator’s prior beliefs about the expert’s density, we need to elicit

some summaries as the data from the expert. O’Hagan et al. [3] recommended that

the expert should be asked about the probabilities, percentiles or quantiles. However,

the nonparametric approach is being used in this paper can be applied to any of

probabilities, percentiles or quantiles, we generate the data by an elicitation scheme

called ‘trial roulette’ that will be introduced in the next section. This method is quite

simple to implement by the expert and originally suggested by Gore [4] in a medical

case study. Suppose that the vector of data, D, is



68 A. Daneshkhah et al.

DT =
(

∫

a1

a0
f (𝜃)d𝜃,… ,

∫

an

an−1
f (𝜃)d𝜃

)
, (6)

where the end points a0,… , an denote the possible value of 𝜃, and ai > ai−1, i =
1,… , n. It should be mentioned that D will also include this information that

∫
∞
−∞ f (𝜃)d𝜃 = 1.

Because f (𝜃) has a normal distribution for all values of 𝜃, then any data point also

has a normal distribution and the joint distribution of D and any finite set of points

on the function f (𝜃) is multivariate normal. The mean and variance of D are given

by

HT = E(D ∣ (m, v))T =
(

∫

a1

a0
g(𝜃 ∣ (m, v))d𝜃,… ,

∫

an

an−1
g(𝜃 ∣ (m, v))d𝜃

)
,

and

Cov(PAi
,PAj

∣ 𝛼) = 𝜎

2
∫Aj

∫Ai

g(𝜃 ∣ (m, v))g(𝜙 ∣ (m, v))c(𝜃, 𝜙 ∣ b∗, v)d𝜃d𝜙 = 𝜎

2A,

(7)

where Ai = [ai−1, ai] and Aj = [aj−1, ai] for all i, j = 1,… , n. The details of the com-

putation of H and A can be found in [6].

It then follows immediately from properties of the multivariate normal distribu-

tion that the updated facilitator’s beliefs about f (𝜃) given D and 𝛼 also has a normal

distribution with

E(f (𝜃) ∣ D, 𝛼) = g(𝜃 ∣ m, v) + t(𝜃 ∣ 𝛼)TA−1(D − H), (8)

and

Cov(f (𝜃), f (𝜙) ∣ D, 𝛼) = 𝜎

2{g(𝜃 ∣ m, v)g(𝜙 ∣ m, v)c(𝜃, 𝜙 ∣ b∗, v) − t(𝜃 ∣ 𝛼)TA−1t(𝜃 ∣ 𝛼)}, (9)

where t(𝜃 ∣ 𝛼) is given by

t(𝜃 ∣ 𝛼)T = (Cov(f (𝜃),PA1
∣ 𝛼),… ,Cov(f (𝜃),PAn

∣ 𝛼)),

Ai = [ai−1, ai], and 𝛼 = (m, v, b∗, 𝜎2).
In fact, conditional on 𝛼 and data, the analyst’s posterior distribution of f (𝜃) is

again a Gaussian process with Eqs. (8) and (9) giving its mean and covariance struc-

ture, respectively.

The posterior distribution of 𝛼 is given by

p(m, v, 𝜎2
, b∗ ∣ D) ∝ v−1𝜎−n|A|−

1
2 exp{− 1

2𝜎2 (D − H)TA−1(D − H)}p(b∗)p(𝜎2)
(10)

where n denotes the number of elements in D.
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The conditioning on 𝜎

2
can be removed analytically to obtain

p(m, v, b∗ ∣ D) ∝ v−1|A|−
1
2 (�̂�2)−

n
2 p(b∗) (11)

where

�̂�

2 = (D − H)TA−1(D − H)
n − 2

.

The conditioning on the rest of the hyperparameters cannot be removed analyt-

ically. We then use MCMC to obtain a sample of values of {m, v, b∗} from their

joint posterior distribution. Given a set of values for the hyperparameters, a den-

sity function is sampled at finite points of 𝜃, {𝜃1,… , 𝜃k}, from the Gaussian process

model. Repeating this many times, a sample of functions from f (.) ∣ D is obtained

and the negative-valued functions are then removed. The remaining function are used

to report estimates and pointwise credible bounds for the expert’s density, f (𝜃).

3 Imprecise Probabilities: Modelling and Modification
Issues

In this section, we briefly review the statistical literature of modelling of the impre-

cise subjective probabilities. We then present our approach to model the imprecision

which exists in the expert’s elicited probabilities. Finally, we modify the nonpara-

metric elicitation approach presented in the previous section.

Imprecise probability models are needed in many applications of probabilistic

and statistical reasoning. They have been used in the numerous scenarios such as:

∙ when there is little information for evaluating a probability (see Walley [7]);

∙ in robust Bayesian inference, to model uncertainty about a prior distribution

(see Berger [10]; Pericchi and Walley [12]);

∙ in frequentist studies of robustness, to allow imprecision in a statistical sampling

model, e.g., data from a normal distribution may be contaminated by a few outliers

or errors that come from a completely unknown distribution (see Huber [13]);

∙ to account for the ways in which people make decisions when they have indeter-

minate or ambiguous information (see Smithson [14]).

Imprecise probability is used as a generic term to cover all mathematical mod-

els which measure chance or uncertainty without sharp numerical probabilities. It

includes both qualitative and imprecise or nonadditive quantitative models. Most

probability judgements in everyday life are qualitative and involve terms such as

“probably” and “more likely than”, rather than numerical values. There is an exten-

sive amount of literature on these types of imprecise probability model.

Our main attempt here is to represent the imprecise probability stated by an expert

as precise as possible in numbers. The most relevant work has been reported by
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Walley [7], who considered bounding a probability P with upper and lower prob-

abilities, P and P respectively. Unfortunately, this still leaves the issue of how to

specify P and P with absolute precision unresolved. Additionally, the expert may

also feel that values in the centre of the interval [P,P] represent their uncertainty

more appropriately than values towards the ends of the interval.

We express the stated probability P∗(𝜃 ∈ A) as the expert’s true probability plus

an additive error, which represents the imprecision in the stated probability as

follows,

P∗(𝜃 ∈ A) = P(𝜃 ∈ A) + 𝜀, (12)

where 𝜀 ∼ N(0, 𝜏2) for some appropriate values of 𝜏
2
.

It should be noticed that normality itself can be considered as a strong assumption,

but we now no longer have absolute lower and upper limits for the true probability

P(𝜃 ∈ A). This is also more plausible for the facilitator to give greater probability

to value P(𝜃 ∈ A) closer to P∗(𝜃 ∈ A). The variance parameter 𝜏

2
now describes

the imprecision in the probability assessment, and may vary for different probability

judgements. These values could be appropriately chosen in consultation with the

expert.

Now, suppose that the expert provides k probability statements, denoted by

p∗1,… , p∗k that are imprecise and modelled as follows:

p∗i = pi + 𝜀i, i = 1,… , k, (13)

where pi’s are the expert’s true probabilities that cannot be precisely stated, and 𝜀i is

considered as a noise which has a distribution centred around zero and variance that

describes the imprecision in the probability assessment.

The noise components in (13) can be followed of either normal distribution or

uniform distribution. Oakley and O’Hagan [1] have briefly discussed the effect of

including this noise with a specific variance for each noise on the elicited expert’s

density function.

In this section, the focus is to study the impact of a uniform noise on the expert’s

density function. The uniform noise is considered as 𝜀 ∼ U(−a, a), where the length

of the interval 2a, denotes the maximum possible error that would exist in the expert’s

stated probabilities.

We consider a type of fixed interval method known as trial roulette elicitation

method originally proposed by Gore [4]. In this method, the expert is given n gaming

chips and asked to distribute them amongst k bins. The proportion of chips allocated

to a particular bin is representing her probability of 𝜃 lying in that bin, though clearly

this probability is then subject to rounding error. This approach can be attractive to

some experts, as they do not need to determine the probability statements directly,

and the distributions of chips distributed between bins gives a histogram of their

beliefs.

One element of this method is the lack of precision in the expert’s stated prob-

abilities. Suppose the expert distributes n given chips into k bins, then her stated
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probabilities must be multipliers of 1/n. If the expert selects smaller n, then she is

only able to make coarse probability assessments, so the precision will be lowered.

Another issue to be considered is to locate the bins (particularly close to the end-

points). The choice of scale can have a substantial effect on an expert’s judgements

[8] which is not further studied in this chapter.

We now modify the nonparametric elicitation method described above, by elicit-

ing the imprecise probabilities using the trial roulette scheme. The k bins considered

in this method are represented by the following intervals:

[a0, a1), [a1, a2),… , [ak−1, ak) (with the possibility of a0 = −∞ and ak = ∞). The

expert allocates ni chips to the ith bin, [ai−1, ai), with
∑k

i=1 ni = n. We define p∗i =
ni∕n to be the expert’s stated probability of 𝜃 ∈ [ai−1, ai), with p∗ = (p∗1,… , p∗k ).
These stated probabilities are usually subject to rounding errors which can be linked

to the true probabilities through (13), where the noise components can be represented

as 𝜀i ∼ U(−a, a), such that
∑k

i=1 𝜀i = 0.

The facilitator’s data consists of p∗, together with this knowledge that
∑k

i=1 𝜀i = 0,

and f (𝜃) ≥ 0 ∀𝜃. The latter constraint implies pi ≥ 0 ∀i. We are now required to com-

pute the facilitator’s posterior distribution denoted by considering these conditions:

(
∑k

i=1 𝜀i = 0, f ≥ 0).
If the expert was to provide her true probabilities p rather than her stated probabili-

ties p∗, it would be straightforward to derive the distribution of f |p, 𝛼 = (m, v, b∗), 𝜎2
.

This was discussed and presented in Sect. 2. However, it is more challenging to derive

the posterior distribution of f (𝜃)|p∗, 𝛼 = (m, v, b∗, 𝜎2),
∑k

i=1 𝜀i = 0), as H and A can-

not be computed as presented above. In this scenario, we consider 𝜀 = (𝜀1,… , 𝜀k)
as extra hyperparameters. Therefore, the following prior distribution for the new set

of hyperparameters (𝛼, 𝜀) would be considered as follows:

p(𝛼, 𝜀 ∣ Σk
i=1𝜀i = 0) ∝ v−1p(𝜎2)p(b∗)p(𝜀 ∣ Σk

i=1𝜀i = 0), (14)

where p(𝜎2), p(b∗) are the same priors presented in (5).

The main issue is to generate k random variables from U(−a, a) such that

Σk
i=1𝜀i = 0. We propose the following procedure to generate the noise components:

∙ Let 𝜉 = 1 + k−2
k

;

∙ Draw a random sample of size k from yi ∼ U(0, 1) and define xi = 2ayi − a. These

randomly variables follow U(−a, a);
∙ Let 𝜀i =

xi−x̄
𝜉

, where x̄ = 1
k
Σk
i=1xi.

The posterior distribution of (𝛼, 𝜀), after integrating out 𝜎
2
, is then given by

p(m, v, b∗, 𝜀 ∣ D) ∝ v−1|A|−
1
2 (�̂�2)−

n+d
2 p(b∗)p(𝜀) (15)

where �̂�

2 = 1
n+d−2

[a + (D + 𝜀 − H)TA−1(D + 𝜀 − H)].
To derive the expert’s density function, we are similarly required to use MCMC

to obtain samples of the hyperparameters, 𝛼 = (m, v, b∗) from their joint posterior
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distribution. Weak priors are assumed for m and v as in (4). The following proposal

distributions are chosen for the Metropolis–Hasting sampler:

mt ∣ mt−1 ∼ N(mt−1, 0.01)

log(vt) ∣ mt−1,mt, vt−1 ∼ N(log(vt−1), 0.1 × (1 + 5 × |mt − mt−1|))

log(b∗t ) ∣ b
∗
t−1 ∼ N(log(b∗t−1), 0.01).

The chain is run for 20,000 iterations and the first 10,000 runs are discarded to allow

for the burn-in period. A random density function is generated for each of the last

10,000 runs. Given a set of values for the hyperparameters, a density function is

sampled at k points of 𝜃, {𝜃1,… , 𝜃k}, from the Gaussian process model. Repeating

this will give us a sample of functions from the posterior p{f (.) ∣ D}, and estimated

and pointwise credible bounds for f (𝜃) can then be reported.

4 A Gaussian Process Model for Imprecise Probabilities

In the trial roulette elicitation scheme described above, we only addressed the pos-

sible imprecision due to rounding errors. The more fundamental problem is that

the expert does normally have the challenge of representing a feeling of uncertainty

with a numerical value. The expert usually first states a small number of probabil-

ity assessments about 𝜃. She may then wish to draw her cumulative distribution or

density function between these points. However, this would completely specify her

distribution for 𝜃 over the chosen range, but it does not seem reasonable that the facil-

itator should know her distribution in this range with no uncertainty. In particular,

if the expert’s original probabilities were imprecisely given, she might then believe

that other probabilities would represent her beliefs equally well, which would have

led to different curves being drawn.

This motivates the development of a model for imprecision in which the facilitator

will still have some uncertainty about the expert’s true density function regardless

of how many probabilities the expert provides. Therefore, there is a need to consider

correlation in the expert’s imprecision. In the case that the stated probability departs

from her true probability by some amount at a particular value of 𝜃, 𝜃0 say, a similar

deviation at values of 𝜃 close to 𝜃0 would be then expected. In this section, we present

an alternative way to model the imprecise probabilities, in which the error terms have

a different distribution and correlation structure.

Suppose that f ∗(𝜃) illustrates the expert’s reported imprecise density function.

The relationship between the f ∗(𝜃) and her true distribution f (𝜃) can be given by

f ∗(𝜃) = f (𝜃) + q(𝜃), (16)
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where q(𝜃) is an error indicating the imprecision in the expert’s probabilities; q(𝜃)
is a distortion of the expert’s true, precise probabilities that result in the imprecise

reported probabilities.

Suppose that, the stated probabilities reported by the expert are presented as

follows:

D = (P∗
B1

=
∫B1

f ∗(𝜃)d𝜃,… ,P∗
Bn

=
∫Bn

f ∗(𝜃)d𝜃,
∫
𝛩

q(𝜃)d𝜃 = 0), (17)

where P∗
Bi

is the expert’s stated probability for the ith interval, denoted by Bi, and

𝛩 =
⋃n

i=1 Bi.

We believe both the expert’s true distribution and reported distribution to be

smooth functions, and we also specify a Gaussian process distribution of q(𝜃) that

ensures that q(𝜃) will also be smooth. The variance of q(𝜃) is constructed in such a

way that it will decrease when f (𝜃) approaches 0 or 1, so that the absolute magnitude

of any imprecision error will decrease appropriately. Additionally, we condition on

this assumption that the expert’s imprecise probabilities still sum to 1. Therefore, the

error term can be modelled by a Gaussian process with zero mean and the following

covariance matrix,

Cov(q(𝜃), q(𝜙)) = 𝜎

2
2g(𝜃)g(𝜙)c2(𝜃, 𝜙).

As shown above, the facilitator’s prior distribution of f (𝜃) can be also expressed by

a Gaussian process:

f (𝜃) ∼ GP(g(𝜃), 𝜎2
1g(𝜃)g(𝜙)c1(𝜃, 𝜙)),

where g(𝜃) = N(m, v).
It can be shown that f ∗(𝜃) ∣ D ,m, v, b∗1, b

∗
2, 𝜎

2
1 , 𝜎

2
2 has a normal distribution with

E(f ∗(𝜃) ∣ 𝛼,D) = g(𝜃) + t(𝜃)TA−1{D − H}

Cov{f ∗(𝜃), f ∗(𝜙) ∣ 𝛼,D} =

𝜎

2
1{g(𝜃)g(𝜙)c(𝜃, 𝜙) − t(𝜃)TA−1

1 t(𝜙)} + 𝜎

2
2{g(𝜃)g(𝜙)c(𝜃, 𝜙) − t(𝜃)TA−1

2 t(𝜙)}

where, A = 𝜎

1A1 + 𝜎2A2, b∗i =
bi
v

, and details of calculating H, A1, A2 and t are

available in [6].

The posterior distribution of 𝛼 = (m, v, b∗1, b
∗
2, 𝜎

2
1 , 𝜎

2
2) is easily found from the

multivariate normal likelihood for D given 𝛼:

p(𝛼 ∣ D) ∝ v−1|A|−
1
2 × exp{−1

2
(D − H)TA−1(D − H)}p(𝜎2

1)p(𝜎
2
2)p(b

∗
1)p(b

∗
2), (18)

where p(𝜎2
i ) and p(b∗i ) are the same priors presented in (5).
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5 Applications in Reliability Analysis

In this section, we are going to investigate how allowing imprecision in the expert’s

probability assessments could influence the expert’s density function regardless of

its skewness to the right or left through some applications in reliability analysis. We

focus on two main prior distributions that are widely used in Bayesian analysis of

failure data: Beta distribution and Gamma distribution. The former one has been

commonly used as a prior distribution to study success/failure data, while the latter

one is the most popular conjugate prior for failure count data and failure time data.

5.1 Example: Beta Prior Distribution

In order to conduct a reliability assessment for a single item or for a system, ana-

lysts might require to obtain success/failure data. Such data is comprised of details

surrounding the component’s or system’s success or failure while performing with a

view to complete its intended function. For instance, testers may try an emergency

diesel generator to see if it will start on demand, and record whether this genera-

tor starts or not. The record of whether the launched missile system completes its

mission successfully or not is another example of such a dataset. This data can be

modelled using binomial distribution for a fixed number of tests. For this model, the

unknown parameter is the success probability, denoted by 𝜃 that must be estimated

based on the test data and experts’ knowledge.

The conjugate prior distribution for success/failure data is the beta distribution,

denoted by B(𝛼, 𝛽) and is defined as follows:

f (𝜃) = 𝛤 (𝛼 + 𝛽)
𝛤 (𝛼) + 𝛤 (𝛽)

𝜃

𝛼−1(1 − 𝛽)𝛽−1, 𝜃 ∈ [0, 1], 𝛼 > 0, 𝛽 > 0,

where 𝛼 is usually interpreted as the prior number of successful component tests

and 𝛽 as the prior number of failed component tests; and 𝛤 (.) stands for the Gamma

function.

In this example, we focus on eliciting prior distribution for 𝜃 using the nonpara-

metric prior elicitation described above and modelling the imprecision when the

expert is asked to present her probability statements with trial roulette elicitation

scheme. Without loss of generality, we suppose that the expert’s true distribution is

B(4, 2).
The trail roulette scheme is chosen to elicit the expert’s probabilities. The method

is explained to the expert and she is then asked to choose the number of bins and chips

to express her belief. Assuming that the expert has allocated her chips precisely, as

shown in Table 1, the facilitator has two sources of uncertainty about the expert’s

distribution. First, the expert has only provided four probabilities, corresponding to

the four bins. This is illustrated in Figs. 1 and 2 which show the facilitator’s point-

wise 95% intervals for the expert’s density and distribution functions (based on a
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Table 1 Stated expert’s probabilities given 20 chips and 4 bins. True probabilities are generated

from a B(4,2) distribution

Num. of chips P(𝜃 ≤ 0.4) P(0.4 ≤ 𝜃 ≤ 0.6) P(0.6 ≤ 𝜃 ≤ 0.8) P(𝜃 ≥ 0.8)
10 0.10 0.20 0.40 0.30

20 0.10 0.25 0.40 0.25

Fig. 1 The mean (dashed-point line) and pointwise 95% intervals (dashed lines) for the expert’s

density, and the true density (solid line) with uniform noise when the imprecise probabilities are

included and rounded to nearest 5% (10 chips) and 2.5% (20 chips)

sample of 4000 functions), respectively. This issue is also investigated in Oakley [9]

in details. The second source of uncertainty, which is of main interest in this paper,

is due to the rounding in the expert’s judgements. The effect of accounting for this

as discussed above is also shown in Figs. 1 and 2, where the dashed lines show the

facilitator’s pointwise 95% intervals for the expert’s density/distribution function,

the solid lines show the expert true density/distribution function, and dot-dashed

(. − .−) line illustrate the expert’s density/distribution function estimation based on

the stated probabilities. Accounting for this imprecision has resulted in a wider range

of distributions that might be consistent with the expert’s beliefs.

The facilitator’s uncertainty about the expert’s PDF (probability density func-

tion) (or CDF (cumulative distribution function) when she uses 4 bins and 20 chips

(i.e., the imprecisely stated probabilities are rounded to nearest 2.5%) to express her

beliefs is smaller than the uncertainty of the corresponding elicited PDF (CDF), cal-

culated based on 10 chips (where the probabilities stated by the expert are rounded

to nearest 5%). Therefore, a combination of a small number of bins and large number

of chips can result in fairly little uncertainty about the expert’s density. This is to be

expected: the Gaussian process model for f implies that the CDF is also a smooth

function, so observing a small number of points on the CDF should reduce uncer-

tainty substantially. In addition, it is trivial to conclude that including the noise in

the data would affect the expert’s density (see Oakley and O’Hagan [1] for another

example and relevant details).
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Fig. 2 The mean (dashed-point line) and pointwise 95% intervals (dashed lines) for the expert’s

CDF, and the true CDF (solid line) with uniform noise when the imprecise probabilities are included

and rounded to nearest 5% (10 chips) and 2.5% (20 chips)

Table 2 The posterior mean, variance and their corresponding 95% pointwise bounds of the

expert’s density function using the trial roulette elicitation scheme with different number of chips

n EL Em EU VL Vm VU EU − EL VU − VL

10 0.6938 0.7142 0.7335 0.0245 0.0310 0.0407 0.0397 0.0153

20 06836 0.6951 0.7062 0.0258 0.0302 0.0354 0.0226 0.0096

40 0.7047 0.7111 0.7173 0.0246 0.0267 0.0292 0.0126 0.0046

In other words, the approach proposed in this paper to modelling the imprecision

would help the facilitator to measure the level of his uncertainty about the expert’s

density by decreasing/increasing the number of chips and/or bins. The elicitation

task might become easier for the expert by choosing the suitable number of chips

and bins. In the following table, we have shown that if 20 chips (instead of 10 chips)

are used by the expert, then the uncertainty of the expert’s density will be decreased

by more than 50%. This rate will be more than 300%, if we use 40 chips against

10 chips. The corresponding results are given in Table 2. In this table, n stands for

the number of chips used by the expert, and Em and Vm are the mean and variance

of the expert density function obtained by fitting a Gaussian process to her stated

beliefs using the trial roulette scheme, respectively. In addition, EL and EU are the

endpoints of 95% bound around the posterior mean of the fitted Gaussian process to

the experts probabilities, and VL and VU are the endpoints of 95% bounds around the

corresponding posterior variance.

5.2 Example: Gamma Prior Distribution

A commonly used prior distribution for the mean number of failures per unit time,

and for the scale and shape parameters of the fitted distributions (e.g., exponential,
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Table 3 Stated probabilities given the combinations of chips and bins. True probabilities are gen-

erated from a G(5,1) distribution

Num. of chips P(0,2) P(2,4) P(4,6) P(6,∞)

10 0.10 0.30 0.30 0.30

20 0.05 0.30 0.35 0.30

Fig. 3 Pointwise 95% intervals for the expert’s density function (dotted lines), and the G(5,1) den-

sity function (dashed lines). Solid lines show the expert’s estimated density using the nonparametric

method

Gamma, Weibull) to model failure time data (the most commonly used data to assess

component reliability) is the gamma distribution, which is denoted by G (𝛼, 𝛽) and

presented as

f (𝜃 ∣ 𝛼, 𝛽) = 1
𝛽
𝛼

𝛤𝛼

𝜃

𝛼−1e−
𝜃

𝛽

, 𝜃 > 0, 𝛼 > 0, 𝛽 > 0.

Similar to the beta distribution example, we are interested in eliciting prior distri-

bution for 𝜃 using the above elicitation method and modelling the imprecision, when

the expert is asked to present her probability statements with trial roulette elicitation

scheme. We assume the expert’s true prior is G (5, 1). The expert allocates 10 and
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20 into 4 bins as shown in Table 3. The effect of rounding the expert’s probability

assessments for this prior is illustrated in Fig. 3, where the dotted lines show the

facilitator’s pointwise 95% intervals for the expert’s distribution function. Similar to

the beta distribution example, accounting for this imprecision has resulted in a wider

range of distributions that might be consistent with the expert’s beliefs.

We also study what such intervals would be developed, when the expert state her

true probability statements using different number of bins and chips. From Fig. 3, it

can be concluded that the facilitator’s uncertainty about the expert’s PDF will grow

by decreasing the number of chips and bins. This is simply because the expert is

forced to round her true probabilities to the nearest number using smaller number of

chips. Additionally, when we provide small number of bins, she cannot freely decide

to allocate the right number of chips in a large bin. In [9, 11] we explored a close

link between the number of chips and bins (used by expert to express her beliefs) and

the uncertainty induced by the imprecision of experts’ probabilities assessments.

6 Conclusions and Future Work

Acknowledging the imprecision in the expert’s probabilities increases the uncer-

tainty around the expert’s true density. We have considered two ways to model impre-

cise probabilities: a uniform errors model; a Gaussian process model, as

presented in (13).

We have used a very straightforward approach to implement the elicitation scheme

so called trial roulette. However, it is crucial to investigate whether or not the

trial roulette in itself is a good method for elicitation, and how it might work

for unbounded parameters, in particular, when the stated probabilities are very

imprecise.
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Early Detection of Software Reliability:
A Design Analysis

R. Selvarani and R. Bharathi

Abstract Reliability of software is the capability of itself to maintain its level of
stability under specified conditions for a specified period of time. The reliability of
software is influenced by process and product factors. Among them, the design
mechanism has a considerable impact on overall quality of the software.
A well-designed internal structure of software is a required for ensuring better
reliable. Based on this, we propose a framework for modeling the influence of
design metrics on one of the external quality factors, reliability of the software.
Here, multivariate regression analysis is applied to arrive a formal model, which is
the linear combination of weighted polynomial equations. These estimation equa-
tions are formed based on the intricate relationship between the design properties of
software system as represented by CK metric suite and the reliability.

Keywords Object-oriented ⋅ Reliability ⋅ Design metrics ⋅ Influence

1 Introduction

Reliability is one of the important characteristics of software, which can be mea-
sured quantitatively by analyzing the failure data and it is defined as “The proba-
bility of failure free operation of a computer program in a specified environment for
a specified period of time” [1]. Software reliability is generally accepted as one of
the major factors in software quality since it quantifies software failures, which can
make a powerful and critical system inoperative [2]. Mostly, the software failures
are due to poor design quality. A significant research effort has been spared to
define the reliability at design phase of SDLC. The goal of this work is to develop
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an estimation technique to estimate the reliability of object-oriented software
modules at design stage of SDLC and provides a feedback to the design architect to
improve the design. The most accepted and frequently used design metric in
object-oriented (OO) technology is CK metrics [3, 4, 5]. In this work, we have
proposed a framework for estimating the reliability at the design phase of SDLC.
A valid hypothesis is established relating the design metrics and reliability through
empirical analysis. A functional relationship is established through multivariate
regression technique for selected design metrics. With these equations, an estima-
tion model called R-MODEL is formulated based on the intricate relationship
existing between the selected set of design metrics (CK metrics) and the reliability.
The method is developed in such way that the reliability estimation as an integral
part of the software design phase.

Terminologies: IEEE standard [6] defines “Fault” is a defect, which can be the
cause of one or more failures. A fault is an error that can be fixed during design
stage. “Failure” is defined as the incapability of the system or system component to
perform a required function within specified limits. “Error” is defined as the human
negligence that results in a fault.

The chapter is organized as follows: Sect. 2 explains the background of this
research work. Secttion 3 discusses on CK metric and the NASA recommendations.
Section 4 describes the proposed framework for the estimation of software relia-
bility at the design phase. Section 5 elaborately discusses the empirical study
carried out for modeling the influence of design metrics on reliability. Section 6
explains the influence of design metrics on software reliability. Section 7 demon-
strates the R-MODEL through design metrics. Section 8 illustrates the results of
model evaluation and validation process, followed by threats to validity in Sects. 9
and 10 summarizes the conclusion.

2 Background

The software reliability prediction is an assessment of the software product based
on parameters associated with the software and its development environment [6].
Mohanta et al. [7] developed a model based on Bayesian belief network. Using the
identified design metrics they determined the reliability of a class and then the
overall system reliability is predicted based on use case reliabilities and operational
profile. Hong-Li Wu et al. [8] have proposed software reliability prediction model
built using benchmark measurement. Steinberg et al. [9] cited that the reliability
could be measured based on defect rate of the software.

A software metric based reliability models was proposed using static analysis in
[10]. Roshandel et al. [11] proposed a framework for estimating the component
reliability at the software architecture level. In this framework, initially they used
the dynamic behavior model as a basis for estimation framework, and then they
utilized view-level inconsistencies between the different architectural models to
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obtain architectural defects, since these defects are used to model the failure
behavior of the component. Peng Xu et al. [12] have provided a reliability model
for OO software considering software complexity and test effectiveness. They have
also stated that software complexity factor can be calculated during the design
phase of SDLC, thereby helping developers to design the software to meet the
required level of reliability. Norman [13] has reported that as per American Institute
of Aeronautics and the Institute of Electrical and Electronics Engineers, the relia-
bility can be predicted over all phases of the software life cycle, since early error
identification reduces the cost of error correction. Further the author mentioned that
the premise of most reliability estimation models is based on failure rate that is a
direct function of the number of faults in the program. An enhanced model to
predict reliability at early stages has been proposed in [14]. To estimate the relia-
bility, they have predicted the number of faults at various stages of development. In
this work, we refer our proposed empirical model for estimating the reliability using
weighted polynomial regression equations with appropriate mapping of design
metrics toward reliability [15].

3 Design Metrics

The internal design metrics have a strong association with the quality of the soft-
ware [16]. Many researchers [3, 4, 17–20] have clearly mentioned that CK metric
suite is the good indicator of quality factors in OO software. With this motivation,
the following selected set of CK metrics [21] are used to predict the reliability of the
software at the design phase of SDLC.

Depth of Inheritance Tree (DIT): It is the length of the longest path from a given
class to the root class in the inheritance hierarchy. The deeper a class is in the
hierarchy, the greater the number of methods it is likely to inherit, making it more
complex to predict its behavior.

Response for a class (RFC): It is a set of methods that can be potentially be
executed in response to a message received by an object of a particular class. The
larger the number of methods that can be invoked from a class, the greater the
complexity of the class.

Number of Children (NOC): It is the number of immediate subclasses subor-
dinated to a given class in the class hierarchy. The improper abstraction of the
parent class is the result of higher number of children.

Weighted Methods per class (WMC): It is the sum of complexities of methods in
a class.

Coupling between Object classes (CBO): It is a count of the number of classes to
which it is coupled. The larger the number of couples, the higher the sensitivity to
changes in other parts of the design.

The design stage of an OO software system is the vital and critical stage of
SDLC, as it dictates the quality levels of developed software [22]. To get a better
quality factor the classes have to be designed with appropriate levels of design
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complexity metrics. The careful designing of metrics will result in defect free
methods and classes, which results in a highly reliable system [15].

It is also observed that any reliability prediction model depends on the direct
function of the number of faults. Mitigating the faults can control the failure rate in
the software. The occurrence of these faults is due to improper designing of OO
software [22].

In this paper, the influence of the CK metric suite on reliability as a function of
defect proneness is being analyzed. The threshold set recommended by NASA
research laboratory [23] is considered for our analysis (Table 1).

In order to estimate the reliability with respect to the defect proneness of the
design, an empirical analysis is carried out for mapping the internal design metrics
with reliability.

4 Reliability Estimation Framework

Figure 1 is the proposed framework for reliability estimation model. Using the
UML class diagram or the equivalent Java code, the CK metric data are obtained.
Automated tools like Rational Rose, etc., can be used to get these metric data from
code artifacts. Manual method of counting is adopted when the input for the
measurement system is the class diagram. DIT, NOC and WMC can be calculated
using static class diagrams and metrics like RFC and CBO can be calculated using
dynamic sequential diagrams [22 and 15].

The empirical analysis is carried out on these metric data obtained from various
medium high-level projects from service-based industries. Table 2 depicts the data
related to empirical analysis. The influence of individual metrics on reliability is
arrived through this analysis as shown in Figs. 2 and 3. The relationship between
these selected metrics and reliability is mapped through multifunctional equations
as shown in Eq. (2). The final estimation model called R-MODEL is arrived
through the linear combination of these multifunctional estimation equations with
appropriate weighted coefficients as shown in Eq. (3).

When the CK Metric data (captured from design data) of any software developed
based on OO technology is given as input to this model, the reliability of the
software can be estimated. This is a novel approach for estimating the reliability of
the software at an early stage. This will provide a feedback on reliability for the

Table 1 NASA threshold for
CK metrics

CK metrics NASA threshold

DIT 3, Maximum 6
RFC (50, 100), Maximum 222
NOC Maximum 5
CBO 5, Maximum 24
WMC 20, Maximum 100
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software architect at the design stage. Hence the design may be modified for the
required/expected level of reliability before implementation through code [15].

5 Empirical Model

An empirical research seeks to explore, describe, predict, and explain natural, social
or cognitive phenomena by using evidence based on observation or experience [24].
Kitchenham et al. [25] have proposed preliminary guidelines for empirical research
in software engineering. In our research, the mapping between two variables viz.,
reliability and design metrics is arrived through experimental data analysis. The
data presented in relation to the defect proneness of the software at the design stage
in the research work [22] is considered here for further analysis. The empirical
analysis is carried out is based on the following hypothesis,

HR: The lower the value of design metrics the higher is the reliability.

Fig. 1 Framework for
reliability estimation
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Table 2 Empirical model

Metric N Project 1 Project 2 Mean

Bin NDC Reld Bin NDC Reld Mean value

DIT 1 58 8 96.64 128 15 97.45 97.05

2 68 14 94.12 150 26 95.59 94.85

3 29 24 89.92 91 44 92.53 91.22

4 38 50 78.99 82 95 83.87 81.43

5 29 63 73.53 80 119 79.80 76.66

6 16 71 70.17 59 72 87.78 78.97

RFC 10 68 2 99.16 89 3 99.49 99.33

30 123 4 98.32 249 9 98.47 98.40

55 27 8 96.64 98 15 97.45 97.05

70 6 11 95.38 45 23 96.10 95.74

85 5 14 94.12 48 26 95.59 94.85

100 2 16 93.28 35 28 95.25 94.26

140 3 37 84.45 22 75 87.27 85.86

160 2 64 73.11 1 117 80.14 76.62

200 2 70 70.59 2 132 77.59 74.09

NOC 0 228 0 100.0 330 0 100.0 100.00

1 3 8 96.64 175 15 97.45 97.05

2 2 20 91.60 56 37 93.72 92.66

3 2 35 85.29 12 66 88.79 87.04

4 2 59 75.21 5 102 82.68 78.95

5 1 74 68.91 11 149 74.70 71.81

CBO 1 2 4 98.32 5 7 98.81 98.57

2 3 5 97.90 4 10 98.30 98.10

4 31 7 97.06 218 7 98.81 97.94

5 20 11 95.38 20 13 97.79 96.59

8 71 19 92.02 71 37 93.72 92.87

10 30 36 84.87 109 68 88.46 86.66

15 40 47 80.25 40 88 85.06 82.66

20 30 61 74.37 112 114 80.65 77.51

24 11 76 68.07 11 144 75.55 71.81

WMC 1 9 3 98.74 9 6 98.98 98.86

5 72 5 97.90 84 11 98.13 98.02

10 67 8 96.64 167 15 97.45 97.05

20 60 12 94.96 183 22 96.26 95.61

40 20 19 92.02 45 36 93.89 92.95

60 7 30 87.39 58 59 89.98 88.69

80 1 53 77.73 50 100 83.02 80.38

100 1 70 70.59 1 132 77.59 74.09

110 1 76 68.07 1 144 75.55 71.81

Total Number of Classes (ToC): 238 Total Number of Classes (ToC): 589
N: Metric Value
Bin: Bin of classes
NDC: Number of Classes contributed to defects from the bin having metric = N
Reld: Percentage influence on reliability
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Classes with low design metric values will be fewer defects prone and defect
proneness is functionally related with reliability. The defect proneness of a class is
defined as “the possibility of occurrence of fault” and it is estimated through
heuristics and empirical analysis [17, 22].

Project I consists of 78 defective classes out of 238 classes and project II consists
of 147 defective classes out of total 589 classes. These data are adopted from the
work of Nair [22]. The details of the projects are not mentioned here as per the
Non-Disclosure agreement. The classes in these two projects are segregated and
grouped according to different CK metric values. It is assumed that the projects
were designed taking into account the NASA threshold values for each metric. And
these values are depicted in Table 2. Researchers [17, 22] proved that each CK
metric has a range of values that manifest in the design of the software.

Fig. 2 Influence of DIT, NOC, CBO on reliability

Fig. 3 Influence of WMC and RFC on reliability
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The static class diagram is used to calculate DIT, WMC and NOC metrics.
Metrics like RFC and CBO are calculated using sequential diagrams. The bin of
classes having metric value = N are manually investigated for its design properties.
The bins are dependent on the nature and the behavior of the design metrics. Then
the number of classes contributed to defects from the bin of classes having metric
value = N (NDC) is calculated [15]. Finally the percentage reliability with respect
to defect proneness (Reld) contributed by each metric is being calculated and
depicted in Table 2.

5.1 Calculation of Reld

The percentage influence of design metrics on reliability (Reld) is quantitatively
calculated based on the number of defect prone classes [15]. Hence the percentage
influence on reliability becomes a function of defect prone classes.

Percentage influence on reliability

Reld = 1− Function defect prone classesð Þ
Reld = 1− f DpCð Þ

Reld for each design metric:

Reldm = 1−
DpC
ToC

� �� �
*100, wherem ismetric ð1Þ

DpC Number of Defective Classes (Classes contributed to defects from the bin
having metric = N)

ToC Total number of classes.

For example in a project I, the total number of classes = 238, when DIT = 5, the
number of classes contributed to defects from the bin is 63. Substituting these
values in Eq. (1), we get Reldm1 = 73.5%, where m1 is DIT.

Similarly, for each value of design metric the percentage influence on reliability
is calculated.

6 Influence of Design Metrics on Reliability

It is observed that the influence of DIT on reliability is in the range of 91–78%
when DIT varies from 3 to 6. It is clear that the DIT and the influence factor on
reliability are inversely proportional. Hence it is hypothesized that the classes with
high DIT value will have more defects and hence the reliability is reduced.
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From the Table 2, it is observed that the reliability is high when NOC is less.
When NOC is 1, reliability is 97%, and decreases to 78% when NOC is 4. The
Table 2 shows the empirical results related to CBO on reliability. It is observed that
when CBO is 15, the percentage influence on reliability is 82 and it becomes 77
when CBO equals to 20. It is evident that when CBO increases, the reliability of
software decreases. The relationship curves for these three metrics are presented in
Fig. 2.

It is observed from the Table 2, that when RFC was 100, the percentage
influence on reliability is 94 and when RFC is increased to 120, it becomes 85.
When RFC is high, the defect prone classes are more and hence the reliability will
be low. Table 2 depicts that, reliability is high when WMC is less. When WMC is
20, the percentage influence on reliability is 95 and when WMC is increased to 40,
reliability becomes 92. Figure 3 shows the relationship curve for these two metrics
on reliability.

Hence it is hypothesized that low values of design metrics will result in high
reliability.

7 R-MODEL Estimation

Based on the above discussions it is evident that there exist a functional relationship
among the design quality metrics and software reliability. A successful model for
the functional relationship between them is generated through polynomial regres-
sion analysis where the set of equations fit into the data distribution between them.
Thereby, a significant relationship between the reliability (dependent variable) and
design metrics (independent variables) is established.

The regression models are fitted using the method of least squares. Symbols α, β,
γ, φ, Ψ in the functional estimation equations represent the independent variables
such as DIT, RFC, NOC, CBO and WMC respectively. The functional estimation
equations are presented in Eq. (2). Rα means Reliability due to DIT.

Rα =0.4128α3 − 4.3814α2 + 8.4709α+92.496

Rβ = − 0.0006β2 − 0.0178β+99.936

Rγ = − 0.6388γ2 − 2.5456γ +100.14

Rϕ = − 0.0026ϕ2 − 1.15316ϕ+100.99

Rψ = − 0.0013ψ2 − 0.1037ψ +98.641

ð2Þ

The above equations are best-fit functions for the set of selected design metrics.
From the functional mapping between these two parameters it is observed that if the
design complexity increases the reliability will be reduced because of the increase
in defect prone classes. The above formal model Eq. (2) calculates the influence
factor as shown in Table 3. R-DIT, R-RFC, R-NOC, R-CBO, R-WMC are the
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reliability factor which are defined as the percentage influence of the individual
design metrics on reliability.

Three different modules of a commercial Java projects are selected for this
analysis. Because of NDA, the details of the industry and data are not provided in
this paper. Table 3 depicts the associated design metrics in different modules, and
simultaneously depicts the computed data for reliability and Table 4 gives a
summary statistics of input variables.

From Table 3, it is observed that when DIT is low, R-DIT is high. The value
ranges from 83.49 to 97.04. Similarly R-RFC varies from 96.88 to 99.91 for the
RFC values 1 to 58 respectively. For NOC values 0 and 1, R-NOC varies from
96.95 to 100. The influence of CBO (R-CBO) is high when CBO is 2 and low when
CBO is 19. The value of R-WMC is 95.07, when WMC is 1 and for 30 the value of
R-WMC is 92.83. All these influences support our hypothesis HR.

From these discussions it is observed that, on an average the influence of each
metric on reliability as a function of defect proneness is almost equal and varying
from 88.3 to 99.4 as shown in Table 3. Consequently we assume that the weighted
contribution of each selected metric on reliability is approximately 0.2 on unit scale.

R-DIT, R-RFC, R-NOC, R-CBO, R-WMC- → Percentage influence of DIT,
RFC, NOC, CBO and WMC respectively on Reliability.

Class-Rel—Class Reliability
Theweighted contribution of eachmetric on unit scale is arrived through statistical

analysis. The concerned design metrics are distributed with weights 0.2 for all met-
rics. These weighted parameters demonstrate the relative significance of each design
metric on reliability. Based on this analysis, the reliability index (RI) is derived as,

Table 4 Statistics of Input Variables- A summary

Project No of modules Variable Mean Std. dev. Min Max

I 25 DIT 2.48 1.16 1 4
RFC 14 16.24 0 61
NOC 0.08 0.2768 0 1
CBO 10.64 5.415 2 19
WMC 8.6 7.88 1 30

II 20 DIT 1.65 0.745 1 3
RFC 18.55 18.409 1 60
NOC 0.05 0.2236 0 1
CBO 15.4 5.335 7 25
WMC 10.15 9.178 1 31

III 11 DIT 3.55 1.54 1 6
RFC 10.8 6.75 1 19
NOC 19.82 11.91 4 35
CBO 0.27 0.47 0 1
WMC 7.455 4.525 1 15
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RI= f DIT, RFC,NOC,CBO,WMCð Þ
= fðα, β, γ,φ,ΨÞ

RI =0.19
1
n

� �
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n
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� �
∑
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ð3Þ

Class-Reliability (Class-Rel) is arrived through the R-MODEL and the results
are depicted in Table 3. These are the RI of the selected projects. These estimated
values of reliability will provide a feedback to the design architect for improvising
the design before implementation.

8 Model Evaluation and Validation

For evaluating and validating our model three different commercial C++ and Java
projects are selected. The Table 4 summarizes statistics of the input variables.

These three different modules are tested using software testing tools and the
reliability is estimated at industry. This estimated reliability at industry is compared
with our estimated reliability using R-MODEL as shown in Fig. 4.

Fig. 4 Model evaluation and validation
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A comparison of R-MODEL with industry data is shown in Table 5.

9 Threats to Validity

9.1 Internal Validity

This study was conducted practically on large number of classes from various
service projects, which are wide enough to support our findings. It is anticipated
that these projects displayed the maximum probable reliability nature in these
analysis. If the reliability assessment pattern appeared out of these classes is not
sufficient enough or any noticeable fault that might usually repeat for unknown
reasons in the modules, may call for a threat to validity in generalizing this method.

From the theoretical approach, it is observed that each metric has a defined
relationship with reliability. The internal threat could be the interdependencies of
each metric, however the studies conducted over the set of software tend to relieve
this. It demonstrates a normal dependency. Therefore the threat to internal validity
remains least.

In this study we engaged a team of engineers have similar experience and
training. This avoids maturity level threat.

9.2 External Validity

There could be threat, that considered projects may not be fully object oriented. It
can be avoided by careful inspection on design patterns. The considered projects are
commercial projects only. If the projects are in a specialized area, then there will be
a major effect, it is presumed. This threat requires dealing with projects of same
application only.

10 Conclusions

In this chapter, we have discussed a data-driven approach for estimation of relia-
bility index for the classes at the design phase of SDLC. This framework computes
the reliability index taking into account, a set of selected design complexity metrics

Table 5 R-MODEL performance–a comparison

Modules R-MODEL (1) Industry data (2) Difference between 1 and 2

1 92.6471 91.4237 1.2234
2 92.2974 90.9763 1.3211
3 91.5545 89.7589 1.7956
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represented by the CK metrics, which in turn can be termed as the influence of the
metric suit on reliability. Through empirical analysis, we have established the
validity of hypotheses and subsequently we developed a formal model called
R-MODEL through the multivariate regression analysis, which is capable of
computing the reliability index of different modules of a project. This model was
evaluated and found to be fairly matching with the industrial data. The early
detection of this quality factor in a software system will effectively support in
creating cost effective better quality software. This sort of analytical methods can be
incorporated into futuristic autonomic design scenario.
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Using System Dynamics for Agile Cloud
Systems Simulation Modelling

Olumide Akerele

Abstract Cloud Systems Simulation Modelling (CSSM) combines three different
topic areas in software engineering, apparent in its constituting keywords: cloud
system, simulation and modelling. Literally, it involves the simulation of various
units of a cloud system—functioning as a holistic body. CSSM addresses various
drawbacks of physical modelling of cloud systems, such as time of setup, cost of
setup and expertise required. Simulation of cloud systems to explore potential cloud
system options for ‘smarter’ managerial and technical decision-making help to
significantly eradicate waste of resources that would otherwise be required for
physically exploring cloud system behaviours. This chapter provides an in-depth
overview of System Dynamics, the most widely adopted implementation of CSSM.
This chapter provides an in-depth background to CSSM and its applicability in
cloud software engineering—providing a case for the apt suitability of System
Dynamics in investigating cloud software projects. It discusses the components of
System Dynamic models in CSSM, data sources for effectively calibrating System
Dynamic models, role of empirical studies in System Dynamics for CSSM, and the
various methods of assessing the credibility of System Dynamic models in CSSM.

Keywords Cloud computing ⋅ System dynamics ⋅ Simulation models

1 Introduction

Cloud computing provides a model for delivering information technology services,
using resources that are accessed from the Internet via web-based tools and
applications, rather than a traditional connection to an onsite server. An electronic
device is granted access to information, provided it has access to the web—this is
facilitated by cloud computing. The complete embodiment of the various inherent
functional units to facilitate this, their interactivity and their structure is referred to
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as a Cloud System. The simulation of such systems—involving its design, mod-
elling and calibration—is referred to as Cloud Systems Simulation Modelling
(CSSM).

CSSM combines three different topic areas in software engineering, apparent in
its constituting keywords: cloud system, simulation and modelling. Each of the
keywords is defined individually and put together to originate the definition of
CSSM in this paper.

A model is the theory of behaviour representing the workability of all or parts of
an actual system of interest, incorporating its salient features [1]. Evolving the
definition of a model, a simulation model is the numerical evaluation of the pro-
totype of a system of interest, with the aim of predicting the performance of the
system in the real world. Simulation models impersonate the operation of a real
system. Typically, simulation models are dynamic in nature and are used to
demonstrate a proof of concept [2]. Developing a basic simulation model involves
the identification of three main elements: components of the modelled system,
dynamic interaction between the parts of the modelled system and the nature of the
system inputs [3].

CSSM combines the unique capabilities and characteristics of cloud system,
simulation and modelling to model a cloud system of interest and study the
behavioural evolution of such modelled process systems. As such, CSSM provides
a great platform for conducting experiments to test various hypotheses in cloud
software engineering domain. A diagram of CSSM as a method of experimentation
on a cloud system model is shown in Fig. 1.

The second cadre in Fig. 1 shows that experiments in cloud systems can be
conducted in two ways: formal experimentation and cloud system model experi-
mentation. Formal experiments involve conducting experiments in a controlled
environment to test the validity of a hypothesis. Software engineering researchers

Fig. 1 Methods of Studying
Cloud Systems
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claim it is more desirable to investigate hypotheses in software projects by con-
ducting formal experiments, as this reduces many validity concerns [4]. However,
the implementation of formal experiments is limited by cost, time and other
potential risks associated with empirical investigation of scientific hypotheses,
particularly when dealing with; real complex and large projects [5, 6].

Weiss [7] confirms “… in software engineering, it is remarkably easy to propose
a hypothesis and remarkably difficult to test them”. For this reason, it is useful to
seek other methods for testing software engineering hypothesis.

Experimentation on the system model plays a critical role in situations where
formal experimentation on the actual system of interest is not achievable. The
model of the developed cloud system may be a physical model, or more popularly,
a mathematical model [8, 9]. A physical model involves building the physical
prototype of the system to be investigated. Mathematical models on the other hand,
represent software systems using logical and quantitative relationships which can
then be applied to investigate various software system hypotheses.

Mathematical models applied in analytic solutions are used for static model
representation, where simple relationships and quantities are adopted. However,
this is not suitable for complex and dynamic cloud systems. CSSM addresses this
concern by numerically evaluating cloud system models to determine how infor-
mation inputs affect their output metrics of interest to answer various research
questions in the cloud software engineering domain.

Simulation modelling was first applied in software engineering research by
Abdel–Hamid [10] for his PhD, in which he adopted System Dynamics [11] in the
investigation of various waterfall software projects related problems. This study
revealed simulation models as a ground breaking methodology in software engi-
neering and hundreds of publications have spiralled up since then, reporting
research results on various problem domains of software engineering. As at 2012,
Zhang et al. [12] collated various publications on simulation modelling spanning
over 21 problem domains in software engineering.

As mentioned, CSSM is an apt substitute for formal experiments, particularly
when the cloud system cost, time of design and setup, and system controllability are
of essence. Armbrust emphasized on the cost advantage of CSSM, stating

To get statistically significant results, a high number of experimental subjects is preferred.
In addition to the costs for these subjects, the costs for experimental setup, conduction and
subsequent data analysis must be considered. The enormous costs of experimentation have
been noticed by other sciences years ago. Consequently, simulations were developed to
save some of these costs [12].

By acting as a sandbox for carrying out various experiments without any ram-
ifications, CSSM provides a more practical approach for investigating cloud system
hypotheses when risks are high, and logistics of experimental setup are a challenge
[13–15]. This makes CSSM suitable for investigating high risk process changes in
cloud systems, and also for investigating the efficiency of new technologies.
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2 Techniques of CSSM

The choice of CSSM technique adopted is dependent on the objective of the
modeller, as well as the nature of the system to be investigated [16]. Of all the
aforementioned CSSM techniques, continuous simulation, discrete-event simula-
tion, and hybrid simulation are the three adopted techniques in software engi-
neering. The majority of the other listed techniques are used solely for laboratory
research and educational training [12].

System dynamic models a complex system using feedback loops and causal
diagrams to monitor the system response continuously based on a unique set of
equations. Discrete-event simulation technique on the other hand models the
workability of a complex system as a discrete sequence of well-defined events.
Hybrid simulation combines the characteristics of both continuous simulation and
discrete-event simulation.

This paper focuses on the application of System Dynamics in CSSM. The next
section provides in-depth details of System Dynamics and its application in CSSM.

3 Rationalization for Simulation Modelling
in Investigating Cloud Software Project Problems

The effectiveness of various cloud software project factors lack uniformity across
various software project environments due to the complex nature of cloud software
projects [17]. The development and delivery of management systems consists of
interactions and interdependencies that make it difficult to neither fully neither
understand nor predict the behaviour of cloud software systems and practices.
Abdel-Hamid [18] emphasizes on this major problem in predicting the output of
software projects, particularly using empirical human analysis

Software development processes and organizations are complex and it is therefore often
hard to predict how changes made to some part of the process or organization will affect
other parts and the outcome of the process as a whole …. In addition, like many processes,
software processes can contain multiple feedback loops…. The complexity that results from
these effects and their interactions make it almost impossible for human (mental) analysis to
predict the consequences.

Further to Agarwal’s statement, Zhang [12] also professes that “… software
development is a highly complex, human-centered endeavour, which involves
many uncertain factors in the course of the development process.”

These statements suggest that cloud software projects are multi-faceted with
various dynamic, complex and interrelated factors interacting in a continuous
manner and creating revolving loops within software projects. As such, an over-
looked variable in a cloud software project system may have a knock-on effect on
other factors, leading to variations in the performance of factors of interest and
consequently on the project performance. Such variations could be the thin line
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between the definition of the success or failure of software projects. Madachy [11]
describes over 200 factors that affect the outcome of software projects.

A pragmatic example of a variable with dynamic and causal effects in cloud
software project performance is the refactoring of a project test suite. This example
is expressed diagrammatically in Fig. 2.

Figure 2 shows that as a cloud software project matures and automated accep-
tance test cases increase in direct proportion to the functionalities developed, the
test suite complexity, brittleness, as well as coupling among the test cases increases.
This leads to increasing ambiguity and brittleness in the test cases, leading to a
gradual degradation in the design of the test suite known as test smell [19]. This is a
depiction of poor code quality. The resulting test smell has been suggested in the
literature to increase the build time required to run the acceptance test suite due to
the ensuing increase in the redundancy of automated test cases [19].

Further to that, a cloud software project with poor test code quality is less
maintainable and will require considerably more effort to introduce changes into it
as a project matures when more functionalities are developed [19]. Both build time
and the effort to make changes increase the project cost as they inhibit the progress
of development. However, after refactoring of the test suite, a practice designed to
improve the non-functional qualities of software, there is a significant drop in the
test suite maintenance effort due to the improved design of the test scripts [19, 20].
Refactoring of course comes at a cost of extra project effort.

refactoring

project progress

test code ambiguity
and brittleness

test smell

build time

effort to make
changes

+

+
+

-

project cost

+ +
+

code quality

-

+

Legend: + denotes increasing effect; - denotes reducing effect 

Fig. 2 Dynamic effects of code refactoring in cloud software development project
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This example corroborates the understanding that every event has a cause which
is itself a result of another cause, as exemplified by Sterman [21] using a popular
micro-economics analogy

Inventory is too high because sales unexpectedly fell. Sales fell because the competitors
lowered their price. The competitors lowered their price because … [21].

Investigating such complexity in cloud software project systems cannot be
convincingly carried out with empirical techniques; hence, the need for cloud
software project simulation modelling.

Furthermore, iterative and incremental approach of cloud software projects
requires development teams to continuously develop software features incremen-
tally and iteratively, which oftentimes builds up schedule pressure in the team when
there is continuous accumulation of developed but undelivered features [22].
Hammond [22] summarized this occurrence

While Agile speeds software design and development, it doesn’t do much to speed up
release and deployment—creating a flash point where frequent releases collide with slower
release practices.

As a result, agile cloud software projects are particularly more vulnerable to
schedule pressure, making the complexity of such systems even more pronounced
and consequently exposing such systems to more project performance variations.
Such queuing problems are more effectively dealt with using software method-
ologies such as Kanban and Lean which focus on Just-in Time (JIT) task
scheduling.

Glaiel et al. [23] also claimed that schedule pressure is more prevalent in agile
cloud based projects as a result of the short iterations of software delivery at the end
of iterations, frequently interrupting the flow of continuity in development—com-
pared to waterfall projects where such interruption only occurs once due to its big
bang delivery approach. This view also strongly shared by Oorschot [24]. When
these schedule pressure inducing forces described combine together, significantly
inhibiting the productivity of the team, the complex effects of schedule pressure
manifests in continuous delivery projects.

Empirical studies suggest teams cut down on the planned and standardized team
development practices such as code reviews and agile practices that generally
require extra effort to implement so as to boost their perceived productivity [25].
They take the shortest possible means to complete tasks so as to try and catch up
with the lost work. In many cases, though the compromise of these standard
practices may initially boost the productivity of the team, they end up increasing the
defects discovered in the system and the required rework effort to fix these extra
defects will come back to eventually reduce the productivity of the team.

The representation of the complexity of occurrences like schedule pressure and
various other factors within software processes can only be effectively achieved
using simulation modelling. Without simulation modelling, researchers will be
forced to study software project systems as simple systems, ignoring the consid-
eration of many underlying critical factors. As such, simulation modelling provides
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an evaluation platform for software process researchers to investigate modelled
cloud software process systems—accounting for every interrelationship between
the system variables and capturing all the behavioural intricacies in a way that is
unachievable using any other empirical methods.

Finally, simulation modelling enables the full control of all the model variables
in a cloud software delivery project. As such, ‘noise’ from unwanted variables
during model experimentation could be obliterated by turning the variable off.
Without this capability, it would be impracticable to effectively achieve the goals of
cloud software project delivery research. Controlling perplexing or extraneous
variables using empirical approaches such as formal experiments are very hard to
achieve. This makes simulation modelling the most ideal choice to conduct similar
studies in cloud software delivery projects.

3.1 Why System Dynamics?

As mentioned, three simulation techniques are in practical use: System dynamics
(continuous simulation), discrete-event simulation and hybrid simulation. Evalu-
ating the suitability and effectiveness of the three techniques, System Dynamics is
deemed the most apt in agile cloud software projects for the reasons discussed in
this section.

One major problem in agile cloud software projects is that the portrayal of the
causes and effects of occurrences in software projects is hazy and the input and
output of software project components are disproportional [26]. Also, the reaction
to project manager’s decisions is extremely time dependent, time-lagged and
nonlinear in software projects [26]. There is a crucial need for support to represent
and understand the underlying reasons why cloud software project systems behave
the way they do. Perry et al. [27] summarized this concern elaborately in software
engineering:

… Software engineering research has failed to produce the deep models and analytical tools
that are common in other sciences. The situation indicates a serious problem with research
and practice in software engineering. We don’t know the fundamental mechanisms that
drive the costs and benefits of software tools and methods. Without this information, we
can’t tell whether we are basing our actions on faulty assumptions, evaluating new methods
properly, or inadvertently focusing on low-payoff improvements. In fact, unless we
understand the specific factors that cause tools and methods to be more or less
cost-effective, the development and use of a particular technology will essentially be a
random act.

System Dynamics addresses these concerns to justify its apt suitability for
solving various cloud software project problems. Using its unique feedback loops,
dynamic and nonlinear behaviours can be effectively represented and revealed. The
use of System Dynamics helps to explore the complex dynamic consequences of
various agile-based policies not achievable by any other simulation techniques [28].
This is because it facilitates the representation of the system as an integrative
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feedback system. Through the causal and feedback loops, System Dynamics helps
to observe how the structural changes in one section of the modelled system may
impact the holistic behaviour of the system.

Additionally, System Dynamics designs the cloud software project variables in
the model as simultaneous activities, a capability not provided by other simulation
techniques. This capability is vital in agile cloud software projects, particularly in
scenarios where the continuous changes in various project variables need to be
concurrently observed as the simulated project evolved.

Finally, as cloud software projects do not primarily focus on the individual
activities and flow of the work processes, but rather on the quality of the work
product in each activity, it will be wrong to model each process activity as a
discrete-event; hence, the inappropriateness of discrete-event modelling technique.
Observations of the continuous changes in the system are highly relevant in
determining critical variables in the cloud software project system, particularly in
determining the estimated schedule pressure.

4 System Dynamics

To understand the applicability of System Dynamics in software engineering
research, systems thinking—the essence of system dynamics—is first explained.

4.1 Systems Thinking

Systems thinking is the knowledge of how the components of a system interact
together to impact the behaviour of the holistic system is an area of particular
interest [29]. In this context, a system refers to the combination of various parts
organized for a specific purpose.

Systems thinking approach focuses on the practical knowledge of the (complex)
interrelationships between the entire parts of a system, as against observation to
understand the ways the parts function individually [30]. Daellenbach [31] suc-
cinctly describes systems thinking as a way of thinking in which “… all things and
events, and the experience of them, are parts of larger wholes … this gave rise to a
new way of thinking—systems thinking”. Systems thinking is further robustly
defined as “a conceptual framework with a body of knowledge and tools to identify
wide-spread interactions, feedback, and recurring structures” [11].

Drawn from various fields such as philosophy, sociology and organizational
theory, systems thinking approach enables full system analysis and uncovers the
majority of surprising and counter-intuitive outcomes of system behaviours com-
pared to the simple and ‘superficial’ revelations of a basic cause-effect analysis.
Such in-depth uncovering of the complex interrelationship in a system facilitates
responsible decision making.
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Systems thinking is based on four major concepts [11]:

• Thinking in circles and understanding that causes and effects are bidirectional.
• Envisaging system behaviour as a cause of elements within.
• Dynamic thinking rather than tactical thinking of interrelationships in the project

system.
• A correlational versus operational orientation in investigating how effects

actually do come to place.

4.2 System Dynamics Paradigm

System Dynamics is the computerized simulation execution of systems thinking in
which all the state variables change continuously with time, as all the cause–effect
relationships are modelled using continuous quantities. Madachy [11] further
describes it as “a methodology to implement systems thinking and leverage learning
effort”.

The System Dynamics paradigm was developed in 1961 by systems engineer Jay
Forrester, who applied it in management science [1, 32]. System dynamics enables
the development of computer models representing complex systems and exploring
various scenarios of the developed models to observe the overall system behaviour
over time. Customarily, simulating such complex systems yields counter-intuitive
behaviours that will normally not be revealed using static cause–effect analysis
models that do not incorporate systems thinking. Sterman [33] describes the ver-
satile applicability of system dynamics to any kind of active systems notable with
mutual interaction, information feedback and interdependence.

Variables in System Dynamic models use mathematical equations to symbolize
the various relationships among the model factors. This in fact facilitates the
simulation capability of system dynamic models. A System Dynamic model has a
nonlinear mathematical structure of first-order differential equations expressed as

y′ðtÞ= f ðy,mÞ

where y′ represents vector of levels, f is a nonlinear function and m is a set of
parameters.

Vensim is a free popular System Dynamics tool and has been adopted in pre-
vious studies in solving Software Engineering issues, including cloud software
project issues [34, 15, 35]. It has the full capability to design System Dynamic
models, and effectively run simulations over a specified period of time. In addition,
it has the discrete-event modelling capability of introducing stochastic random
behaviour into the model components.
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4.2.1 Components of a System Dynamic Model

There are four major components of a system dynamic model: level, rate, auxiliary,
source and sink. It is necessary to describe each of these components of to enable
the understanding and interpretation of the developed System Dynamic models.

Level

Level, also known as stock, is the state variable that accumulates continuously
within the simulation lifecycle. The terminology “level” was adopted to depict the
accumulation of a variable over time, just as in the case of accumulation of liquid in
a container over time. In general, a level provides information that forms the basis
of decision making in System Dynamic models. The quantitative value of the level
is the accumulation or the integration of the rate or inflow over a period of time. It is
represented symbolically as a tub as shown in Fig. 3. Examples of levels in soft-
ware projects include defects detected and fixed, expended project effort, project
size, programmer experience [35].

Rate

Rate, also known as flow, is an action that directly changes the value accumulated in
the level, positively or negatively. An inflow into a level increases the value of the
level while an outflow reduces the value of the level. Usually, rates are functions of
auxiliaries, constants and levels. It is represented by a stylized valve as seen in
Fig. 4. For example, the productivity of the team is the rate impacting the size (in
value) of developed software. Rates are referred to as control variables, as they are
directly responsible for the value of levels in the system dynamic model. As such,
rates represent the activities in a dynamic system.

Auxiliaries

Auxiliaries are variables formulated by the algebraic combination and computation
of one or more information units. Usually, these information units are other vari-
ables and constants in the system. Typical examples include of auxiliaries include:
defect density (function of defects detected and project size) and project progress
(function of work completed and work remaining).

Source and Sink

The source and sink in a System Dynamic model represents a limitless exogenous
supply and the repository of the rate respectively. They are exogenous in the sense

level/stock
Fig. 3 Level

rate

Fig. 4 Rate
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that they exist out of the model boundaries. Typical examples of software project
source and sink are employee talent pool and employee attrition respectively.
Sources and sinks are represented by a cloud symbol as shown in Fig. 5.

4.2.2 Components of a System Dynamic Model

An open-loop system is a system where the output is impacted by the input but not
otherwise [30]. Consequently, the output does not have any effect on the input.
Such systems neither receive nor give anything to the environment. The existence
of actual open-loop systems in reality has been debated, with Daellenbach [31]
arguing that the concept of an entirely open loop is theoretical and non-existent. He
claims that systems have interactions with their environment, no matter how small
the interaction is.

Conversely, a closed-loop system is identified as having the output influenced by
its previous results, as it receives and/or supplies to its environment [31, 36]. As a
result, the previous behaviour of a closed-loop system has an impact on the future
behaviour of the same. Figures 6 and 7 represent the structure of an open and closed
system.

Fig. 5 Source and sink

Fig. 6 An open-loop system

Fig. 7 A closed loop system
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The main significance of closed loops is that they cause dynamic
counter-intuitive behaviour in systems. System Dynamics approach adopts closed
loops, assuming that all systems consist of numerous closed-loop feedback and
nonlinear effects.

4.2.3 Modelling and Simulation

The components of a system dynamics form the basic construct for developing a
system dynamic model. Figure 8 represents a generic system dynamics structure.
The basic structure consists of a stock and two rates portraying the two bidirectional
flows for effectively accumulating and draining the stock.

The stock in Fig. 8 above retains the value of the inflow minus the outflow.
Mathematically,

Stock t2ð Þ= ∫
t2

t1

½inflowðsÞ− outflowðsÞ�ds+ Stockðt1Þ,

where t2 and t1 represent different times, and t2 = t1 + 1 time step.
The derivative of the change in the stock is represented by the following

differential equation which all stocks are made of

∂

∂t
stockð Þ= inflowðt2Þ− outflowðt2Þ

4.2.4 Causal Diagram and Feedback Loops

The primary step in developing a System Dynamic model is the identification of the
exogenous and endogenous factors within the system and defining the interrela-
tionships among the identified variables [30, 37]. Using arrows and the polarity
signs, modellers describe the direction of the impact of one variable on the other
and the nature of the impact respectively. A positive sign indicates a reinforcing
effect while a negative sign indicates an abating effect. This graphical representation
of such systems is known as causal diagrams and feedback loops [38].

Tvedt and Collofello [39] refer to the feedback loop as the “most powerful”
feature of System Dynamics. Richardson (1991) also recognizes the central role of
causal diagrams and feedback loops, describing them as the “heart” of system
dynamics. A positive loop, also called a reinforcing loop, reinforces the initial
reaction in the system. In other words, a positive loop amplifies the discrepancy

Stock
inflow outflow

Fig. 8 Generic flow process
in system dynamics
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between a desired state and the future state of the system. Hence, positive loops are
generally known to cause instability in a system and are undesirable. A negative
loop or a balancing loop on the other hand counteracts the initial reaction in the
system [30], i.e. it reduces the disparity between the desired state and future state of
a system.

This high level graphical structure of causal and feedback loops, also called
Qualitative System Dynamics, enhances a first glance understanding of complex
systems [36]. Inter-connected feedback loops in a model often yield results that are
counter-intuitive to what is reasonably expected when these loops are observed in
isolation. At the model development stage, causal diagrams and feedback loops
play two crucial roles: first, they help the modeller transform their underlying
hypothesis into an elementary sketch. Secondly, they give a quick, reflective and
effective overview a system to the stakeholders.

5 Data Sources

The effectiveness of a System Dynamic model to produce real-life results depends
on the quality of the data sources used in the model development. The major
sources of data for CSSM findings are from formal experiments, case studies,
interviews and surveys [11, 34, 17]. In addition to this, data for System Dynamic
model development can also be got from expert’s subjective discernment and
metrics from archived projects or estimates from personnel involved in the archived
project [14].

6 Credibility of a Cloud Systems Simulation Model Using
System Dynamics

The credibility of a simulation model relies on the success of a thorough verification
and validation process [30, 36]. The purpose of model verification is to examine if
the developed conceptual model accurately represents the structure of the real
system while model validation examines if the accurately developed conceptual
model correctly reflects the behaviour of the real system. They evaluate the “rep-
resentativeness” and “usefulness” of the developed model [1]. Forrester [30]
describes this process as a way of “establishing confidence in the soundness and
usefulness of a model”.

The verification and validation processes are critical in the development of
meaningful cloud system models, as the model findings and conclusions are entirely
dependent on the rightness of the qualitative and quantitative formulated assump-
tions underlying the structure of the model. If the fundamental assumptions used in
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the model development are wrong, all conclusions resulting from the simulation
model will be misleading.

6.1 Cloud System Simulation Model Verification

A cloud system model structure is regarded as the driver of the system behaviour;
thus, the critical need to ensure accuracy of the conceptual model structure (Harrell
et al. [2]). Model verification establishes if the conceptual model structure accu-
rately represents the system being studied. Generally, this process also involves
model debugging to detect and correct any data errors in the model. This process is
also popularly referred to as structural validation [30], Perceived Representative-
ness of Models—(PROM) [40] and internal validity [31].

6.2 Cloud System Sımulatıon Model Valıdatıon

As mentioned, the validation phase tests the behavioural output of a simulation
model is capable of behaving like the real modelled system [30]. It is also referred
to as behavioural validity [2], Analytical Policy of Quality Insights—(AQ) [40] and
external validation [31]. Various methods of testing the behavioural validity as
suggested by Harrell et al. [2] are highlighted:

• Model comparison with an actual system.
• Testing for face validity by getting feedback from experienced and knowl-

edgeable experts in the field on the reasonableness of the model behaviour.
• Evaluating model with historical data.
• Comparison with similar models.
• Testing extreme conditions.

6.3 Model and Actual Data Correlation for Validation
Satisfaction

Researchers suggest that it is philosophically impossible to truly validate a model,
adjudging that a simulation model can either be invalidated, i.e. shown to be wrong,
or fail to be invalidated [31] Box and Draper [41] also stated “… that all models are
wrong; the practical question is how wrong do they have to be to not be useful”.
This consensus was also summarized by Forrester regarding System Dynamic
model validation, stating:
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There is no way to prove validity of a theory that purports to represent behaviour in the real
world. One can achieve only a degree of confidence in a model that is a compromise
between adequacy and the time and cost of further improvement [42].

When the simulation output of a cloud system model is compared with that of a
real system to test for validity, the level of mimicry needed to ‘validate’ a model is
not standard. A ‘perfect’ correlation or exactness in the behavioural patterns of both
the observed data and the simulation data is unachievable (Harrell et al. [2]). The
main purpose of a simulation model is to examine “that the model’s output beha-
viour has sufficient accuracy” for the model’s intended purpose over the domain of
model’s intended applicability [43].

As such, a ‘comforting’ level of correlation between the simulation model and
actual system output is the expectation for mode validation.

According to Daellenbach [31]: “what is or is not a close enough approximation
is largely a question of judgement … it depends on the precision needed in the
system being developed”. Thus, the ‘comforting’ level of correlation required is
dependent on the degree of precision needed by the modeller.

7 Conclusions

This chapter has provided a comprehensive overview and applicability of CSSM as
a research methodology paradigm in software engineering projects—focusing on
the apt suitability of System Dynamics for investigating cloud software project
related issues. System Dynamics, being the most suitable CSSM technique for
many discussed reasons was zoomed upon, explaining the major components and
notations in system dynamic models used in software engineering. This chapter also
discusses the data sources for calibrating System Dynamic models. Finally, the
various methods chosen for assessing the credibility of the CSSM were analyzed
and discussed.
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Software Process Simulation Modelling
for Agile Cloud Software Development
Projects: Techniques and Applications

Olumide Akerele

Abstract Software Process Simulation Modelling has gained recognition in the
recent years in addressing a variety of cloud software project development, software
risk management and cloud software project management issues. Using Software
Process Simulation Modelling, the investigator draws up real-world problems to
address in the software domain, and then a simulation approach is used to develop
as-is/to-be models—where the models are calibrated using credible empirical data.
The simulation outcome of such cloud system project models provide an economic
way of predicting implications of various decisions, helping to make with effective
and prudent decision-making through the process. This chapter provides an over-
view of Software Process Simulation Modelling and the present issues it addresses
as well as the motivation for its being—particularly related to agile cloud software
projects. This chapter also discusses its techniques of implementation, as well as its
applications in solving real-world problems.

Keywords Software process ⋅ System dynamics ⋅ Simulation models

1 Introduction

Software Process Simulation Modelling (SPSM) synergizes three different areas of
expertise in software engineering, presented in the constituting keywords: software
process, simulation and modelling. Each of the keywords is initially described to
gain the full understanding of SPSM.

Sommerville [1] describes software processes—both plan-driven and agile—as
structured activities identified to complete the development of software products.
Paulk [2] gives a more representative description and defines software processes as
“a set of activities, methods, practices, and transformations that people use to
develop and maintain software and the associated products”. Software processes
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occur from the inception of a software project when project requirements are dis-
cussed up until maintenance activities of the software. Standard software processes
in software engineering include requirement specification, design, testing, inspec-
tions, deployment, etc. [3].

A model is the ‘theory of behaviour’ representing the workability of all or parts
of an actual system, incorporating the salient features of the system [4]. It is the
physical representation of a real-life system, possessing the significant character-
istics of the system of interest.

Evolving the definition of a model, a simulation model is the numerical evalu-
ation of the prototype of a system of interest, with the aim of predicting the
performance of the system in real world [5]. It involves the impersonation of the
operation of a real system. Typically, simulation models are dynamic in nature and
are used to demonstrate a proof of concept [5]. Developing a basic simulation
model involves the identification of three main elements: components of the
modelled system, dynamic interaction between the parts of the modelled system and
the nature of the system inputs [6].

SPSM combines the domains of ‘software processes’, ‘simulation’ and ‘mod-
elling’ to produce software process models and study the behavioural evolution of
the modelled systems [7]. Over the past decade, SPSM has grown and made a
significant contribution in research of software engineering projects [8, 9].

SPSM was first applied in software engineering research by Abdel–Hamid for
his PhD thesis [10], in which he adopted system dynamics in the investigation of
various project policies and study the dynamics of waterfall software projects. This
study revealed SPSM as a ground-breaking methodology in software engineering
and hundreds of publications have spiralled up since then, reporting results on
critical aspects of software engineering [7]. As at 2012, these publications span over
21 problem domains in software engineering, including agile software engineering,
software evolution, requirements engineering, software evolution, etc. [11]. A trend
analysis of most publications of in software project research using process simu-
lation showed that the common simulation outputs are based on project duration,
software quality and project cost (effort) and project size [11].

SPSM presents the simulated software development process in its currently
implemented architecture (as-is) or in a proposed planned architecture for the future
(to-be) [7]. Unlike static models, software process simulation models are executable
and allow the behavioural description of the model elements. The modeller has the
capability to make alterations to the model components and the inter-relationships
between the model components give the system modeller the privilege of fully
exploring the investigated system.

As mentioned, SPSM is a perfect substitute for experimentation on physical
software process systems, particularly when project cost, time and controllability
are constrained [12]. Munch and Armbrust commented on the cost advantage of
SPSM:

To get statistically significant results, a high number of experimental subjects are preferred.
In addition to the costs for these subjects, the costs for experimental setup, conduction and
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subsequent data analysis must be considered. The enormous costs of experimentation have
been noticed by other sciences years ago. Consequently, simulations were developed to
save some of these costs [12].

By acting as a sandbox for carrying out various experiments without any ram-
ifications, SPSM provides a more practical approach for investigating software
process hypothesis when risks are high, and logistics of experimental setup are a
challenge. This makes SPSM suitable for investigating high risk process changes in
software projects and also for investigating efficiency of new technologies [7, 12].

Although SPSM is a totally unique methodology, it is not an independently
functional approach. The successful implementation of SPSM relies heavily on
empirical studies. The major empirical research techniques in software engineering
and the role of empirical studies in SPSM are hereby discussed.

2 Empirical Studies in Software Engineering

Empirical studies in software engineering are useful in examining various ideas,
usually with the objective of investigating an unknown [13]. They are used in the
comparison of what researchers observe to what they believe in, by examining the
validity of a hypothesis via observation, either directly or indirectly ([13]. While
empirical studies hardly give repeatable results, they yield evidence of causal
relationships in specific settings. The investigator collates relevant qualitative
and/or quantitative experimental data results and performs essential analysis on the
data to derive answers to the research questions. Based on this results analysis, the
investigator accepts or rejects the formulated hypothesis. In essence, measurement
plays a vital role in empirical software engineering.

2.1 Empirical Approaches in Software Engineering

Empirical studies are broadly classified into qualitative and quantitative research
methods, depending on the nature of data and purpose of the study [14]. In software
engineering, the three main approaches of empirical studies are formal experiment,
case study and survey [15].

2.1.1 Formal Experiment

A formal experiment uses statistical methods to test the validity of a hypothesis in a
controlled and manageable environment [12]. In a formal experiment, one or more
conditions—referred to as the independent variables—are altered to investigate
their impact on one or more dependent variables. The data group observed after the
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intentional variable alteration is referred to as the experimental group while the data
group observed prior to the independent variable alteration is referred to as the
control group [15].

The formulated hypothesis—a pre-condition for an experimental approach—
determines the relevant variables to be altered and observed in the experiment.
A statistically significant result from the experiment should be sufficient to reject or
be unable to reject the formulated hypothesis.

Formal experiments facilitate the full controllability of the system variables;
hence, experimental results are highly replicable. However, to get a statistically
significant result, a high number of subjects is required for a formal experiment; this
may be significantly expensive. Also, the experimental setup and data analysis costs
are deterrents to adopting formal experiments in software engineering [12].

2.1.2 Case Studies

A case study is the systematic description and analysis of a single case or a number
of cases [16]. Yin [17] describes case study as an empirical inquiry that investigates
a contemporary phenomenon within its real-life context, especially when the
boundaries between phenomenon and context are not clearly evident [17].

Usually, multiple case studies are preferable over single case studies in software
engineering so as to reduce the risk of misinterpretation and also to improve the
generalisation and robustness of the research conclusions [18]. Although case
studies are usually qualitative in nature, they may contain quantitative elements.
Case studies are functional in addressing causal complexities, fostering new
hypothesis and generally achieve high construct validity.

Case studies are useful in situations with multiple variables of interest, several
sources of evidence and rich contexts with relatively high effectiveness in
answering the ‘how’ and ‘why’ questions of research questions. Case studies have
the benefit of not incurring the scaling problems associated with the formal
experiments [16]. Also, the cost of carrying out case studies is relatively low due to
the completion of the examined case.

A major downside of case studies is the lowness in the confidence and gener-
alisation in the cause–effect relationships between investigated factors and results
[18]. Case studies also involve a number of systematic techniques (i.e. data col-
lection techniques, data analysis and data reporting) which may be challenging to
efficiently put into practice [16]. Furthermore, case studies do not yield statistically
significant results due to the small sample size of the examined project(s).

2.1.3 Survey

Survey is a retrospective research method in which data is collected from a broad
population of individuals [12]. Generally, data is got from a target population in a
structured format using questionnaires, interviews, telephoning, etc. Surveys are
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ideal for large number of variables with sample sizes—and also rely heavily on the
extensive use of statistics for results analysis [19].

Surveys in software engineering are used to identify the target audience’s
reaction to tools, practices and new technologies in software engineering [19]. They
are also effective in examining particular trends and investigating relationships
between real-life processes. The key strength of surveys is the generalisation of the
results to several projects and their relative ease of being understood and analysed.

A major disadvantage of surveys is that the researcher does not have control over
the variables, due to their retrospective nature of its approach; consequently, there is
low degree of certainty in the actual cause of an event. Also, bias of respondents
could lead to inaccurate results and conclusion. Additionally, the development of
rich, well-structured and detailed questionnaires could be extremely
time-consuming.

Irrespective of the empirical study approach used, empirical research follows a
sequence of five activities [13]:

• Formulating a hypothesis.
• Observing the situation of interest.
• Documenting data from observations.
• Data analysis.
• Conclusion got from analysed data.

Despite the popularity of adopting empirical studies in software engineering, it is
reported to have had limited success compared to other fields [13]. Perry et al.
commented:

… Empirical studies would still fail to have the impact they have had in other fields. This is
because there is a gap between the studies we actually do and the goals we want those
studies to achieve [13].

A major reason for this limitation is their inability to represent the full mecha-
nism of the complexity of software projects [20]. It remains difficult to understand
and study the underlying causes and effects of various occurrences in projects. This
is the major contribution of SPSM in software engineering: to provide a pragmatic
effective approach of carrying out research of software processes without the lim-
itations of empirical techniques.

2.2 Role of Empirical Studies in Software Process
Simulation Modelling

Empirical findings, as well as experience from real practices and processes are
needed to effectively calibrate variables in SPSM; on the other hand, the model
simulation results are also used to design and analyse real-life experiments [12]. In
other words, the simulation input variables are obtained by observing a real project
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system while the simulation output variables are obtained by observing the real
system from the simulation experiment [21].

This ‘symbiotic’ relationship suggests that although the use of SPSM results in
empirical studies is optional, the incorporation of empirical results in SPSM is
essential and mandatory for to achieve realistic results. Armbrust avowed the
criticality of empirical studies in software process simulation modelling:

One of the key problems of simulation is to create accurate models reflecting real world
behaviour for specific contexts. Correctly mapping the real world to the model, executing
the simulation, and mapping the results back to the real world is crucial to the success of the
modelling and simulation effort. Integrating empirical knowledge into simulation is an
important approach to achieve this goal, because it allows for the creation of a better image
of the real world and a closer connection of real and virtual world… [22].

The trueness and credibility of a developed simulation model output is entirely
dependent on the quality of the empirical data used for its structural development
and parameterization [23]. If the empirical data input is floored, the simulation
results will not replicate that of a real system [24]. On the other hand, high quality

SPSM, the most popular source of reported empirical data used in model
development is from formal experiment [20].

3 Agile Delivery of Cloud Projects

3.1 Rationale for Agile Development

Agile cloud software delivery practices advocate a unique set of practices for teams
to achieve fluency in the frequent delivery of good quality software. Literally,
software is part of the human day-to-day living, from embedded systems in wrist
watches to critical health systems, from financial systems to social media appli-
cations, from word editing applications to road traffic systems. In 2014, the global
market software revenue was estimated to be $321 billion, with over 17 million
developers in the world [25]. Despite this success and pervasiveness of software
systems, the development process has not been without severe challenges.

About 50 years ago, the term ‘software crisis’ was coined to portray the software
industry’s incapacity to provide customers with high quality software, developed
within budget and on schedule [24]. Many software projects were called ‘death
march’ projects as customers watched powerlessly how their software projects sank
into the sea of failure [26]. Gibbs [27] claimed the average software development
project overshot its schedule by half, with larger projects generally performing
worse. He further suggested that three quarters of all large systems were ‘operating
failures’ that did not function as intended. Sommerville [1] also faulted the per-
formance of software projects, asserting that the majority of software failures were
as a result of software failing to meet the user expectations. All the projects
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referenced by these authors had something in common: they were developed using
the waterfall methodology [25].

The waterfall methodology is a rigid and sequential development process with
strong emphasis on upfront design, requirements freeze and intensive planning. In
waterfall projects, project advancement is measured in accordance to progression in
the phases of the development process, as against the actual value of work com-
pleted. Accordingly, a change was needed to introduce a more adaptable devel-
opment methodology, designed to improve the performance of software projects
and cut down the project failure rate.

Between the 11th and 13th of February 2001, a group of 17 software consultants
who referred to themselves as ‘organisational anarchists’ came together to address
these fundamental software project issues and ended up proposing the agile soft-
ware development methodology, a radical change to the popular waterfall
methodology.

Agile software development adopts an incremental, iterative, adaptive, emergent
and self-organising approach to developing software, with huge emphasis on sat-
isfying customers by continuously welcoming requirements and delivering good
quality software. At the end of this meeting, these software consultants signed the
agile manifesto, enlisting the four core values of agile software development [28]:

• Individuals and interactions over processes and tools.
• Working software over comprehensive documentation.
• Customer collaboration over contract negotiation.
• Responding to change over following a plan.

Further to this, 12 principles to guide the implementation of agile software
development were also agreed by these consultants. Over the years, various agile
methodologies such as eXtreme Programming (XP), Scrum, Dynamic Systems
Development Method (DSDM), Lean and Kanban have been originated with the
ultimate goal of creating better software, all based on the fundamental values
described in the agile manifesto. Results from a survey among 4000 software
practitioners conducted to estimate the prevalence of agile software development
adoption in the industry showed that over 84% of the respondents practised agile
software development at their organisations [29].

The main difference between agile software development and the heavily
structured waterfall methodology is that agile teams rely on the tacit knowledge
possessed by their responsive teams, compared to waterfall project teams who
stringently follow the step-by-step activities as specified in their full up-front
documented plans. Although agile software development projects are prone to
mistakes that could be discoverable during upfront planning in waterfall projects,
waterfall projects bear the risk of severe cost if sudden changes in customer
requirements occur, making their comprehensive and totally reliant upfront plans
very expensive to update or completely antiquated [26, 30].
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3.2 Agile Delivery Practices

Agile cloud software delivery practices advocate a unique set of practices for teams
to achieve fluency in the frequent delivery of good quality software. These major
practices include test automation, configuration management, continuous integra-
tion, deployment automation and DevOps. Figure 1 shows a cadre of delivery
processes and their associated practices.

Figure 1 shows three different levels of software delivery, in an increasing order
of automation level. Each delivery level adopts the practices of the preceding level
in addition to its own practices. The practices at the bottom Agile delivery layer are
typical of agile cloud software development projects such as the agile practices like
pair programming test driven development, refactoring, iterative development
approach, etc. These practices act as prerequisites to the other two paradigms above
the agile movement layer.

The middle layer, continuous delivery, builds on the fundamental agile delivery
approaches, proposing a generic set of practices including test automation, con-
figuration management, continuous integration, deployment automation and
DevOps to act as the backbone for the successful adoption of continuous delivery.

The subtle difference between continuous deployment and continuous delivery is
in manual authorization for automatic deployment: while continuous delivery
requires manual authorization to automatically deploy the latest version of a soft-
ware into the customer’s production environment after satisfactorily passing all
associated tests, every successful build of the latest version of developed software is

Fig. 1 Agile cloud software project delivery practices
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automatically deployed without any human intervention in the case of continuous
deployment.

4 Application of Software Process Simulation Modelling

SPSM is deployed for a number of uses in software development. Kellner et al. [7]
classified the purposes of SPSM under six categories: strategic management,
planning, control and operational management, process improvement and tech-
nology adoption, understanding, and training and learning. Zhang [11] further
classified ten various purposes of SPSM into three areas: cognitive level, tactical
and strategic levels. The purposes and applications of SPSM adoption have been
classified under four major clusters in this chapter as shown in Fig. 2.

4.1 Strategic and Risk Management

SPSM is vital in key strategic decision-making to reduce or confer potential
software project risks [31]. SPSM has been usefully deployed in supporting
high level decision-making by project managers in taking the right directions during
a software project. Software project management use SPSM to simulate and
compare results of various scenarios, basing their decisions on the most favourable

SPSM

Performance 
analyis and 

process 
improvement

Learning and 
training

Strategic and risk 
management

Planning and 
control 

Fig. 2 Purposes of SPSM
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results [23]. SPSM is applied in strategic and risk management in answering
questions like: “What degree of reuse should be present in the developed system?”;
“What software components are better developed offshore?” [9]; “What impact will
hiring graduate programmers instead of experienced programmers have on the
schedule of the software project?” [8]; “Is ‘team A’ in location ‘A’ better suited for
the development task than ‘team B’ in location ‘B’?” [9]; “Is the project better
outsourced or developed in-house?” [23].

4.2 Planning and Control

This is the commonest purpose of SPSM adoption [7]. SPSM is effectively used as
a planning and control tool due to its effectiveness and precision in project
scheduling and cost estimations [8, 11] It facilitates ‘responsible decision making’
as against managerial decision-making based on intuition [32]. As a planning and
control tool, SPSM can answer critical questions like: “How long will the project
take?” [8]; “What is the estimated project cost (in manpower)?” [31]; “How much
personnel will be required for project completion?” [11, 23]; “How much impact
will it have on the project if the developers are split across two simultaneous
projects? [23]”; “How many developers will be needed to complete project ‘A’ in
7 months?” [23], etc.

4.3 Performance Analysis and Process Improvement

SPSM can be used to answer various questions relating to the investigation of the
effectiveness of proposed improvement processes and practices; thus, acting as a
handy tool for policymakers in introducing changes in their organisations [33]. It
can be effectively used to ‘pilot’ changes in software processes before they are
actually incorporated into the organisation and decisions could be made based on
the impact of the various changes on the relevant project success metrics, usually
the project cost, quality and schedule. The impact of changes to be investigated on
project performance could be the effect of adopting new tools and technology, new
‘quality improvement’ practices, employing project manager with certain skills, etc.

Furthermore, SPSM is effective in supporting and moving organisations across
all levels of the capability maturity levels, particularly helping organisations
achieve capability maturity levels 4 and 5 via process definition and analysis,
quantitative process management and continuous process improvement [23]. SPSM
could be used to answer several questions like: “What is the impact on project
schedule of testing software products in the ‘cloud’ compared to testing software
products] on-site?” [33] “How cost effective is peer review?” [34, 35] “Does using
tools for test automation improve software quality compared to manual testing?”
[31], etc.
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4.4 Experimental Learning and Training

Demonstrating software evolution for learning purposes to project stakeholders via
simulations is a major application of SPSM, particularly when ideas cannot be
demonstrated in real life due to cost or environmental constraints [7, 11]. Process
flow of granulated activities within the software project system is also better
explained, represented and understood using SPSM. The visual dynamic compo-
nent representations enhance learning and also encourage exploration of the model.

Furthermore, SPSM can play the role of ‘management flight simulator’—an
analogy of the use of flight simulators by trainee pilots [24]. As such, SPSM can be
used to demonstrate the impact of carrying out various decisions on the success of
software projects to management project manager trainees. A popular lesson
demonstrated is “adding people to a late project makes it later”, first demonstrated
by Brookes [36]. Demonstrating the failure of a project under such condition for
example to project manager trainees is cheap, achievable and very insightful. New
modellers are also encouraged to get quick hands-on experience, as SPSM requires
little or no programming knowledge.

Although the model variable components utilise mathematical equations for
simulations, they do not always require complex mathematical models. This makes
SPSM relatively easy to use without any major learning or training [5]. SPSM can
be used to demonstrate responses to questions like: “What will be difference in
impact of adding five extra developers towards the end of development and adding
them when the project is half done? [9]”; “How can the project be executed to be
completed with two programmers in three months?” [23].

5 Techniques of Software Process Simulation Modelling

The choice of SPSM technique adopted is dependent on the aim and objective of
the modeller, as well as the nature of the system to be investigated [7]. Primarily,
SPSM is categorised based on three major criteria shown in Fig. 3.

SPSM can be either broadly classified as stochastic or deterministic in nature.
Deterministic models adopt single values for the system variables and are executed
only once. The model variable parameters are pre-determined due to high level of
confidence in the sole value of the variable. On the other hand, stochastic simulation
models execute the simulations over a defined number of times, using randomised
parameters from a defined probability distribution for the simulated model variables
[37]. Stochastic models are crucial in software projects for representing variables
with high tendency of inconsistency across various environments, such as software
project defect rate, productivity, attrition rate, etc.

Secondarily, SPSM may also be categorised as static or dynamic depending on
the time-related nature of the system variables [38]. Static models are not time
based and are inexecutable. They fundamentally reflect the snapshot of a system at
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a particular point in time. Conversely, dynamic models are time based, as the model
state variables change over time. They are fully executable.

The third level of categorization of SPSM is based on the event handling
approach of the model. Simulation techniques under this category include System
Dynamics(Continuous simulation), Discrete-Event simulation, Hybrid simulation,
Agent-Based Simulation (ABS), Role Playing Game Cognitive Map, Mode Driven
Process Support Environments, Knowledge Based Systems and Multi-Agent Sys-
tems [39].

Of all these techniques, System Dynamics, Discrete Event simulation and
Hybrid simulation are the three most popular and adopted techniques in software
engineering; majority of the other listed techniques are used use solely for labo-
ratory research and educational training [11]. A comprehensive systematic literature
review also confirms that System Dynamics, Discrete Event and Hybrid simulation
techniques are the most adopted SPSM paradigms [34, 35].

The next section briefly discusses the three common types of SPSM: System
Dynamics, Discrete-Event and Hybrid simulation techniques.

5.1 System Dynamics

System Dynamics models a complex system using feedback loops and causal
diagrams to monitor the system response continuously based on a unique set of
equations. It facilitates the visualisation of the complex inter-relationship between
variables in a software project system and runs simulations to study how complex
project systems behave over time.

The System Dynamics paradigm was founded in 1961 by systems engineer
Jay Forrester, where it was applied in management science [40]. However,
System Dynamics was never applied in solving software project issues until

Fig. 3 SPSM techniques
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Abdel–Hamid’s work in his PhD dissertation where system dynamics was used to
study project dynamics and solve software project related issues [10]. A more
detailed description and understanding of System Dynamics can be sought in [23].

More details on System Dynamics could be found in [5, 32].

5.2 Discrete-Event Simulation

Discrete-Event simulation technique on the other hand models the workability of a
complex system as a discrete sequence of well-defined events. In Discrete-Event
simulation models, the state of the system changes in response to the occurrence of
specific events at discrete points in time [5]. Discrete-Event models have the
capability to represent process structures and mechanisms to coordinate activities
and convey work products while mainly focusing on the flow of discrete entities.
Discrete-Event simulation models track individual events; unlike System Dynamics
models where individual events are not tracked, focusing on system behavioural
pattern. During time intervals in Discrete-Event simulation, the system state vari-
ables are constant.

Activities in Discrete-Event simulation models are represented in sequence, with
the completion of each preceding activity triggering the commencement of the
succeeding activity. Due to state changes only occurring following certain events,
Discrete-Event simulation is useful in simulating detailed and fine-grained pro-
cesses [32].

Models are calibrated with the actual unit of time of the real system. The
simulation clock displays the time of the trigger of the next event during simulation
run. Simulation runs are completed when there are no more events to occur or when
the remaining duration falls short of the clock time.

A major benefit of Discrete-Event situation is its ability to develop stochastic
models and effectively execute Monte Carlo simulations. In some cases, knowledge
of programming is essential for the development of Discrete-Event simulation
models.

5.2.1 Components and Terminologies

The major terms and components of a discrete event simulation model are the
following:

1. System: Comprises of various substantial components called entities.
2. Activities: Points where there is change in action on the entities for a period of

time. This may be designed using a probability distribution.
3. System State: The entirety of attributes or state variables describing the entities

of the system.
4. Queues: Points where the model entities wait for an uncertain amount of time
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5. Entities: Are tangible temporary or permanent elements that are acted on in
activities and stay in queues.

6. Simulation Clock: An allocated variable in the model displaying the actual
value of simulated time.

7. Event: An immediate incidence in time that usually alters the state of the
system. The sequence of these events provides the dynamics of the simulation
model.

8. Event list: Chronologically arranged list of events.
9. Report generator: Usually a subprogram in the model that calculates the

approximations of the desired level of performance and generates a report when
the simulation is completed.

10. Event routine: Usually a subprogram that updates system state of the model at
the trigger of a specific event.

11. Random number generator: This is the pseudorandom number generator in the
model to generate various kinds of random numbers from a determined prob-
ability distribution for the simulation model.

12. Timing routine: A subprogram that identifies the next event and fastens the
simulation clock to the time its occurrence.

13. Main programme: A subprogram that summons the timing routing.

To execute the main programme, the simulation clock of the model is initialized
to 0. This is followed by the initialization of the cumulative statistics to 0 and
defining the initial system state, i.e. either queue empty or idle server. The occur-
rence time of the first arrival is then generated and placed in the event list,
chronologically sorted. Following this, the ‘next event’ on the event list is then
selected and the simulation clock advances to the time of this ‘next event’ and
executes the event. If all the events on the event list have been executed, the
simulation is concluded and a report is generated. If there are still events remaining,
simulation returns to the ‘next event stage’.

The most widely described Discrete-Event simulation scenario is in a bank
system. In this case, Discrete-Event simulation can be used to resolve queuing
problems such as determining the number of cashiers needed to serve a certain
number of customers, based on the frequency of customers’ arrival and average
duration of the service required. These variables, duration of service and average
frequency of customers are the randomised variables from a probabilistic distri-
bution in the model. The recognisable entities in the system are customer ‘queue’
and ‘cashiers’. Major events it the system are customer ‘arrivals’ and ‘departures’.
The system states are the ‘number of customers’ in the queue and the ‘status’ of the
cashier, i.e. busy or idle.

5.2.2 Discrete-Event Simulation Model Development Procedure

Generally, the highlighted sequential steps below are necessary to build a running
discrete-event simulation model.
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• Identifying the system components, including all the activities of the system.
• Identifying the activities with queues.
• Mapping the activities to their essential entities.
• Deciding the queue discipline in the system. Examples of these are FIFO,

Stochastic Fair Queuing (SFQ), Random Early Detection (RED), etc.
• Deciding the destination of entities on completion of activity.

5.3 Hybrid Simulation

Hybrid SPSM came into light in the 90 s due to the need to study and evaluate
process dynamics at the micro and macro levels [7]. Although Hybrid simulation
refers to the combination of two or more types of simulation techniques, it primarily
refers to the combination of System Dynamics and Discrete-Event simulation
paradigms in software process modelling. As such, Hybrid simulation technique in
this chapter is a fusion of Discrete-Event simulation and System Dynamics.

The Hybrid SPSM paradigm designs cloud software project systems as discrete
sequential units and executes them in a continuously changing environment [5].
Hybrid simulation models utilise the capabilities of both Discrete-Event and System
Dynamics to model systems that are neither fully discrete nor continuous. The main
idea behind the Hybrid process modelling technique is to breakdown discrete events
into numerous iterations so as to capture the continuous changes of the model
within one discrete activity.

The continuous simulation capability captures the dynamicity of the system
environment while the Discrete-Event simulation feature captures the defined
process steps. Table 1 below shows the summarised characteristics of both
Discrete-Event simulation technique and System Dynamics.

Harrel et al. [5] describes three types of interactions that can exist between
continuously changing and discretely changing variables in a simulation model:

• A continuous state variable may be influenced by the discrete change caused by
a discrete event.

• The relationship administering a continuous state variable may be influenced by
a discrete event.

• A discrete event may occur or be programmed as a result of a continuous state
variable reaching its threshold value.

A more detailed description of Hybrid simulation technique could be found in
[5, 32].
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6 Sensitivity Analysis

Sensitivity Analysis, also known as what-if analysis is a technique used to observe
the change in the behaviour of a system following the introduction of some
uncertainty into the inputs of the simulated system. It is applied to test the
robustness of a simulation model, check for model system errors and most
importantly to facilitate system exploration to further understand the relationship
between system variables.

In SPSM, uncertainty is introduced to the basic assumptions in the primary
model so as to determine the impact of such uncertainties on the performance model
variable outputs of interest [41]. As a result, a model is described as being ‘sen-
sitive’ if an intentionally introduced change in a model results in a significant
change in the performance variable output of interest.

Essentially, sensitivity analyses are a critical technique in SPSM research due to
their pivotal role in model exploration. Fiacco [42] comments on the relevance of
sensitivity analysis:

…sensitivity and stability analysis should be an integral part of any solution methodology.
The status of a solution cannot be understood without such information. This has been well
recognised since the inception of scientific inquiry and has been explicitly addressed from
the beginning of mathematics. [42].

In CSSM experimentation, sensitivity analysis is generally applied to further
investigate the relationship between key variables so as to answer research ques-
tions of interest, usually after successful simulation model validation. There are four
sequential steps in effectively conducting sensitivity analysis in SPSM:

Table 1 Comparison of discrete-event models and system dynamics

Discrete event simulation System dynamics

Runs faster; this is because the simulation
time can be advanced to next event

Activities occurring in parallel can be
represented and simulated simultaneously

Efficiently models process steps of a
system activity

Facilitates the efficient update of continuously
changing variables; not sole event times as in
discrete event simulation

Ability to represent queues Representation of complex inter-relationships
among system components using feedback loops

The model entities have their distinct
attributes

Captures the full dynamics of a system

Activity duration can be randomised;
making room for uncertainty

Programming knowledge not essential

Enables the representation of the
interdependence of activities in software
projects

Graphical system presentation facilitates a
one-glance high level understanding of causal
effects of a system

Low level of information aggregation with
sufficient process details

High level information aggregation
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• Identifying the variable inputs that will be perturbed and alter the values as
required. Probability functions may be used.

• Identifying the output variables of interest for conducting regression analysis.
Ideally, the output variable is related to the problem solved by the model.

• Running the simulation.
• Analysing the impact of the perturbation on the model output parameters.

There are four main types of sensitivity analysis in SPSM, depending on the
objectives of the modeller: numerical sensitivity analysis, behavioural sensitivity
analysis, structural sensitivity analysis and policy sensitivity analysis [23].
Numerical sensitivity analysis being concerned with the sensitivity of the model
output variables of interest to an introduced parameter change in the model is the
most popular sensitivity analysis technique used in SPSM research.

7 Literature Review

A historical note on the simulation of software projects is dated back to 1984 when
Abdel–Hamid [10] applied system dynamics in solving software project related
problems in his PhD thesis. Specifically, the author used system dynamics to solve
software project staffing problems and demonstrate how system dynamics can be
used to pilot various personnel staffing policies and determine the effect of these
policies on software project performance. Simulation modelling was not applied to
incremental software projects until 1998 when Collofello et al. [43] investigated the
impact of unit testing on incremental software projects. Kuppuswami et al. [44] are
credited with the first study on the application of SPSM in investigating the
effectiveness of the 12 major XP practices in agile software projects. Strikingly,
these three milestones in the application of simulation modelling to agile software
projects are characterised by the use of system dynamics as the SPSM technique.

Other discovered studies based on the adoption of SPSM in agile development
research using SPSM include studies on staff attrition [45], requirement volatility
[46–48] task related parameters [49], iteration length [50], schedule pressure [51],
Kanban and Scrum effectiveness [52] automation [53] and agile process [54] These
studies are however not reported in this chapter as they do not specifically inves-
tigate any of the agile practices of interest.

8 Conclusions

SPSM has gained significant attention in the agile software development industry—
mainly due to its economic edge of investigating the impact of major decisions on
the success factors of cloud projects. This hinges on the prowess of conducting
simulations on the evolution of project systems to envisage the impact of various
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actions on the key performance indicators of software projects. In the recent years
in addressing a variety of cloud software project development, software risk
management and cloud software project management issues. This chapter gives an
extensive overview of SPSM and the problems it solves in the agile software
development industry. This chapter also converses the various implementation
techniques of SPSM in agile cloud software projects and its real-life application
areas.
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Adoption of a Legacy Network
Management Protocol for Virtualisation

Kiran Voderhobli

Abstract Virtualisation is one of the key concepts that allows for abstraction of
hardware and software resources on the cloud. Virtualisation has been employed for
all aspects of cloud computing including big data processing. There have been
arguments based on recent research that indicate that computational efficiency could
be more efficient via virtualisation compared to their physical counterparts. A data
centre not only represents physical resources but also the collection of virtualised
entities that in essence, form virtual networks. Methods to monitor these virtual
entities for attributes such as network traffic, performance, sustainability, etc.,
usually tend to be deployed on ad hoc basis. Understanding the network related
attributes of virtualised entities on the cloud will help take critical decisions on
management activities such as timing, selection and migration of virtual machines
(VMs). In corporate physical data networks, it could have been achieved using four
of the network management functional areas, i.e., performance management, con-
figuration management, accounting management and fault management. This
chapter discusses, with examples, at how network management principles could be
contextualised with virtualisation on the cloud. In particular, the discussion will be
centred on the application of Simple Network Management Protocol (SNMP) for
gathering behavioural statistics from each virtualised entity.

Keywords Network management ⋅ Virtualisation ⋅ Performance monitoring ⋅
SNMP ⋅ Cloud computing ⋅ Traffic characteristics ⋅ QoS

K. Voderhobli (✉)
School of Computing, Creative Technologies and Engineering,
Leeds Beckett University, Leeds, UK
e-mail: K.Voderhobli@leedsbeckett.ac.uk

© Springer International Publishing AG 2017
A. Hosseinian-Far et al. (eds.), Strategic Engineering for Cloud Computing
and Big Data Analytics, DOI 10.1007/978-3-319-52491-7_8

141



1 Introduction

With the increase in cloud computing paradigm, as a basis for utility computing
there is heavy reliance on resource sharing using virtualisation. Virtualisation is the
underpinning concept that allows for abstraction of resources between various users
(or subscribers) on an ad hoc basis. Virtualisation technologies have evolved
rapidly in the recent years to represent more than just mere containers for operating
systems. Today, the concept of virtualisation also includes virtualised network
hardware, for example in the form of Infrastructure as a Service (IaaS). Modern
businesses are moving away from hardware proliferation in favour of subscribing
cloud-based virtual hardware. Hardware proliferation is expensive, difficult to
manage and problematic to scale when demands change. One of the features of
cloud computing is “on-demand-self-service” [1]. This allows businesses to
increase or decrease access to virtualised entities based on ever-changing require-
ments and at a reduced cost. In most cases, cloud-based services are handled in the
same way as in traditional systems in terms of usability.

Irrespective of which variant or adaptation of cloud computing model an
organisation adopts, there is always a clear requirement to be able to account and
manage the virtualised entities. As with all IT systems, cloud infrastructures need to
be managed in such a way that the end users are shielded from the intricacies of
management. The challenge facing modern network managers is ensuring that the
virtualised entities are managed in the same way as real entities whilst recognising
that the logical resources exist in a virtual plane. There is a need to manage both the
physical resources and virtualised instances hosted by them. Furthermore, a network
manager might need to collect network behavioural data from virtualised entities
with the intent of feeding such data into decision-making—such as when to migrate a
Virtual Machine (VM) and choosing the conditions that warrant migration.

Cloud computing involves deployment and use of large scale distributed
resources. Given that modern distributed networks are error prone, the activities that
encompass cloud management need to take a proactive approach rather than
“fire-fighting”. This is essential to ensure there are no issues with service avail-
ability to end users.

One of the problems facing modern network managers is with regard to
employing typical “rule-book” de facto network management skills to cloud-based
resources and applications. There is a dilemma on how to contextualise traditional
LAN-based network management activities to large scale distributed and virtual
entities. This chapter discusses how an established network management protocol
could be employed in cloud-based contexts. The discussion revolves around the
possibility of porting Simple Network Management Protocol (SNMP) to manage
virtualised entities like virtual machines (VMs) and virtual routers (VR). This
chapter provides an insight into current trends in using SNMP for virtualisation on
the cloud. It highlights different perspectives, propositions, ideas and models put
forward by the researching community and aims to give the reader a view on using
SNMP network management techniques for cloud infrastructures.
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2 Traditional Approach to Network Management Using
SNMP

The issue with many of the standardised networking protocols founded in the era of
TCP/IP is that they have not caught up with technological developments. Many
protocols that were used as “stop-gap” interim solutions had been rolled out due to
adoption by networking communities. This is also true with SNMP (and CMIP)
which was standardised a few decades ago and designed for management of LANs.
Corporate LANs were mostly contained locally and hence were easier to manage. In
addition, legacy networks were created based on best-effort service, which is no
longer the case for cloud-based networking that demand guarantee of delivery and
low latency [2]. Management of entry/exit points, users and applications was easy.
SNMP was never designed for the scale of computing, convergence and distributed
nature we are dealing with today. In traditional organisational LANs, a network
manager monitors a set of nodes and devices using a management station. The
management station is able to poll devices for specific information on its network
attributes. On receiving a manager’s query, a process on an end device responds to
the query. The management platform is able to process these results and present the
network manager with useful results that helps to act upon changing network
conditions or adverse events.

The SNMP protocol was first defined in RFC1213 to enable management of all
networked devices [3]. SNMP follows a client/server approach with queries and
responses sent to SNMP port 161. Any device that is configured to respond to a
network manager’s queries is a managed entity. Each managed entity maintains a
Management Information Base (MIB), which records real-time values that represent
events occurring at that managed entity. For example, an MIB records the number
of TCP segments received, packets dropped, system up-time, local ports, routing
tables, etc. From time to time, a network manager has to identify a set of devices on
the network and the MIB objects to be queried to get a full picture on the status of
devices and Quality of Service (QoS) on the network. MIBs record thousands of
objects, some static and many dynamic, which represent the live behaviour of the
device.

Over the years, network managers had to adapt to rapid and radical networking
innovations, including virtualisation and cloud computing. With the advent of cloud
computing there is no denying that there is the issue of managing networks that
have no boundaries. Also prevalent was the problem of monitoring unlimited
number of virtualised network entities in a very dynamic cloud environment.
There were no recommendations on how to deal with these issues. The result was
that the research community started proposing and implementing bespoke solu-
tions to cloud network management. The networking community has been adapting
to changes by creating platforms using older protocols to be used in modern
contexts.
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3 Virtualisation Network Attributes and IaaS

Virtualisation is the process of creating virtual instances by emulating real resources
based on user requirements [4]. These resources could be Software as a Service
(SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). IaaS is
applicable to virtualisation of network resources where a user could subscribe to a
set of network devices on demand, with access to a virtual network. Network
Virtualisation allows for better utilisation of resources, reduces risks, reduces costs
of ownership and increases fault tolerance [5]. Furthermore, in a large data centre,
network virtualisation can help provide better management of interconnected ser-
vers [6]. Network Virtualisation is not a new concept as network engineers have
been using virtual LANs for many years to provide network abstraction. However,
the demand for network virtualisation has grown significantly most recently with
the advent of cloud computing [7]. This has resulted in development of new net-
working techniques like software defined networking (SDN) and network function
virtualisation (NFV).

The building block of network virtualisation lies in the substrate. The substrate is
a collection of resources like network hardware, connections, networking software,
etc. This collection is not necessarily a complete network but rather entities that
could be instanced to create virtual networks. The layer above the substrate is the
virtualisation layer that is responsible for creating logical resources from physical
ones (in the substrate), for example, creation of a logical switch from a physical
switch. The logical resources are used to create virtual resources (or virtual
networks).

In IaaS, the actual physical resources are normally self-contained devices that
have management features, meaning a network manager could gather statistical data
from these devices. Any virtual instance can go through a cycle of various stages
including being suspended, reallocated, migrated or any other form of consolidation
process that might arise due to changing conditions. It is worth noting that there is a
possibility that virtualised infrastructures could perform worse than their physical
counterparts due to the same software being used to virtualise the server and the
LAN hardware [8]. This is something cloud designers must consider as it could
have implications on QoS.

4 Importance of Traffic Characteristics of Virtualised
Network Devices

It is important to understand the rationale behind gathering network traffic char-
acteristics of virtualised devices; and why this information is vital to a network
manager. All devices, be it virtual or physical, exhibit certain “personalities” over
the course of operation. Each of these entities has a network footprint which can be
represented using a range of values including utilisation, idle times, data rate,
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number of connections, packet loss, etc. These values could feed into critical
decision-making on performing maintenance on the virtualised devices (like
migration, suspension, etc.).

4.1 QoS Requirements on the Cloud

Cloud Service Providers must ensure that sufficient QoS in accordance to Service
Level Agreements (SLA) must be made available [9]. An IaaS infrastructure must
provide efficient Quality of Service (QoS) irrespective of how much it scales in
terms of number of users. For example, a white paper by Arista [10] highlighted
low-latency switching and resilient networking as two of the characteristics of
Virtualisation-optimised cloud networks. Low-latency switching is to ensure that
bandwidth critical cloud applications are not hindered by poor latency. Resilient
networking is also important for avoiding disruptions to workloads. These types of
QoS attributes can only be guaranteed by active monitoring. In one of the recent
discussions of challenges for cloud systems, it was highlighted that QoS-based
resource allocation and provisioning must be considered. It was also mentioned that
it is one of the concepts, which can be addressed at the level of management of the
overall system [11]. A QoS aware cloud deployment should consolidate virtualised
devices in such a way that performance for end users is optimum. This is where
SNMP can prove to be useful as a traffic characterisation tool which could feed into
a knowledge base.

4.2 Failure Forecasting

Cloud physical resources cannot be assumed reliable and tolerant to failures.
A white paper by Cisco, Josyula et al. [12] stressed the importance of detecting
abnormal operations in network infrastructures by using a range of methods
including polling, SNMP traps and syslogs. Just as any network resource,
cloud-based physical devices could fail unpredictably, thus having a knock-on
effect on virtualised instances they represent. Hence, failure-aware resource allo-
cation has also been mentioned as one of the consolidation schemes on the cloud.

Jailani and Patel [13] say that fault management can be broken down into four
categories. These are detection, isolation, correction and administration. But it can
be argued that applying these into traditional paradigms of failure forecasting using
partly automated Network Operations Centre (NOC) would not be sufficient when
applied to network function virtualisation (NVF) due to the need to orchestrate
management of both virtual and physical resources. Gone are the days when a
network manager could survey an entire network just by manual polling as virtu-
alisation increases the scale of the managed domain. Therefore, it is paramount that
the categories described by Jailani and Patel [13] are incorporated into autonomic
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management systems. Autonomic failure forecasting also achieves better resilience
in cloud resources. Resilience is the ability of a system to recover from failures
automatically based on analysis of various conditions and network traffic features.
A high degree of resilience is required to ensure that service availability and QoS
are not compromised during network disruption. This is also true with virtualised
networks. In an interesting review on resilience in cloud computing,
Colman-Meixner et al. [14] highlight the need for resiliency in cloud networks.
They have described some techniques to achieve resilience in networks. Some of
these include:

• Distribution of traffic and load to ensure that network traffic is allocated to
different nodes to avoid loss due to failure of resources.

• Route replication to duplicate routes to mitigate the effect if link and node
failures.

• Failure-aware provisioning to allocate resources based on predictions of pos-
sible faults.

• In the case of virtualised networks, the scheme to augment topologies where
links and nodes are added to protect the system from failures.

• Traffic disruption avoidance for virtual networks to avoid known problem
“hotspots”.

For autonomic resiliency activities such as above, one can imagine the impor-
tance of maintaining an active knowledge base for failure probability detection
based on traffic characterisation. A proactive network management polling scheme
could alleviate problems caused by failure of devices by forecasting physical device
behaviour based on traffic characterisation [15].

4.3 Move Towards Autonomic Management

In a widespread heterogeneous cloud environment, it is not feasible for a network
manager to monitor each device on a 1:1 basis. Doing so would be onerous and too
slow in gathering any meaningful live network information. Autonomic computing
reduces human involvement by exhibiting self-management, self-healing and
self-configuration properties [16]. To facilitate an autonomic environment, deci-
sions are taken using a knowledge base created using run-time statistics. In the
context of Cloud Network Management, values collected by SNMP polling could
feed into decision-making for autonomic virtualisation management. It is also key
to note that SNMP-based autonomic virtualisation management will fit perfectly
with MAPE-K model. MAPE-K stands for Monitor, Analyse, Plan and Execute
based on a knowledge base [17]. Kephart and Chess explain that knowledge is
fundamental to autonomic behaviour. The knowledge base could be built from
various sources including system configuration, log files and data gathered from
sensors. The MAPE-K model is illustrated below in Fig. 1.
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The elements of MAPE-K model can be contextualised into virtual network
management as follows:

• The managed entity: This could be hardware or software. In the context of
virtualised network management, the managed entities are network devices that
can be virtualised.

• Sensors: to collect data that feed into the knowledge base. In the current context,
this will be the SNMP agents, which are able to read MIB values. It is worth
recalling from network management principles that each managed network
device will have an agent.

• Effectors: to apply any changes to managed entities. In the current context,
changes to network devices and virtualisation related operations could be ini-
tiated via APIs in the hypervisor. Alternatively, some operations to devices
could be initiated by writing into MIBs.

• Autonomic Manager: to manage the virtual elements. If the human network
manager is removed from the system, an autonomic manager could be imple-
mented through the hypervisor (or even the substrate).

• Analysis and planning: Study the knowledge gathered continually to detect
adverse conditions, changes, behaviour and thresholds. This can be imple-
mented using software components deployed in the hypervisor.

Having looked at the rationale for active management of virtual devices, it would
be appropriate to consider the feasibility of SNMP monitoring in a cloud envi-
ronment. If a network manager were to use SNMP to manage virtual network
devices, he would still have to follow the rules of SNMP communication—just as
with traditional LANs. This would mean that a network manager should be able to
perceive all the heterogeneous virtualised network devices as if they were physical.
In simple terms, he should be able to query a virtual network device via a virtual
port 161 accessible through its vNIC (virtual Network Interface Card). This would
be possible by implementing SNMP polling through the hypervisor. Any physical

Fig. 1 MAPE-K model [17]
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network device that can be virtualised has the support of the hypervisor to create
virtual instances and manage the ports associated with them. Hence, in essence, it
should be possible to equip each virtual device with an SNMP agent that maintains
its own MIB (or a virtual MIB). Furthermore, the physical device itself will have an
MIB making it a managed entity. The bottom line is that a network manager is able
to monitor physical and virtual devices, albeit with intervention from hypervisor.
Many variants of SNMP-based cloud management have been proposed; some of
these are discussed in the next section.

5 SNMP-Based Cloud Management Schemes

In the recent years, there has been research towards providing network managers a
view of the overall network where even virtual devices could be managed just as
physical devices. It is important to consider that there are two dimensions for
monitoring in a cloud. These are high-level monitoring which refers to monitoring
of the virtual entities, and low-level monitoring pertaining to the hardware.
Therefore, many schemes propose creation of management platforms that allows
network managers to monitor and control application and device performance in all
forms of virtualisation. This is in accordance with the requirement that IaaS
infrastructures must be equipped with unified management platform that encom-
passes both physical and virtual networks [18]. Since the standard MIBs from
RFC1213 does not provide everything needed to manage virtual devices, network
management models for clouds rely on custom SNMP MIBs. In the studies
described below, it can be seen that researchers mostly had to build newer MIBs or
extend current ones to adapt to virtualised environments.

Currently, work is being carried out at Leeds Beckett University on using SNMP
for developing schemes for sustainability in data centres. Although this research
does not mirror network management in the traditional sense of diagnostics and
performance management, it has weight in terms of traffic characterisation of virtual
machines using SNMP. As a part of this research, Voderhobli [19] proposed a
scheme to study traffic patterns and its impact on power. Due to the fact that there is
a link between network traffic and power consumption, the research proposed to
build an autonomic system to detect traffic characteristics in VMs. This model has
three main elements in the overall system:

• VM Active Stats Poll Engine (VASPE): This is responsible for sending periodic
SNMP queries to virtual machines on designated virtual ports. Each of the VMs
has an agent and an MIB. Counters/values relating to all network related
activities are recorded in the local MIBs, which is passed on to the VASPE
when queried.

• Statistical Database: The VASPE is responsible for synthesising the data and
storing it in the statistical database.
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• Analytical Engine: The statistical database feeds into the function of the ana-
lytical engine. The role of the analytical engine is to analyse the statistics and
initiate actions based on the learning. For example, the analytical engine could
identify VM candidates for migration to other physical machines. The analytical
engine also interacts with the substrate.

It is proposed that all of the above three elements are built into the hypervisor.
A key feature of the above proposal is that it is closely in-line with the MAPE-K
model where any action taken is heavily reliant on the knowledge base. In this case,
the knowledge base is in the form of a statistical database. The work is still in its
infancy as initial models are being built. In addition, the focus is purely on SNMP
for green communications rather than a fully fledged network management for
virtualised devices.

In an interesting approach to managing VMs, Peng and Chen [20] created a
SNMP-based management system that relied on two agents. The default SNMP
agent resided on the host machine whilst an extensible agent (AgentX) was used to
collect live statistics from VMs. In order to avoid SNMP port 161 collision, AgentX
was made to work on a different port. The Agent on the physical host was used to
get values from the MIB that related to the overall statistics of the host. AgentX on
the other hand was used to get statistics at the granularity of each VM. The authors
refer to this as “dual SNMP agent scheme”. The MIB used by AgentX is a custom
enterprise MIB that includes objects specific to Virtual Machines. Some of the
objects used in the MIB are:

vmDynamicIndex: for each spawned VM, this object maintains a unique index.
vmDomName: Name of the VM
vmDomMemoryUsage: Memory usage of the VM
vmDomVCPU: CPU cores allocated for the VM.

The above paper presented the working of the management system, which
showed statistics on a per-host and per-VM basis.

In a research carried out by Hillbrecht and de Bona [21], the researchers created
a management station capable of querying a set of VMs hosted on a physical
machine. The objects in this MIB (which was called virtual-machines-MIB)
recorded a range of objects related CPU usage, storage, disk images and network
connections. They maintained tables to record creation of new VMs and further to
change their configuration information. The management station sent SNMP
queries to Virtual Machines. A listener SNMP agent on the virtual machines
responds to queries sent by the management station. One of the interesting features
of this management system is that it was not just a monitoring platform, but it also
allowed for a network manager to exercise some control on VM operations. For
example, a VM could be deleted by a network manager by writing into a MIB table
that maintained the status of virtual machines.

The pieces of research briefed above were specifically aimed at management of
virtual machines. However, applying SNMP to Network Virtualisation can prove to
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be significantly complex and will most certainly require more MIB objects to gather
live statistics from virtualised network devices, as the following examples show.

Very recently, Asai et al. [22] proposed a Management Information Base for
virtual machines controlled by a hypervisor. This is called VMM-MIB; it contains
objects related to the hypervisor, resources, network access and storage. The
complexity of these custom MIBs can be appreciated by looking at an excerpt from
the MIB below (full draft available from IETF):
--vmMIB

+--vmNotifications
+--vmRunning
+--vmShuttingdown
+--vmShutdown
+--vmPaused
+--vmSuspending
+--vmSuspended
+--vmResuming
+--vmMigrating
+--vmCrashed
+--vmBlocked
.
.
.
.

+--vmObjects
+--vmHypervisor
---vmNumber
---vmTableLastChange
+--vmTable
+--vmCpuTable
+--vmCpuAffinityTable
+--vmStorageTable
+--vmNetworkTable

Da Paz Ferraz Santos et al. [23] argue that although the above MIB is able to
represent software defined virtual routers (VR), the MIBs do not offer means of
controlling VR due to the MIB having predominantly read-only objects.

Daitix et al. [24] used SNMP management in context of VRs. The authors
acknowledge that due to its standardisation and simplicity, SNMP becomes a
natural choice for managing virtual devices. They created a reference model to
manage the physical host and several VRs. Two approaches were considered—the
first, through a single SNMP agent placed in the substrate of the physical router.
Their argument on having a single agent in the substrate is that it allows for
management of physical host and the virtual instances. SNMP queries are tagged
with SNMP community strings that offer distinction between the different VRs and
the physical substrate. The second approach is to have independent SNMP agents
for the physical router and the virtual router. SNMP queries are directed to network
addresses of the VRs as each instance will have their own IP address. In either case,
SNMP messages are relayed through the hypervisor, which is supported by APIs
(Application Programming Interface) to handle SNMP communications. A custom
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virtual router MIB was created inheriting and extension of a previous implemen-
tation of a similar MIB defined by Stelzer et al. [25]. This was done to alleviate the
shortcomings of standard MIBs in representing M:1 mappings. The authors men-
tion as an example that bindings of several virtual ports to physical ports cannot be
accommodated using standard MIB. Hence, they incorporated MIB objects that
record virtual interfaces associated with each VR instance. The literature associated
with their research also provides examples of sample operations like VR creation
and VR deletion by writing into MIBs (using setRequest) and allowing changes to
be reflected in real time.

6 The Future of SNMP in Cloud Computing

One of the reasons the area of network management is so diverse is because it is
often difficult to create a general management solution that would suit all types of
networks. This problem even existed long before the advent of cloud computing.
With such complex and distributed architectures, it is common for network man-
agers to prefer bespoke management solutions rather than one off-the-shelf. The
various research endeavours described in the previous section all point towards this
fact. Even with proprietary management tools, it can often be found that the option
of using SNMP-based network data collection is included. For good or for worse,
SNMP has become the de facto standard for network management irrespective of
network design or scale. Hence SNMP in the realm of cloud computing is here to
stay. However, the efficiency of SNMP for virtualisation management can be
questioned. Although many working models of using SNMP in cloud management
have been demonstrated successfully, it does not necessarily mean SNMP is the
most efficient for the task. It is a well-known fact that SNMP is a very “chatty”
protocol. Whilst management accuracy is dependent on frequent polling of devices,
thought needs to be given to how much of a detrimental effect it can have on
network utilisation. Ironically, there have been cases where network management
traffic has contributed to poor QoS. In a cloud-based environment, such episodes
could be catastrophic. Hence, whilst the networking community continues to adapt
to new developments using older protocols (like SNMP), they are likely to be
implemented as part of larger systems capable of offsetting the inefficiencies of
older protocols.

7 Conclusions

This chapter described some of the most recent work carried out in applying SNMP
for virtualisation monitoring and management. Some of these may not be complete
solutions to virtualisation management. Nevertheless they are an indication of
SNMPs gaining popularity in context of cloud computing. The discussion pointed
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to various customised implementations of SNMP-based management. It seems
evident that the area of network management in general is playing “catch-up” with
rapid developments in cloud computing. SNMP has done well in this regard. It is
incredible that a protocol that was founded a few decades ago is being applied in a
world of grid and cloud computing. However, there are challenges ahead as tech-
nologies evolve. For example, it remains uncertain as to how efficient SNMP would
be in more advanced scenarios such as software defined networking (SDN) and
network function virtualisation (NFV).
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Part III
Cloud Services, Big Data Analytics

and Business Process Modelling



Strategic Approaches to Cloud Computing

Dilshad Sarwar

Abstract Cloud-based services provide a number of benefits in areas such as
scalability, flexibility, availability and productivity for any organisation. These
benefits can be further enriched by considering opportunities, which will allow for
organisational enrichment at a strategic level. It is important to align businesses,
ICT and security strategies to enable more beneficial outputs overall. Moving to
cloud computing needs to consider strategic objectives of businesses essentially
how IT cost impacts on the needs of future developments for businesses and IT
departments within large organisations. Strategically implementing a cloud strategy
can also be considered as a disruptive technology. Disruptive technology can be
considered favourable in terms of offering organisational benefits. The most
immediate benefits are consistent with reducing cost technology ownership, com-
munication time therefore increasing the time benefits thus allowing organisations
to become more productive.

1 Introduction

Business performance can be boosted significantly if strategically there is a con-
sistent, effective and clear cloud strategy. Profitability can be enhanced significantly
as a result of a successful implementation. Business systems are prone to working
around organisational functionality and employee work. In a means to change and
enhance the IT infrastructure from a slow and difficult environment to one which is
effectively efficient and productive [1]. To reap the benefits of a successful
implementation requires strategic measures such as: A data management review for
the organisation which is holistic. The changes required here would encompass
integrating, improving and migrating the data under the quality of data, which goes
across the organisation [2]. There is a requirement which needs to focus on one
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single repositioning which contains data which is consistent with high quality that
will enable on demand analysing [3]. Improving and optimising business processes,
in essence requires a number of tools which will allow for a more managed and
improved business process environment [4]. The benefits which cloud computing
allow for are enormous in any organisational format (IBM).

The move towards cloud does involve the push towards a more centralised and
automated approach within the organisation [5]. In particular, consideration needs
to be given to how the people and processes will adapt to the technology [1].
Gathering technical requirements are essential when the migration towards cloud is
implemented. Strategically the organisations business goals need to be considered
[3, 5]. There needs to be an analysis in terms of the technical requirements of staff
(IBM). The software applications need to be scalable. Careful consideration needs
to be applied to load balancing capabilities and not simply a generic implementation
of events [5]. With a strategic analysis there is a need to redistribute resources in
order to accommodate the strengths and weaknesses of the cloud [3]. Security
considerations need to also be applied to in order to work with the organisational
data centres [2]. Some questions for consideration include whether or not there is a
requirement for services to run [1].

While the focus of IT application strategy enables organisations to have a key
business strategy it is important to consider the benefits when embracing cloud
within any enterprise [5]. Cloud offers a number of embracing opportunities, which
require a structured methodology to embrace cloud services with the information
technology format. If organisations work towards creating a holistic cloud strategy,
this helps in terms of meeting organisational goals. Some of the key strategic
benefits are highlighted below:

• It increases the benefits which businesses can utilise within cloud. The advan-
tages of this approach are phenomenal in terms of ensuring that the costs are
reduced and efficiency is increased.

• The hidden benefits and the business benefits become clearer. The method used
to create the cloud strategy can bring about opportunities which the organisa-
tions had failed to realise.

One of the fundamental benefits an organisation can succeed by, implementing
cloud, is that cloud allows organisations to develop innovative ideas in line with
organisational practices [4]. By adopting certain aspects of the organisation to cloud
will increase the speed of building, testing and refining new applications, this
enables uses to access and manage new ideas in order to understand what practices
work effectively and what practices are unable to work effectively within the
organisation. If the strategy for cloud is thought through this, it enables a greater
opportunity. If the cloud requirements are addressed in terms of a shared, virtual
infrastructure of storage, the network resources can become more efficiently in
relation to the adopted cloud model [4]. In today’s IT demanding competitive
environments regardless of ability the access to cloud is significant, this is essentially
what organisations should consider holistically when considering implementation.
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2 Effective Organisational Practices When Considering
Cloud Strategy

Enabling and determining the workloads moving towards the cloud model, with the
view to prioritise the move of workload migration. These decisions can be deemed
quite complex [6]. Complexity arises as there are a number of variables, which need
to be considered—ranging from the direction the workload is implemented, the
operational flexibility, the lifecycle and the goals associated with the categorisation
[7]. The two fundamental areas of strategy embraced within cloud relate to the
strategic constructs indicating the level of intensity within the workload context [8].
The operational flexibility, which looks at the infrastructure of the applications and
how key it is in terms of the resources in place for organisations to benefit from an
effective cloud strategy [8]. An example of this implies that the custom application
is encompassed within an array of numerous applications but has limited require-
ments in terms of resource flexibility [9].

The strategic value of cloud focuses on operational flexibility—looks at
addressing the changing business needs and changing to the variable workload.
Strategic Value—What values are fundamental to the business and what drives the
business differentiation. It is important to determine which type of cloud constructs
best fit the requirements of the workloads [10]. There are numerous categories that
are appropriate for cloud concentrating on workload tasks. The following are the
best-categorised cloud types:

Private cloud ensures that this type of cloud can be developed and manipulated
by internal IT or service providers external to the organisation based on the loca-
tion, within the organisational firewall [6]. These services are then presented to the
organisations internal users through a service category, which allows user access to
enable users to have access to the variety of capabilities [11]. Workloads and
applications used, which are mostly associated with private cloud, are more inclined
to have a high level of strategic importance and increased level of operational
requirements of flexibility [12]. This can be an area, which is fundamental to
business requirements which allows for differentiation to occur and hold a degree of
sensitive and confidential information [3]. The typical examples here require a very
high level of flexibility as the resources used need to be focused on being high level
in terms of the organisation. Public cloud ensures that these services which are
associated and implemented by a third-party service provider. Hybrid cloud pro-
vides the ability to associate private cloud with the public cloud which focusses on
a pay for what you use model.

The cloud type which is the most appropriate cloud model for the organisation:
public cloud enables the use of applications related to the level of workloads for the
use of public cloud and have low overall value and high level of operational
movement. These may not be fundamental to the organisation and need to move
towards demands which are technical and enable flexible requirements [3]. Addi-
tionally other flexible requirements such as a high level of usage which can be taken
up by an increased level of usage, the pay-as-you-go model is adapted with ease [3].
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Follows a working environment which are low/high strategic consideration and
therefore good candidates for using this type of cloud environment [13]. When the
correct type of workloads can be defined, then the most appropriate method can be
applied [14].

With cloud systems, there are considerable benefits outlined by the cloud and the
implementation aspects of it for cloud-based environments [15]. These benefits are
outlined by key areas such as the cloud environment creating greater flexibility and
ensuring that there is a greater degree of emphasis on scalability, the level of
availability and the overall productivity. The cloud enables a greater degree of
opportunities as argued [16], risks and new forms of development [12]. One must
endeavor to consider the delivery models and create a focus which will be aimed at
developing a lower level of risk, thus ensuring the computer structures are clearly
implemented within the sustainability concepts of business [14].

The overall time spent in implementing cloud ensures that there is a good overall
plan in place which will allow for the successful implementation of cloud [6]. The
impact on the organisation holistically in terms of developing new opportunities
requires the need to address that the level of shared resources are implemented
within the strategic direction of the organisation [17]. The organisation furthermore
needs to focus on ensuring there are capabilities which the organisation is able to
clearly consider as outsourcing [18]. The services that are implemented by cloud do
need to think about considering specialisms in terms of enterprising the overall
structure and architecture [19]. It is imperative to understand that the cloud solu-
tions cannot impact on the overall organisational processes [19].

Managing organisational change through the implementation of cloud requires
concerns raised to be addressed in a form of structured and analytical processes
[13]. The governance aspect of implementing cloud essentially requires a signifi-
cant amount of support and guidance in order to ensure that the infrastructure
outlined for the organisation is introduced and applied correctly [20]. The notion of
implementing cloud requires essential consideration in terms of ensuring an
effective outsourcing solution for the organisation [12]. Therefore a full structured
analysis of the organisational processes need to be considered before any form of
implementation is considered [21]. The business model adopted needs to also
consider applying a structured methodology in line with the organisation require-
ments [21].

Organisational risks need to be addressed and applied in terms of ensuring that the
cloud strategy adopted is in line with the business models [7]. Risk management and
risk analysis are essential aspects for consideration before implementation occurs
[22]. A number of risks need to be considered before implementing cloud computing.
These risks include the functionality of the model which has to be implemented
within the organisation [22]; the functionality costs which are required to implement
a structured and workable cloud computing environment. There should be some
fundamental consideration of applying accurate and beneficial functionality within
the cloud infrastructure [11]. Standards and performance requirements are required to
be applied to the process of implementation to ensure the smooth and seamless
implementation and migration to cloud [13]. The assurance is that the cloud
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environment can be utilised effectively. Other concerns that need to be applied
include security and the actual compliance of the legislation and obligatory con-
siderations are applied in terms of the regulations which need to be adhered to Zhang
et al. [8]. Additionally, requirements need to be applied to the overall business
organisation [21]. The benefits and the overall risks need to be considered. The
organisation wishing to introduce and migrate towards cloud are required to ensure
that there is a clear business case for a successful cloud migration [23].

To be able to manipulate data effectively and efficiently, the organisation needs
to believe that migrating towards cloud will in effect allow it to achieve the greatest
of benefits [8]. As highlighted in previous sections, it is imperative that the
infrastructure is strong, robust and workable [1]. To build a strong cloud strategy, a
number of fundamental aspects need to be considered [24]. Cloud integration does
require strong and holistic management for migration towards cloud to be effective
[22]. A clear understanding of the real organisation environment is required at all
levels [19].

Systems that are already in existence with organisations create the most difficult
barriers of allowing for the implementation of cloud technology [1]. Strategically
considering organisational cloud migration involves a number of cost issues which
have a huge impact on the financial elements within the organisation [10]. Cloud
computing has the means to become a major effective element within an organi-
sation with the potential to create an effective environment and positively impact on
the work environments and demands [1]. A legacy system which is already in place
is required to be monitored and updated which would in essence impact on the
cloud infrastructure [3]. Considering cloud migration does require changes to the
data centres infrastructure—the strategic considerations should allow for the data
centre infrastructure to address the change requirements and also prepare the
organisation to move towards cloud computing [1]. The organisation needs to
assess the impact of the data centre infrastructure and assess the impact this has on
the IT teams within the organisation [5].

The means of moving towards migration involves the requirements to migrate
creating a broader scope of disaster management of data [4]. It is essential if not
critical to gain a clear sense of developing and implementing a business case [2].
The basics for implementing cloud may also include the need to increase the level
of workload, but needs to consider the level of work load and limitations associated
with each department [8]. Working towards implementing a cloud computing
environment, the existing infrastructure does require full consideration (IBM) [25].
It is essential for all levels of the organisation to understand that all IT teams which
include the software and hardware require consideration [1]. The IT group
including the network and storage administrators need to establish and consider
these points [26]. The information provided by these groups is essential when
making informed decisions about changes to the strategic changes of systems [27].

Assessing the existing infrastructure is essential. When addressing the require-
ments to move towards a cloud model, the existing structure needs to be analysed
[5]. The strategic need to ensure migration for cloud bridges the gap between the
public cloud [1]. Public cloud preparation requires a number of cloud portals which
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can be connected/linked on the premises [8]. There are a number of areas to
consider here—it is important to understand or gain an insight as to how the
existing infrastructure can combine the move towards cloud migration [5]. It is
important to acknowledge whether or not a completely new infrastructure is
required or will it be feasible to continue with the existing infrastructure can
combine the migration towards cloud [11]. Consideration should be applied to the
use of other tools such as VMWare v Cloud Connector, which would allow for
immediate migration to cloud [12]. Additional considerations maybe that the tools
can allow for access and providers at different locations [2]. Can these tools allow
for chargeback and real-time reporting of costs and performance metrics, is the new
Service Level Agreement (SLAs) being adhered to? There needs to be considera-
tion in terms of Service Level Agreement. How are templates and configurations
going to be managed [3]. The question of the management of authentication needs
to be considered. Is there going to be an audit trail? These questions are imperative
when considering migration to cloud [8]. Public cloud benefits need to be looked at
—this is the ability of public cloud which allows for resourcing to match the work
load, this becomes very cost effective in the long run; furthermore there is a no
requirement to consider a yearly peak workload, requires just a day-to-day work
load basis [5].

There is a requirement that staff needs to consider and maintain good virtual
machine templates which are required to use the tools that are necessary for cloud
migration [1]. The strategic approach to migrating towards cloud attempts to
consider the change control that ultimately prevents outage and supports all OS
configurations ensuring all OS configurations are synchronised. Staff training is also
essential when considering the migration towards cloud [8]. Additional infras-
tructure requires consideration; firewall rules need to be adhered to even more so
than previously [2]. Networking is essential for cloud possibilities [3]. Success can
be achieved with migration of cloud implementation which essentially is dependent
on good networking practices [12]. Moving workloads externally to a public cloud
has to adhere to network connection redundancy [4].

3 Security

This is an essential requirement that needs to be considered [28]. There needs to be
some consideration over how the tools and the cloud provider interact with the data
centre and grant them access through network and host-based firewalls if necessary
[19]. This may be difficult as private cloud management interfaces are on com-
pletely internal, private networks [4]. Cloud infrastructure impacts include imple-
mentation of authentication and access control for the new hybrid cloud should be
considered [18]. Access control policies in its user database are required. There are
some additional considerations that need to be noted [5]. Additional requirements
involve knowing how much network and storage I/O that your applications
generate enables you to develop connections [9] and strategic consideration such as
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analysing technical requirements and applying protocols. With the best planning
there can still be huge obstacles [5]. When preparation has been put into place for
cloud migration there needs to be some considerations provided to the data centre
configuration management, the network status and storage Armbrust et al. [1].
Cloud migration does have a tremendous impact on the existing data centre
infrastructure [14]. The overall consensus illustrates that cloud migration allows for
a more flexible and a more advantageous solution for the overall organisations
strategic capability [29].

The data centre infrastructure for cloud migration needs to be prepared [5].
Consideration needs to be given to the application and that the system adminis-
trators liaise with each other which will allow network engineers to consider sizing
and troubleshooting [2], as a result of the move towards or migrating towards cloud
[24]. Moreover, intrusion detection and prevention systems are required to be
considered in order that communication from remote hosts are not interrupted [3].
Strategic consideration—strong monitoring technology is required to state and
perform with the data centre [13]. Moreover, intrusion detection and prevention
systems are required to be considered in order that communication from remote
hosts are not interrupted [5].

Strategic consideration requiring strong monitoring technology is required to
state and that hosts are not interrupted [30]. Strategic consideration—strong mon-
itoring technology is required to state and performance with the data centre [4]. As
there is a move towards the cloud highlighted in terms of whether these systems are
extensible [31]. Disaster recovery needs consideration in order to understand if the
primary site is down the consideration to how the system can be managed needs to
be determined [8]. Strategic considerations in terms of whether or not there is a
need to consider secondary monitoring system at the alternative site [18]. Impor-
tance should be applied to real-time metrics. Secondary monitoring at the alterna-
tive site needs to be evaluated [5].

Real-time performance metrics need to be considered in terms of the positive
aspects of performance metrics which allow for technical staff to troubleshoot using
tools that monitor service which can then automatically enhance an organisation’s
capability [13]. Good programming interfaces and having staff who can understand
and manage tools that integrate them into the organisations business processes [5].
Adaptation between systems is essential; some adaptations are simply processes
orientated rather than technological, although there are likely good integration
possibilities for adaptation to be implemented successfully [13].

Cloud migration has an impact on existing data centre infrastructures which
essentially require the need to consider the key processes involved in the migration
towards cloud [13]. The infrastructure within any organisation requires a holistic
overhaul. It is imperative not to ignore storage and backup processes [5]. Strategic
considerations should also involve processes as it is essential that communication is
flowing in terms of the business requirements and essential technical requirements
[8]. Strategic considerations highlight that not all cloud storage and applications are
the same. Cost considerations are essential when performance is required [24].

Strategic Approaches to Cloud Computing 163



However, if the system in place requires added information [2]. Provider details are
necessary requirements, initial considerations include discussion in terms of whe-
ther the legacy system will be used for backup processes [5]. How will network
traffic be affected as a result of the move towards cloud? It might be that the cloud
provider offers backup solutions internally that are more cost effective but require
different processes and procedures that restore data than those already established
systems [4]. Encryption of the system that is used need to consider third-party
shared services [19]. Procedural changes are necessary when securing and storing
encryption keys [2]. Moving workloads to cloud has a number of processes which
are tarnished with pitfalls and potential problems [12]. The issues and problems
aligned with the movement from a physical to a hybrid environment can be quite
complicated which involve a number of technical problems to logistical and
financial complications [13]. The movement of this essentially needs considerable
detailed planning [5].

4 Conclusions

The strategy development that is required to be considered for successful migration
include a number of areas which should be adhered to and the timelines applied that
are required to be followed in terms of a means of upgrading to a new operating
system or updating old or unsupported applications [4, 13]. Basic planning is
necessary, grasping a need to create a cloud environment and then performing the
migration after which any problems can be rectified [8]. Although there are a
number of organisations that are happy to engage in an extensive review to look at
and address the concerns of performance and compatibility concerns and identi-
fying changes that are needed to be made prior to migration, the problem here is
that these processes and procedures are a necessity to be followed [2].

Automation maybe possible if a migration is like to like and this inevitably will
cut costs significantly [3]. It is important to understand that there is never any
migration which can become hundred percent automated [8]. There is a concern
over using automated migration tools for which there is a great deal of software
installation, reconfiguring images, testing/troubleshooting and data syncing [5]. As
a result, organisational needs are required to be evaluated in order to be more
efficient and cost effective and implanting a migration strategy [23].

As organisations migrate and change every two to four years, clients are more
than likely to move towards a new formulated operating system which is part of
their migration process [5]. Older operating systems are more likely to have a
compliance, security and support concerns as it is not a good idea to express
sensitive and proprietary information unnecessarily—therefore upgrading makes
more sense [24]. Movement towards establishing compatibility work is required in
order that applications are functioning correctly in the new environment [5].
Application updates should be performed and tested ahead of any migration, coding
or compatibility issues need to be addressed after the movement towards a cloud
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environment [5]. Understanding the overall timings and variables of the system
does require consideration of a number of variables, which include basic infor-
mation which encompasses the volume of data and the number of servers which are
involved in the move and which carry out very significant move towards data
synchronisation [14]. Resources are needed to be extensively prepared [5]. It is
important to understand that existing staff should be focused on ensuring cloud
migration processes are flowed to address and the code incompatibilities that
require addressing [1]. There are also very few companies who are actually
equipped to programmatic problems [5]. If the correct resources are not in place
then there is a clear delay in place to make a professional fix [11]. It is important to
address any concerns in terms of costings and clients [5]. Essentially developing a
clear-cut migration strategy will ensure that successful cloud migration can be
achieved [3]. Fundamentally it is important to prioritise the workload when moving
towards cloud. There is concern related to the level of security of the date and the
loss of administrative control [6]. Moving the workload to private cloud helps those
organisations which have moved towards the utilisation of the virtual environment
[19]. Ensuring priority is given to less critical smaller workloads to enable them to
move towards the private cloud enables experience to be gained throughout the
organisation [7]. Using trusted cloud services helps to formulate appropriate cloud
environments [6].

It is important to understand that the public sector has increased in growth over
the years [11]. Therefore it has become imperative that the ICT infrastructure is
developed to match this established growth [6]. Any organisation wishing to
migrate towards cloud needs to ensure that there is an ongoing development area
[19]. The cloud approach clearly outlines cost savings with the increased level of
flexibility [23]. Furthermore, the move towards cloud migration reduces the level of
bureaucracy the cost implications and the overall management of the systems [6].
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Cloud Security: A Security Management
Perspective

Mohammed M. Alani

Abstract This chapter discusses, on strategic level, security considerations related

to moving to the cloud. It starts by discussing common cloud threats with brief expla-

nation of each of them. The next section discusses the detailed differences between

the cloud and classical data-center in terms of security. Presented in this chapter,

the process of prioritizing assets and threats when moving to the cloud. The chapter

explains how to evaluate the risks on each asset and how to prioritize the required

spending on the information security budget. The chapter concludes with a discus-

sion of general security consideration for the cloud.

1 Introduction

Every Chief Information Officer (CIO), Chief Information Security Officer (CISO),

and even Chief Executive Officer (CEO) worries about the security of their data and

the availability and continuity of their systems. When a major decision, like moving

to a new paradigm, is to be made, a very thorough study needs to be carried out. The

long-term and short-term effects of moving to the cloud must be studied well before

the move. With many high performance public cloud service providers available

in the market, the decision of which cloud provider to choose relies mostly on the

security provided by this service provider.

Many managers have concerns regarding security of their data on the cloud. Some

managers think that the benefits out weigh the risks and decide to take the leap to

the cloud. These benefits can be briefly listed in the following points [5]:

1. Cost Saving

2. Scalability and Flexibility.

3. Reliability.

4. Reduced IT Technical overhead and Management Efforts.

5. Reduced Environmental Effect.
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6. Better Hardware Resources Utilization.

7. Ease of capacity planning and increased organizational agility.

One of the main reasons for many organizations to move into the cloud is to reduce

the costs. Running your own data center can be resource-exhausting even to large

organizations.

In 2010, [22] introduced one of the earliest comprehensive overall security per-

spective of cloud computing with a highlight on a group of security concerns. This

paper contained a useful start for people interested in moving to the cloud.

In 2011, [6] suggested a cloud security management framework that was the base

of more research later on. The proposed framework was based on aligning the Federal

Information Security Management Act (FISMA) standard to fit the cloud computing

model. This helped cloud computing service providers and consumers to be security

certified.

A more comprehensive and detailed introduction to cloud security and security

management was recently introduced in [24]. The book discussed in details the secu-

rity concerns and security management frameworks that can help nontechnical audi-

ence in gaining knowledge about the topic.

In the next section, we will discuss the most commonly known threats in cloud

computing. Afterwards, we will point out the main differences between cloud com-

puting and a classical data-center. The fourth section will discuss the numbers behind

security controls employed in the cloud and how to prioritize the spending. The final

section explains critical cloud security considerations.

2 Common Cloud Threats

A threat, as identified by Internet Engineering Task Force (IETF), is a potential for

violation of security, which exists when there is a circumstance, capability, action,

or event that could breach security and cause harm [26]. In their “The Notorious

Nine” report, Cloud Security Alliance (CSA) have identified nine threats that rep-

resent most important threats to cloud computing security in the year 2013 [28].

These threats will be discussed in the coming subsections in order of importance as

mentioned in [28].

2.1 Data Breaches

Big organizations spend a lot of money to keep their data safe from the prying eyes of

a malicious attacker. Losing sensitive clients data can lead to severe business conse-

quences that can go all the way to shutting down the whole business. This argument is

valid even for small organizations. The owner of a small e-commerce website might

not spend a lot on protecting clients’ sensitive data like credit card numbers. How-
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ever, the same website owner will be liable and subjected to legal consequences that

would cost him or her much more than what the business is worth if this information

is stolen.

It is definitely terrifying to consider a data breach as large as what happened to

Sony in 2011 [12]. Terabytes of private data was stolen by attackers. Attackers also

deleted the original copies from Sony’s computers, and left messages threatening to

release the information if Sony did not comply with the attackers demands. After the

breach, 32,000 private internal and external emails were released in public. Pass-

words and personal information of actors, managers, and Sony staff were publicly

available. This data breach’s cost is still growing as you read this.

Lets look at a scenario where a multitenant cloud service is poorly designed.

Research in [9] have shown that if a flaw exists in one clients application, it can

lead to allowing the attacker to access the data of that client and all other clients

hosted on the same physical machine.

Before we proceed in explaining how this threat might be realized, we need to

define side-channel attacks. In a side-channel attack, the attacker gains informa-

tion about the cryptographic technique currently in use through detailed analysis of

physical characteristics of the cryptosystem’s implementation [4]. The attacker uses

information about the timing, power consumption, electromagnetic leaks,. . . etc. to

exploit the system. This collected information can be employed in finding sensitive

information about the cryptographic system in use. For example, information about

power consumption can result in knowing the key used in encryption [32].

Researchers introduced a side-channel attack, in [30] that enables one virtual

machine (VM) hosted on a physical machine in the cloud to extract private crypto-

graphic keys used by another virtual machine hosted on the same physical machine.

This attack is just an example of how poor design can cause severe data breaches.

The first solution that comes into your mind when we discuss data breach is def-

initely encryption. One way of mitigating data breach risk is to encrypt all of the

clients data. However, this might not be as easy as you think, and we will discuss why.

All encryption types are done with the help of a key. To keep information secure,

the key should be with the client only and not stored on the cloud itself. However,

if the encryption key is lost, the client would have a complete data loss. Thus, the

client would need to have a backup copy of the data, somewhere else, or even offline

backup. The client should keep in mind that having more copies of the data would

potentially increase the probability of data breaches. Generally, encryption is not

as straightforward as it is with data stored at your own servers. When employing a

public cloud, the applicability of encryption is far from simple. Many questions will

arise when we talk about encryption;

∙ should the encryption happen at the client side or cloud side?

∙ if at the client side, where should the client keep the key?

∙ if at the cloud side, should the encryption keys be stored at the service provider

side or the client side?

∙ how can we safely transfer the keys to the cloud?
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∙ if the encryption happens at the client side, where should decryption happen?

∙ what happens is the user loses the encryption keys?

and so many other questions that makes the whole process an exhausting burden.

You can find more details on the challenges of encryption in [10, 27].

2.2 Data Loss

The threat of data loss has been there since the invention of computers. Many fac-

tors can take part in causing the data loss. The following, nonexclusive, list shows

common reasons of data loss [5]:

1. Malicious attacks.

2. Natural catastrophes like earthquakes, floods, and fires.

3. Accidental erasure or loss by the cloud client organizations’ staff.

4. Accidental erasure or loss by the cloud service provider.

Looking at this list, you can easily see that protection from data loss does not fall

into the duties of the cloud service provider alone rather than the client organiza-

tion as well. When the loss is caused by a malicious attack, most clients would

blame the cloud service provider. However, this is not always the case. To elabo-

rate more on this point, we will look at two example attacks that happened in 2011.

In the first example, a cloud-based Nasdaq system named “Directors Desk” was tar-

geted by attackers. The system aims to facilitate communication between around ten

thousand senior executives and company directors. By having access to this system,

attackers could eavesdrop on private conversations between executives that can be

used as stock-market leaked information to benefit competitors. While attackers had

not directly attacked trading servers, they were able to install malware on sensitive

systems, which enabled them to spy on dozens of company directors [1].

Our second example that took place in 2011 was the Epsilon attack. Epsilon is a

cloud-based email service provider that went under attack in April, 2011. The attack

was a spear-phishing attack. While a phishing attack is a type of social-engineering

attack in which attackers use spoofed email messages to trick victims into sharing

sensitive information or installing malware on their computers, spear-phishing is a

more complex type of phishing. Spear-phishing attacks use specific knowledge of

individuals and their organizations to make the spoofed email look more legitimate

and targeted to a specific person [16]. In the attack on Epsilon, data of 75 business

organizations were beached and the list was growing. Although Epsilon did not dis-

close the names of companies affected by the attack, it is estimated that around 60

million customer emails were breached.

Looking into the details of the previous two examples, you will see that most

of them happen because of some sort of misuse by the client. Attacks like spear-

phishing, weak passwords,. . . etc. are mainly caused by the client rather than the ser-

vice provider. At the end, we cannot come up with a general rule of “whose fault is
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it?” when a malicious attack happens. As mentioned in the list of common reasons of

data loss, malicious attacks are not the only cause of concern. Natural catastrophes

can be a serious cause of concern as well. They are not controllable by neither the

client nor the service provider. On the other hand, clients and service providers can

reduce the impact of these catastrophes by implementing proper counter measures.

Accidental erasure or loss by the client’s staff can happen in multiple ways. An

example of this case is the one mentioned in the previous section; if the client

encrypts the data before uploading to the cloud and loses the encryption key, data

would be lost. Client’s data can also be erased or lost by the cloud service provider.

This erasure can happen deliberately or accidentally. Either way, many organizations

dislike the cloud because of this fact. Giving a service provider the control over your

data storage is not something that many organizations feel comfortable doing. This

is mainly the reason why many organizations create private clouds. In many coun-

tries, the organizations are required to keep complete audit logs of their work. If

these logs were stored on the cloud and lost, this can jeopardize the existence of the

organization and cause many legal issues.

Data loss is considered a threat to the IaaS, SaaS, and PaaS models. Mitigation

of this threat can be done through backups. Regular (daily or even hourly) offline

backups can be used to restore data with minimum loss. For services that have zero-

tolerance for data loss, online backups with a different service provider can be a

costly, but safe, solution.

2.3 Account or Service Hijacking

The risks caused by older attacks like social engineering, exploiting software vul-

nerabilities are still valid. These attacks can still achieve the intended result for a

malicious attacker. Reusing of usernames and passwords magnifies the severity of

this threat. In the previous subsection, we have discussed an example of cloud attacks

based on the social engineering tricks, like spear-phishing and have shown its mag-

nitude in attacks like the one on Epsilon, the cloud-based email service provider.

In cloud computing, this threat takes a new dimension. After gaining access to

the clients credentials, attackers can eavesdrop on the client transactions, return fal-

sified information, manipulate data, and even redirect the users to illegitimate sites.

In addition to that, the attacker can use the instances of the client as attacking bases to

attack other servers. Such access, can compromise confidentiality, availability, and

integrity.

In 2009, Amazon had a large number of their cloud systems hijacked and were

used to run Zeus botnet nodes [2]. Zeus is a banking trojan and one of its variant was

spotted using the Amazon’s cloud service as a command and control channel for

infected machines. After the target gets tricked into installing the password-logging

malware, their machine began reporting to EC2 for new instructions and updates.

On their side, Amazon said that the trojan was using a legitimately bought service

that had been compromised using some bug.
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According to [3], in 2010 Amazon.com had a cross-site scripting (XSS) bug that

allowed attackers to hijack credentials from the site. The bug on Amazon allowed

attackers to steal the session IDs that are used to grant users access to their accounts

after they enter their password. It exposed the credentials of customers who clicked

on a specific link while logged in to the main Amazon.com page.

2.4 Insecure Interfaces and APIs

If the client want to manage and interact with the cloud services, the cloud service

provider needs to provide a set of Application Programming Interfaces (APIs). These

APIs are used for provisioning, management, orchestration, and monitoring. Avail-

ability and security of the cloud service is heavily dependent on the security of these

APIs. Securing the system becomes more complex when the organization builds on

these APIs to provide value-added services to their clients. This dependence on APIs

shifts their architecture into a layered model. This layered model increases risk by

increasing the exposure area of the system. In many scenarios, the organization will

have to pass their credentials to a third party to enable them to create or use these

new APIs.

It is essential that the cloud service clients understand the security implications

that come with the usage, management, and monitoring of cloud services.

It is also essential to select a cloud service provider that provides authentication

and access control, encryption, and activity monitoring APIs that are designed to

protect against accidental as well as malicious attempts to circumvent the policy.

Poorly designed APIs can cause major threats to confidentiality, integrity, avail-

ability, and accountability. Thus, secure and properly designed APIs must be a vital

part in the client’s cloud service provider selection criteria.

2.5 Threats to Availability

Denial of Service (DoS), as a threat, exists in almost all networking services. In gen-

eral, DoS is preventing the service from being provided to its intended audience. This

can be through preventing website visitors from viewing the website, blocking legit-

imate user access to a Voice-over-IP (VoIP) server, . . . etc. DoS in cloud computing

would not only render the service unavailable, but cause huge additional financial

implications. Since cloud service providers charge their clients based on the amount

of resources they consume, the attacker can cause a huge increase in the bill even if

the attacker did not succeed in taking the client’s system completely down. Another

point that makes this threat even more dangerous in cloud computing is that cloud

computing clients share the same infrastructure. Hence, a heavy DoS attack on one

client can bring down the whole cloud and affect other clients.



Cloud Security: A Security Management Perspective 175

2.6 Malicious Insiders

According to [29], 62% of security professionals saw increase in insider attacks. In

the same survey, 59 % of security professionals believe that privileged users like

managers with access to secure data are most risky. Another part of the statistics

show that 62% of security professional believe that insider attacks are very difficult

to detect.

Despite the low probability of occurrence in comparison to external attackers, a

malicious insider can cause a lot of harm cloud computing. In [31], it is considered

one of the highest possible risks on a cloud computing service. The reason behind

that is that cloud architectures necessitate certain roles which are considered of the

highest possible risk. An example of these roles is CP system administrators and

auditors and managed security service providers dealing with intrusion detection

reports and incident response.

Organizations that depend solely on the service provider in security are at great

risk due to malicious insiders. Strict policies must be applied on the client organiza-

tion’s side to reduce the risk of malicious insiders.

Encrypting the client data will not completely mitigate this threat. If the encryp-

tion keys are not stored with the client and are only available at data-usage time, the

system is still vulnerable to malicious insider attack. Thus, it is advisable that all

client data is encrypted and the keys should be kept with the client to reduce the risk

of malicious insiders. However, this would raise other issues related to data loss and

data breach.

2.7 Abuse of Cloud Service

The huge computing resource available to cloud service clients is also available

to attackers and service abusers. The access to cloud computing resources can be

abused and these resources can be directed towards attacking other systems.

The imminence and severity of this threat has dropped over the past few years

due to stricter policies followed by cloud service providers.

The ease of deployment of on-demand processing power available in the cloud

makes it a very tempting tool for attackers. The anonymity provided by IaaS and PaaS

service models also unveil critical exploitation possibilities. This anonymity can lead

to abuse of the provided infrastructure in conducting DDoS attacks, controlling an

army of botnets, hosting malicious data, unlawful distribution of copyrighted data,

and last but not least, sending spam emails.
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2.8 Insufficient Due Diligence

Many organization aim at the quick adoption of cloud computing. Organizations

that does not fully comprehend the requirements of proper implementation of cloud

computing will have many issues with operational responsibility, incident response,

and many other aspects [28].

Organizations with weak understanding of cloud computing can have contractual

issues over obligations on liability, response, or transparency. This is caused by mis-

match of expectations between the client and the cloud service provider. Security

issues might arise by pushing applications that are dependent on internal network-

level security controls to the cloud.

Organizations might also face unknown operational and architectural issues when

they use designers and architects that are unfamiliar with cloud technologies for their

applications. Operational issues like accounts management and user rights manage-

ment can hinder the proper operation of the organization’s system on the cloud [21].

A worse case is when an unprepared organization take the decision to create

their own private cloud. While some organizations make a conscious decision to

create their own cloud without considering the requirements, other organization are

forced by law to keep their data in the house. Government organizations, for exam-

ple, in many countries are forced to keep their sensitive and private data inside their

premises.

It feels much safer to keep your data in your organization. However, this feeling

might be false security if your organization is not technically capable of handling a

privately owned cloud.

2.9 Shared Technology Vulnerabilities

At the core of cloud computing, many technologies collaborate to provide the cloud

services. Any vulnerability existing at the backend can lead to full-system exploita-

tion in all clients. There were cases where the underlying architecture (such as

CPU caches, GPUs, etc.) does not provide complete isolation properties. This can

enable the attacker to use one client virtual machine to exploit other clients’ virtual

machines.

When an integral part is compromised, such as the hypervisor, it can expose the

entire cloud environment.

Although this threat is considered dangerous because it can affect a complete

cloud all at once, its severity have dropped over the past few years. This drop is

due to more accurate configuration and isolation by the hardware manufacturers and

the cloud service providers. It is expected that the future developments in hardware

will drive toward more isolation between hosted virtual machines. This increased

isolation will be very beneficial in terms of security.
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2.10 Other Threats

This list includes other threats to cloud computing that are thought of as less dan-

gerous and were not included in the Notorious Nine report in [28]:

1. Lock-in: The inability to change the cloud service provider [11].

2. Insecure or Incomplete Data Deletion [11].

3. Threats to Trust: in the context of cloud computing it focuses on convincing

observers that a system (model, design, or implementation) was correct and

secure [20].

4. Loss of Governance: There are some cases in which the service agreements do

not cover all security aspects such that the client is unclear about which measures

need to be taken by the client and which by the cloud service provider [11].

5. Difficulty in Forensics Analysis After Security Breaches [14].

6. Acquisition of the cloud provider by another organization might induce a strate-

gic shift in the service provider strategy and may put nonbinding agreements at

risk of cancellation or change [11].

More details about other threats can be found in [4, 5, 18, 19].

3 How Is Cloud Security Different

Cloud computing systems include their share of vulnerabilities just like any other

type of systems. These vulnerabilities, when exploited by attackers, can cause service

disruptions, data loss, data theft, . . . etc. Given the unique nature of dynamic resource

allocation in the cloud, it is possible that classical attacks and vulnerabilities can

cause more harm on a cloud system if it is not protected properly.

Nothing explains how the cloud is different better than an example. One of the

unique characteristics of the cloud is availability. The cloud is designed to be avail-

able all the time. Whether it is a private or a public cloud, availability is an undeni-

able feature that many organizations seek. What if attackers target availability of the

cloud?

One of the major reasons why organizations decide to switch to a cloud envi-

ronment is the “you-pay-for-what-you-use” business model. No one likes paying for

resources that are not very well utilized. Hence, when an attack such as Denial-of-

Service (DoS) happens, not only availability is targeted.

DoS attacks aim at making a certain network service unavailable to its legitimate

users. In its basic form, this attacks keep the resources busy such that these resources

become unavailable to the users this service was aimed to serve.

Using DoS attacks on the cloud, the attacker can cause huge financial implications

by consuming high resources in the trial of making the service unavailable. So, for

the organization using the cloud, its a doubled loss.

The organization will be paying a lot of money for the resources consumed by

the attack and, after a while, the organizations service will be unavailable due to the
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DoS attack. This type of attacks is referred to as Fraudulent Resource Consumption

(FRC)[17].

This is why the uniqueness of the cloud technology open the door for unique

attacks or at least unique effects of old common attacks. Keep in mind that the huge

processing power of the cloud can be used by attackers as a powerful attacking tool.

The attacker can benefit from the virtually unlimited on-demand processing power

and employ it in performing DoS attacks among other attacking choices. In the com-

ing subsections, we will discuss the main difference points between a cloud-based

system and a classical data-center model.

3.1 New Attack Surfaces

Looking at the cloud architecture shown in Fig. 1, we can easily see that any new

layer within the architecture means a new attacking surface. The abstraction layer,

for example, can be a target for a whole new class of attacks.

Having the multiple layers shown earlier in Fig. 1, cloud computing can be tar-

get for attacks at any of these levels. Threats exist at virtually any level of a cloud

computing system. As you have seen in the previous section, there are threats at the

hypervisor level, threats at the platform level, threats at the software level, . . . etc.

Many of the attacks that try to exploit these threats are unique to the cloud and can-

not be used on classical data-center security model.

The abstraction layer software, often called the hypervisor, can be a target for

malicious attacks. As shown in Fig. 1, the hypervisor sits between the hardware and

the VMs that comprise the cloud. Although not many attacks were conducted on

hypervisors before, any compromise in the hypervisor security can bring the whole

cloud down [5].

Fig. 1 Cloud computing

architecture



Cloud Security: A Security Management Perspective 179

Hyperjacking was identified in [23] as the attackers attempt to craft and run a

very thin hypervisor that takes complete control of the underlying operating system.

Once the attacker gains full control of the operating system, the whole cloud is com-

promised. The attacker will be able to eavesdrop, manipulate clients data, disrupt, or

even shut down the complete cloud service. Although the probability of this attack

succeeding is very low, it is still a source of concern.

A hypervisor vulnerability was previously reported in [8]. This vulnerability was

found in many commercial VM and cloud computing products. The vulnerability

enables privilege escalation from guest account privileges to host account privileges.

3.2 Different Architecture Means Different Security
Measures

Clearly, cloud architecture is different. Looking at Fig. 2 we can see the differences

in architecture between a classical server, virtualized server, and cloud-based server

systems.

The difference in architecture implies difference in security measures. For exam-

ple, in a data-center security model, it is clear where you need to place the Intrusion

Detection System (IDS) or a Firewall. However, in a cloud-based system, there is no

clear line of defense where you can place a firewall. Should it be placed on the bor-

der of the whole cloud network? should it be placed at the border of every physical

machine? should it be place at the border of every virtual machine?

Fig. 2 Comparison of classical server, virtualized server, and cloud-based server systems
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What happens when one client in the cloud requires more security than others?

should the VMs of this client be on an isolated network? wouldn’t that limit the

cloud’s flexibility, which is one of the most important features of the cloud?

Many questions need to be addressed properly so that the limits of responsibility

can be defined.

3.3 Limits of Responsibility

The limits of responsibility distribution between the client organization and the cloud

service provider depends mainly on the cloud service model. The different service

models identify the level of involvement of the client in the server provisioning

process. The higher you go in Fig. 1 the less involved the client needs to be and

the higher the cost becomes. Whenever you give more work to the service provider,

the cost meter tends to go up.

Generally, the three service models are:

1. Infrastructure-as-a-Service

IaaS service model is the lowest level of service provided to the client. In this

service model, the cloud computing client is provided with controlled access to

the virtual infrastructure. Using this access, the client can install operating system

and application software. From the client’s point of view, this model is similar

to renting the hardware from a service provider and letting the service provider

manage the hardware. In this sense, the client does not have control over the

physical hardware. On the other hand, the client will have to manage the security

aspects from the operating system and up to the applications. This model requires

the client to have highly experienced network engineer(s). Handling everything

from the operating system and up is a big responsibility that most clients decline

to handle, especially because of the security burdens. Thus, this model is not of

high preference in the cloud computing clients’ society [15].

In summary, IaaS takes away the burden of procurement and maintenance of

hardware and pushes it over to the cloud service provider side.

2. Platform-as-a-Service

In PaaS, the operating system and all platform-related tools (like compilers) are

already installed for the client. These pre-installed components are also managed

by the cloud service provider.

Clients have the freedom of installing additional tools based on their needs.

However, the control over the infrastructure is retained by the service provider.

The client controls applications development, configuration, and deployment. In

some aspects, this service model is similar to the traditional web-hosting services

in which clients rent a remote server with development platform pre-installed on

it. The major difference between this model and traditional web-hosting is the

rapid provisioning. Traditional web-hosting is managed manually and requires

human intervention when the demand increases or decreases. On the other hand,
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provisioning in cloud computing is automatic and rapid. Thus, it does not require

any human interventions [15].

3. Software-as-a-Service

SaaS model focuses on the application level and abstracts the user away from

infrastructure and platform details. Usually, applications are provisioned via

thin client interfaces such as web browsers or even mobile phone apps [15].

Microsofts Outlook.com is a clear example of this. An organization can adopt

Outlook.com electronic mail service and never bother with hardware mainte-

nance, service uptime, security, or even operating system management. The client

is given the control over certain parameters in the software configuration, for

example, creating and deleting mail boxes. These parameters can be controlled

through the interface of the application.

This service model gives the client the luxury of not worrying about hardware,

operating system, host security, patching and updating,. . . etc. Instead, the client

will be able to focus on using the application and achieving business goals.

Although service model is a deciding factor of the limit of responsibilities of each

party, there is another factor that plays an important role; Service-Level Agreement

(SLA). Many details about the security of the cloud system and liabilities of the

service provider are usually written in the SLA.

4 Prioritizing Assets and Threats

As the case with any system, managing the security processes is as important as the

security processes themselves. The first step in any security project is risk assessment

[13]. Preparations for risk assessment includes identifying the organization’s assets.

Before starting the risk assessment, it is a good idea to focus on assets. We can

categorize these assets into 5 types:

1. Hardware assets

2. Software assets

3. Data

4. Human resources

5. Business goals

Yes, I would like to consider business goals as assets as well because I can have all

the other assets and fail as a business if I did not achieve the business goals and did

not maintain business continuity.

Assets need to be valuated properly so that you can make proper decisions regard-

ing the assets’ security. This valuation process is vital and we will explain its impor-

tance with an example. Lets say that you have 10 different types of cars. You have a

budget to rent 5 covered parking spots and 5 other spots under the sun. How would

you decide which car to put in the sun and which car goes into the shaded area?
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There are a few deciding factors; the most important one is the cost of the car. You

would want to put your most valuable 5 cars in the shade and let the other 5 park in

the sunny area.

After creating a list of all of your assets and distributing them into different cate-

gories you will need to look into your business goals and see which assets are more

vital in achieving your business goals. You might end up leaving a Porche in the sun

to protect a pick-up truck that you use a lot in business.

Once you have categorized and valuated your assets, you can start with the risk

assessment process. The risk assessment is done in the following steps [25]:

1. Identify threat sources and events

2. Identify vulnerabilities and predisposing conditions

3. Determine likelihood of occurrence

4. Determine magnitude of impact

5. Determine risk

These steps would help the cloud computing client organization in identifying suit-

able cloud solutions. Some cloud service providers can provide techniques to reduce

the probability of these risks. By prioritizing these risks, the organization will have

the ability to decide how much it is willing to spend to protect each asset.

In addition to deciding the spending budget to secure the assets, the organization

will also be able to decide which cloud service provider to choose and entrust for

their systems and data.

Part of that decision is based on identifying the cost of the security controls

needed to mitigate each risk. Security controls can be divided into [13]:

1. Directive: Controls designed to specify acceptable rules for behavior within an

organization.

2. Deterrent: Controls designed to discourage people from violating security direc-

tives.

3. Preventive: Controls implemented to prevent a security incident or policy viola-

tion.

4. Compensating: Controls implemented to substitute for the loss of primary con-

trols and mitigate risk down to an acceptable level.

5. Detective: Controls design to signal a warning when a security control has been

breached.

6. Corrective: Controls implemented to remedy circumstances, mitigate damage, or

restore controls.

7. Recovery: Controls implemented to restore conditions to normal after a security

incident.

The cost of each control varies depending on the type of the control and the asset

that it is designed to protect. After determining the cots of the required controls, you

will have the ability to decide which ones to adopt to mitigate or eliminate risks and

which risks to accept.
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To put things into perspective, we will consider a calculation model used to sup-

port decisions on which security control is worth paying for and which is less impor-

tant. The reason why we are focusing more on the managerial aspect rather than the

technical aspect is that in almost all cases the budget is not adequate to provide all

security controls required to cover all threats and eliminate all risks.

Generally, we can say that

r = (p ⋅ v) − m + u (1)

where,

p is the probability of the threat succeeding to achieve an undesirable effect.

v is the value of the asset.

m is the percentage of risk mitigated by the currently existing controls (0% if no

controls exist).

u is the percentage of uncertainty in the information available about the vulnera-

bility and threat.

To understand this better, we will look into an example. Lets say that we have

an asset named A. This asset’s value is 130. This asset has a vulnerability named

Vulnerability#1. This vulnerability has a probability of success of 0.45. Currently,

there is no control mitigating this risk. The trust we have in this information is only

70%. This means that the uncertainty is 100% − 70% = 30%. Now, lets calculate the

risk:

r = (0.45 × 130) − 0% + 30% (2)

r = 58.5 + 30% = 76.05 (3)

This number alone is not very useful without putting it into a table and looking into

all the numbers from all the vulnerabilities in all the assets. Hence, we can develop

a table to put all of this information and re-arrange the table to put the highest risk

on the top and the lowest risk below. Then, we add more columns to that table which

is the new calculations after adding the suggested security controls to see the effect

of adding these controls in reducing the risks. This would help the management in

understanding the budget that needs to be allocated to information security. The final

table is expected to look like the sample table shown in Table 1.

Looking at Table 1, we can see that some suggested security controls will be very

effective in reducing the risk like Asset A Vulnerability#1 and Asset B Vulnera-

bility#1. Some other suggested controls would have a moderate effect like Asset A

Vulnerability#2 and Asset B Vulnerability#2. While in the case of Asset A Vulner-

ability#3, the suggested security control had a limited effect in reducing the risk.

This type of analysis will help us in prioritizing assets and prioritize spending on

security measures to protect out data on the cloud. By combining the knowledge of

threats available in cloud computing with the calculations done in this section, we

can produce the best possible security plan with a given budget.
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5 Cloud Security Considerations

The following list provides general considerations for cloud computing security:

∙ Read the SLA carefully.

Know the responsibilities of the service provider to have a clear understanding of

what you will need to do. SLAs are the documents to go back to whenever any-

thing goes bad. When you are selecting a cloud service provider, choose the one

that suites your technical capabilities. Do not consider only the cost as a deciding

factor.

∙ Know the cloud service provider’s history.

A cloud service provider that has been a target for repeating attacks is not a good

choice. It might not be possible to find a cloud service provider that has not been

targeted before, but it is always a good idea to choose the one that responds well

in crisis.

∙ Do not use vendor supplied defaults for passwords and other security parameters

[5].

The default usernames, passwords, and other security parameters are well known

to other cloud users, and probably many outsiders. It is vital that the first step

done when you receive your account credentials that you change passwords for all

accounts.

∙ Do not setup your own private cloud unless it is absolutely necessary [5].

Scenarios where the organization decides to build it’s own private cloud has to be

limited by all of the following conditions:

1. The organization is obliged by some governance laws or guidelines that force

them to host their user data inside their premises.

2. The organization has adequate budget for the project. As we have explained in

Chap. 1, the capital expenditures for starting a private cloud are very high.

3. In the case that the organization, for security purposes, intends to build their

private cloud, they will have to provide the human resources needed for the job.

In some looser scenarios, it would be possible for the organization to outsource

the creation of the cloud and be responsible for cloud maintenance only. In that

case, the organization must have the human resources capable of maintaining

the cloud.

4. The organization must be capable of creating and maintaining a proper inci-

dent response plan, disaster recovery plan, and business continuity plan, along

with all their requirements (e.g.,: backup generators, backup Internet connection,

alternate location,. . . etc)

Unless all of the aforementioned conditions exist, it is recommended that the orga-

nization considers public cloud service providers or alternative solutions like com-

munity cloud, or even a hybrid cloud solution.

∙ Security patches reduce the risks of zero-day attacks.

A zero day attack is an attack which exploit vulnerabilities that have not been

http://dx.doi.org/10.1007/978-3-319-52491-7_1
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disclosed publicly [7]. Methods of defense against these attacks are not available

until they are detected publicly. Among the findings that [7] presented were:

1. Zero-day attacks are more frequent than previously thought: 11 out of 18 vul-

nerabilities identified were not known zero-day vulnerabilities.

2. Zero-day attacks last between 19 days and 30 months, with a median of 8 months

and an average of approximately 10 months.

3. After zero-day vulnerabilities are disclosed, the number of malware variants

exploiting them increases 18,385,000 times and the number of attacks increases

2,100,000 times.

4. Exploits for 42% of all vulnerabilities employed in host-based threats are detected

in field data within 30 days after the disclosure date.

These findings tell us how important it is to keep all our systems patched and

updated. Keep in mind that these findings are for the years 2008–2011. However,

they give us a general idea of how bad zero-day attacks are. As there is not much

to do in defense from zero-day attacks, patching in a timely manner is important.

The security personnel in the organization need to be up-to-date on all new vul-

nerabilities, threats, and attacks.
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An Overview of Cloud Forensics
Strategy: Capabilities, Challenges,
and Opportunities

Reza Montasari

Abstract Cloud computing has become one of the most game changing tech-
nologies in the recent history of computing. It is gaining acceptance and growing in
popularity. However, due to its infancy, it encounters challenges in strategy,
capabilities, as well as technical, organizational, and legal dimensions. Cloud ser-
vice providers and customers do not yet have any proper strategy or process that
paves the way for a set procedure on how to investigate or go about the issues
within the cloud. Due to this gap, they are not able to ensure the robustness and
suitability of cloud services in relation to supporting investigations of criminal
activity. Moreover, both cloud service providers and customers have not yet
established adequate forensic capabilities that could assist investigations of criminal
activities in the cloud. The aim of this chapter is to provide an overview of the
emerging field of cloud forensics and highlight its capabilities, strategy, investi-
gation, challenges, and opportunities. This paper also provides a detailed discussion
in relation to strategic planning for cloud forensics.

1 Introduction

Cloud computing has become one of the most transformative computing tech-
nologies, following the footsteps of main-frames, minicomputers, personal com-
puters, the World Wide Web, and smartphones [25, 29]. Cloud computing is
drastically transforming the way in which information technology services are
created, delivered, accessed, and managed. Spending on cloud services is growing
at five times the rate of traditional on-premises information technology (IT). Cloud
computing services are forecast to generate approximately one-third of the net new
growth within the IT industry. Just as the cloud services market is growing, at the
same time the size of the average digital forensic case is growing. This culminates
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in the amount of forensic data that must be processed, outgrowing the ability to
process it in a timely manner [27]. The growth of cloud computing not only
aggravates the problem of scale for digital forensic practice, but also generates a
brand new front for cybercrime investigations with the related challenges [29].
Cloud forensic investigators, hereafter referred to as CFIs, should spread their
expertise and tools to cloud computing environments. In addition, cloud service
providers, hereafter referred to as CSPs, and cloud customers must create forensic
capabilities that can assist with reducing cloud security risks. To this end, this
chapter discusses the emerging area of cloud forensics, and highlights its capabil-
ities, strategy, investigations, challenges, and opportunities.

The chapter is structured as follows: Sect. 2 discusses the three different
dimensions of cloud forensics. Section 3 describes the way in which forensic
investigations are carried out in the cloud and discusses the practice of cloud
forensics. In Sect. 4, the major challenges posed to the cloud forensic investigations
are discussed, and in Sect. 5, some of the opportunities presented by cloud forensics
are presented. Finally, the chapter is concluded in Sect. 6.

2 The Three Aspects of Cloud Forensics

Cloud forensics is a cross discipline of cloud computing and digital forensics [29].
Cloud computing is a shared collection of configurable networked resources (e.g.,
networks, servers, storage, applications, and services) that can be reconfigured
quickly with minimal effort [19], while digital forensics is the application of
computer science principles to recover electronic evidence for presentation in a
court of law [15, 21]. Cloud forensics is also considered to be a subdivision of
network forensics. Network forensics deals with forensic investigations of net-
works, while cloud computing deals with broad network access. Hence, cloud
forensics is based on the main phases of network forensics with techniques tailored
to cloud computing environments. Cloud computing is a developing phenomenon
with complex aspects. Its vital features have considerably reduced IT costs, con-
tributing to the swift adoption of cloud computing by business and government
[11]. To ensure service availability and cost effectiveness, cloud service providers
maintain data centers around the world. Data stored in one data center is replicated
at multiple locations to ensure abundance and reduce the risk of failure [29]. Also,
the separation of responsibilities between CSPs and customers in relation to
forensic responsibilities vary in accordance with the service models being
employed. Analogously, the interactions between different tenants that employ the
same cloud resources vary in accordance with the deployment model being used.
Multiple jurisdictions and multi-tenancy are the default settings for cloud forensics
creating further legal issues. Sophisticated relations between CSPs and customers,
resource sharing by multiple tenants and collaboration between international law
enforcement agencies are required in most cloud forensic investigations. In order to
examine the domain of cloud forensics in more detail and to highlight that cloud
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forensics is a multi-dimensional issue rather than simply a technical issue, this
paper discusses technical, organizational, and legal aspects of cloud forensics next.

2.1 Technical Aspects

The technical dimension involves a set of tools and procedures required to conduct
the forensic process in cloud computing environments [10, 29]. These comprise of
proactivemeasures (forensic readiness) [21, 28, 31], data collection, elastic/static/live
forensics [12, 21], evidence segregation, and investigations in virtualized environ-
ments [10, 29]. Data acquisition is the process of identifying, acquiring, and verifying
digital data that might represent potential digital evidence [14]. In the context of cloud
forensics, digital data encompasses client-side artifacts stored on client premises, as
well as provider-side artifacts residing in the provider infrastructure. The procedures
and tools employed to acquire forensic data vary according to the specific model of
data responsibility that is in place [18, 33]. During the acquisition process, the
integrity of data should be preserved according to clearly defined division of
responsibilities between the client and provider. While conducting the data acqui-
sition, CFIs will need to ensure that they do not infringe on laws or regulations in the
jurisdiction in which digital data is being acquired. Moreover, they also need to
ensure that they do not compromise the confidentiality of other tenants who use the
same resources. For instance, in public clouds, provider-side artifacts might need the
separation of tenants, while there might be no such requirement in private clouds [29].

There are five essential characteristics of cloud computing including:
(1) on-demand self-service, (2) broad network access, (3) measured service,
(4) rapid elasticity, and (5) resource pooling [9, 19]. In relation to the ‘on-demand
self-service’, a consumer can unilaterally provision computing capabilities, such as
server time and network storage, as required automatically without requiring human
interaction with each service provider [19]. Concerning the ‘broad network access’,
capabilities are available over the network and can be accessed through standard
mechanisms that promote use by “heterogeneous thin or thick client platforms”
(e.g., mobile phones, tablets, laptops, and workstations) [19]. With regards to
‘measured service’, cloud systems automatically control and improve resource use
by taking advantage of a metering capability at some level of abstraction appro-
priate to the type of service (e.g., storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and reported; this provides
clarity for both the provider and consumer of the deployed service.

In terms of rapid elasticity, capabilities can be elastically provisioned and
released, in some cases automatically, to scale rapidly outward and inward in
proportion with demand. Therefore, it is necessary that cloud forensic tools are also
elastic [9, 29]. These often consist of large-scale static and live forensic tools for
data collection, data recovery, evidence examination, evidence analysis, evidence
interpretation, event reconstruction, and evidence presentation [7, 16, 21]. Another
vital trait of cloud computing is resource pooling, in which the provider’s
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computing resources are pooled to serve multiple consumers utilizing a multi-tenant
model, with different physical and virtual resources dynamically allocated and
reallocated based on consumer demand [9, 19]. Multi-tenant environments reduce
IT costs through resource sharing. However, the process of separating evidence in
the cloud necessitates compartmentalization [5]. Thus, procedures and tools must be
created to separate forensic data between multiple tenants in various cloud
deployment models and service models [29]. Therefore, there exists a sense of
location independence in that the customer generally does not have control or
knowledge over the exact location of the provided resources. However, they might
be able to specify location at a higher level of abstraction (e.g., country, state or
datacenter). Examples of resources include storage, processing, memory, and net-
work bandwidth [9].

2.2 Organizational Aspects

At least two parties are always involved in forensic investigations in cloud com-
puting environments. These include CSP and cloud customer [10, 29]. However,
when the CSP outsources services to other parties, the scope of the investigation
tends to widen. CSPs and most cloud applications often have dependencies on other
CSPs. The dependencies in a chain of CSPs/customers can be highly dynamic. In
such circumstances, the CFI may depend on investigations of each link in the chain
[29]. If there is any interruption or corruption in the chain or a lack of coordination
of duties between all the involved parties, this can culminate in serious problems.
Organizational policies and service level agreements (SLAs) pave the way for
communication and collaboration in cloud forensic practice. Moreover, law
enforcement and the chain of CSPs must communicate and co-operate with third
parties and academia. Third parties can aid auditing and compliance while academia
can provide technical expertise that could improve the efficiency and effectiveness
of investigations [10]. Therefore, when establishing a cloud forensic strategy of an
organization to investigate cloud anomalies, each CPS needs to create a permanent
or ad hoc department that would be in charge of internal and external matters that
must accomplish the following roles:

Cloud Forensic Investigators
CFIs must examine claims of misconduct and work with external law enforcement
agencies as required. They will need to have adequate expertise in order to carry out
investigations of their own assets as well as interact with other parties in CFIs.

IT Professionals
IT professionals are comprised of system, network and security administrators,
ethical hackers, cloud security architects, and technical and support staff [29]. They
must provide expert knowledge to support investigations, help investigators access
digital crime scenes, and might carry out data acquisition on behalf of investigators.
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First Responders
First responders handle security incidents such as unauthorized data access, acci-
dental data leakage and loss, breach of tenant confidentiality, inappropriate system
use, malicious code infections, insider attacks, and denial of service attacks [13,
29]. All cloud entities should have strategy (written plans or Standard Operating
Procedures) that classify security incidents for the different levels of the cloud and
identify first responders with the relevant expertise.

Legal Practitioners
Legal practitioners are accustomed to multi-jurisdictional and multi-tenancy issues
in the cloud. They have the responsibility for ensuring that cloud forensic practice
does not infringe on laws and regulations. They also have a duty to uphold the
confidentiality of other tenants that share the resources. SLAs must elucidate the
procedures followed in cloud forensic investigations. Internal legal practitioners
must be part of the team that drafts the SLAs in order to cover all the jurisdictions
where a CSP operates. Internal legal practitioners also have a duty to communicate
and co-operate with external law enforcement agencies during the course of cloud
forensic investigations [29].

External Assistance
It is also judicious for a CSP to depend upon internal staff in addition to external
parties to carry out forensic activities. It is vital for a CSP to define the actions in
advance.

2.3 Legal Aspects

Multi-jurisdictional and multi-tenancy challenges must be considered as the top
legal concerns [4, 17, 22]. Conducting forensic investigations in the cloud aggra-
vates these challenges [10, 29]. The legal aspect has various dimensions. The first
dimension is the multi-jurisdiction and multi-tenancy challenges considered as
top-level concerns among digital forensic experts, and are both exacerbated by the
cloud. Regulations and agreements must be maintained in the legal aspect of cloud
forensics so as to ensure that the investigations will not infringe on any laws or
regulations in the area in which the data physically resides [18]. Moreover, steps
must also be taken to ensure that the privacy of other individuals or organization
sharing the infrastructure will not be jeopardized or compromised throughout the
forensic practice. Another dimension of the legal aspect is the SLA that defines the
terms of use between the cloud customer and the CSP. Ruan et al. [29] provide a list
of terms that needs to be included in the existing SLAs so as to assist with making
cloud forensic investigations. These include

• The customers must be granted services, access, and techniques by the CSP
during digital forensic investigation.

• Trust boundaries, roles, and responsibilities between the customer and the CSP
must be clearly defined during forensic investigation.

An Overview of Cloud Forensics Strategy … 193



• Legal regulations and relevant laws must be addressed during a
multi-jurisdictional forensic investigation, as well as in a multi-tenant
environment.

• Confidentiality of customer data and privacy policies must be taken into account
during a multi-jurisdictional forensic investigation, as well as in a multi-tenant
environment.

3 Practice of Cloud Forensics

Cloud forensics has several main uses, including: forensic investigation, trou-
bleshooting, log monitoring, data and system recovery, and due
Diligence/Regulatory Compliance. The followings are the main five usages of the
cloud forensics as outlined by Cruz [10]:

Investigation

• On cloud crime and policy violations in multi-tenant and multi-jurisdictional
environments

• On suspect transactions, operations, and systems in the cloud for incident
response

• Event reconstructions in the cloud
• On the acquisition and provision of admissible evidence to the court
• On collaborating with law enforcement in resource confiscation.

Troubleshooting

• Finding data and hosts physically and virtually in cloud environments
• Determining the root cause for both trends and isolated incidents, as well as

developing new strategies that will help prevent similar events from happening
in the future

• Tracing and monitoring an event, as well as assessing the current state of said
event

• Resolving functional and operational issues in cloud systems
• Handling security incidents in the cloud.

Log Monitoring

• Collection, analysis, and correlation of log entries across multiple systems
hosted in the cloud, including but not limited to: audit assists, due diligence, and
regulatory compliance.

Data and System Recovery

• Recovery of data in the cloud, whether it has been accidentally or intentionally
modified or deleted

• Decrypting encrypted data in the cloud if the encryption key is already lost
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• Recovery and repair of systems damaged accidentally or intentionally
• Acquisition of data from cloud systems that are being redeployed, retired or in

need of sanitation.

Due Diligence/Regulatory Compliance

• Assist organizations in exercising due diligence as well as in complying with
requirements related to the protection of sensitive information, maintenance of
certain records needed for audit, and notification of parties concerned when
confidential information is exposed or compromised.

Notice that describing each of the above five usages of the cloud forensics is
outside the scope of this chapter. Therefore, due to the space constraint, only the
investigation aspect is discussed in detail within the following section.

3.1 Crime and Cloud Forensic Investigations

Cloud crime can be defined as any crime that includes cloud computing in the sense
that cloud can be the subject, object, or tool related to the crimes [10]. The cloud is
considered to be the object when the target of the crime is the CSP that is directly
targeted by the criminal act, such as by Distributed Denial of Service (DDoS)
attacks that affect sections of the cloud or the cloud itself as a whole. The cloud can
also be considered as the subject of the criminal activity when the criminal act is
perpetrated within the cloud environment, for instance in cases of identity theft of
cloud users’ account. Moreover, cloud can also be considered the tool when it is
employed to plan or carry out a crime such as in cases when evidence associated
with the crime is stored and distributed in the cloud, or a cloud is employed to
attack other clouds. Cloud forensics is the intersection between cloud computing
and network forensic analysis. As already stated, cloud computing refers to a
network service that users can interact with over the network. This denotes that all
the work is carried out by a server on the Internet, which might be supported by
physical or virtual hardware. In recent years, there has been a significant growth on
the deployment of virtualized environments, which makes it very likely that the
cloud service is running somewhere in a virtualized environment [18].

Although cloud computing has many benefits, at the same time it also poses two
most distinct disadvantages including ‘security’ and ‘privacy’. Since the users’ data
are stored in their cloud on the Internet, the CPS has access to that data, and so does
an attacker (if a breach occurs in the provider’s network). If a breach has occurred
and it has been decided to collect data, the user must decide why the data are being
acquired (e.g., for remediation, court, or some other reason) and, thus, what data
need to be collected [32]. If the user is able to acquire the necessary data in the
normal course of business through the company’s access to the cloud, they must
then revert to the standard digital forensic techniques by following well-established
methods such as those presented in Montasari [21], Montasari et al. [22], ACPO [1].
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If the case is to be presented in court of law, they will also need to ensure that they
will maintain a strict and an accurate chain of custody through a detailed docu-
mentation [7, 21, 31]. However, standard digital forensic techniques might not be
sufficient in certain cases, thus necessitating network forensic analysis techniques.
Network forensic analysis is a branch of digital forensics, which screens and
analyzes computer network traffic for the purposes of gathering information, col-
lecting legal evidence, or detecting intrusions [21, 22, 24]. Network forensics refers
to the data transmitted over the network, which might serve as the only evidence of
an intrusion or malicious activity. Obviously this is not always the case due to the
fact that an intruder often leaves behind evidence on the hard disk of the com-
promised host, in log files and also uploaded malicious files, etc. [2].

In circumstances where the intruder has been able to avoid leaving any artifact
on the compromised computer, the only evidence that might be available is in the
form of captured network traffic [6]. When capturing network traffic, DFI will need
to separate the good data from the bad by extracting useful information from the
traffic, such as transmitted files, communication messages, credentials, etc. [16]. If
DFIs are faced with a large volume of disk space, they must store all the traffic to
disk and analyze it at a later time if needed. However, this obviously requires a vast
amount of disk space [26]. Usually network forensics is deployed to discover
security attacks being conducted over the network. A tool such as Tcpdump or
Wireshark can be used to carry out the network analysis on the network traffic [18].
Cloud network forensics is necessary in circumstances in which attackers have
hacked the cloud services. In these situations, the CFIs must look through all the
logs on the compromised service in an attempt to recover forensic artifacts. It might
be the case that the CFIs discover that the attack was carried out from the cloud
provider’s network. In such circumstance, they must request the cloud provider to
give them the logs that they require. At this juncture, it is important to evaluate what
logs the CFIs require in order to identify who carried out the attack. This is where
cloud network forensics plays a vital role.

CFIs will need to apply a Digital Forensic Investigation Process Model (DFIPM)
such as that proposed in Montasari [21] to the cloud, where the CFIs would need to
analyze the information they have concerning filesystems, processes, registry,
network traffic, etc. When gathering information that they can examine and analyze,
CFIs must be aware of which service model is in usage due to the fact that acquiring
the appropriate information depends upon it.

When using different service models, CFIs can access different types of infor-
mation as shown in the Table 1 [18, 33]. The first column consists of different
layers that CFIs can access when deploying cloud services. The SaaS, PaaS, and
IaaS columns represent the access rights that the CFIs are granted when employing
various service models. The last column shows the information that the CFIs have
available when employing a local computer that they have physical access to [33].
As suggested by the table above, when using a local computer, CFIs have maxi-
mum access which facilitates the examination and analysis of a local computer.
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However, the major problem with cloud services that a CFI often faces is that the
evidence needs to be provided by the CSP. Hence, if CFIs require application logs,
database logs, or network logs when utilizing the SaaS service model, they will
need to contact the CSP so as to acquire it since they cannot access it by themselves
[18, 33]. Another major problem with cloud services that a CFI often faces is that
the user’s data is maintained with the data of other users on the same storage
systems (see also Sect. 4 for other challenges to cloud services). This culminates in
difficulties in segregating only the data that CFIs require to carry out the exami-
nation and analysis process. For example, if two users are using the same webs
server to host a web page, it would be difficult to prove that the server’s log contains
the data of the user that CFIs are looking for. Thus, this will be an issue when
conducting a forensic analysis of the cloud service. In the following list we discuss
every entry in the table above [10, 18, 29, 33]:

• Networking: In a local environment, investigators have access to the network
machines, such as switches, routers, IDS/IPS systems, etc. Hence, they can
access all of the traffic transmitted through the network, examine and analyze it
to acquire as much data as possible. However, when using the cloud, even the
CSPs do not have that kind of data as described as they must not log all the
traffic transmitted through the network, since users’ data is confidential and CSP
are not permitted to record, store, and analyze it.

• Storage: When investigators have physical access to the machine, they know
where the data is store. However, when using a cloud service, the data could be
located in various jurisdictions.

• Servers: In a local environment, investigators have physical access to the
machine to analyze the data on it (all the data is stored on the machine).
However, using the cloud, this is not possible as the data is spread over several
data centers, and it is difficult to confirm that they have acquired all the data
required.

Table 1 Different types of
information provided using
different service models

Information SaaS PaaS IaaS Local

Networking ✘ ✘ ✘ ✔

Storage ✘ ✘ ✘ ✔

Servers ✘ ✘ ✘ ✔

Virtualization ✘ ✘ ✘ ✔

OS ✘ ✘ ✔ ✔

Middleware ✘ ✘ ✔ ✔

Runtime ✘ ✘ ✔ ✔

Data ✘ ✔ ✔ ✔

Application ✘ ✔ ✔ ✔

Access control ✔ ✔ ✔ ✔
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• Virtualization: In a local environment, CFIs have access to the virtualization
environment, where they can access the hypervisor, manage existing virtual
machines, delete a virtual machine, or create a new virtual machine. In the
public cloud, often they do not have access to the hypervisor. However, access
can be obtained in private clouds.

• OS: In a local environment, investigators have complete access to the operating
system as they have in the IaaS model, but not in the PaaS and SaaS models. If
the investigators need to access the operating system, they must connect to the
SSH service running on the server and issue OS commands.

• Middleware: The middleware connects two separate endpoints, which together
constitute a complete application.

• Runtime: Investigators can determine how the application must be initiated and
stopped when using the IaaS model so that they can have access to its runtime.

• Data/application: In PaaS and IaaS models, investigators can access all data and
applications, which we can manage by using search, delete, add, etc. However,
they cannot do this directly when using the SaaS model.

• Access control: In all service models, investigators have access to the access
control since without it they will not be able to access the service. Investigators
can control how access is granted to different users of the application.

It is important to note that when performing a cloud network forensic exami-
nation and analysis, investigators do not have access to the same information as
they have when carrying out an examination and analysis of a local computer
system. Investigators often do not have access to the information that they are
searching for and must request the CSP to provide the information they require.
One of the issues with such an approach is that the investigators must rely upon the
CSP to grant them the appropriate information. CSPs might decide to provide false
information or hold back some vital information. This is a major issue in particular
in circumstances where CFIs are to use the data in court, since they will need to
prove without a doubt that the evidence from the collected data belongs to the user.
The process of identifying, preserving, acquiring examining, analyzing, and inter-
preting the data must be documented through chain of custody, and must be
admissible in courts [7, 21]. When an attack is carried out over a cloud service,
CFIs will need to deal with several different problems. However, the most vital
problem is interaction with the CSP. Due to the fact that the services reside in the
cloud, there is a large volume of information that could serve as digital evidence
that can only be provided by CSP as it is the CSP that has access to it [18]. There
exist also other issues with collecting the data when dealing with cloud environ-
ments, such as when data is stored in multiple data centers located in various
different jurisdictions, or when data of different users are stored in the same storage
device, etc. [10, 29]. Therefore, there is still a lot of research that must be carried
out in order to enhance digital forensic investigations of cloud services. Moreover,
there still exists a lack of qualified cloud forensic investigators. Therefore, the
number of cloud forensic professional will also need to increase in the near future.
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4 Challenges to Cloud Forensics

As of now, establishing forensic capabilities for cloud organizations in the three
dimensions that were defined earlier in the paper will be difficult without over-
coming several vast challenges. For instance, the legal aspect currently does not
have agreements among cloud organizations in relation to collaborative investiga-
tion. Moreover, most of SLAs do not have terms and conditions available with
regards to segregating responsibilities between the CSP and customer. Policies and
cyber laws from various jurisdictions must also perform their part so as to solve
conflicts and issues resulting from multi-jurisdictional investigations. This section
presents eight challenges that prevents the establishment of a cloud forensic
capability that encompass the ‘technical’, ‘organizational’ and ‘legal dimensions’.

4.1 Challenges to Forensic Data Collection

In all circumstances implicating cloud service and deployment models, the cloud
customer encounters issues in relation to decreased access to forensic data based on
the cloud model that is implemented [29]. For instance, IaaS users might enjoy
relatively easy access to all data needed for forensic investigation, whereas SaaS
customers might have little or no access to such data [10]. Lack of access to
forensic data denotes that the cloud customers will have little control (or no control)
or even knowledge of where their data is physically located. Cloud customers might
only be able to specify the location of their data at a higher level of abstraction,
typically as a virtual object container. This is due to the fact that CLSs deliberately
hide data locations the actual location of the data in order to assist data movement
and replication [18]. Moreover, there exists a lack of the terms of use in the Service
Level Agreements in order to facilitate forensic readiness in the cloud. Many CSP
purposely avoid offering services or interfaces that will assist customers in col-
lecting forensic data in the cloud. For example, SaaS providers do not provide IP
logs or clients accessing content, while IaaS providers do provide copies of recent
Virtual Machine states and disk images. The cloud as it operates now (as of 2016)
does not offer customers with access to all the relevant log files and metadata, and
limits their ability to audit the operations of the network utilized by their provider
and conduct real-time monitoring on their own networks.

4.2 Challenges to Static and Live Forensics

The propagation of endpoint, particularly mobile endpoints, is one of the major
challenges for data discovery and evidence acquisition. The large number of
resources connected to the cloud makes the impact of crimes and the workload of
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investigation even larger [29]. Constructing the timeline of an event needs accurate
time synchronization which is vital in relation to the audit logs employed as source
of evidence in the investigations [10]. Accurate time synchronization is one of the
major issues during network forensics; and it is often aggravated by the fact that a
cloud environment needs to synchronize timestamps that is in harmony with dif-
ferent devices within different time zones, between equipment, and remote web
clients that include numerous end points. The usage of disparate log formats is
already an issue in traditional network forensics. The issue is aggravated in the
cloud because of the large volume of data logs and the pervasiveness of proprietary
log formats. Analogous to other branches of forensics, deleted data in the cloud is
considered as a vital piece of artifact. In the cloud, the customer who created a data
volume often maintains the right to modify and remove the data. When the cus-
tomer removes a data item, the deletion of the mapping in the domain begins
immediately and is typically completed in seconds [10, 29]. After that, there is no
way to access the removed data remotely, and the storage space, having been
occupied by said data, becomes available for future write operations, and it is
possible that the storage space will be overwritten by newly stored data. However,
some removed data might still be present in a memory snapshot. Therefore, the
challenge is to recover the deleted data, identify the ownership of the deleted data,
and employ the deleted data for event reconstruction in the cloud.

4.3 Challenges in Evidence Segregation

In a cloud environment, the various instances of virtual machines running on the
same physical machine are isolated from each other via virtualization. The instances
are treated as if they were on separate physical hosts, and as such, they will have no
access to each other despite being hosted on the same machine [5]. Customer
instances do not have access to raw disk devices, instead they have access to
virtualized disks. Technologies employed for provisioning and deprovisioning
resources are constantly being updated [10, 5]. CSPs and law enforcement agencies
often face a challenge to segregate resources during investigations without violating
the confidentiality of other tenants that share the same physical hardware, while also
ensuring the admissibility of the evidence [18]. Another challenge is that the
easy-to-use feature of cloud models facilitates a weak registration system. This
makes anonymity easier which enables cybercriminals to hide their identities and
more difficult for investigators to detect and trace perpetrators. CSPs employ
encryption in order to segregate data between cloud customers. However, when this
feature is not available, customers are often encouraged to encrypt their sensitive
data before uploading it to the cloud [29]. Therefore, it is suggested that the seg-
regation must be standardized in SLAs and access to cryptographic keys must also
be formalized consistent with CSPs, consumers and law enforcement agencies.
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4.4 Challenges in Virtualized Environments

Virtualization is a significant technology that is employed to implement cloud
services. However, virtualised environments pose several challenges. Cloud com-
puting provides data and computing power redundancy by duplicating and dis-
tributing resources. Many CSPs do this by employing different instances of a cloud
computer environment within a virtualized environment, with each instance running
as a stand-alone virtual machine that is monitored and maintained by a hypervisor
[10]. This denotes that attackers can target the hypervisor, and doing so successfully
provides them with free control over all the machines being managed by it.
However, at the same time, there exists a lack of policies, techniques, and proce-
dures on the hypervisor level that could assist CFIs in conducting cloud forensic
investigations. Another challenge presented is the loss of data control. Therefore,
tools and procedures must be developed in order to identify forensic data physically
with specific timestamps while at the same time considering the jurisdictional
issues. Digital forensic readiness—or proactive measures which include both
operational and infrastructural readiness—can significantly assist cloud forensic
investigations. Examples include, but are not limited to, preserving regular snap-
shots of storage, continually tracking authentication and access control, and per-
forming object-level auditing of all accesses.

Cloud computing provides data and computing power redundancy by dupli-
cating and distributing resources. Most CSPs implement redundancy employing
various instances of a cloud computer environment within a virtualized environ-
ment, with each instance running as a stand-alone virtual machine that is monitored
and maintained by a hypervisor. A hypervisor is similar to a kernel in a traditional
operating system. This denotes that attackers can target the hypervisor, and doing so
successfully provides them with control over all the machines being managed by it.
Data mirroring over multiple machines in various jurisdictions and the lack of clear,
real-time information about data locations presents challenges in forensic investi-
gations [8]. Moreover, a CSP cannot offer an exact physical location for a piece of
data across all the geographical regions of the cloud. Also, the distributed nature of
cloud computing necessitates robust international cooperation, particularly when
the cloud resources to be seized are located around the world [18, 29].

4.5 Challenges in Internal Staffing

Currently, most cloud organizations are only dealing with investigations employing
conventional network forensic tools and staffing, simply neglecting the issue [10].
The major challenge in establishing an organizational structure in cloud forensics is
finding the right amount of expertise and relevant legal experience within the
available manpower. The major challenge is presented by the scarcity of technical
and legal expertise in relation to cloud forensics. This is worsened by the fact that
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forensic research and laws and regulations lag behind the rapidly-evolving cloud
technologies [3]. Therefore, cloud companies must ensure that they have adequate
qualified and trained staff to deal with the technical and legal challenges existing in
cloud forensic investigations.

4.6 Challenges in External Chain of Dependencies

CSPs and most cloud-related applications have dependencies on other CSPs. This
denoted that investigation in the chain of dependencies between CSPs will depend
on the investigations of each link in the dependency chain, which means that any
corruption or interruption between all the parties involved can result in major
problems for the entire investigation. There are currently no tools, policies, pro-
cedures, or agreements that deal with cross-provider investigations [10, 29].

4.7 Challenges in Service Level Agreements

Because of the absence of customer awareness, the lack of CSP transparency and
international regulations, the majority of cloud customers end up not having
awareness of what has occurred in the cloud in cases in which their data is lost or
compromised because of criminal activity.

4.8 Challenges to Multi-jurisdiction and Multi-tenancy

The presence of multiple jurisdictions and multi-tenancy in cloud computing pre-
sent several significant challenges to forensic investigations. Each jurisdiction
enforces dissimilar requirements in relation to data access and retrieval, evidence
recovery without violating tenant rights, evidence admissibility and chain of cus-
tody. The lack of a global regulatory body significantly affects the effectiveness of
cloud forensic investigations.

5 Opportunities

Although there exist many challenges involved in cloud forensics, at the same time
there are various opportunities that can be taken advantage of in order to advance
forensic investigations. Six opportunities are introduced in the following sections:
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• Cost Effectiveness: Similar to the cloud technology, that makes things less
expensive when implemented on a larger scale, cloud forensic services and
security will be more cost effective when implemented on a global scale. This
denotes that companies that cannot afford dedicated internal or external forensic
capabilities might be able to capitalize on low-cost cloud forensic services.

• Data Abundance: Because of providers’ practice of maintaining redundant copies
of data to ensure robustness, cloud forensic investigators will be able to capitalize
on the abundance of data, particularly because the redundancy makes it more
difficult to delete data and enhances the probability of recovering deleted data.

• Forensics as a Service: The concept of FaaS is gradually developing in cloud
computing and demonstrating the advantages of a cloud platform for large-scale
digital forensics [27, 23]. Security vendors are altering their delivery methods in
order to cover cloud services, and some companies are providing security as a
cloud service [29]. In the same way, forensics as a cloud service could capitalize
upon the enormous computing power of the cloud to support cybercrime
investigations at all levels.

• Establishment of Standards and Policies: Forensic policies and standards are
often behind technological advancements, culminating ad hoc solutions [20, 30].
With regards to technology, forensics are often treated as “afterthoughts and
bandage solutions”, only being created after the technologies have matured [10].
However, with cloud computing, there exists an opportunity to establish policies
and standards while the technology is still in its infancy.

6 Conclusions

The swift developments and increase in popularity of cloud technology is certainly
orienting the domain of digital forensics to a whole new level. Cloud computing
also poses new questions in relation to who owns the data and also with regards to
the customers’ expectations of privacy. Many existing challenges may be aggra-
vated by the cloud technology, such as various jurisdictional issues and lack of
international harmonization and coordination. Laws vary on the legal protections
related to data in the cloud from country to country. However, the cloud envi-
ronment also presents unique opportunities that can significantly advance the effi-
cacy and speed of forensic investigations and provide a ground for novel
investigative approaches. As future work, a list of comparisons about privacy and
how to deal with confidential can be developed.
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Business Intelligence Tools for Informed
Decision-Making: An Overview

Abimbola T. Alade

Abstract Numerous organisations are facing challenges of manipulating large
volumes of data generated as a result of their internal business processes. Manual
inference from such data often results in poor outcome. Decision makers within
such firms are now reliant on the processed data created by the use of business
intelligence tools and dashboards. In this chapter, the business intelligence and
analytics concepts are explained as a means to manage vast amounts of data.
Number of business intelligence tools and relevant strategies are discussed. Case
studies and applications, e.g., banking sector are provided.

Keywords Big data ⋅ Strategy ⋅ Business intelligence

1 Introduction

The term big data is now no longer as mysterious as it used to be when it first
became ‘a thing’ in the 1990s. The most prominent discussions surrounding big
data of late, is how to successfully harness the treasure it holds.

Strategy according to [1] is how to win. It is a guide, a prescribed set of actions
to achieve organisational goals.

Strategic big data therefore is a process, a set of actions that can help organi-
sations win using big data as an asset.

Big data is ‘data sets so large and diverse’, that they defy the regular or common
IT setups [2]. Elias further stated: agreeing with the opening paragraph of this
section that, defining big data is not near as important as knowing what
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organisations can do by applying analytics to big data which is what the rest of this
chapter tries to detail.

2 Big Data

The term big data as the name implies is simply huge amounts of data, which can be
described in terms of volume, velocity and variety. Volume describes the vast
amounts of available data, velocity describes how fast the available data increases
and variety describes the various forms these data exist—structured or unstructured
or the ability of companies to mine information of significance from large volumes
of data, which requires investing in tools, methods and control [2, 3].

Big data is created from emails, social data, financial transactions, GPS and
satellite images, delivery or pickup services like taxis, etc., access to users tagged
locations as they update their profile or upload pictures, video or audio files, or as
they use the ‘check-in’ function on Facebook, which basically records and make
visible to friends on the platform, their location at the point in time. Big data also
comes from data generated using mobile phones and the web, etc. [4]. The works of
[5] confirm the aformentioned and also prove that big unstructured data can be
sourced from social media by the process of ‘topic modelling’ which confers
competitive advantage on companies, though [6] pointed out a limitation to this
method of data mining, which is the fact that its effectiveness does not extend to
searching text strings or phrases—Variety.

Big data is what generates data for analytics. It is unstructured data that cannot
be stored directly into a structured database for analysis without prior processing. It
means enormous quantity of unstructured and partly structured data from different
sources can disclose a number of consistencies in arrays of data and also makes
irregularities in data known, provided that similarity in patterns exist in the data set
being examined.

The rate at which data is growing rapidly—velocity—makes more businesses
desire to explore the potentials data holds for them, more than ever [7].

As data keeps increasing in volume so does the need for faster ways of pro-
cessing and analysing data and increase data-driven decision-making. Also, in order
not to get confused and overwhelmed with the amount of big data and its sources
Hadoop as a tool can be used to store vast amounts of data, carry out Extraction,
Transformation and Loading of data into a structured database in order for these
data to be in an acceptable form, from which meaningful analysis can be made
[8, 9].

In order to efficiently and strategically manage big data, this chapter would go a
step further by suggesting an approach to big data management—Business
intelligence.
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3 Business Intelligence

Business Intelligence—BI is the ‘umbrella term’ used for the design of systems,
tools, databases and methods that is used to make organisations smarter, including
all activities that involves and supports collecting, storing, processing and analysing
data that is crucial to supporting business decisions [10, 6].

BI is also known as Management information system, Executive information
system, Information Advantage, Knowledge management and Online Analytical
processing according to the studies of [11–13]. BI is a tool or set of concepts used
in Analysis, which provides answers to unstructured business queries and auto-
mates business decisions [14]. Such that needs to be made from several sources
using historical data to understand the state of a business per time, in order to guide
future actions and also predict future occurrences, these decisions also involve
carrying the right people along with the right sets of information at the right time.

Ghazanfari et al. [11] also raised two main schools of thoughts as it relates to BI,
which they called the Managerial and Technical approach to BI, also referred to as
the two core roles of BI. To them, the managerial role of BI is the process of
analysing information collected from within and outside the business in order to
gain useful insights for the organisations strategic decision-making. Which is the
same as what was described by [9] that BI uses technology to bring information
together in any form for analysis, information which could lie internally or exter-
nally and could be in any form, so as to intensify organisational performance. The
technical approach on the other hand refers to BI as the tools that support the
managerial process of gathering and analysing information. The managerial
approach to BI is what this write-up is proposing to organisations as a way of
harnessing and strategically managing big data, while making use of the technical
approach of tools as well.

The objective of BI is to improve timeliness, meaningfulness and the worth of
every factor that goes into decision-making. BI tries to create smart business, by
giving the right people, who have asked the right questions and the right infor-
mation [10].

This writing focuses on both core aspects of BI in terms of the tools suitable for
managing big data for organisations and the knowledge that is derivable from the
use of these tools.

Now, the fact that the gathered information can be massive and can be measured
in Exabyte’s’ gave rise to what is known as Big data, requiring hi-tech tools for
analysing the hidden knowledge that can be sieved out of data sets and used to
address complex organisational issues.

Latest trend in BI is that practitioners are being more data aware and they are
paying attention to the management or ‘health of their data’ knowing that good
quality data would yield quality analysis.

Practitioners are also beginning to be data aware to the point of seeking the tools
they can work with within their organisation. That is, data analytics is becoming
part of what organisations observe as a core personalised task and taking active
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steps towards, wanting more, to the point of setting up COE—Centre of Excellence
for analytics—having standalone mobile analytics, investigating data outside of
their primary domain, thereby creating the need for more BI tools [15].

This is not to say that the introduction of BI to big data authorises discarding
corporate data [4] or is a 100% path to success. [16] points out that, for BI projects
to be successful, the data being analysed has to be of good quality. There also has to
be an understanding between IT staff and business users. There is need to train
business users enough to be comfortable with the new system. There has to be
clarity of the fact that the use of BI is not a quick fix, time efficiency in BI is relative
to the complexity and level of analytics required and lastly, introduction of BI to big
data is not the licence to drop the old tools but the trick is coordinating both to get
the best business results.

A Study by [17] shows that the concept of knowledge management which is also
a synonym for BI, is not sector specific, neither does it stand alone, in the sense that
there has to be a collaboration between people, process and technologies to have
successful knowledge management. Which definitely grants ‘competitive differ-
entiations’ amongst peers in the same sector. The study further shows that pos-
sessing knowledge by corporations is not enough as an end but the ability to
leverage on these knowledge is in itself strategy, deployed by organisations.

BI involves building the required systems and being able to use it for analytics
and reporting among other things as stated by [18], which is in agreement with the
works of [10, 6].

The benefits of BI in summary is that, it helps understand market trends, cus-
tomers wants and competitors’ actions from within a variety of voluminous data
that keeps increasing. Business intelligence helps to bring data together from dif-
ferent sources to aid analyses, improves business performance, simplifies
decision-making, creates a single view of organisational information, makes data
easily sharable and accessible at any time, allows faster and more accurate and
higher quality reporting and increases revenue [19, 12].

BI consists of up to four aspects or components according to [9], as introduced
late in the 2000s [20], which will be discussed in the next section of this writing.

Business Intelligence in itself is as old as the 1990s when it became popular in
the world of Business and Information technology (IT) with OLAP being the
technology behind a lot of BI applications or characteristics, used to discover data
including complex analytical calculations, reporting and even in predicting out-
comes. In their study on the future of BI, [18] linked Agile to BI, while evaluating
Agile principles. This writing finds the second agile principle most relevant, which
talks about valuing working software over comprehensive documentation, which
validates one of the common themes of this writing, that knowing what big data is
or the amount an organisation possesses is not as important as knowing that can be
derived from it and in real time.

According to [18] ‘fast analytics’ is a phenomenon to be dealt with in this age of
big data, due to the vast amounts of available data.

210 A.T. Alade



3.1 Business Intelligence Components

Data warehouse and Business Process Management were two of the main BI
components highlighted by [12] in their study. Others are Data mining, Data marts,
Decision support and Management support systems. Four main components of BI
will be discussed in this section as proposed by [21].

3.1.1 Data Warehouse

Data warehouses are repositories of data, which is as current as at the most recent
time the warehouse is loaded with transactional data from various sources. Data
loaded into the data warehouse becomes historical data from Online Transactional
Processing (OLTP) systems.

OLTPs can also provide analytic insights and reporting functions. However,
businesses may not be able to rely on these analyses, as they are resultant from
transient data that keeps changing daily. As opposed to insights derived from
Online Analytical Processing (OLAP), systems that are historical, loaded as at a
particular date and are capable of analysing and presenting information in an easily
comprehensible form, which bestows competitive advantage over industry peers
and makes apt decisions possible for organisations. Data warehouses make it
possible to access data from different sources, and easily produce knowledge. The
data stored in the data warehouse would have gone through an ETL process, i.e.,
would have been extracted from the OLTP systems, transformed to remove
inconsistencies and protect data integrity before being loaded into the warehouse,
where reporting is done with data mining and OLAP tools [6, 22].

3.1.2 Business Performance Management (BPM)

The studies of [23, 16, 24, 25]; Web Finance Inc [26] posits that BPM, also known
as Enterprise or Corporate Performance Management is a set of approach and tools
used in business management, which takes account of all the activities that form
part of the business as a whole, aligns the objectives of these activities, reviews
them and delivers the facts about the business standings to the management, as well
as suggesting how to meet these outstanding goals in order to arrive at decisions
that can improve the overall performance of the organisation.

BPM makes use of reports, analytics and tools such as ‘Bonita soft BPM’, that
graphically represents business processes with signs and symbols in order to secure
the same level of understanding within an organisation so as to enhance perfor-
mance, which can occur when everyone is aware of the available levels of activities
involved in a task and the order of those activities as well as whose responsibility it
is to carry it out as it is the intersect between business and information technology
teams.
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BPM also uses ideologies such as TQM—Total quality management, six sigma
and lean, which are agile project management approaches that believe in trimming
off irrelevances within a process.

For BPM to be effective, organisations have to acknowledge the external
environment.

3.1.3 User Interface

User interfaces can be graphical, in text, or audio form and makes it possible to
access information easily from BI systems by providing one point of interface
between business users and the BI systems/solutions that processes the information
users require, and returns information or options that can aid decision-making after
eliminating below par alternatives. This interaction between man and machine
reduces human inputs but maximises relevant machine outputs. User interfaces can
be dashboards in the form of graphs and charts which summarises important
information and can also be in form of Google maps, satellite navigation systems
that are Geographic information systems—GIS, operating or input control buttons
or devices, computer mouse, Apples Siri, Cortana, search engines, mobile apps, etc.
[22, 27–29].

3.1.4 Business Analytics and Visualisation

Business Analytics is the skill techniques and process of using purpose built tools to
explore a set of data to find relationships between them while concentrating on the
statistical implications of such data. As well as being able to explain it so as to
support decision-making guided by facts within data, with the ultimate aim of being
at an advantage. Data visualisation helps to find abnormalities and outliers’ resident
within a data set, and helps in identifying patterns worthy of further probing, to aid
data understanding [30].

Business analytics aids the automation process in businesses, test past decisions
and can predict future consequences—also known as predictive modelling or
analytics, which SAS enterprise miner, R, Python and other tools help carry out.

The predictive power of analytics helps to know what the result of each course of
action will be. Such as if sales are going to be made, if crime will be committed—
when and where and if there will be default on payments for goods and services
among other things, based on past occurrences evidence of which is available in
gathering and accessing historic data and test models that are built to assess new
models.

Business Analytics helps answer questions like why something happened, if it
will happen again, the impact of actions taken and hints on expositions that cannot
be seen by merely looking at or ‘eye balling’ data [31, 32].
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Organisations in all sectors in advanced countries use analytics to class cus-
tomers according to their risk category in order to understand their needs and
measure their exposure to customers in different classes.

Visualisation is the display of important, complex and nonconcrete information,
buried within data with the use of visual aids such as graphs, charts, maps, figures,
tables, etc., in order to give it shape and form making it possible to describe a
situation/occurrence in a way that the intended can easily comprehend and value
[16, 9]. Data visualisation helps summarise bulky data.

The combination of both concepts described above is what this writing is about
with the intention of suggesting ways to exploring big data and bringing to fore, the
advantages therein.

The question may arise as to where the aforementioned historical data exists or
would come from, the answer is that, data is generated with every instance of the
use of technology, which about 85% of the global population have continued to
supply, by transacting using debit/credit cards or cash, participating in online
purchases, use of bus passes, oyster cards, online activities, using the ‘check-in’
button on Facebook, search histories, purchase histories, anything for which a
record can be created or logged, these among other things contribute to the vast
amount of big data available for exploiting. Data has since become a commodity
that companies buy and sell in order to carry out target marketing campaigns, know
more about their cusAs an analytics tooltomers, etc., through analytics even much
more than the customers will like to give away, according to gartner group CIO
survey of 2013 [33] data analytics and BI rank as major areas of investment focus.

4 Business Intelligence Tools

Business Intelligence tools refer to software’s or technologies that aid
decision-making within organisations. They support businesses in gathering,
organising, analysing, understanding and converting data into a form that helps
organisations arrive at decisions that are more precise.

Several BI tools have been in existence over the years and more continue to be
created as needs or requirements surface in the industry requiring them [34]. A few
of the tools obtainable in the BI tools market today are Sisense, Dundas, Izenda,
Zoho reports, Inetsoft, Tap Analytics, Adaptive discovery, Pc Financials, etc.,
according to [35]. The following were also mentioned in [36] as top BI tools while
sighting [37] Oracle BI, Pentaho, Profit base, Rapid insight, SAP BI, SAP Business
Objects, Silvon, Solver, SpagoBI, Style intelligence, Targit, Vismatica, WebFO-
CUS, Yellowfin BI, Ducen, Clear Analytics, Bizzscore, Good data, IBM cognos
intelligence, Insightsquared, Jaspersoft, Looker, Microsoft BI, Microstrategy,
MITS, OpenI, among many others.
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Sherman [34] classified BI tools into three categories according to the depth of
analytics they perform.

Guided analysis and reporting: these are tools that have been used through the
years to perform different analysis with the same sets of data, this category of tools
was mainly used to create static reports, but a bit of dynamism is now being
introduced into the reports generated from these sets of tools, as users are now able
to compare data in different time periods, visualise data and analyse data with a
combination of other tools. These tools are used to create static and dynamic
reports, scorecards and dashboards among others.

Self-service BI and analysis: these include tools used to perform impromptu data
analysis of a mathematical or statistical nature, where reports mostly one-off are
needed by the top management, in situations where the task to be completed is
almost always more than the amount of time allowed to complete the tasks. These
tools enable users to be able to add new data apart from what is obtainable within
the business or what the business has always used, and can be used to discover and
visualise new data, the three BI tools (SAS, Qlikview and Tableau) being examined
in this work fall in this category.

Advanced analytics: these sets of tools are used by data scientists to perform
tasks that are predictive and prescriptive in nature, which is a level above what data
analysts or what data reporters do. These tools make use of available data to
prescribe an appropriate line of action or decision for the business or predict likely
outcomes which are different from the descriptive nature of the tools used in the two
aforementioned categories above.

Furthermore, acknowledging the fact that the list of existing BI tools is not
limited to those stated above, the tools—Qlikview, SAS and Tableau—examined in
this work are suitable for most organisations, are highly affordable, compatible with
windows system, which most organisations use, so the issue of investing heavily in
new systems is not something to worry about. The tools are all deployable on site,
while deploying remotely via the cloud is available to Qlikview and SAS.

In terms of sophistication, all the tools mentioned above are all rated with four
stars and above ratings, they also have the advantage of ease of use in the sense that
they can be used by individual users with Qlikview having the edge of up to 51
users per time. They all also have recommendations by no less than 83% but no
more than 94% of users.

It is important to reiterate at this point that it is not enough to put a BI tool to use
or have it ready for use, a harmonious relationship between the business users and
IT staff of an organisation is invaluable, and somewhere in between should be
far-reaching and correct data in order to get the benefits these tools promise for
organisations, even banks. Especially as [38] posits that BI tools can help banks
combat problems they face, which [39] states could be that of analysing who to lend
to and who could have repayment challenges at a future date.
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5 The BI Tool SAS

The Business intelligence tool SAS has been judged suitable for use in the many
sectors and had been around for 30 years at the time of [40] writing, this year makes
it 39 which is in correlation with [20] in mentioning BI and analytics as being
founded on statistical methods developed in the 70s.

Despite the fact that it is a specialised analytics software, SAS is usable by
anyone as long as such person knows the business question and the required data, in
addition to the explanation of the generated results. SAS is a part of day-to-day
living, from knowing the best course of action for an endeavour, knowing the right
marketing audience, to price setting for businesses, etc.

SAS is also usable on many platforms such as the Internet, desktop computers,
personal computers, Microsoft excel and PowerPoint applications, which makes it
possible to analyse unprocessed data more easily.

SAS used to mean Statistical Analysis Systems, but now it is the name of the
company that develops SAS software’s such as SAS enterprise guide, SAS Base,
SAS enterprise miner, etc. It also used to mean statistical analytics software. SAS
serves as the answer to many questions in several industries and countries all over
the world.

Thus, it can be used to analyse data coming from any source, be it relational
databases, such as Oracle, SQL Server, DB2 or personal computer data sources
such as Microsoft excel, access, text documents or CSV—comma separated value
files. SAS server receives these data and the analysed, summarised and reported
output are temporary business needs.

However, SAS can go further by giving organisations the benefit of high level,
more permanent results, and long-term approach by making the best use of avail-
able information and opportunities while saving time and money by making it
possible for existing reports to be updated when new data is uploaded, which can
easily be accessed by the business units requiring it. SAS also performs predictive
functions in a business sense.

The following are a few of the statistical techniques SAS uses as they relate to
different fields and analysis:

• Survival analysis: to predict the average time before there is a downturn of a
variable, e.g., the average time before sales fall, etc., based on test models.

• Forecasting: to know the impact of a variable on another at a particular time.
• Mixed models: to know the impact of doubling a variable on another.
• Data mining: to know the projected profit from acquiring a new customer based

on their demography, e.g., their age, income, number of children, etc.
• Categorical data analysis: to know the difference between two or more cate-

gories of variables.

As earlier mentioned, there is a relationship between Microsoft, BI tools and MS
excel; which in itself is a ready tool for BI and one of the most ‘common’ and often
overlooked Microsoft tool.
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With or without the SAS add-ins, which is like a SAS component that is added
to the right version of Microsoft excel for both to be used together, pivot tables are
desktop OLAP tools which make it easy to summarise and explore large data sets.

Organisations can benefit from creating dynamic dashboards using SAS add-ins
in Excel. These dashboards can show the performance of businesses and classifi-
cation per period of time, by drilling up to the figures of the organisation as a whole
and drilling down through regions, branches, accounts and customers or better still
multidimensional analysis which can make it possible for any deterioration in a
product, branch or regional performance to be spotted easily.

SAS also makes it possible for data to be stored in and accessed from a central
place through the information delivery portal and SAS web report studios which is a
benefit to businesses who have their unit staff positioned in different locations,
thereby sharing results [40] and everyone within that business unit ‘knows what
everyone knows’ [14].

Over the years, SAS has continued to be a tool of high value to the success of
many endeavours, for example, in the just concluded Rio Olympics; SAS was the
analytics tool employed to deliver gold to Great Britain’s rowing team.

In addition, diverse institutions including many banks across the world are SAS
testifiers, for example.

Bank of America makes use of SAS to reduce processing times, make quick
decisions and be in the forefront of the market. Bank of India gets the benefit of a
consolidated view of data from seven different portfolio positions in 17 currencies
in a day, therefore bestowing the benefit of running or compiling risk reports daily,
which the bank compiled quarterly, before SAS. Barclays bank is enjoying the
benefits of SAS BI dashboard with which they can now monitor individual per-
formances as it affects overall performance. South Africa’s Absa also testifies to
gaining competitive position with SAS. Australia’s Bendigo and Adelaide Bank
have gained new insights into risk in time and without needing to worry about
accuracy, a benefit RSA Canada also enjoys with the use of the SAS software.
Brazil’s Cemig also uses SAS to combat fraud [41].

6 The BI Tool Tableau

Tableau allows whoever is analysing data to be able to create their own visuali-
sation manually or get recommendation as required based on the data they are
working with [30]. This tool on its own makes data visible, tableau makes visual
analysis possible with charts, graphs, maps, etc. Computer graphics introduced data
visualisation in the 50s, and it is the science of making data discernible [10] more
prescisely to ‘see the unseen’. By importing data into the software, better known as
‘connecting to data’ from spreadsheets—usually excel, it is possible to view the
same data within tableau as was in the spreadsheet, by clicking on the data sheets
listed on the left side of the connection canvas and preview pane, which is displayed
in the preview pane.
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It is important to know that data best connects to tableau from spreadsheets if it
‘has not been severely formatted’ in excel by adding borders, etc., but left in its raw
form. The data from the required fields or columns or rows needed for analysis can
be selected by dragging and dropping them in the analysis fields, with the result
displayed without requiring any calculations or plots because they are done spon-
taneously as the needed data is selected in a point and click or drag and drop fashion
[42].

Many organisations use tableau to improve their stance in every business situ-
ation [15], accessories like dynamic dashboards make it possible to monitor
depreciating product sales or services much more easily and it takes data sum-
marisation to another level from what can be derived from pivot tables, used for
flexible reporting. To reiterate the significance of visualisation in appreciating data,
the works of [43, 44] opines that visual aids in analytics makes it possible to access
new and in-depth understandings from data, by helping to transform unprocessed
data into knowledge that can be leveraged on to support organisations in policy-
and decision-making. [44] further stated that visualisation by itself does not really
do justice to data, compared to when used together with other analytic techniques—
benefits SAS and other tools can offer such as Monte Carlo simulation, data
modelling, data analysis, etc.

7 The BI Tool Qlikview

Qlikview is a product of the BI company Qliktech, and it is also a data visualisation
tool like tableau said to be a ‘commercial BI platform’ by [45] though [46] argued
that Qlikview is simply a business discovery tool and not a BI tool. However,
ultimately, Qlikview helps turn data into knowledge and that in itself is BI.

Qlikview is distinct to its likes in that, it has an in-memory data storage and it
can refresh data in real time in an operational BI active environment to support
financial transactions. It is also easy to use for tech experts and non-tech experts
alike. Qlikview produces highly dynamic dashboard, applications and reports by
design, and can combine data from different sources such as Excel, Oracle, SQL
server, etc. It can also work as a mini search engine known as associative search, for
the data within it and spotting relationships or associations between data as it goes
[45].

The dashboard is also a major function of Qlikview, that does the back end
analytics, and at the same time serves as the user interface as it displays all
information relating to the data inside it. Such that inefficiencies can be spotted
easily [47], saving time, and avoiding situations where irreparable damages have
been done before it can be noticed.

For organisations, Qlikview can consolidate business information across dif-
ferent regions and make organisation-wide performance monitoring possible on a
single screen per time without having to wait for end of day or end of month
reporting.
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8 SAS Enterprise Guide

According to [41], SAS Enterprise Guide ‘is a point-and-click, menu-and-
wizard-driven tool that empowers users to analyse data and publish results’.

This software and product of the SAS institute has the capability to access, query
and manage wide range of data sets, which makes for flexible and extensive data
manipulation by the SAS user. SAS Enterprise Guide is compatible with the widely
used Microsoft windows for analysis and improves the usability of SAS among
many users by its development. SAS Enterprise Guide is widely used for advanced
level of analytics, business intelligence, predictive analytics, general data man-
agement and analytics involving multiple variables.

SAS enterprise guide is usable on different systems such as windows server,
personal computers and UNIX server, in many instances and has simple to learn
packages.

SAS enterprise guide receives data for reporting into itself in any format espe-
cially excel which is the most common ‘mathematical’ tool known to most, who
may be unaware of advanced analytic tools.

Reports on SAS can be prepared and viewed in HTML—HyperText Markup
Language format—for when results are going directly on a website, in PDF—
Portable Document Format: for when reports are sent off to stakeholders directly.
On SAS enterprise guide, RTF—Rich text formats, text, SAS report format are
other ways to view reports. Reporting and analysis can start and end on SAS
enterprise guide as reports or sent off directly for management information without
the use of another software; it is also a self-service tool [40, 41].

9 Analytics in Banking

Banks have always been the backbone of economies in both developed and
developing countries, and in order to balance the economy ensure banks continuity
there has to be conscious data optimisation efforts directed to banks.

According to [48] when analytics is employed in the banking industry, the true
state of things are known and positives are not confused for negatives and vice
versa, which is the crux of Bankhawk analytics work in Dublin [49]. Bankhawk
analytics, whose goal is to assist financial organisations become more profitable and
competitive, granted an interview to gtnews, the founder and chief executive officer
of Bankhawk analytics pointed out that banks are now gearing up to the fact that
they have a lot to gain from the use of technology and are now coming to the
realisation of the vast amounts of data they possess that remains untapped. He also
mentioned that; to fully understand organisations; who are customers to banks; the
secret is in understanding; their income, their expenses and their cashflow. How-
ever, this is to be done in the context of business analytics and the use of the
necessary tools, an opinion that [50] shares as well, stating:
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Data and Analytics is allowing financial services firms to take a far more holistic view of
how their businesses are performing, and providing more complete and insightful to sup-
port strategic decision making.

As an analytics tool, Tableau helps increase speed and data understanding and
has helped global financial service providers like Wells fargo, Barclays, Citibank,
Societe generale better prepare their data for analysis and get insights from the data
in an efficient manner than before the use of this tool was employed, by reducing
the time involved in reporting considerably—turning what could take weeks into
days, days into minutes, etc.—it has also served Ernst and Young in managing risks
and its effect within organisations is getting everyone on the same page [15]. The
benefits of a tool like this cannot be over emphasied for banks with an enormous
responsibility to economies, another advantage of tableau is that it can be used
offline on already extracted data.

Having analytics in banking as [22] said would allow the banks information to
be accessed from a single source by those employees who need it, and as noted by
[6] banks are quick to adopt IT innovations for their processes and analytics
techniques presently used in accessing loan approval and detecting fraud, this
makes it possible for analytics to be extended to other risk management functions
such as loan review, by making it possible for the banks to rely on fact-based
statistics that they can work with, there by reducing risks.

Quoting the Financial stability board and IMF report, [44] noted that good
analysis and good data is paramount in financial surveillance both locally and
internationally.

The studies of [5] about social media text analytics, which was tried on JP
morgan chase bank, lets the banks know about their environment in terms of
competition and risk analysis including internal and external.

Notwithstanding the steps that a few banks are taking with the use of BI, there is
yet so much more to be exploited in analytics within banking especially in areas
where the data exists, only waiting to be exploited so as to make each activity/unit
profitable or productive with the quality of outputs they give the organisation. For
banks one of such is what [51] calls Lending management intelligence, a service
they render to banks which evaluates loan timings, repayment schedules and also
maintains updated reports on existing loans being reviewed, and bad or
non-performing loans.

10 Conclusions and Discussion

Having defined what big data is and some tools that can aid organisations in
benefitting from big data, it is important to mention some challenges to the
exploration of big data.
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Some of the major challenges to understanding big data is catching up to the rate
at which data is produced. Also, organisations are yet to fully grasp the capture,
storages and analysis of unstructured data—which is what big data mainly contains,
and its uses and implementation [4].

To overcome these challenges, [3] highlighted four strategies as follows:
Performance management: which involves analysis of business’ transactional

data, which is, consolidating all businesses internal data and creating a holistic view
with which insights can be generated.

Data exploration: this entails the use of statistics on existing data to predict
future outcomes by studying past consumer behaviour to reveal answers that have
not been thought of, in order to retain customers, prevent attrition, engage in target
marketing and cross and upsell.

Social analytics: involves using non-transactional data to gather beneficial
insights for organisations from social media sites/apps, measuring
engagements/views on videos as well as conversion rates.

Decision science: this also involves non-transactional data on social media, but
not for analysis but to identify and decide the best course of action from what
consumers resonates with, judging from their engagement with certain posts or
campaigns.

Now, using all the tools that can provide organisations the benefits listed above
involves some level of expertise which many organisations may not possess, which
is why [2] identified three things that can be done to fully engage big data;
organisations need to Educate willing members of the organisation who have the
potential to carry out these activities, and if such people are not within an organ-
isations, they are to be Acquired, and finally these set of individuals are to be
Empowered in orther to be able to perform their duties, within organisational
reason.

Although big data analytics is a new terrain of analysing data that seems to be
‘out of control’, the benefits of gaining insight into what exactly can improve profit
for the organisation, and reduce errors—being intentional and exact with business
strategies and policies, knowing what individual customers are willing to buy and
continue buying is really priceless, which is what ecommerce sites like Amazon,
Ebay and the likes are using to become Internet business giants.

Following the tools that were mentioned as useful in big data harnessing in
earlier sections of this work such as Hadoop, etc., it is however highly recom-
mended that businesses, including banks and financial institutions plan the ana-
lytical process to include the right people with the right skills sufficient to handle
tools for big data manipulation. It is also important to access the value big data or
BI tools can afford the business as time goes on and as the business grows. More
importantly businesses are encouraged to start small with analytics and ‘simple big
data’.
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