
Chapter 7
Smart Home Appliance Control
via Hand Gesture Recognition
Using a Depth Camera

Dong-Luong Dinh and Tae-Seong Kim

Abstract The user-friendly and -intuitive interface for household appliances is
considered as one of the highly promising fields for researches in the area of smart
home and environment. Instead of traditional interface methodologies such as
keyboard, mouse, touchscreen, or remote control, users in smart home or envi-
ronment can control smart appliances via their hand gestures. This chapter presents
a novel hand gesture interface system via a single depth imaging sensor to control
smart appliances in smart home and environment. To control the appliances with
hand gestures, our system recognizes the hand parts from depth hand silhouettes
and generates control commands. In our methodology, we first create a database of
synthetic hand depth silhouettes and their corresponding hand parts-labelled maps,
and then train a random forests (RFs) classifier with the database. Via the trained
RFs, our system recognizes the hand parts from depth silhouettes. Finally based on
the information of the recognized hand parts, control commands are generated
according to our predefined logics. With our interface system, users can control
smart appliances which could be TV, radio, air conditioner, or robots with their
hand gestures.
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7.1 Introduction

Home is an important place of living for people especially the elderly and disabled.
Home environment not only impacts on the quality of life, but it is also a place
where people spend a large amount of their time. Recently, applying advanced
technologies in various fields of architectural, electrical, automatic control, com-
puter, and biomedical engineering to home is getting a lot of attentions from
researchers to create smart home. One of the important technologies for smart home
is how to control home environments. For instance, interaction via hand gesture is a
more intuitive, natural, and intelligent way to interact with household appliances
than the traditional interface methodologies using keyboard, mouse, touchscreen, or
remote control devices, since users can interface with household appliances with
just their hand gestures. Potential applications of such a human interaction based on
hand gesture recognition include home entertainments [1], home appliances control
[2], home healthcare systems [3, 4], etc. Among these applications, smart control
for smart home appliances is one of the important applications for its daily usage:
household appliances such as TV, radio, fans, and doors can be controlled by just
hand gestures such as changing channels, temperature, and volume [5, 6].

Techniques for hand gesture recognition can be technically divided into two
approaches: one is sensor-based and the other vision-based approaches [7] for static
hand gestures which are typically represented by the orientation and shape of the
hand pose in space at an instant of time without any movement and for dynamic
hand gestures which include movement.

In the first approach, inertial sensors such as accelerometers or gyroscopes are
typically used which are attached to hand parts to track and estimate their positions,
velocity, and acceleration. Then motion features are extracted from measured sig-
nals and used for hand gesture recognition. In [8], the features were extracted from
the angular velocity and acceleration of triaxial sensors and analysed by fisher
discriminant analysis for 3D character gesture recognition. In [9, 10], the changes of
accelerations in three perpendicular directions due to different gesture motions were
used in real-time as features and then template matching and Hidden Markov Model
(HMM) were employed to achieve gesture recognition. These studies had shown
some success in recognizing hand sign gestures. However, most studies are focused
on recognizing dynamic hand gestures based on motion features acquired through
sensor signals, while static hand gesture or pose recognition are still remaining
challenges due to motion sensor characteristics. Some applications of the gesture
recognition technology in smart home environment have been developed in [11–13]
where they used the sensor-based approach for dynamic hand gesture recognition to
control home appliances such as radio, TV, and lightings. In these applications, the
requirement of the sensor devices as a remote controller makes this kind approach
unnatural and inconvenient in spite of its high sensitivity.

In the second approach, vision information from cameras is typically used for
hand gesture recognition such as colour, shape, or depth. For static hand gesture or
pose recognition which is done by extracting some geometric features such as
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fingertips, finger directions, and hand contours, or some non-geometric features
such as such skin colour, silhouette, and texture. For instance, in [14], a static hand
gesture recognition system was presented for nine different hand poses. Orientation
and contour features were extracted for the hand gesture recognition. In [15], a
real-time hand parts tracking technique was presented by using a cloth glove with
various colours imprinted on it. The colour code and position features on the glove
were used to track the hand parts for hand pose recognition. Meanwhile, for
dynamic hand gesture recognition which is recognized by analyzing a consecutive
sequence of recognized static hand poses. For instance, in [16], the key points were
extracted as features from hand silhouettes using the Scale Invariance Feature
Transform (SIFT) method. Their static hand gesture recognition method used
bag-of-features and multiclass Support Vector Machine (SVM), and then a gram-
mar was built to generate gesture commands from dynamic hand gestures to control
an application or video game via hand gestures. Since the quality of image captured
from RGB cameras is sensitive to the user environment such as noise, lighting
conditions, and cluttered backgrounds. These studies have shown limited success in
hand gesture recognition. Recently, with an introduction of new depth cameras,
some studies used depth images for hand gesture recognition. For instance, in [17–
19], the geodesic distances of depth map were utilized and considered as extracted
features for hand gesture classification. In [20–23], a novel technique was presented
which is one of the most popular and widely used methodologies for hand pose
recognition, by directly recognizing hand parts: that is all pixels of given hand
depth silhouette were assigned labels which were utilized to recognize hand parts.
Based on the recognized parts, hand gestures were detected and recognized. Some
applications to control home appliances in smart home using these techniques have
been introduced. For example, in [24], an assisting system for the elderly and
handicapped was developed to open or close household appliances such as TV,
lamps, and curtains by hand gestures where hand poses was captured from three
cameras and then recognized by getting their position and direction features. In
[25], the authors used some extracted features from depth images which reflect the
hand contour information to recognize some static hand poses. Then, dynamic hand
gestures were recognized by considering a consecutive sequence of these static
poses. Seven dynamic hand gestures were recognized and used for household
appliances control.

In this chapter, we present a novel hand gesture recognition and Human
Computer Interaction (HCI) system which recognizes each hand part in a hand
depth silhouette and generate commands to control smart appliances in smart home
environments. The main advantage of our proposed approach is that the state of
each finger is directly identified by recognizing the hand parts and then hand
gestures are recognized based on the state of each finger. We have tested and
validated our system on real data. Our experimental tests achieved 98.50% in
recognition of hand gestures with five subjects. Finally we have implemented and
tested our HCI system through which one can control home appliances: smart home
appliances can be turned on and off; channels and volumes can be changed with just
simple hand gestures.
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7.2 Hand Gesture-Based Interface System

The setting of our hand gesture recognition and HCI system for appliances control
in smart home environments is shown in Fig. 7.1. The system consists of two main
parts: a depth camera which is used to get hand depth silhouettes and an appliances
control interface which is used to give instructions to appliances. To make a user
friendly interface, our hand gesture interface system allows users to interface with
the appliances by understanding dynamic hand gestures which are recognized from
the hand poses and their movements as described in Tables 7.1 and 7.2.

Fig. 7.1 The setting of our
proposed hand gesture-based
interface system

Table 7.1 Four basic types of hand poses

Pose ID 1 2 3 4

Function Ready Selection/enter Exit Move menu

Hand Poses
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7.3 Methodology

Overall process of our proposed system for hand gesture recognition, shown in
Fig. 7.2, consists of two main parts: in the first part of hand parts recognition, a
synthetic hand database (DB), which contains more than thousands of pairs of depth
maps and their corresponding hand parts-labelled maps, was generated. Then, the
DB was used in training Random Forests (RFs). In the recognition stage, a depth
image was first captured from a depth camera and then a hand depth silhouette was
extracted by removing the background. Next, the hand parts of a depth silhouette
were recognized using the trained RFs. In the second part of hand gesture recog-
nition, a set of features was extracted from the labelled hand parts. Finally, based on
the extracted features, hand gestures were recognized by our rules, generating
interface commands.

7.3.1 Hand Depth Silhouette Acquisition

In our work, we used a creative interactive gesture camera [26]. This device is
capable of close-range depth data acquisition. The depth imaging parameters were
set with the image size of 240 � 320, and frame rate of 30 fps. The hand parts were
captured in the field of view of 70°.

To detect the hand area and remove background, we used an adaptive depth
threshold. The value of threshold was determined based on a specific distance from
a depth camera to the hand parts. Hand depth silhouettes were extracted with the
background removal methodology mentioned in [26]. The detected and segmented
hand is shown in Fig. 7.3.

Table 7.2 Types of static and dynamic hand gestures

Gesture
types

Functionality of the system Gesture
types

Functionality of the system

1 Recognize Pose 1 to ready
the interface system

4 Recognize and track Pose 1 as a
hand mouse

2 Recognize Pose 2 to make a
selection (i.e., enter)

5 Recognize and track Pose 4 to
move the menu right or left

3 Recognize Pose 3 to exit the
system

6 Recognize and track Pose 4 to turn
up or down volume

Hand depth silhouette 
acquisition

Hand part recognition 
via the trained RFs

Dynamic hand gesture 
recognition

Fig. 7.2 The framework of our hand gesture recognition system
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7.3.2 Hand Parts Recognition

a. Synthetic hand DB generation

To recognize hand parts from a hand depth silhouette via RFs, the synthetic hand
DB, which contains pairs of depth images and their corresponding hand part-labelled
maps, is needed to train RFs. We created the DB with a synthetic hand model using
3Ds Max, a commercial 3D graphic package [27]. To identify hand parts, twelve
labels were assigned to each hand model as shown in Fig. 7.4 and Table 7.3. The
five fingers including the thumb, index, middle, ring, and pinkie fingers, were rep-
resented by ten corresponding labels including the five front and five back sides of
the fingers. The front parts were coded with the indices of 2, 3, 4, 5 and 6. Likewise,
the five back sides were coded with the indices of 7, 8, 9, 10 and 11, respectively.
The images in the DB had a size of 320 � 240 with 16-bit depth values.

b. Depth feature extraction

To extract depth features f from pixel p of depth silhouette I as described in [28], we
computed a set of depth features of the pixel p based on difference between the
depth values of a neighbourhood pixel pair in depth silhouette I. The positions of
the pixel pairs were randomly selected on the depth silhouette and they had a
relation with the position of the considered pixel p by two terms o1 and o2 of the
coordinates of x and y, respectively. Depth features, f, are computed as follows:

Fig. 7.3 A segmented hand
depth silhouette

Fig. 7.4 Hand model: a 3D hand model in 3Ds-max and b, c hand parts with twelve labels
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f ðI; pÞ ¼ Id xp þ o1x
Idðxp; ypÞ ; yp þ

o1y
Idðxp; ypÞ

� �

� Id xp þ o2x
Idðxp; ypÞ ; yp þ

o2y
Idðxp; ypÞ

� �
; ð7:1Þ

where Id (xP, yP) is the depth value at the coordinates of (xP, yP) and (o1, o2) is an
offset pair. The maximum offset value of o1, o2 pairs was 30 pixels that corresponds
to 0.6 meters which was the distance of the subject to the camera. The normal-
ization of the offset by 1

Idðxp;ypÞ ensured that the features are distance invariant.

c. Hand part recognition via RFs

In our work, we utilized RFs for hand parts recognition. RFs are a combination of
tree predictors such that each tree depends on the values of a random vector
sampled independently with the same sample distribution for all trees in the forest
[29]. These concepts are illustrated in Fig. 7.5. Figure 7.5a presents a single
decision tree learning process as a tree predictor. The use of a multitude of decision
trees for training and testing RFs on the same DB S is described in Fig. 7.5b. The
sample sets fSigni¼1 are drawn randomly from the training data S by bootstrap
algorithm [29].

In training, we used an ensemble of 21 decision trees. The maximum depth of
trees was 20. Each tree in RFs was trained with different pixels sampled randomly
from the DB. A subset of 500 training sample pixels was drawn randomly from

Table 7.3 A list of the
named and labelled parts in
hand model

Label no. Hand parts Label no. Hand parts

1 Palm 7 Thumb (back)

2 Thumb (front) 8 Index (back)

3 Index (front) 9 Middle (back)

4 Middle (front) 10 Ring (back)

5 Ring (front) 11 Pinkie (back)

6 Pinkie (front) 12 Wrist

Fig. 7.5 RFs for pixel-based classification: a a binary decision tree and b ensemble of n decision
trees for training RFs
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each synthetic depth silhouette. A sample pixel was extracted as in Eq. (7.1), to
obtain 800 candidate features. At each splitting node in the tree, a subset of 28
candidate features was considered. For pixel classification, each pixel p of a tested
depth silhouette was extracted to obtain the candidate features. For each tree,
starting from the root node, if the value of the splitting function was less than a
threshold of the node, p went to left and otherwise p went to right. The optimal
threshold for splitting the node was determined by maximizing the information gain
in the training process. The probability distribution over 12 hand parts was com-
puted at the leaf nodes in each tree. Final decision to label each depth pixel for a
specific hand part was based on the voting result of all trees in the RFs.

To recognize hand parts of each hand depth silhouette, all pixels of each hand
depth silhouette were classified by the trained RFs to assign a corresponding label
out of the 12 indices. A centroid point was withdrawn from each recognized hand
part, representing each hand part as illustrated in Fig. 7.6.

7.3.3 Hand Gesture Recognition

a. Hand poses recognition

From the recognized hand parts, we extracted a set of features. In our labelling, each
finger was represented by two different labels: one label for its front side corre-
sponding to the open state of the finger and another for its back side corresponding
to the close state of the finger. From the information of the recognized hand parts,
we identify the open or close states of each finger. The states of the five labelled
fingers were identified and saved as features, namely fThumb, fIndex, fMiddle, fRing, and
fPinkie respectively.

fFingersðiÞ ¼ 1 : Open for Label ¼ 2; 3; 4; 5; or 6
0 : Close for Label ¼ 7; 8; 9; 10; or 11

�
ð7:2Þ

For example, as shown in Fig. 7.6b, fThumb and fIndex become 1 corresponding to
the open state of the fingers. In contrast, fMiddle, fRing, and fPinkie become 0 corre-
sponding to the close state of the fingers.

Fig. 7.6 An example of
labelled hand parts
recognition: a a hand depth
silhouette and b the labelled
hand parts
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To recognize four basic hand poses, we derived a set of recognition rules. The
set of five features from the states of all fingers was used to decode the meaning of
the four hand poses. The derived recognition rules are given in Table 7.4.

b. Hand gesture recognition

To understand hand gestures with the recognized hand poses as explained in
Table 7.2, after recognizing the hand poses, we tracked their positions. To under-
stand Gestures 1, 2, and 3, our system recognizes Pose 1, 2, and 3, respectively.
Then Gesture 4 can be understood by recognizing Pose 1 and then tracking the
centroid point position of the index finger in the x and y dimension which gets
mapped on the interface screen: it acts as a hand mouse. To understand Gesture 5
which is used to move the menu to the right or left, Pose 4 is recognized and the
centroid point position of the palm is tracked in the x dimension between two
consecutive frames including the previous and current frames. By dividing the
frame window into three sub-areas as presented in Fig. 7.7, if the tracked point of
the current frame is moved from the area of current or previous pages to the area of

Table 7.4 Recognition rules
of the four basic hand poses
based on the states of the five
fingers

fThumb fIndex fMiddle fRing fPinky Pose
type

Hand
poses

0 1 0 0 0 1

1 1 0 0 0 2

0 0 0 0 0 3

1 1 1 1 1 4

0 = Close and 1 = Open

Fig. 7.7 Three divided areas
in the screen window to
recognize dynamic hand
gestures (i.e., Gesture types 5,
6, and 7)
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next page, the screen menu slides to the right. Likewise, if the tracked point of the
current frame is moved from the area of current or next pages to the area of previous
page the screen menu slides to the left. To understand Gesture 6 to turn up or down
volume, Pose 4 is recognized and then the centroid point position of the palm is
tracked in the y dimension. The difference between the tracked points position of
two consecutive frames is used to turn up or down the volume.

7.4 Experimental Results and Demonstrations

7.4.1 Results of Hand Parts Recognition

To evaluate our hand parts recognition quantitatively, we tested on a set of 500
hand depth silhouettes containing various poses over the four hand poses. The
average recognition rate of the hand parts was 96.90%. Then, we assessed the hand
parts recognition on real data qualitatively, since the ground truth labels are not
available. We only performed visual inspections on the recognized hand parts.
A representative set of the recognized hand parts are shown in Fig. 7.8.

7.4.2 Results of Hand Pose Recognition

To test our proposed hand poses recognition methodology, a set of hand depth
silhouettes was acquired from five different subjects. Each subject was asked to

Fig. 7.8 A set of representative results of the recognized hand parts via the trained RFs on real
data
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make 40 hand poses. Table 7.5 shows the recognition results of the four hand poses
in a form of confusion matrix. The mean recognition rate of 98.50% was achieved.

7.4.3 Graphic User Interfaces (GUIs) for Demonstrations

We designed and implemented a GUI interface of our hand gesture interface system
as presented in Figs. 7.9 and 7.10. How to use of our system can be explained by
the following two examples. In example 1, to open and select any channel for TV,
one should use Gesture 1 to open (i.e., activate) the system, use Gesture 4 as a hand
mouse to select the TV icon on the GUI screen in Fig. 7.6a, and use Gesture 2 to
open the TV. Then the TV channels as shown in Fig. 7.6b opens for a selection of a

Table 7.5 The confusion
matrix of the four recognized
hand poses using our
proposed system

Pose types 1 2 3 4

1 100
2 100
3 2 98
4 1 1 2 96

Max

Mid

Min

(a) (b)

(c)

Fig. 7.9 Illustrated gesture-based GUIs of appliance control system. The GUIs for a appliances
selection, b TV channel selection, and c volume control
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channel. To browse the channel menus, one use Gesture 5 to slide the channel pages
to the right (i.e., the next page) or left (i.e., the previous page), use Gestures 4 and 2
to select a channel, and finally use Gesture 3 to get back to the main GUI menu as
shown in Fig. 7.6a. In example 2, to control volume as well as change temperature,
intensity of lightings, or speed of fans, one should use Gesture 1 to open the system,
use Gesture 4 as a hand mouse to select the volume icon on the GUI screen, and
then use Gesture 2 to open the volume screen as shown in Fig. 7.6c. To change
volume, use Gesture 6 to turn up or down volume or use Gestures 4 and 2 to select
the fixed minimum (Min), middle (Mid), or maximum (Max) volume levels. To get
back to the main GUIs, one can use Gesture 3.

7.5 Conclusions

In this work, we have presented a novel hand gesture recognition system for
appliance control in smart home using the labelled hand parts via the trained RFs
from a hand depth silhouette. We have achieved the mean recognition rate of
98.50% over the four hand gestures from five subjects. Our proposed hand gesture
recognition method should be useful in automation applications for appliance
control in smart home environment.
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