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Preface

This volume contains the papers presented at SmartCom 2016: The International
Conference on Smart Computing and Communication held during December 17-19,
2016, in Shenzhen City, Guangdong Province, China. SmartCom 2016 was organized
and supported by Pace University and Shenzhen University. The conference received
210 submissions. Each submission was carefully reviewed by at least two, and mostly
four, Program Committee members. The Program Committee decided to accept full
59 papers. The program also included four invited talks, which were given by Prof.
Guoliang Chen (Chinese Academy of Sciences and Academy, China), Prof. Qing Yang
(University of Rhode Island, USA), Dr. Shui Yu (Deakin University, Australia), and
Prof. Meikang Qiu (Columbia University and Pace University, NY, USA).

We would like to thank all authors who submitted their papers to SmartCom 2016,
and the conference attendees for their interest and support, which made the conference
possible. We further thank the Organizing Committee for their time and efforts; their
support allowed us to focus on the paper selection process. We thank the Program
Committee members and the external reviewers for their hard work in reviewing the
submissions; we thank Dr. Laizhong Cui for serving as the chair of the BigNetworking
workshop; the conference would not have been possible without their professional
reviews. We also thank the invited speakers for enriching the program with their
presentations. We thank Prof. Guoliang Chen, honorary general chair of the SmartCom
2016, for his advice throughout the conference preparation process. Last but not least,
we thank EasyChair for making the entire process of the conference manageable.

We hope you find these proceedings useful, educational, informative, and enjoyable!

December 2016 Meikang Qiu
Zhong Ming
Yang Xiang
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Cost Reduction for Data Allocation
in Heterogenous Cloud Computing
Using Dynamic Programming

Hui Zhao!, Meikang Qiu?®™), Keke Gai?, Jie Li', and Xin He!

! Software School, Henan University, Kaifeng 475000,
Henan, China
{zhh, jsjt9,hexin}@henu.edu.cn
2 Department of Computer Science, Pace University,
New York City, NY 10038, USA
{mqiu,kg71231w}@pace.edu

Abstract. Heterogeneous clouds are helpful for improving performance
when the data processing task becomes a challenge in big data within
different operating environment. Non-distributive manner has some lim-
itation, such as overload energy and low performance resource allocation
mechanism. This paper address on this issue and propose an approach
to find out the optimal data allocation plan for minimizing total costs of
the distributed heterogeneous cloud memories in mobile cloud systems.
In this paper, we propose a novel approach to find out the optimal data
allocation plan to reduce data processing cost through heterogeneous
cloud memories for efficient MaaS. The experimental results proved that
our approach is an effective mechanism.

Keywords: Data allocation - Cost reduction + Heterogenous cloud com-
puting - Dynamic programming

1 Introduction

Cloud computing is used broadly in recent years. Heterogeneous clouds are
helpful for improving performance when the data processing task becomes a
challenge in big data within different operating environment [1]. Combining
heterogeneous embedded systems and could computing can receive lots of ben-
efits within big data environments. Currently, cloud-based memories usually
deploy non-distributive manner on cloud side. Non-distributive manner has some
limitation, such as overload energy and low performance resource allocation
mechanism [2]. These limitation restrict the implementation of cloud-based het-
erogeneous memories. This paper address on this issue and propose an approach

This work is supported by National Natural Science Foundation of China
(No. U1304615) and the Science and Technology Research Key Project of Henan
Province Science and Technology Department (No.162102210172).

© Springer International Publishing AG 2017
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2 H. Zhao et al.

to find out the optimal data allocation plan for minimizing total costs of the
distributed heterogeneous cloud memories in mobile cloud systems.

Processors and memories that provide processing services are hosted by indi-
vidual cloud servers in current cloud infrastructure. The challenge of this type of
deployment is that deploying distributed memories in clouds faces a few restric-
tions [3]. Allocating data to multiple cloud-based memories will meet obstacles
because of the various impact factors and parameters [4]. The various configu-
rations and capabilities can limit the performance of the whole systems because
the naive task allocation is inefficient to operate the entire heterogeneous cloud
memories. This means that optimizing the cost of using heterogeneous cloud
memories is restricted by the multiple dimensional constraint conditions.

Addressing on this issue, we propose a novel approach that named Cost-aware
Multi Dimension Data Allocation Heterogeneous Cloud Memories (CM2DAH).
The goal of CM2DAH is to find out the optimal data allocation plan to reduce
data processing cost through heterogeneous cloud memories for efficient Memory-
as-a-Service (MaaS). The cost can be any resource that spend in the operation
of MaaS, such as execution time, power consumption, etc. The basic idea of
the proposed approach is using dynamic programming to minimize the process-
ing costs via mapping data processing capabilities for different datasets inputs.
For supporting the proposed approach, we propose an algorithm, which named
Cost-aware Multi Dimension Dynamic Programming (CM2DP) Algorithm. This
algorithm is designed to find out the optimal total costs by using dynamic pro-
gramming.

The main contribution of this paper are twofold:

1. We propose an approach for solving the data allocation problem with multi-
ple dimensional constraints for heterogeneous cloud memories. The proposed
approach is an attempt in using heterogeneous cloud memories to minimize
total cost by dynamically allocate data to various cloud resources.

2. We propose an algorithm to solve the problem of data allocations in heteroge-
neous cloud memories. The proposed algorithm can produce global optimal
solutions that are executed by mapping local optimal solutions and using
dynamic programming.

The rest of this paper are organized as follows. In Sect. 2, we reviewed the
recent related works in data allocation in heterogeneous cloud. A motivation
example is presented in Sect.3. In additional, main algorithms are given in
Sect. 4. Moreover, we display a number of experiment results in Sect. 5. Finally,
conclusions are stated in Sect. 6.

2 Related Works

Some prior researches have addressed the improvement of the entire cloud sys-
tems’ performances. The basic working manner of cloud computing is using
distributed computing. Thus, exploring the optimization of cloud resources has
been worked in a few different aspects.
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First, interconnecting different cloud resources is a popular research topic
in cloud computing. The relationships among cloud nodes are considered the
crucial parts of the performance improvements in cloud systems. An example
is Internet-of-Things (IoT) that requires intercommunications and interconnec-
tions among different infrastructure. For improving the system’s performance,
previous researches have attempted on a variety of dimensions. For instance,
cost-aware cloud computing is a design target that saves energies by implement-
ing scheduling algorithms on Virtual Machine (VM). The outcomes are highly
associated with the cost requirements or other configured parameters.

Moreover, some other researches concentrated on integrating heterogeneous
cloud computing with mobile wireless networks. For example, Huajian et al.
[5] proposed an optimizing approach of the file management system that used
mobile heterogeneous mobile cloud computing. This system applied transparent
integrations to increase the efficiency of cloud computing. Next, Kostas Katsalis
et al. [6] concentrated on wireless networking channels and proposed an approach
using semantic Web for strengthening communications among multiple vendors.

Furthermore, consider the real-time services’ requirements, Mahadev Satya-
narayanan et al. [7] proposed a Cloudlet-based solution that was designed to
reduce execution time by establishing a pool of VMs that are close to users.
This design was proved that it was an efficient way to reduce the response time.
Another research considered high-density computing resources and developed
a cognitive management solution that was based on the mobile applications
[8]. This solution can be used in the dynamic networking environment, which
optimized the operations of mobile ends, Cloudlet, and computing resources in
clouds. Next, geographical distributions can also impact on the performance of
cloud systems. Hongbin Liang et al. [9] proposed an approach using Semi-Markov
Decision Process (SMDP) to determine the service migrations. This approach
could efficiently reduce the interrupts of services. Similarly, it has been assessed
that a prediction-based approach could be helpful for planning the comput-
ing resource assignments based on the predictions [10]. However, most prior
researches did not consider implementing heterogeneous cloud computing such
that the potential optimizations were ignored.

3 DMotivational Example

In this section, we give a motivational example to describe the operational
processes of CM2DP in this scenario. Assume that there are four cloud providers
offering MaaS with different performances, namely M1, M2, M3, and M4. Table 1
shows the costs for different cloud memory operations.

As shown in Table 1, we consider four main costs that include Read (R), Write
(W), Communications (C), and Move (MV). R and W refer to the operation costs
of reading and writing data. C refer to the costs happened to communication
processes through the Internet. MV refer to the costs happened at the occasions
when switching from one memory provider to another set.
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Table 1. Cost for different cloud memories. Four types of memories are M1, M2, M3,
and M4; main costs derive from Read, Write, Communications (Com.), and Move.

Operation M1 | M2 | M3 | M4
Read (R) 4| 2| 1150
Write (W) 6 | 4| 2|50
Comm. (C) 10 |10 |10 |10

Move (MV) |[M1| 0 | 4 | 6 |40
M2| 3 | 0| 5 |40
M3, 2 3 0 |40
M4|40 |40 |40 | O

Table 2 shows the number of the memory accesses, including Read and Write.
We assume there are seven input data that are A, B, C, D, E, F, and G. For
example, data A require 7 reads and 6 writes according to the table.

Table 2. The number of the memory accesses.

Data | Read | Writes

QEH O QI3 >
v o w|— ol o
wlol~l~rlolwl o

Our example’s initial status is to allocate A — M2, B — M2, C — M4, D —
M2, F — M3, F — M4, and G — M3. Moreover, The example configuration
is that there are 2 M1, 2 M2, and 2 M3. We assume M4 is always available for
data.

Based on the conditions given by Tables1 and 2, we map the costs of data
allocations to could memories in Table 3.

As shown in the Table3, data A costs 7*4 + 6 * 6 + 10 + 4 = 77 when it
is allocated to M1, switched from M2. We call the Table3 as a B Table (BTab).
Actually, we can use a 3-dimension array to refer to every row in Table 3. For
instance, we use BTab,[x][y][z] to refer to the costs that data A allocated to
M1, M2, M3, and M4. X, y, z shows the used number of cloud memories of M1,
M2, and M3 respectively. In this case, BTab,[1][0][0] = 77 indicate the costs of
data A is allocated to M1, since we use 1 M1 here. BTab,[0][1][0] = 48 indicate
the costs of data A is allocated to M2. BTab,[0][0][1] = 34 indicate the costs of
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Table 3. Mapping the costs for cloud memories.

Data | M1 | M2 | M3 | M4
A 77 148 |34 | 700
B 55 |34 |27 |500
C 118 {90 |70 | 710
D 23 116 |18 |150
E
F
G

30 123 |15 |250
110 |86 |68 | 610
38 129 |18 |300

data A is allocated to M3. BTab,[0][0][0] = 700 indicate the costs of data A is
allocated to M4 because either M1, M2, and M3 are not available here.

We are going to use Table3 to calculate the total cost after the allocations
and the optimal allocation plan. For obtaining the final optimal data allocation
plan, we will produce a D Table (DTab) showing the optimal data allocation
plan. The generation process is given as follows, which consists of a few steps.

First, we only consider one input data A. In this case, we just copy BTab,
as DTab,. Table4 displays the costs of DTab,.

Table 4. The costs of DTab,.

DTab cell Cost
DTab,[0][0][0] | 700
DTab,[0][0][1] | 34
DTab,[0][1][0] | 48
DTab,[1][0][0] | 77

As shown in Table4, we mark the cloud memory to the corresponding cost.
Then, we add data B into our sight and generate the DTab,;. We calculate every
cell of DTab,;, to get the optimal costs and the optimal allocation plan of data
A and data B, according to BTab, and DTab,. The DTab,;, is shown in Table 5.

For example, DTab,;[0][1][1]=min(BTab,[0][0][0]+DTab,[0][1][1], BTab,[0]
0][1])+D'Tab, 0][1] 0], BTaby 0] 1{0]) + D'Tab, [0][0](1], BTaby[1][0][0]) + DTab,
[-1][1][1]). We just drop two elements, BTab,[0][0][0]) + DTab,[0][1][1] and BTaby
[1][0][0]) 4+ DTab,[-1][1][1], since DTab,[0][1][1] and DTab,[-1][1][1] are not valid.
Thus DTabg[0][1][1] = min(BTab,[0][0][1]) + DTab,[0][1][0], BTabs[0][1][0]) +
DTab,[0][0][1]) = min(27 + 48, 34 + 34) = min(75, 68) = 68. That means the
minimum cost is 68 when we have 1 M2 and 1 M3 available. The optimal plan is
allocate data A to M2 and data B to M3 since 68 is generated by BTab,[0][1][0])
+ DTab, [0][0] [1].
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Table 5. The costs of DTabgs.

DTab cell Cost
DTabg[0][0][0] | 1200
DTabgs[0][0][1] | 534
DTabg[0][0][2] | 61
DTabgs[0][1][0] | 548
DTabg[0][1][1] | 68
DTabg[0][2][0] | 82
DTabg[1][0][0] | 577
DTabas[1][0][1] | 89
DTabgs[1][1][0] | 103
DTabgs[2][0][0] | 132

We can gain the data allocation plan for each data from the calculation
method mentioned above. Finally, we get the last result: DTabgpcaef4[2][2][2] =
438 and the optimal allocation plan is A—M2, B—M2, C—M3, D—M4, E—~MI1,
F—M3, G=M1.

4 Algorithms

In this section, we propose the algorithm of CM2DP, which is designed to find
the optimal data allocation plan for N-dimension heterogeneous cloud memories
by using N-dimension dynamic programming. Assume that there are n types
of memories available. We define one type of the memory as one dimension.
The definition of N-Dimensional Heterogeneous Cloud Memories is given by
Definition 1.

Definition 1. N-Dimensional Heterogeneous Cloud Memories: 3 n types
of the memory available for alternatives, we define “n” as the number of
dimensions and the available memory set is called N-Dimensional heterogeneous

Memories. Fach memory type can have different number of memories.

We define a few definitions used in our algorithm, including B Table defined
by Definition 2, D Table defined by Definition 3 and Plan by Definition 4.

Definition 2. B Table: We use a multiple-dimensional array to describe a
table that stores the cost of each data at each memory. Inputs include each data’s
cost when it is assigned to a memory. The output will be a multiple-dimensional
array. 3 j types of memory, {M;}, and each M; has n; memories available.
The mathematical expression is BTab[i] (M1, nb1), (Ma, nba), ..., (M;, nb;)),
which represents the cost when data; use j types of memory and the number of
each memory type.
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Definition 3. D Table: We use a multiple-dimensional array to describe a
table that shows the total cost of data allocations by storing all task assign-
ment plans. Input is the B Table. The output will be a multiple-dimensional
array storing all task assignments as well as their costs. 3 j types of memory,
{M;}, and each M; has n; memories available. The mathematical expression is
DTab[d] (M1, ndy), (M2, nds), ..., (M;, nd;)), which represents the cost of all
d data when using j types of memory. The tuple shows the assignment plan.

Definition 4. Plan: We use a multiple-dimensional array to describe a table
that shows the optimal data allocation plan. Input is the B Table. The output
will be a multiple-dimensional array storing all task assignments as well as their
costs. 3 j types of memory, {M;}, and each M; has n; memories available.
The mathematical expression is plan[d)((M:, nd1), (M2, ndz), ..., (M;, nd;)),
which represents the allocation plan of all d data when using j types of memory.

Algorithm 4.1. Cost-aware Multi Dimension Dynamic Programming
(CM2DP) Algorithm

Require: The B Table BT ab
Ensure: The optimal data allocation plan PlanD

1: input the B Table
2: initialize Plan
3: DTab|0] < BTabl[0]
4: FOR V rest cell in DTab,
5: /* D‘Ta.b[l]«]\417 ndl), (MQ, Tldz)7 ey (Mj, ndj)> */
6: minCost « oo
T minCostIndex « null
8: FOR V cell in BTab][i],
9: /* BTab[i]((M1, nb1), (Mg, nbg), ey (]\/[j7 nbj)) >k/
10: IF E| D'—[‘a.b[i-l]<(]\417 nd1 — nbl)7 (MQ, 'ndg — ’nbz ) (]Wj7 'I”Ldj — nb])>
11: sum «— BTab[i]((Mi, nb1), (M2, nba), ..., (M;, nb;)) + DTab[i-
1]<(M1, ndiy 7?1()1), (MQ, nda — nbg), ey (]Mj7 ndj — nb])>
12: IF sum<minCost
13: minCost « sum
14: minCostIndex «— ((M1, nby), (Ma, nbs), ..., (Mj, nb;))
15: ENDIF
16: ENDIF
17: IF minCostIndex != null
18: plan[i]((M1, ndi), (M2, nds2), ..., (M;, nd;)). add(Plan[i-1]((M;,
ndy — nbl), (MQ, ndy — ’I’Lbz)7 ceey (M]', T'Ld]' — ’I’Lbj)>)
19: plan[i]((M1, ndi), (M2, nd2), ..., (Mj, nd;)). add(allocate data; to
((My, nby), (M2, nb2), ..., (Mj, nb;)))
20: ENDFOR
21: ENDFOR

22: RETURN Plan.

The Algorithm 4.1 shows the proposed algorithm and the main phases of our
algorithm include:
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1. Input B Table.

2. Copy BTab|0] to DTab[0] to produce the first partial D Table, which repre-
sents add datal0] to D Table.

3. Find the minimal cost from the sums of BTab[1] cells and their supplemental
cells in DTab[0] that generated by the last Step 2.

4. Assigning optimal data allocation plan for data 0 and data 1 according to the
minimal costs.

5. Add all data by applying the same method used from Step 3 to Step 4 until
the D Table is generated.

6. Find the optimal data allocation by searching the lowest cost in D Table
according to the memory condition. Output the task assignment plan.

5 Experiment and the Results

In this section, we illustrated our experimental evaluations. Section5.1 rep-
resented our experimental settings. Section 5.2 provided partial experimental
results.

5.1 Experiments Settings

We use experimental evaluations to assess the performance of the proposed
scheme. The evaluation is based on a simulation that compare CM2DP algo-
rithm and FIFO algorithm, greedy algorithm, and MDPDA algorithm [11]. We
implemented our experiments on a Host that ran Windows 8.1 64 bit OS. The
main hardware configuration of the Host was: Intel Core i5-4210U CPU, 8.0 GB
RAM. We have three main experimental settings that are designed to assess the
proposed approaches performance. Three experiments settings are:

1. We configured 3 kinds of memories and 7 kinds of data, 3 available M1, 3
available M2, and 2 available M3.

2. We configured 4 kinds of memories and 8 kinds of data, 2 available M1, 3
available M2, and 2 available M3. M4 is always available for data.

3. We configured 4 kinds of memories and 10 kinds of data, 2 available M1, 3
available M2, and 3 available M3. M4 is always available.

5.2 Experiments Results

As shown in Fig. 1, our proposed approach has the less total cost than FIFO
algorithm and greedy algorithm under setting 1. The FIFO algorithm has the
biggest total cost because there is no technical choose to allocate the data to the
memories that has less cost. The greedy algorithm usually has the larger total
cost than CM2DP and MDPDA algorithm. But sometimes greedy algorithm can
get the optimal solution, too. The MDPDA algorithm and our proposed algo-
rithm have the same total cost result since they both can get optimal solution.

Figure2 shows the comparison among FIFO algorithm, greedy algorithm,
CM2DP algorithm, and MDPDA algorithm under setting 2. DM2DP algorithm
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Fig. 1. Comparisons of costs under setting 1
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Fig. 2. Comparisons of costs under setting 2
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Fig. 3. Comparisons of costs under setting 3

and MDPDA algorithm always have better performance than FIFO and greedy

algorithm under this setting.

Moreover, Fig. 3 shows showed another group of comparison results of FIFO
algorithm, greedy algorithm, CM2DP algorithm, and MDPDA algorithm under
setting 3. The figure represents that our proposed algorithm has the same opti-

mal result with MDPDA algorithm, which is better than FIFO algorithm and

greedy algorithm. As shown in the above three figures, we can find that usually

the more data and memories we have, the more cost can be saved by using our

proposed algorithm.

The Figs.4, 5, and 6 show the comparison of execution time consumption

of FIFO algorithm, greedy algorithm

, CM2DP algorithm, and MDPDA algo-

rithm under three settings respectively. From these figures we can find that our
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Fig. 4. Comparisons of execution time among Random, Greedy, CM2DP and MDPDA
algorithms under setting 1
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Fig. 5. Comparisons of execution time among Random, Greedy, CM2DP and MDPDA
algorithms under setting 2
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Fig. 6. Comparisons of execution time among Random, Greedy, CM2DP and MDPDA
algorithms under setting 3

proposed algorithm has the less execution time than the MDPDA algorithm
when they both can get the optimal solution under every setting.

In summary, our approach always can get the optimal data allocation plan,
which is better than the results of FIFO algorithm and the greedy algorithm.
Moreover, CM2DP has the better execution performance than MDPDA, another
optimal algorithm.

6 Conclusions

In this chapter, we proposed a approach that named Cost-aware Multi Dimen-
sion Data Allocation Heterogeneous Cloud Memories (CM2DAH) to find out
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the optimal data allocation plan in heterogeneous cloud memories. To support
the proposed approach, a N-dimension dynamic programming algorithm was
designed. This algorithm is named Cost-aware Multi Dimension Dynamic Pro-
gramming (CM2DP) Algorithm. The experimental results proved that our app-
roach is an effective mechanism compare with FIFO algorithm, greedy algorithm,
and MDPDA algorithm.
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Abstract. Multi-core architectures may meet the increasing perfor-
mance requirement of real-time systems. However, it is harder to compute
the WCET estimation in multi-core platforms due to inter-task interfer-
ence that tasks suffer when accessing shared hardware resources. In this
paper, we propose a finer grained approach to analyze the inter-task
interference for multi-core platforms with the TDMA policy and bank-
column cache partitioning, and our approach can reasonably estimate
inter-task interference delays. Moreover, we make bank-to-core mapping
to optimize the interference delays, and develop an algorithm for find-
ing the best bank-to-core mapping. The experimental results show that
our interference analysis approach can improve the tightness of inter-
ference delays by 14.68% on average compared to Upper Bound Delay
(UBD) approach, and the optimized bank-to-core mapping can achieve
the WCET improvement by 9.27% on average.

Keywords: Bank conflict -+ Multicore system - Worst case execution
time

1 Introduction

The increasing demand for new functionality in real-time embedded system is
driving an increment in the performance requirement of embedded processors.
Multi-core processors are believed to be one of major solutions for real-time
embedded systems [1-3], since they can provide high performance with low cost
and relatively simple design [17]. However, applying multi-cores for real-time sys-
tem is difficult due to inter-task interference accessing hardware shared resources
[4]. These interferences complicate the behavior of a system, resulting in diffi-
culties for performing a tight worst case execution time(WCET) analysis for a
given task.

Previous solutions [5-9] have been focusing on the effect of inter-task inter-
ference caused by on-chip shared resources. For example Chattopadhyay et al. [5]
employed the maximum bus access delay to estimate WCET according to exe-
cution contexts instead of aligning each loop head execution to the first TDMA
© Springer International Publishing AG 2017

M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 12-21, 2017.
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slot. In [8], the authors improved the treatment of loop structures. Kelter et al.
[9] improved analysis efficiency via bounding the upper bound of TDMA offsets.
However, these researches mainly concentrated on the bus access interference
and cache storage interference, and ignored the effect of bank conflict on the
WCET estimation. In multi-core architecture, the shared cache usually consists
of multiple banks that can be accessed in parallel, i.e., different cache requests
can access different banks simultaneously. A bank can only handle one cache
request at a time, when two or more cache requests try to access the same bank
at the same time, the bank conflict takes place. The bank conflict brings extra
execution time for the task, and its influence on WCET estimation has to be
taken into account for ensuring safety of WCET. To the best of our knowledge,
only Paolieri et al’s work [12] and Yoon et al’s work [13] considered bank conflict
for WCET estimation. But they all employed the Upper Bound Delay(UBD)
method to estimate the interference delay, in which a potential maximum delay
(i.e., upper bound delay) that each cache request suffers is bounded, then, this
delay is added to each request during WCET analysis. However, not all requests
can suffer from bank conflict, even though bank conflicts occur among a group of
requests, the delay of bank conflict suffered by each request is different. There-
fore, this method causes pessimistic WCET.

The goal of this paper is to minimize the bank conflict delay and obtain
the tighter WCET estimation for embedded multicore systems with TDMA pol-
icy. We make the following major contributions. (1) We propose a finer-grained
approach to analyze bank conflict and bus access interference based on request
timing, which can improve the tightness of interference delays. (2) We make
bank mapping to optimize conflict delays, and develop an algorithm for finding
the best bank mapping according to the queue of cores, such that the effect of
inter-core bank conflict on the WCET estimation is minimized.

The rest of the paper is organized as follows. Section 2 describes the system
model. The bank conflict analysis is described in Sect. 3. Section 4 presents the
optimization algorithm of bank mapping, and experimental results are provided
in Sect. 5. The conclusion is presented in Sect. 6.

2 System Model

2.1 Embedded Multi-core Architecture

We consider an embedded multi-core architecture consisting of Ny homo-
geneous core, C = {C1,Cq, -+ ,C(n,,,.)}. Bach core has its own private L1
instruction cache and L1 data cache. All the cores share an L2 combined cache
B which is partitioned into Nyanr banks {By, Ba,--- , B(n,,,.)}, and each bank
is subdivided into Neopymn columns. Bank access latency is Ly cycles (same for
read/write operations for all banks). The real-time shared bus connecting cores
and the shared L2 cache adopts TDMA policy and full-duplex as assumed by
[12]. Every bus round has Lyouna equal time slots, R = {S1,52,---, S, ....)}-
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The length of one slot is Lp cycles, which is equal to the time of the bus com-
pleting one request. The core-to-slot mapping is one-to-one mapping, i.e., the
C;(€ C) is mapped to S;(€ R). In addition, the penalty of L2 cache miss is
L2pecnaity cycles.

2.2 Task Model

A hard real-time set comprises multiple independent hard real-time tasks(HRTS).
All HRTs are partitioned to No.. cores in advance. The tasks allocated to
the same core are executed sequentially and task migration is not allowed.
In multicore systems, multiple tasks can be executed simultaneously in dif-
ferent cores. Let [, be the set of HRTs mapped to core C;(€ C), HT; =
{HRT\,HRT,,--- ,HRT,,}, n; be the number of the HRTs in HT;, and the
demanded L2 cache of HRT;(€ HT;) be sizey RT; columns. Thus, the demanded
L2 cache size of C; is sizeq, = max(sizegprr;|1 < j < nj) columns.

3 Bank Conflict Delay Analysis

In this section, we analyze the bank conflict delay suffered by a HRT. Assuming
that m(< Neore) cores {C1, Ca, - - -, Cpp, } sharing one bank try to access the bank
in the [th bus round, and they do not miss their own bus slots. The value of
C;(1 <14 < m) is the index of the corresponding bus slot. Let bed;;,% # 1, be the
bank conflict delay suffered by HRT running on Cj; in the [th bus round shown
in Fig. 1, which can be expressed by formulation (2).

bcdij = Ma:v{bcd(i_l)j + L — (CZ - Cifl) -Lp, 0} (1)

In formulation (1), the bed(;—1); denotes the bank conflict delay suffered by
the HRT in Ith — 1 bus round. If ¢ = 1 and [ = 1, bedy; = 0, otherwise, the bedy;
can be computed by formulation (2). In formulation (2), Cp. denotes the prede-
cessor core of C; and bedp,., be the bank conflict delay suffered by the HRT
running on Cp,. in the kth bus round, which are shown in Fig. 2

deij - Max{depre,k+(j*k*1)'Ncore'LB *(Ncore*(Ncorefcl)'LB7O} (2)

Ith round

slot C ‘CH ‘ @

e —
......... | mm

\ T i

[ & k bed, L

B

-8

Fig. 1. The bank conflict delay suffered by HRT running on C; in the Ith bus round
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Fig. 2. The bank conflict delay suffered by C; in the [th bus round

The formulation (2) can be simplified as formulation (3):
bed;; = Max{bcdpre y + Las + (j — k) - Neore - L — (Cpre — Ch) - Lp, 0} (3)

In formulation (3), the bank conflict delay suffered by C; is transferred from
the precious bus round, which is the initial bank conflict delay of the shared
bank in the current bus round. There are two factors to affect the initial bank
conflict delay, i.e., the number of requests to access bank B; in one bus round
and the distribution of the corresponding slots. A bus round can contain at most

LWJ requests without any bank access conflict, for one L2 cache access
needs be at least Lj; cycles. Let NV z,b be the number of cores sharing bank B;. In

the worst case, the total requests in one bus round to access one bank is N/ ,. If
NI, > {W and N! - Lar>Lyouna - L, the total time of access L2 cache

is greater than the length of a bus round, and the initial bank conflict delay in
the following bus round is N7, - Las — Lyouna - L cycles.

In addition, the distribution of the corresponding slots affect the initial bank
conflict delay in the following bus round even. The initial bank conflict delay

cannot be propagated across bus rounds if N ci,b < {%J Otherwise, the

initial bank conflict delay cannot be transmitted in bus rounds if more than

w
Ly

In this paper, we define transferred bank conflict delay of one bank in one bus
round as the initial bank conflict delay of the bank in the bus round if the initial
bank conflict delay can be propagated across bus rounds.

Transferred bank conflict delay brings more negative impact to the pre-
dictability of the hard real-time multi-core system for it can be propagated
across bus rounds. In order to minimize the bank conflict delay on one bank,

J cores have requests to access L2 cache in several sequent bus rounds.

the number of cores sharing one bank need be less than or equal to {WJ

to guarantee no transferred bank conflict delay. If not, the number of the cores
shared one bank is minimum to decrease transferred bank conflict delay.
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4 Optimizing Bank-to-core Mapping

In this section, we present bank-to-core mapping to reduce bank conflict, and
design an algorithm for this optimization problem.

4.1 Optimization of Bank Conflict Delay

Let N! be the total bus rounds demanded by the HRT running on C;, and D?
be the total bank conflict delay suffered by the HRT, which can be expressed

as D = Z;V:H bed;;. Let Dj; be the total bank conflict delay on bank B; in the

[th bus round, which can expressed by D;; = ZlK:]{ bed;;, where K is the total
count of the requests to access bank B; in the {th bus round. Let Cp; be the
core set mapped to bank B;, Ng be the maximum number of bus rounds of the
HRTs in the core set Cj;, and Di be the total bank conflict delay on B;. The
Dg can be expressed as follows:

N} Kj Ni, N}

ZD]l - Z S bedy = Z Di=3"3 bedy (4)

1=11i=1 i=1 [=1

As bank conflict delay suffered by one HRT is nonnegative, minimizing the
total bank conflict delay for each HRT is equivalent to minimizing the total
bank conflict delay on each bank, and that can be expressed by min(D.|VC; €
C) & min(D]|VB; € B). The total bank conflict delay on one bank also
is nonnegative for the bank conflict delay suffered by one HRT is nonnega-

tive, therefore, we can derive the following formulation min(Zij‘{"" D)) <

min(ZN”“"’“ Zl 1 Zfi’{ bedy). Let a5 be the mapping from C;(€ C) to B;(€ B),
and n;; be the column number of C; mapped to B;. If C; € C, x;; is equal to
1, otherwise, z;; is 0. As the demanded cache of HRTs are exclusively mapped
to columns, n;; is integer and 0 < n;; < min{Neojumn, Sizee, b If ;5 = 1, then
ng; > 0. Otherwise, n;; = 0. z;; and n;; are the decision variables. The opti-
mization model to minimize the bank conflict delay suffered by each HRT can
be described as follows:

Objective function:

J
Neant Vo Kj

man( Z bed;p) (5)
1

j=1 1=1 i=
Constraints:
Neore
Nbank ' Ncolumn > § SizeCi (6)
=1
Noank

VC; € C  sizeg, = Z Nij * Tij (7)
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Neore
VB; €B  Neotumn = Z Ngj « Tij (8)

i=1
In this optimization problem, the objective function describes that the over-
all bank conflict delay is minimum. In bank-column cache partitioning, a HRT
exclusively accesses its allocated columns, therefore, the size of shared L2 cache
need meet the total demand of Ny cores, which is expressed as constraint (6).
Constraint (7) describes that the model need meet the demanded caching of each

core. Constraint (8) is the size constraint of one bank.

4.2 Design of the Proposed Optimization Algorithm

Based on above conflict analysis, the optimization problem is transformed to
find the optimal bank mapping, and the bank conflict delay suffered by the
cores sharing the bank is minimum. In this subsection, we design algorithm for
this optimization problem without any specific initial bank-to-core mapping.
Algorithm 1 shows our algorithm for bank mapping optimization. It iteratively
calls itself, until the column requirement of all tasks is satisfied. Algorithm 1
takes the number of cores and the column requirement of each tasks as an input.
Line 1 initializes the initial minimal total conflict delays to infinity, and initial-
izes decision variables used[] to false for performing recursion call. A recursive
function FindOptimal M apping() is defined to search the optimal bank map-
ping in the solution space in lines 2~31. Lines 5~15 generate the mapping of
bank to core BtoCmapping]][] based on the core queue c_seq[]. Then, based on
bank mapping BtoCmapping[][], we calculate the conflict delays of each HRT
in line 16. In line 17, we compute the conflict delays suffered by all HRTs. In
lines 18~22, the best bank mapping is saved. The recursion of the algorithm is
practiced in lines 23~30. In line 27, a core queue is generated in the recursive
walk, and the generated core queue is stored in the array c_seq]].

5 Evaluation

In this section, we implement above approaches, and set up experiments to
demonstrate the effectiveness of our optimization.

5.1 Experimental Setup

In our experiment, the multi-core architecture consists of 6 cores, each of which
implements an in-order 5-stages pipeline without branch prediction. The instruc-
tion fetch queue size is 4, fetch width is 2 and the instruction window size is 8.
Each core has 64B private instruction and data L1 cache (1-bank, 2-way, 8-byte
per line, 1 cycle access and LRU replacement policy). The L2 cache is shared
among all cores, the total size is 4KB, 4 banks (each of which is 1KB), 4-way,
32-byte per line, 4 cycles access (i.e., cycles), and LRU replacement policy. Each
bank is partitioned into 8 columns and the size of each one is 128B. Bus access



18 7. Gan et al.

Algorithm 1. Optimizing bank-to-core mapping
Require: Neore, sizeo, (C; € C)
Ensure: the total conflict delays(MinDelay),the bank mapping (OptimalMap[][])
1: MinDelay =Infinity, used[j] = false(l < j < Neore);
2: function FindOptimal Mapping(N)

3: if N > Neore then

4 ncol = Neolumn; nbank = 1;

5 for each core C; in c_seq[] do

6: if sizec, > ncol then

7: while sizec, > ncol do

8 BtoCmapping[i][nbank] = ncol;

9: sizec, = sizec; — ncol;  nbank 4+ +; ncol = Neotumn
10: end while

11: BtoCmapping[i][nbank] = sizec,; ncol = ncol — sizec;;
12: else

13: BoCmappingli][nbank] = sizec,; ncol = ncol — sizec,;
14: end if ) )
15: end for

16: Computing con flict_delay[] suffered by each HRT; based on formulation (3) ;
17: Total-delay = 3 ¢ ¢ Inter ference_Delaylil;

18: if MinDelay > Totalgeiay then

19: MinEnergy = Totaldeiay;

20: OptimalMap[][] = BtoCmapping][][];
21: end if

22: end if

23: for j =1; j < Neore; j + + do
24: if lused[j] then

25: c_seq[N] = Cy;

26: used[j] = true;

27: FindMinMapping(N + 1);
28: used[j] = false;

29: end if

30: end for

31: end function

latency is 2 cycles (i.e., Lys = 4 cycles). All benchmarks used in this section are
part of Mélardalen wcet benchmarks [14] as shown in Table 1 including the byte
size Bytes and the lines of code LOC.

In order to get the L2 cache size of all benchmarks demanded, we use Chronos
[15] to measure their WCET that the L2 cache size is 128 B, 256 B, 512B, 1 KB,
2 KB and 4 KB respectively. The configurations of measurement are: the instruc-
tion and data L1 cache are 64 B (1-bank, 2-way, 8-byte per line, LRU replacement
policy), respectively. L2 cache is 4-way, 32-byte per line and LRU replacement
policy. According to these results, we adopt the L2 cache size provided in Table 1
(column 3). In addition, columns 6-9 in Table 1 present the initial bank-to-core
mapping.

5.2 Experimental Results

5.2.1 Our Conflict Analysis Approach Versus UBD Approach

In this experiment, our focus is the effectiveness of conflict analysis approach.
Therefore, we assume that the bank mapping is used for HRTs in Table1 (i.e.,
the order of core in queue c_seq|] is {C1, Cs, Cs, Cy, Cs,Cs}). We compare our
approach with UBD approach where the upper bound delay can be expressed
as UBD = (Ngore — 1) - Max(Lp, Lyr). Figure3 illustrates this comparison
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Table 1. The benchmarks

Benchmark | CodeSize (bytes) | Columns | LOC | Core | By | B2 | B3 | Ba
prime 797 1 47 |Cy |1 |0 0 |O
bsort100 2779 16 128 | Cs 7 /8 |0 |0
cnt 2880 8 267 |[Cs |0 [0 |8 |0
fibcall 3499 1 72 |Csy 0 |0 (O |1
insertsort | 3892 4 92 |Cs 0 |0 0 |4
expint 4288 2 157 |[Cs |0 |0 |0 |2

in bank conflict delays for all benchmarks in Table 1. The bank conflict delay
values are normalized to the delays obtained by UBD approach. We can see
that the bank conflict delays obtained by our approach is less than the delays
obtained by UBD approach for HRTs, which is because our approach takes
request timing into consideration on runtime inter-task conflict on shared cache,
and can reasonably estimate the bank conflict delay. The proposed approach can
improve the tightness of bank conflict delays by 14.68% on average compared to
the UBD approach.

Oour Approach BUBD Approach

0.9

0.8

0.7

0.6

A\

Normaized bank conflict delays

0.5

prime bsort100 cnt fibcall ~ insertsort  expint Average

Benchmarks

Fig. 3. Comparison of bank conflict delays of different HRT for two approaches

5.2.2 Impact of Bank-to-core Mapping on WCET

The sum of bank conflict delays suffered by all tasks in task set under different
bank-to-core mapping are shown in Fig.4. We can observe that the solution
space of bank mapping is 720, and the total bank conflict delays suffered by all
tasks have significant difference under different bank mapping. The bank conflict
delays are 29836 cycles under the worst mapping. In contrast, the bank conflict
delays suffered by all tasks are only 20242 cycles under the best mapping. In
order to compare the effect of bank mapping on WCET. We use the mapping in
Table 1 as the non-optimized mapping. One of the mappings with the minimum
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conflict delays is shown in Table2. In this bank-to-core mapping, the WCET
for all tasks under the optimized bank-to-core mapping improved by 9.27% on
average.

—+—Total Bank Conflict Delays

(cycles)

30000

24000 1f

22000 19}

20000

0 120 240 360 480 600 720

solution space (bank-to-core mapping)

Fig. 4. The total bank conflict delays suffered by all HRT's

Table 2. The optimal bank-to-core mapping

Benchmark | Core | B1 | B | Bs | By

prime cCiy 0 |1 |0 |0
bsort100 Co 0o |7 |8 |1
cnt Cs 4 |0 |0 |4
fibcall Csy |0 |1 0 |O
insertsort | Cs 4 10 |0 |0
expint Cs |0 |0 |0 |2

6 Conclusion

In this paper, we presented a finer-grained approach to analyze the bank conflict.
This approach can reasonably estimate conflict delays. Furthermore, we optimize
the conflict delays through bank-to-core mapping and design the optimizing
algorithms to find the optimal mapping. Using our analysis approach, the bank
conflict delays can be improved by 14.68% on average compared to existing
method. The experimental results show that bank mapping has great impact
on WCET estimation, which can achieve a 9.27% improvement in WCET on
average.
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Abstract. Particle swarm optimization (PSO) and Ant Colony Optimization
(ACO) are two important methods of stochastic global optimization. PSO has fast
global search capability with fast initial speed. But when it is close to the optimal
solution, its convergence speed is slow and easy to fall into the local optimal
solution. ACO can converge to the optimal path through the accumulation and
update of the information with the distributed parallel global search ability. But
it has slow solving speed for the lack of initial pheromone at the beginning. In
this paper, the hybrid algorithm is proposed in order to use the advantages of both
of the two algorithm. PSO is first used to search the global solution. When it
maybe fall in local one, ACO is used to complete the search for the optimal solu-
tion according to the specific conditions. The experimental results show that the
hybrid algorithm has achieved the design target with fast and accurate search.

Keywords: Particle swarm optimization - Ant colony optimization - Optimal
solution

1 Introduction

Many engineering problems are proven to be NP complete or NP hard. In recent years,
the intelligent heuristic optimization algorithms become more and more attractive for
they can be used to search for the optimal solutions to solve NP problem partially [1].
However, due to the particularity and complexity of the various problems, each algo-
rithm shows its advantages and disadvantages. The key challenge is the tradeoff between
the time performance and optimization effect. If the algorithm is designed to find the
optimal solution in limited time, it has to compromise in the optimization effectiveness
and vice versa. One of the promising approach is to adopt the ideas of different algo-
rithms and find a mixed way to be a better solution.

Particle swarm optimization (PSO) and ant colony optimization (ACO) are two
important algorithms to find optimal solutions for the NP problems. PSO was proposed

© Springer International Publishing AG 2017
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as an evolutionary calculation method based swarm intelligence [2]. It is an optimization
method based on iteration, which is similar to genetic algorithm. PSO algorithm has
adopted the concepts of group and evolution, which is derived from the research on the
behaviors of the birds’ feed [3]. It operates mainly based on individual adaptive values.
This algorithm has simple design concept and it is easy to implement. It has strong global
search ability with less experienced parameters. However, it also has obvious disad-
vantage that this algorithm is easy to fall into local optimal solution though it has fast
global search capability with fast initial speed.

ACO is a different type of intelligent optimization algorithm. This algorithm was
derived from the study of path finding behaviors of ants’ activity of looking for food [4].
It also adopts the concepts of group and evolution and is based on iterative optimization.
It uses a positive feedback mechanism. This algorithm could converge to the optimal
solution through the pheromone that updating continuously. However, it has a slow
convergence speed due to the lack of pheromone at the beginning [5].

PSO and ACO are popular algorithms. They are used to solve many problems. These
two algorithms can be used individually or jointly [6-10]. Many researches focused on
the performance and convergence of the two algorithms [11-14] that showing both of
PSO and ACO have their advantages and disadvantages. In this paper, our design is to
adopt their concepts to obtain the optimal solutions. PSO has a better performance to
search the optimal solutions. This algorithm is used as the initial processing. When
premature convergence is emerging, ACO is used to complete the rest of the optimiza-
tion process. The key is how to identify the premature convergence. Our design focuses
on the aggregation of the particles. It helps our approach to switch PSO to ACO.

This paper is organized as the follows. Section 2 provides the PSO based optimiza-
tion. Section 3 describes the ACO based optimization. Section 4 depicts the hybrid
algorithm. The experiments and result analysis are discussed in Sect. 5. And at last, we
give the conclusions in Sect. 6.

2 Basic Principle of PSO and Its Optimization

PSO simulates birds’ feeding behaviors. Imagine that a flock of birds search for food in
the area randomly, in which there is only a piece of food. All the birds do not know the
location of the food, but they know the distances between their own current positions to
the food. The simplest and most effective method is to search the area, in which a bird
is the nearest to the food. PSO algorithm was inspired from this kind of thought. It is
used to solve the optimization of the problem. Each bird in this search space may be the
solution for the problem. The bird can be considered as an idealized particle without
quality and volume in this space. Each particle has an adaptive value that is determined
by the optimization function, and there is a velocity that determines the direction and
distance of the flight. Located in a S dimension of the target search space, there are m
particles to form a group, where the current position of the particle i is represented as
Xi(X;1, Xi2--., X;5), current flight velocity Vi(v;;, viy,..., vig) and the position of P,(p;;, pia,
..., Dis) in which the best position P, (that is, with the best fitness value of the position,
which is anindividual extreme value). The current space of all particles have experienced
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the best position Py,,.(global extreme value). In each iteration, the particle updates itself
by tracking the two extreme values. Particle i in S dimensional space update its velocity
and position according to the following computation:

Vit + 1) = w 5 v, (1) 4 €17y (P () = X5(1) 4 €575 (P (1) — X,5(1)) 1)
x (t+ 1) =x,(0)+ v, (t+1) )

Among them, i € [1,m] and s € [1, S]; inertia weight w is non-negative number to
control the influence from the previous velocity on the current velocity, which has very
big effect on balancing the global search ability and local search ability of the algorithm.
When w is small, the previous velocity has little effect on the local search ability of PSO
algorithm. When the w is large, the previous velocity has great influence on the global
search ability of PSO algorithm. ¢; and ¢, are learning factors, which are non-negative

values. r; and r, are independent pseudo-random numbers, which obey the uniform

distribution on [0, 1]. v;; € [=V,,,:» V,ue)» and vmax is constant. In the process of updating,
the maximum velocity in each dimension of a particle is restrained as vmax, and the
coordinates in each dimension of a particle is also restrained in the permitted range. At
the same time, P, and Py, are constantly updated in the iterative process. The final

output is Py, which is the optimal solution output by the algorithm.

Standard particle swarm algorithm completes the search for the optimal solution
through the individual extremum and global extremum. The operations are simple with
fast convergence. However, when the number of iterations increases, the particles
become similar with the population convergence. It may result into local optimal solu-
tion. Such approach to track the particles’ positions is replaced by other methods. The
optimal solution is searched through the crossover of the individual extremum and the
global extremum, or the mutation of the particles.

3 Principle of ACO Algorithm and Its Model

3.1 Optimization Principle of ACO

Ants have the ability to find the shortest path from their nest to the food without any
cues. They can avoid the obstacles appropriately according to the terrain and be adapt
to search a new path as the different choice. The nature of such phenomenon is that the
ants will release a special kind of secretion called pheromone. Pheromone will disappear
gradually over time. The remains can represent the distance of the path. And then, the
ants can change their paths according the concentration of the rest pheromone. If the
probability of choosing the path also high, more ants will choose this path. They will
release more pheromone. When a path is chosen by more ants, it will keep more pher-
omone. This forms a positive feedback mechanism. Through such positive feedback
mechanism, the ants can find its nest to food source of the shortest path finally. In
particular, when there is an obstacle between the ants and food source, the ants can not
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only pass around the obstacles, and they can find the shortest path after a period of time
of the positive feedback through the changes of the pheromone in different paths.

3.2 Elitist Ant System (EAS)

EAS is a relatively well global optimization of ACO algorithm [15]. Assumes that a
path e(i, j) has the 7;(?) as the concentration of the pheromone track at time z. At the

initial moment, the different paths have the same pheromone. Antk (k=1, 2, 3, ..., m)
determines its direction during the movement according to the concentration of the
pheromone in each path. pf;(t) represents the probability that the ant k shifts from position

i to position j at ¢ time. Then the probability can be obtained as follows:

T * 1)
. PR J € allowed,
pij = z;ceallowedk T,‘i(t) * r’is(t) (3)

0, others

In (3), allowed, = {0, 1, ...,n — 1}. In addition, tabu, is defined as a taboo list and
indicates the positions that ant k can choose in the next step. tabuy(k = 1,2,3,...,m) is

used to record the current position of ant k. 17; represents the visibility of a path e(i, j),
1 . e .

T d;; represents the distance between position i and posi-
,

tion j. a represents the relative importance of the tracks; f indicates the relative impor-

tance of visibility; p represents the persistent of the track; /—p is the disappear degree

of the information. After the ants complete a cycle, the amount of the pheromone in

each path are adjusted according to the follows:

which is general set as ; =

Tij(l +n)= p'rij(t) + Z:;l ATI.,;,(t) )

3.3 Max-Min Ant System

MMAS (Max-Min Ant System) was proposed as a general-purpose ant colony algo-
rithm [16]. It improved ant colony algorithm in the following areas. Firstly, only the
ants in the shortest path could update the pheromone after an iteration. The update
methods was same to EAS. Secondly, the concentration of the pheromone was set in
the range [7,,;,, T.q./ to improve the efficiency. Any values beyond this range would
be forced to set in this range as tTmin or tmax. Thirdly, the initial values of the pher-
omone in each path were set as the tmax for better search. Furthermore, a smaller
evaporation coefficient was set in order to find more search paths.
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4 HOA: Hybrid Optimization Algorithm

4.1 HOA Architecture

The basic idea of HOA is derived from the advantages of PSO and ACO without their
defects. The process of HOA has two different stages. The former is to use PSO for the
efficiency, the global search ability and the fast convergence. When the premature is
emerging, ACO is used to replace PSO. PSO will output the basic information of the
paths. They are the initial parameters for ACO, which means ACO can obtain a better
initialization compared with the original one. In the process of the algorithm, ant colony
algorithm is used for the positive feedback. Its overall framework is shown in Fig. 1.

Start Population v
o Initialization Parameter
/ Initialization

Bl

Fitness Calculation |«

Pki_i Calculation

Searching for Crossover and
Individual and Global —®| Mutation of Individual
Extremum and Global Extremum
— Y :
Updating Individual Increasing Pheromone
and Global Extremum |« Fitness Calculation A‘fkij:Q/Lk
Value

h J
Updating Pheromone
Whether to Fall into on the Road
Local Optimum
h J
Output of the Optimal
Generating Current Global Extremum Value Solution Solution

Fig. 1. HOA framework
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4.2 Premature Phenomena and Early Maturity of PSO

PSO is similar to many heuristic optimization algorithms just like the other heuristic
algorithms. This algorithm has no operations such as selection, crossover and mutant.
It means this algorithm is relatively simple with faster convergence. However, if a
particle finds a current optimal node, the other particles will quickly move closer to this
particle during the processing. If this node is the local optimal node, the particles will
fall into the local optimal solution without escape. And the search cannot be restart. The
output is a local optimal solution, which is called premature convergence phenomenon.

The existing works showed that particles in PSO will aggregate whether or not the
algorithm is premature convergence or global convergence. The particles will aggregate
at a special position or several special positions, which is determined by the problem
itself and the selection of the fitness function. In our design, the heuristic starts from the
normal distribution and fitness variance is adopted as the judgment condition to the
premature convergence.

If particle swarm particle number is n, F; represents the fitness of the i-th particle,

F,,, represents the average fitness of the PSO, fitness variance ¢ can be obtained as the

follows:

n Fi - Fav :
62 = Zi:l (—F g> (5)

In (5), F is the normalized calibration factor and it is used as the limit to the size of
the 6”2 variance. F can be obtained as the follows:

F= { max'Fi —F,,

,max|Fi -F

avg

> 1, amongi € [1,n] ©)

1, others

The variance gives the degree of aggregation of the particles in the particle swarm.
The smaller the o2 variance is, the aggregation degree of particle swarm is big. If the
algorithm does not meet the end condition and the aggregation is too large, the particle
swarm algorithm falls into the so-called premature phenomenon. So when ¢ < h (h for
a given constant), this algorithm will process using ACO.

S Experiments and Results Analysis

5.1 Implementation

In order to overcome the problem that PSO is easy to fall into local optimal solution and
ACO is lack of initial pheromone, HOA is designed to take use of the advantages of
both PSO and ACO. The steps of HOA are as follows. First, PSO is chosen as the initial
algorithm. Its parameters are set as the follows. The total number of particles is 100.
The parameter h, which is used to judge whether PSO falls into a local optimal solution,
is set to 15 as a constant. And then when the PSO falls into a local optimal solution, the
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output of PSO algorithm will be recorded as bestPath. And then ACO is initialized with
the 5 times of bestPath as the initial pheromone concentration. And then ACO starts
with 4 as the number of ants. At last ACO gives the output.

5.2 Experimental Results and Analysis

TSP (Travelling Salesman Problem) is an important combinatorial optimization
problem, which has been proved to be NP complete. In order to verify HOA, TSP is
adopted as the target problem.

Taking the urban plan as an example, the theoretical optimal value is 423.7406. The
parameters of PSO algorithm are set as the follows: the total number of particles is 100;
the number of cities is 30; The parameter h, which is used to judge whether PSO falls
into a local optimal solution, is set to 15 as a constant. The parameters of ACO is set as
the follows. a and f are set random values in [1, 2] (here @ = = 2 as usual); p = 0.9
(usually from [0, 1]); the number of ants is 4.

The experimental results are shown in Table 1. PSO still contributes most iterations in
HOA. PSO will compact the search space as an intermediate one and provide enough initial
information for PSO. It also means that when PSO may fall into the local optimal solution
during the process. At that moment, the premature is detected and PSO is switched to ACO.
ACO only provides relatively less iterations. ACO can complete the whole algorithm in
limited iterations. When h is suitable, HOA can complete the process quickly.

Table 1. Experimental results of HOA

a |p h HOA (PSO + ACO)

Shortest path length Iterative times
2 2 8 14319335 165 +2
2 2 5 |425.2667 31240
2 2 10 | 425.9887 149 + 38
2 2 4 1427.8107 167 + 16
2 2 4 1425.5095 598 4+ 3
2 2 12 1430.8101 167 +0
2 2 7 | 423.7406 267 + 11
2 2 7 1429.3803 153 +5
1 2 8 [427.1752 302 + 205
1 2 8 [425.6807 164 4+ 0
1 2 7 |448.0349 162 + 44
1 2 7 | 423.7406 285+ 6
15 |2 7 | 423.7406 269 + 4

Table 2 shows the experimental results of the HOA for the length of the shortest
paths and the iterations. HOA has less iterations. Furthermore, HOA can iterate repeat-
edly. And it can also avoid the local optimal solution trap with higher accuracy. The
experimental results also show that this algorithm can complete the processing in 30 s,
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while the average execution time of the hybrid particle swarm algorithm exceeds 100 s.
In a word, HOA has better optimization performance on the accuracy and efficiency.

Table 2. Experimental results of PSO

a |p PSO
The shortest path length | Iterative times

2 2 434.8224 598
2 2 429.3803 588
2 2 424.6918 965
2 2 430.1988 867
2 2 446.2989 610
2 2 439.3706 107
2 2 445.9569 588
2 2 445.1756 783
1 2 448.6918 608
1 2 443.7406 253
15 |2 453.1411 998
1.5 |2 434.4903 615
2 2 434.8224 598

Figure 2 shows the average value comparison of HOA and the hybrid particle swarm
algorithm after running 20 times. When PSO is running, HOA and hybrid PSO almost have
the same curve. It means they almost have the same convergence speed. However, when the
convergence is going to the end, HOA is faster. ACO provides more accurate solution.

1000
PSO
———HOA
800 ;
il |
gl ————— e T
0 500 1000 1500

Fig. 2. Comparison of the iterative process of PSO and HOA

6 Conclusions

This paper presents the HOA algorithm based on the particle swarm algorithm and ant
colony algorithm. This algorithm is designed to take use of the advantages of both PSO
and ACO whereas to avoid their disadvantages. PSO improves the convergence speed
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and provides the input to ACO for further processing. ACO is used to avoid the prema-
ture convergence. The switch time is determined by the fitness variance. ACO helps
HOA to provide the accuracy of processing. Our algorithm is verified through the
experiments. TSP is used as the target problem. The experimental results shows that our
algorithm can provide faster convergence speed and higher accuracy.
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Abstract. The suction and operation parameters remarkably influence
the performance and efficiency of the pumping unit system, the the-
oretical and experiential model selection methods being verified to be
not effective on parameters adoption. The FKM cluster algorithm model
selection is put forward to deal with huge data processing in model selec-
tion, the efficiency curves comparison indicates: the pumping unit model
selection on a oilfield block keep more stable and higher efficiency. The
efficiency membership to operation parameters combination is revealed
to be the approach to best performance and high efficiency. The rea-
sonable match of equipment and process saves power rather than pure
equipment.

Keywords: Pumping unit - Model selection -+ FKM algorithm - Cloud
computing - Cluster

1 Introduction

The conventional pumping unit model selection depends on the personal experi-
ence and the general model selection diagram, which are both inaccurate while
compared with the practice. Especially for the permeable oil fields, the rule of
the producing fluid change being different from the general oilfield, selecting
pumping equipment with the general methods will lead to the low utilization
rate of load and electrical power, and the low system efficiency. Conventional
selection method being on the basis of the model selection diagram [1,2], the
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diagram is suitable for the general oilfield block, but not for the unconventional
reservoir. The unconventional reservoir differs from the conventional reservoir
on the aspects of permeability, pressure and other undetermined factors.

Moreover, the factors possess some fuzzy characteristics [3], which are not
involved in the diagram method and experience method [4]. The test data con-
sists of the basis on which the characteristics can be embodied and the rule
of the load change can be induced while the reasonable algorithm is used, The
model selection based on production data processing can provide the approxima-
tion selection. The cloud computing has been verified to be able to process the
huge data processing and engineering project well in recent years. This research
attempts to find a method about selecting model of pumping units on the pro-
duction and reservoir parameters [1,5].

The main contributions of this work are threefold:

1. A new thinking of the data classification is provided, and the FKM algo-
rithm is induced into the application of pumping unit model selection. The
fuzzy membership is solved to embody the efficiency sensitivity to the load
utilization rate, the torque utilization rate and other suction parameters etc.

2. Based on the general computing platform analysis, the cloud computing plat-
form special for model selection and efficiency evaluation is set up, and it
can be used to compute and analyze the test data in distributed computing
mode.

3. We put forward the innovative use of the cloud computing method by means
of the FKM algorithm on the basis of the huge test data.

2 Related Work

2.1 Pumping Unit Model Selection Principle

The model selection was usually implemented in this technical route: determining
the pump depth and the sucker rod combination; analyzing the balance situa-
tion and the load utilization rate, torque utilization rate and system efficiency;
contrasting and analyzing different parameters combination and determine the
mode selection.

2.1.1 Pump Depth
The reasonable flow pressure is determined by Eq. (1).

1
Prp = ﬂ(\/’ﬂpi +n(1 = n)pspes — nps) 1)

Among them, n = %ﬁ%_”. D#p is the minimum allowable flowing pressure;

Ds is the saturation pressure; p. is the effective formation pressure; o is the crude
oil solubility coefficient; f is the water cut in oil well, B is the crude oil volume
factor, dimensionless; T is the temperature of oil layer. The pump depth is:

— pgH,
L,=H- P97 2)
Py
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2.1.2 Reducer Torque

According to the determined sucker rod combination, the operating parameter
and experimental formula, the reducer torque computation of several typical
pumping units is provided as the followings:

Conventional beam-pumping unit:

My =TF|[P— B - nga - %“)]nfl — M,sin(0 — 1) (3)
Dual horsehead beam-pumping unit:
My =TF(P — B)ni' — Mysing (4)
Derrick framed pumping unit:
Up stroke:
dw
My =(P= QR+ 5)
Down stroke:
dw
MN:(QfP)RwLJE (6)

Depth is a main factor determining the polished rod load, which is the vari-
able considered firstly while selecting the pumping unit model, the polished rod
load thereby being the basic parameter of the reducer torque. Both of them are
the precondition of model selection in diagram method. In the condition of gen-
eral reservoir suction parameters, the diagram method is extensively used. But
in the unconventional reservoir, the formation parameters vary remarkably from
them of the conventional reservoir. Simultaneously, this method is out of the
advantage of the test data’s accuracy in prediction of the load data and model
selection. Test data’s processing and analyzing require the advanced computing
technology [6,7].

2.2 Cloud Computing in Data Processing

Huge data is generated during the test data acquisition, and the data processing
in model selection requires high computing and analyzing ability. The cloud
computing has the advantage for big data processing, having been verified in
many fields. To process the big data, the cloud computing task is distributed
into a large number of computer resource pool, enabling all kinds of application
system obtain the computing power, storage space [8-10] and all kinds of software
service [11-13]. The large amount of data cannot be computed before because of
the relative slow processing speed of the computer and the server. Now, the cloud
computing and the concurrent computing technology are mature and introduced
in the huge data, the data computation will be distributed to enough servers
[14,15]. As shown in Fig. 1, this platform is composed of 3 layers:
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1. Physical layer includes hardware resources, such as computers, servers, hard
disks and software system to control these resources. Resource pool is the vir-
tual resources virtualized from the physical resource [16], in order to facilitate

the unified management [17,18].

2. Data processing layer is responsible for task scheduling [19], resource man-

agement [20], user management and other administrative tasks [21].

3. The application layer encapsulates cloud services into standard service to the
costumers and provides computation and analysis [22,23].
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Fig. 1. Three layers of the platform.

3 FKM Clusters on Suction Parameters

To process the huge data of the test well, the FKM cluster analysis method is
introduced according to the efficiency membership to the performance parame-
ters combination. The basic principle of FKM method is to cluster the positions
data into several classes, and the data (1<k<n) is divided into k classes. The
u;; represents the x; membership coefficient to the ¢; class. The fuzzy matrix
u = {ui; }nak represents the sample {z;}, membership to every fuzzy cluster
¢ = {c¢; }k, so every fuzzy cluster center is solved, shown as m = {m;}.

Equation (7) is the objective function. to make the objective function reach

the min value. Equations (8) and (9) should be fitted.

1 |z — mj|| = 0(i — 5)
uy =" |zi —m;ll # 0(i # j)
? |zi—my |2/(‘1 1) 1
(EW) | —myl| # 0

k k n
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M=

[uij(s)]92;
mj(s+1) = 5——

> [ui5 ()]
=1

Il
i

where i € [1, k] (9)

K2

n

> ui; =1 where Vi,i € [1,n],j € [1,k]

i=1
o (10)
0< Zuij < n where j,i € [1,n],j € [1, k]

i=1
During the process, the fuzzy membership can be studied. In the application,
the fuzzy membership can reveal the inner connections between the factors,
or the efficiency membership to the load utilization rate, the torque utilization

rate, the stroke and frequency, the bump depth and the crude viscosity etc.

4 Example and Experiment

4.1 Basic Test Parameters and Preliminary Selection

We provided several types of pumping units’ experiment data and result. This
prediction can be done with the Eqgs. 1-6 and following the route in Sect.2.2.
The theoretical prediction act as a?preliminary?calculation and we have done
the test in the general condition listed in Table1l. Table2 shows the suction
parameters and the combination parameters that we solved according to the
theoretical model (the two tables of data are about the CYJ10-4-73HY pumping
unit). To indicate the effect on model selection on the basis of FKM clusters
result, the three types of classical pumping units were selected and every type of
pumping units were respectively chosen of 10 sets, being tested on the aspects
of load utilization, power utilization, performance and efficiency etc. The results
are shown in Table 3, Figs. 2 and 3.

4.2 Experiment Result of the FKM Data Processing

The system efficiency and the pump efficiency, both related with the pumping
unit stroke and frequency, Table 4 shows the basic suction parameters and oper-
ating parameters in cloud computing, and Table 5 shows the three classical beam-
pumping units model selection on FKM data processing in cloud computing.

Table 1. The basic data of 19# block.

Daily pro-|Oil layer|Saturation |Formation|Crude oil |Crude oil Moisture |Following |Submerge
duction depth pressure pressure |viscosity |density content pressing |depth (m)
(t) (m) (MPa) (MPa) (mPa.s) |(t/m3) (%) (MPa)

2.2 2000 3.19 19.50 14.5 0.8396 91 2 297
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Table 2. The model parameters selection
Motor Stroke | Frequency Pump Maximum Minimum |Max Sucker
related (m) (min—1) diameter |load (kN) (kN) torque combination
power (t) (mm) (kN.m) (mm)
73 3.2 4 38 77 55 19.1 019 x 22

Table 3. The three classical pumping units model selection result. (DPC: Day Power

Consumption)
Model Polished Load (%) |Utilization Reducer Torque |Utilization DPC (kw.h)
rod load torque rate (%)
(kN) (kN.m)
Average Max|Average |Max Average Max |Average |Max
CYJ10-4- |21.7 26.2150.9 67.5 62.3 116.5|45.3 91.5 62.8
73YH
WCYJJ10- |25.5 39.7|51.1 71.1 76.3 129.7/41.6 82.4 79.7
6-127
WCYJD12- |36.3 43.1]46.2 72.3 85.1 169.1|32.7 65.5 91.2
06-40Z
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Fig. 2. Utilization curves of theoretical selection 1 model.

Table 4. Basic suction parameters and operating parameters in cloud computing

Motor Stroke (m) Frequency|Pump Maximum [Minimum (kN)|Max Sucker
related (min~!') |diameter |load (kN) torque combina-
power (t) (mm) (kN.m) tion

(mm)
70 5.1 2.5 38 90 62 25.1 ©l9 X 22
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Fig. 3. Efficiency and utilization curves of optimized selection model.

Table 5. The three classical pumping units model selection result. (DPC: Day Power

Consumption)

Model Polished rod |Load (%)|Utilization|Reducer torque|Torque |Utilization| DPC (kw.h)
load (kN) (kN.m) rate (%)
Average Max |Average |Max Average|Max |Average [Max

CYJ10-4- |24.5 28.5/56.1 76.7 65.5 125.1 |51.4 97.6 55.1

73YH

WCYJJ10- [29.6 45.5|57.7 80.5 82.7 137.6 |45.9 86.3 73.6

6-127

WCYJDI12- 39.6 502 |55.5 76.3 90.9 175.7 |36.5 82.1 80.8

06-407Z

5 Discussion

1. Pumping unit type selection: The deep and low permeability reservoir

can result in obvious stroke loss. Improving the stroke can decrease the stroke
loss, according to the test data, but the beam pumping unit is not suitable
for the reservoir because it cannot afford the large polished rod load and long
stroke. But it can be known that the long stroke chain pumping unit efficiency
is 6-10% higher than that of the beam-pumping unit, which can be known
by comparing the curves in Figs.2 and 3.

. Motor type selection: As for the pumping units with new types of motors,

although their system efficiency is higher (for example some pumping units
equipped with permanent magnet motor), the motor is not reliable, and the
cost is much more than the three-phase asynchronous motor. The tree-phase
asynchronous motor has the performance stability and reliability. So, in this
paper, the tree-phase asynchronous motor is proposed to be selected prior in
beam pumping unit and chain pumping unit.
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3. Efficiency: The study shows that the utilization rate of the load and torque
are both lower than expected, and the utilization rate of load and torque
has the direct relation with the system efficiency. Quite some wells’ efficiency
being low, they are lower than the theoretical efficiency by 5-11%. As the
study result, the Fig.1 shows the system efficiency of the pumping units
whose model selection is based on the preliminary selection of formula (1-6
etc.), and the Fig.2 shows the system efficiency of the model selection on
FKM algorithm in cloud computing. It can be seen that the efficiency is not
stable and vary from different suction parameters in Fig. 1, but the efficiency
curves in Fig. 2 is stable and higher than that in Fig. 1. The average increase
is as following: beam pumping unit of 7.7-9.1; motor commutation pumping
unit of 3.5-6.2; chain pumping unit of 3.3-6.1. The efficiency membership
to the operating parameters combination is revealed in the clusters result.
It indicates: the high efficient wells operating parameters act as the cluster
centers in the cloud computing data processing, based on the formula 7-10,
the high efficient suction parameters combination can be deduced. In theory,
the FKM cluster centers can be regarded as the maximum value point in well
system efficiency.

6 Conclusion

The pumping unit theoretical model selection is not accurate, whose efficiency
cannot reach the high value, and the pumping units’ efficiency is not stable, the
theoretical pumping unit model selection method has limit usage. Moreover, the
FKM cluster algorithm leads to the more accurate result, and the pumping units’
efficiency is stable and higher than that of the formula model selection. The high
efficiency well’s suction parameters acting as the original clusters, the efficiency
membership to operating parameters combination is solved. It provides a new
idea in pursuing high efficiency and reasonable equipment-process match. The
equipment cannot save power, and the key of saving power point is the reasonable
match of the equipment and the process. Finally, the chain pumping unit and
motor commutation pumping unit are more reasonable with long stroke and low
frequency than beam-pumping unit, having 6-10% higher efficiency than that of
the beam pumping unit.
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Abstract. General online teaching system cannot afford the huge infor-
mation data exchange, held back in the modern teaching method and
technology support. This paper aims at establishing the structure of the
cloud learning community on big data. The Oracle server on cloud com-
puting is selected to provide the data processing support. Based on the
investigation on the students’ browse online and the homework com-
pletion situation, the existing teaching resource is integrated, and the
frame work of the cloud learning community on big data is established
to improve the communication and integration. Cloud platform layers
and the key data processing technology are analyzed. The cloud learning
community can match the data processing technology and expose the
students in the advanced cloud teaching stimulate the study enthusiasm.

Keywords: Cloud learning community - Engineering drawing - Big
data - Resource integration - Online teaching

1 Introduction

“Engineering Drawing” aims at training the students on drawing and analyzing,
especially emphasizing the space imagination ability. It was usually found that
some students studied other course well but could not follow up in this course.
This phenomenon results from the absence of the space imagination ability,
thereby the efficient teaching and learning mode is required. The multi-media
teaching and learning community are being used widely, having been mature in
technology [1-3]. But now, in the big data and cloud era, the information and
material transferred being much larger, the original online teaching cannot fit
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the requirement of big data [4,5]. Learning community online requiring vast data
processing, the recent development of new technologies and the implementations
have enabled a variety of innovative network-based approaches, such as cloud
computing [6-10] and big data. Many improvements have been made by previous
researches for the purpose of the high performance achievements [11,12], and it
can benefit the huge amount data exchange in the learning community. This
paper addresses the issue of cloud learning community on big data solution.

2 Related Work

2.1 Technology Supports

In distributed cloud storage system, the management, access control [13], data
retrieval, and the huge data processing require high-end server to ensure the
efficiency, high availability and high robustness [14,15]. Oracle is by far the
most popular in the large-scale relational database management system. As an
open distributed database, it can work properly under all kinds of heterogeneous
systems and has the high transaction processing speed. The advantages make it
be the optimized server in the cloud teaching of this research.

Moreover, database management system includes resource library, database
and library management system. The resource library is the integration of the
model files, video files and graphics files; database stores the directory of all
files in the resource library; the library management system is responsible for
managing the resource library and the database, its main function being to add,
delete, update and invoke database [16,17].

Next, multi-media teaching material and models online can be browsed in
students’ online learning, and the exercises, tests can be done online [18,19]. The
teaching video is abundant after accumulation and the model online provide the
operations such as rotating, moving and cutting etc. Updating and recombina-
tion is the approach to the cloud teaching under cloud teaching conditions [20].

2.2 Investigation on Browse Online

The teacher is traditionally the inculcator but the organizer in online teaching.
The constructivism deemed: the students’ experience should be stimulated to
be the new growth points of knowledge. Online learning encourages students’
enthusiasms and has been investigated on the browse purpose, as shown in Fig. 1.
(Note: the y value represents the ratio between the student amount on an aspect
browse and the total sample student amount.) The chart indicates: the teaching
video is the most popular; the guide, analysis and group discussion are often
viewed; the independent learning is the mode students prefer.

2.3 Investigation on Homework Completion

An investigation had been taken during 5 months, in order to testify the effect
of the independent learning. To show the pertinence, the sample students were
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Fig. 1. Students attention and online purpose distribution.

divided into 3 levels: level 1, students with 80-100 score; level 2, students with
60-80 score; level 3, students with score below 60. The chart shown in Fig.2
indicates: the cost time on homework will descend by about 2 hours for level 2
and level 3. For levell, the time increase a little because of the further thinking
independently. From the chart it can be known that the independent learning
effect is obvious.
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Fig. 2. The home work cost time of 3 levels students.

3 Content of Learning Community for Mechanical
Drawing

Learning community is a virtual teaching and learning structure, being for inde-
pendent learning, emphasizing the independence and the interaction. Accord-
ing to the subject construction in the UPC teaching renovation, the structure
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model is given as Figs.3 and 4. The learning community mainly includes the
teachers and students, but to evaluate the effect of the teaching and learning,
the educational evaluation committee is involved in. Figure 3 shows the mem-
bers construct relationship. The community structure is shown in Fig. 4. As the
preliminary work, the multi-media online teaching needs to be led further and
supplemented:

Firstly, the learning community is the update for the online teaching. The
teaching video contains huge data to ensure the resolution ratio, but the origi-
nal background servers were usually Access servers, not suitable for huge data
transfer and exchange. The Oracle background server should be taken for larger
data base, which is mentioned in Sect.2. Simultaneously, our national quality
curriculum (Engineering Drawing) needs to be turned perfected and the test
bank online should be supplemented too. Secondly, the modeling room online
will be in use, which is in VR mode. In this VR environment, the roam mode
for viewing is emphasized, and the students can study the model in any angle
as they wish. The individualized learning and collaborative learning can be real-
ized. Thirdly, the discussion group online can run on interaction. It can hold
meeting for discussion online and exchange the information freely. The students
who do not want to ask teacher questions in reality can freely find the answer.
The learning community is a salon online, being not limited of time.

Educational

Evaluatioy,

Teacherg
®Valuation

Students

ey, i
aluation, StUdents

eVaIuatiOn

Fig. 3. The learning community academic evaluation.

Community is characterized with the interaction to some extent, the inter-
action being the basis. The teacher, the student, the teaching resource and the
organizing strategy compose the main body. The interaction model is shown in
Fig.5. In this model, the teaching management platform is the support for the
interaction. The interaction sent by teacher contains: teacher’s guide to student
study; announcing course message; assigning homework; organizing discussion
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Fig. 4. The learning community structure.

and answering questions. The interaction from student includes: asking ques-
tions; self testing; exercise online and submission for correction; discussing and
cooperating [21,22].

Curriculum Resource
(courseware, exercise base,
expanding resource)

Teachers
(Course bulletin, (self test, do
homework, answer homework,
questions) interaction)

Fig. 5. Teaching interaction mode.

Students

4 Cloud Learning Community in Big Data

4.1 Significance of Cloud Learning Community

In the era of big data, the learning community on Access server is not suitable
of high data processing, thereby cloud computing and big data technology is
adopted with the advantage of big data storage, computing, big data analysis and
data mining to support the learning community [23]. Cloud learning community
uses the cloud storage and compute technology to provide a more diversified
and individual character of teaching and learning activities. The teachers and
students can not only understand the graphics teaching status quo according to
the data, but also can predict the future in teaching, so that they can make the
right forecast and decisions according to the present situation. All above talked
put the teachers and students in an active state.
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4.2 Big Data Origin of Cloud Learning Community

Cloud data source of learning community mainly includes the following aspects:
(1) Sakai database, mainly storing the basic information of teachers and students;
(2) the mongo database recording time duration about the students learning;
(3) the record about the number of teachers and students’ post/replies; (4) the
information records of the user’s role, function modules.

4.3 Cloud Learning Community Layer Construction

The basis of the cloud learning community on big data is shown in Fig.6.
Known from this figure, the learning community is composed of 3 layers: the
cloud resource management layer, the data processing layer and the application
layer [22].

Firstly, the cloud resource management layer contains cloud resource cen-
ter, cloud resource management center and cloud security management center.
The cloud resource center is to preserve and update the resource of management
cloud, search could and learning cloud. The cloud resource management center
is to manage the resources of monitoring, distribution, recycling, updating and
maintenance etc. The existing data resources include the cloud classroom, the
number of teachers and students in the classroom, the total number of courses,
student’s learning behavior records and other data sources.

Secondly, with the increase of the content about the cloud learning com-
munity, it will produce a lot of data. But the current teaching support system
is short of the data analysis, and there is no system analysis to feedback the
data on teaching work. Thus the data cannot play the role it should be. So,
providing the method of using the existing data to forecast and analyze it is
necessary. And then, how to feedback the data and promote teachers’ teaching
quality, how to integrate the existing teaching resources, and how to analyze the
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systemic teaching behavior prediction, become an urgent problem in the cloud
learning community establishment. The data processing layer has functions of
data acquisition, data analysis and data mining. The data acquisition filter,
screen and store the structured data, semi-structured data and unstructured
data from the cloud layer, in order to eliminate data redundancy. The usage of
cloud teaching resource and the analysis of students’ learning behavior provide
the guidance for the construction of cloud learning community.

Thirdly, the application layer is the interface, it receiving the instructions
from the user and showing user the result of the data processed. The applica-
tion layer is explained in the following: the different data sources have different
format, thus the uniform format is needed while data processing. In this case,
the different data sources were stored in Sakai database, convenient of uniformly
invoking. Because there are many data dimensions, technical support is needed
to analyze and find out the data dimensions for implementing further data
mining.

4.4 Technical Supports

It is difficult to use cloud computing technology to analyze the connection
between the various data, bring obstacle in maximize the application effect of
different education resources. While constructing the platform, the technology is
selected on purpose to weaken the data difference effect. In the teaching resources
sharing platform, the data processing layer is the most important, and the par-
allel loading of the data storage module becomes the core of the whole plat-
form. The Hadoop distributed technology provides the platform, the model, the
method of data storage and the data processing, thereby the technology of the
platform based on the big data has the following core:

1. Using the Hadoop distributed file system to store huge amounts of teaching
source data;

2. Dealing with the huge amounts of data with the Map Reduce distributed
computing model;

3. Using Sakai distributed database to store the processed huge amounts of data,
in order to realize the mass of teaching data storage management.

The learning community is integrated into the application layer, and this sys-
tem can integrate the students and the teachers in interaction with huge data
exchange which can transfer freely on cloud computing.

5 Conclusions

Integration is the most relied function in the learning community, the exchanged
huge data processing requiring the Oracle server on big data and cloud comput-
ing to upgrade the original teaching resource. The frame of the learning com-
munity is put forward, and the existing resource should be updated to fit the
huge data exchanging requirement, the key technology to integrate the modules
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is the distributed cloud computing technology. The cloud computing platform
construction is provided, treating the existing database as the part of the appli-
cation layer. It provided the connection between the existing module and the
basic cloud layer, being the approach to cloud learning community realization.
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Abstract. The dynamic energy consumption of the multi-core on-chip
data bus is more and more large in the whole system energy consump-
tion. With the reduction of the technology size the bus dynamic energy
consumption, which is brought by the coupling switching activity (SA)
is increasing, and the effect of one single bus encoding on the bus energy
saving is not significant. To settle the problems, we propose a new method
for energy saving of on-chip data bus, which is based on bit SA percep-
tion, and four bus encoding schemes are introduced. By means of hard-
ware structures and algorithms, the number of bit SA in each encoding
scheme is perceived, and the encoding scheme with the minimum SA
number is automatically selected to encode the value to be transferred.
The simulation results show that the method can effectively optimize
dynamic energy saving of on-chip data bus.

Keywords: Bus energy saving - Switching activity - Coupling capaci-
tance + Invert encoding

1 Introduction

With the development of the program complexity and the gradually increased
integration of the chip, the energy consumption of per unit area and per unit time
is significantly increased, which brings many problems. Firstly, the rapid increase
of energy consumption is bound to hinder the performance further improved,
studies have shown that now in multi-core especially in on-chip bus design,
the urgent problem to be solve is dynamic energy consumption control [1,2].
Secondly, the high on-chip bus energy consumption will increase the cost of the
chip design, such as additional cooling devices and heating protection circuits are
need to bring in, making the package costs of the chip increased significantly [3].
Finally, the increase of the bus energy consumption makes the temperature of the
chip higher, which leads to a series of problems, such as the reduction of system
reliability, the shortening of the battery power supply time and the increase

© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 51-61, 2017.
DOI: 10.1007/978-3-319-52015-5_6



52 M. Zhang et al.

of the execution cost [4]. So optimizing the data bus dynamic energy saving
becomes the research object for software and hardware designers.

Switching activity (SA) on data transmission gives the number of times the
bus lines are discharged and recharged between 0 and 1, and is directly responsi-
ble for the dynamic energy consumption on the data bus. The low power encoding
techniques [5-7] are widely used to reduce SA for dynamic energy consumption
and the effects of crosstalk (signal noise, delay) during data transmission on
buses. They aim to transform the data being transmitted on buses in such a
manner so that the self-SA and coupling SA on buses are reduced. The bus
encoding schemes can be classified three types [8]: Algebraic encoding, which
refers to the transformation of the original code into other forms of code, such
as bus invert encoding; Permutation encoding, which is the permutation of the
original code; Probability encoding, which is using statistical analysis of the pro-
gram, getting the probability of continuous data or instructions, then encoding
the data or instruction with high probability to make the number of SA as small
as possible.

Bus invert encoding [9] proposed by M. Stan et al. is the most well-known
to perform very well in the arena of energy reduction over the data bus. In bus
invert encoding, a value is sent as it is, or in a bit-inverted form, depending on the
state of the bus during the previous transaction. The main idea is to reduce the
dynamic energy consumption by reducing the SA of the bus. Based on this, the
researchers presented the odd/even invert encodings, the partial invert encoding
and other extended forms [10-12]. However, an encoding scheme is used alone
will cause the inactive or unrelated bits unnecessary switching, which reduces
the effects of data bus energy saving. Due to the data characteristic is different
in different stages of applications and changing with different applications, the
single encoding scheme is insufficient to meet the goal of optimizing the data
bus energy saving. These encoding schemes have some flaws as follows: (a) They
aren’t considered the influence of coupling SA, which accounts for a large pro-
portion of total SA and leads to large number of bus energy consumption in
deep sub-micron (DSM) technology. (b) The ratio of energy incomings to the
introducing cost is not high with one encoding scheme alone. (¢) The scope of
the encodings is limited.

To solve these problems, in this paper we design a method named SAPME
(Switching Activity Perception Multi-Encoding), which can perceive the SA
number of the bus. The SAPME method introduces four encoding schemes:
swap encoding, invert encoding, odd invert encoding and even invert encoding,
which has some advantages compared with other bus energy saving encodings
as follows: (a) Its structure is simple and the energy consumption of itself is low;
(b) The coupling SA and energy consumption introduced by it are considered;
(¢) It can automatically select the encoding scheme according to the SA number
of different applications and different stages of the same application.

The remainder of the paper is organized as follows. Section 2 describes the
platform and energy model. The SAPME encoding scheme is described in Sect. 3.
Section4 presents the experiments and evaluation. We conclude this work in
Sect. 5.
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2 The Used Platform and Bus Energy Model

2.1 Multi-core Platform with SAPME

Figure 1 shows our on-chip multi-core platform with SAPME connected by bus.
The details of the structure as follows: four cores, each core has a private 4-way
set associative first level data (DL1) cache and first level instruction (IL1) cache
with a size of 32 KB, respectively, 16-way second level (L2) shared cache with
a size of 1 MB, the cache line size of both cache levels is 64 B, five SAPME
modules - one at each of the cores and one at the L2 end as shown in Fig. 1.
The data bus is alternately used by different cores, so as to achieve the purpose
of access the shared L2 cache. When different cores access the L2 cache at the
same time, a conflict is produced, then an appropriate arbitration mechanism is
needed to select the access order to ensure the consistency of the data.

Core0 Corel Core2 Core3

IL1 | DL1 IL1 | DL1 IL1 | DL1 IL1 | DL1

Fig. 1. On-chip multi-core platform with SAPME

2.2 Dynamic Energy Model

The DSM bus capacitance model is shown in Fig.2, where Cj, is the self-
capacitance between a bit line and ground, and Cj is the coupling capacitance
between adjacent bit lines. The capacitance factor A is defined as the ratio of
the coupling capacitance to the self-capacitance; that is, A = C;/Cyp, it highly
depends on the manufacturing and layout details. The value of A becomes high
when the technology shrinks. As the technology continuing scaled-down, the
value of A will become larger in the future [13]. In this paper, we investigate the
bus with 70 nm technology and the X\ is about 5.

As mentioned earlier SA makes the bus lines discharge and recharge between
0 and 1, and is responsible for the bus dynamic energy consumption. In this
paper we mainly use the value optimization of data transmission to optimize the
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Fig. 2. Capacitance model of a DSM bus

on-chip bus data dynamic energy consumption. The SA, which is the source of
dynamic energy consumption, mainly consists of two parts: the self-SA (caused
by self-capacitance) and the coupling SA (caused by coupling capacitance). The
on-chip data bus dynamic energy consumption E can be calculated by (1). Equa-
tions (2) and (3) describe the energy consumption due to self-SA (Eg) and
coupling SA (Ej), respectively. In (2), X (named vertical distance) is the cor-
responding total number of self-SA, which can be calculated by summing up
X; ;. Thus, X is given by: X = > 1", Zj;ll X, ;j, where X; ; represents the SA
for bit line 7 from cycle j to cycle j + 1. It is equal to one if there is a 0 to 1
switching, otherwise, X ; is equal to zero; ¢ is the total number of clock cycles
needed for the data transmission, n is the bit-width of the bus and Vpp is the
supply voltage. In (3), ¥ (named horizontal distance) is the total number of
coupling SA, which can be calculated by summing up Y{; ;11) ;. Thus, Y is given

by: Y = 2?2—11 §;11 Yii,i+1),5» where Y(; ;11),; represents the coupling SA from
cycle j to cycle j+ 1 between bit line ¢ and its adjacent bit line ¢ 4+ 1. We use the

similar coupling bus model employed in [14], which is summarized in Table 1.

E = Es + F; (1)
Es=Cp - Vip-X (2)
Er=C;-VA,-Y (3)

Put (2), (3) and A = C;/Cy, into (1), we can get
E=(X4+X-Y)-CL-V3p (4)
We denote D, is the total SA distance and D, is given by
Depe =X+ XY (5)

From (4) and (5), to obtain a minimum value of E, we just make the value of
D¢y minimum.

3 SAPME Encoding Scheme

3.1 Design of the Proposed Encoding Scheme

Our encoding method is added to multi-core system as shown in Fig. 1. There are
five SAPME modules - one at each of the cores and one at the L.2 end. According
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Table 1. The value of Y{; ;1)

Y1) Bit line 7 at time j — j+ 1

Bit line i + 1 at time j — j+ 1| SA 0—-00—-1/1—-01—1
0—00 1 0 0
0—11 0 2 0
1—0/0 2 0 1
1—1/0 0 1 0

to their functions, SAPME module can be divided into two parts: encoding and
decoding (Figs.3 and 4 show their structures, respectively). SAPME method,
using algebraic and permutation encoding schemes, introduces four encoding
schemes: Swap encoding, Invert encoding, Odd invert encoding and Even invert
encoding, which can effectively reduce the data bus SA total distance of a data
transmission, and so the bus dynamic energy consumption is effectively reduced.
For the value entering the SAPME encoder, the encoder calculates the total SA
distance according to (5) and automatically selects the encoding scheme, which
can obtain the minimum SA distance, and generates the encoded value and
coding number to be sent. In order to ensure the receiver can correctly decode
the transmitted data, our method needs two extra control indication lines, which
indicate the scheme to be used.

codenum

Dist:
| A 1stance
Swap data (00) N> estimator — —
>
Odd invert data Distance
- —
bi B (o1) estimator X
n bits Distance
Even invert data > Distance comparator
|4 » j(enc)
(10) ha estimator B
Dist:
| A istance
Invert data (11) N estimator —
BU-ene
n+2 bits

Fig. 3. SAPME encoder schematic diagram

3.2 SAPME Encoding Structure and Algorithm

We denote B is the value to be sent on the n-bit width data bus at cycle j, and
it can be expressed as B = (b, b) b o .-, b]). BUTDem represents the
encoded value at cycle j — 1. Four encoding schemes of SAPME are expressed
as: Swap B®we) Tnvert B(") 0Odd Invert B(°%) Even Invert B(¢v") with
the coding number 00, 11, 01, 10, respectively. Swap the adjacent bits of B’
and append its coding number, we get the encoded value B7(**¥%?) The encoded

value that all the bits of B’ are inverted then appended its coding number is
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Fig. 4. SAPME decoder schematic diagram

defined as B7(""%), The encoded value that the odd bits of B are inverted then
appended its coding number is defined as B7(°®)_ The encoded value that the
even bits of B’ are inverted then appended its coding number is defined as
Bileven) The coding number indicates which encoding scheme is used to encode
the sending value. The function ST, (d1,d2) is used to calculate the vertical
distance X between the two n-bit width values, the function CT_,(data) is used
to calculate the horizontal distance Y of n-bit width value, and Dy, represents
the minimum total SA distance of the encoded value.

Algorithm 1 is SAPME encoding algorithm, which demonstrates how the
encoder selects the encoding scheme with minimum total SA distance according
to (5) and returns the encoded data value and its coding number. Figure 3 shows
the SAPME encoder schematic diagram. The input value with n-bit width is
entered the four encoding components at the same time and they produce four
types (n+ 2)-bit encoded values. And subsequently, the encoded values are sent
to distance estimator, in which obtained their total SA distance, respectively.
In order to reduce the delay, each encoding process and distance evaluation are
treated with at the same time. Finally, the distance comparator is responsible for
selecting the encoded value B7(¢") which has the minimum SA distance Dyotq:
and producing coding number codenum.

3.3 SAPME Decoding Structure and Algorithm

Algorithm 2 is SAPME decoding algorithm, which demonstrates how the decoder
returns the original value using coding number. Figure4 shows the SAPME
decoder schematic diagram. The SAPME decoder is mainly consisted of one 2-4
decoder and four decoding circuits. The input of the 24 decoder is the control
signal coding numbers a and b. The output of the 24 decoder produces one
of the four decoding signals controlling one following decoding component to
be valid. The valid component decodes to obtain the n-bit original value B7.
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Algorithm 1. SAPME Encoding Algorithm

Require: Input value, n;

Ensure: Output encoded-value, codenum.

BGwar)  syap(value);

B invert(value);

B4  odd invert(value);

Beven)  eyen invert(value);

Dswap — ST n(BGwer) BlU—lency L x. OT n(BwaP));
Dino — ST,TL(B(MVU), B(jfl)enc) - CT,TL(B(M“)));
Doga — ST-n(B4D BU—Dency L . OT n(BdD);
Deyen « ST_n(Bleve™) pl=heney 4 x. 0T n(Bleve™);
Dyotal — min(Dswap7 Dinv, Dodd, De'uen)§

10: if Diotar == Dswap then
11: encoded_value «— Bwep),
12: codenum «— 00;

13: end if

].4: if Diotar == Doqq then
15: encoded_value «— B(°?9);
16: codenum <« 01;

17: end if

18: if Diotas == Deven then
19: encoded_value — B(Ve™);
20: codenum «— 10;

21: end if

22: if Diotas == Din, then

23: encoded_value «— B,
24: codenum «— 11;
25: end if

26: return encoded_value, codenum;

Algorithm 2. SAPME Decoding Algorithm

Require: Input encoded-value,codenum;
Ensure: Output original_code.
1: if codenum == 00 then

2: original_code «— swap(encoded_value);

3: end if

4: if codenum == 01 then

5: original_code «— odd invert(encoded_value);
6: end if

7: if codenum == 10 then

8: original_code «— even invert(encoded_value);
9: end if

10: if codenum == 11 then

11: original_code «— invert(encoded_value);
12: end if

13: return original_code.

The four decoding components are: Swapper for swapping adjacent bits of the
encoded value B7(s%a) Inverter for inverting all the bits of the encoded value
Bimv) - Odd inverter for inverting all the odd bits of the encoded value BJ(°dd)
and Even inverter for inverting all the even bits of the encoded value B7(€ven)



58 M. Zhang et al.

4 FEvaluation

4.1 Simulation Environment and Benchmarks

To quantify the effect of dynamic bus energy saving with our method, we have
carried out simulation experiments under the structure of shown in Fig. 1 on the
Archimulator [15], which is a multi-core architectural simulator of our research
group. The default simulation parameters that have been used in the simula-
tion experiments are given in Table2. We have used three memory-intensive
benchmarks with helper threads (ht) from the Olden [16] and CPU2006 [17]
suites: mst_ht, em3d_ht, and 429.mcf_ht, representing typical tasks that might
be present in a multi-core system. All applications were executed with the default
input sets provided with the benchmarks suites. All three benchmarks are cross-
compiled using GCC at O3 optimization level.

Table 2. Default simulation parameters

Parameter Value

Number of cores |4

IL1, DL1 size 32KB

L1 associativity |4-way

Bus width 3242

Bus energy/line |11.6pJ

Coupling factor A | 5

4.2 Analysis of Dynamic Energy Saving Effect

Through the simulation experiments, we compare the effect of reducing bus
energy consumption under different measures. The measures we have conducted

05_SWAP §5_ODD @5 _EVEN B3_INV @5_SAPME
12.00

10.00

8.00

6.00

N7

Energy saving ratio(%)

2.00

0.00
mst_ht em3d_ht 429.mcf_ht average

Fig. 5. Dynamic energy saving ratio comparison chart under different measures (A = 5)
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Table 3. The ratio of dynamic energy saving with different measures (%)

6_SWAP | §.ODD | §_.EVEN | 6_INV | _SAPME
mst_ht 3.24 5.21 5.11 4.40 10.12
em3d_ht 4.02 5.72 5.86 4.96 11.30
429.mcf_ht | 3.35 5.31 5.34 4.87 10.18
Average 3.54 5.41 5.44 4.74 110.53

are: exclusively using swap encoding (SWAP); exclusively using invert encod-
ing (INV); exclusively using odd invert encoding (ODD); exclusively using even
invert encoding (EVEN) and our method (SAPME). We use (6) to measure the
energy saving effect of each measure. With 70 nm technology, we compare the
effect of the above various measures on the dynamic energy saving when coupling
factor A is equal to 5.
5= (1 - E”) x 100% (6)
org
The results are shown in Fig.5. From Fig.5 we can see that the effect of
energy saving is not obvious when each of other measures is used, whose maxi-
mum ratio of energy saving is 5.44%, this is because the incomings from using a
single measure offsets its own energy consumption. However, when the SAPME
method is used, we can get the maximum energy saving ratio is 11.3% (em3d_ht),
and the average energy saving ratio can be reached 10.53%. This is because
the SAPME encoder can perceive the SA number and automatically select the
encoding scheme for minimizing the total SA distance, which makes the SA be
reduced more greatly. According to (4) and (5), the percentage of the reduced
SA distance directly determines the dynamic energy saving effect of the data
bus. And the SAPME method, which has obtained the maximum reduction of
bus total SA distance, makes the energy saving effect the best. In this paper
we also carry out some other experiments, which are introduced more encod-
ing schemes than SAPME, the results show that their effect is not significantly
improved than SAPME on bus dynamic energy saving. However, they need to
add more hardware units and control lines than SAPME which will increase the
on-chip area cost and their own energy consumption. So the SAPME composed
of four encoding schemes is a better option for on-chip data bus energy saving.
The energy saving detailed results are shown in Table 3.

5 Conclusion

In this paper we investigate the dynamic energy saving of on-chip multi-core data
bus with the influence of coupling capacitance in DSM technology. We design
an on-chip multi-core structure with bus energy saving modules, and present a
new method called SAPME to optimize the dynamic energy saving of data bus.
The SAPME method can perceive the SA number and automatically select the
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encoding scheme for minimizing the total SA distance. The results of simulation
experiments show that our method can significantly reduce the total SA distance
and effectively improve the bus dynamic energy saving ratio by about 10.53%
in 70 nm CMOS technology. Compared with other methods, the SAPME can be
always obtained a better effect on data bus dynamic energy saving.
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Abstract. Multi-core processors have been the mainstream in computer archi-
tecture. It also provides the enhancement of the parallelism degree of multiple
tasks. An emerged challenge is how to schedule the multiple tasks to the cores
for high efficiency. In this paper, a novel task scheduling algorithm is proposed
for multi-core systems. This algorithm is based on optimized particle swarm
algorithm, which is used to find the optimal solution for the task scheduling. The
experimental results have showed that the proposed algorithm can improve the
efficiency of task scheduling for multi-core systems.

Keywords: Optimized particle swarm algorithm - Multi-core systems - Task
scheduling introduction

1 Introduction

More and more transistors are integrated onto the single chip, which provides huge
potential to improve the performance of the processors [1]. When CPU with a single
core confronts with the great challenge in system performance and power-consuming,
multi-core processors have been taken as a promising diagram [2—4]. More cores on a
single chip can improve the performance and cut down the power consumption by
reducing the frequency of each core. Multiple tasks can execute in parallel on multiple
cores. The high parallelism of the tasks can enhance the performance of the systems.
However, a new challenge is emerging for multi-core processors [5]. When more tasks
are running in parallel, they may communicate with some other cores. It plays an impor-
tant role in the system performance on how to schedule these tasks to the different cores.
The scheduler should consider the performance of the multiple cores while making the
scheduling decision. When the tasks are scheduled to different cores, the communication
relationship will also be different. The key is to reduce the communication penalty,
scheduling time and improve the performance of the multi-core processors [6].
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M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 62-71, 2017.
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Recent works have proposed to address this challenge of the scheduling schemes for
multi-core processors. Partitioned hierarchical real-time scheduling was proposed for
multi-core processors [7]. In this design, the applications are considered as well-defined
components in a hierarchical manner. The scheduling could be operated in the different
hierarchies. Preemptibility-aware scheduling (PAS) was proposed as a responsive
scheduling algorithm to reduce the scheduling latency in multi-core systems [8]. One
core prepared for the urgent interrupt by both of interrupt-enabled and being in preemp-
tible sections. And other approaches were also proposed to schedule the tasks for high
performance. In this paper, a PSO (Particle Swarm Optimization) based task scheduling
algorithm is proposed for multi-core processors. The optimized particle swarm algo-
rithm is used to find the optimal solution for the task scheduling. It provides a novel
approach to improve the performance of multi-core processors.

This paper is organized as the follows. Section 2 provides the related works.
Section 3 describes the system model and the PSO based task scheduling algorithm. The
experiments and result analysis are discussed in Sect. 4. And at last, we give the conclu-
sions in Sect. 5.

2 Related Work

When there is only a single core on chip, the scheduling algorithm aims to manage this
core with high efficiency. The system cannot have the parallelism in thread level. No
threads can share this core at the same time. However, the tasks can run in parallel on
multiple cores on the same chip. The communication among the tasks will consume
more time. How to map the tasks to the cores is one of the key paths to solve the above
problem. There are existing works on this problem to provide better solutions [9—12].

There are different types of scheduling algorithms. When multiple tasks are mapped to
the multiple cores, the efficiency is the main target. Static scheduling algorithms were
proposed to complete the mapping between the tasks and the cores. Heuristic mapping
algorithm [13], genetic mapping algorithm [14], QoS guaranteed mapping algorithm [15]
and multi-target mapping method for mesh network [16] were typical such algorithms. The
scheduling was determined before the execution of the tasks. It means that such algorithms
could obtain a well optimization of the scheduling. However, the scheduling could not be
adjusted at run-time. When the situations were changed, the algorithms had to re-calculate
the scheduling approach. Dynamic scheduling algorithms could manage the scheduling of
tasks at run-time according to the instant proofing [17-20]. Such algorithms could reduce the
traffic on-chip. Some specific hardware or software units could be added for the efficient
management. When the traffic was heavy, these units were the bottleneck. A different algo-
rithm was proposed in [21], which was a scenario based mapping method. The scenarios
were set as the states in a state machine. When the states changed, the scheduling would be
triggered.

When more cores are available, many algorithms focuses on both of the scheduling
and the power consumption. DVS/DVEFES (Dynamic Voltage Scaling/Dynamic Voltage
Frequency Scaling) are traditionally used on single core chip. Now they are also used
in multi-core processors for both efficiency and power consumption [22-24]. [25]



64 J. Tian et al.

focused on how to detect the idle time of the cores to put the shared memory into sleep
to save energy. [26] proposed an approach for task scheduling based on the run-time
characteristics of individual tasks, which were considered as the critical factor in making
decisions for the scheduling. [27] presented the concept that the tasks with the same run-
time features could be dispatched a clustered region of the cores. Such algorithms could
provide new designs to take into account the efficiency and energy consumption.
However, it also means the compromise of the efficiency.

The task scheduling itself should be improved to find a fast approach to complete the
task dispatching. The potential optimal scheduling sequence should be provided to the system
for the improvement of the performance. In this paper, PSO is used for this target.

3 PSO Based Task Scheduling Algorithm

3.1 System Model

The technical advantages of multi-core processor is to support the multiple tasks running
in parallel on multiple cores. It is parallelism in thread level. The cores have relatively
simple structure. The tasks will communication with each other through the bus, wires
between cores or shared memory. A system model is proposed to abstract and simplify
the multi-core systems.

For a multiprocessor system, assuming that there are » identical processors. The number
of tasks to be scheduled is m. The directed acyclic graph (DAG) is used to represent the
tasks in the system. DAG can be represented by quintuple G = (V, E, R, C, W).

V = {V;] is the set of vertices, which is the collection of the tasks. Vertex V; is used to
represent a task. (V;, V) is used to represent the edge between the two vertices V; and V.

E = {e} is the set of the edges. e(i, j) is the edge between the two vertices V; and V),
ie. (V, V). All edges in E are directed ones.

R = {R;} is the set of execution time of the tasks. R; is used to represent the execution
time of a task V.

C ={c} is the set of the weight of the edges. The weight is a compound factor, which
is the coupling degree of the traffic and control between the tasks.

W= {w(V, V;)} is the set of communication overhead between the tasks V; and V.
Wis an additional information of the edges. When the two tasks are running on the same
core, their communication overhead is at the minimum and the corresponding w is also
at the minimum.

Figure 1 shows the DAG with ten tasks. The values of the edges are the overhead of
communication between tasks. They are just the weights of the edges.

3.2 Algorithm Design

PSO algorithm is proposed for the simulation of a simple social model. In the PSO
algorithm, each optimization problem of potential solutions is search in the space of a
bird, known as “particles”. All particles have an adaptive value (Value Fitness) deter-
mined by the optimized function, and each particle has a velocity that determines the
direction of their flight and the displacement of each step. Then the particles follow the
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Fig. 1. DAG with direction and edge weights

current optimal particle in the solution space. PSO algorithm needs to initialize a group
of random particles (random solution), and then to find the optimal solution through the
iteration. In each iteration, the particle tracks two “extreme” to update them. The first
one is the optimal solution of the particle itself, which is called the individual extremum.
The other is the optimal solution for the whole population, which is called the global
extremum. The two basic formulas of particle swarm optimization algorithm are as
follows.

e+l k k k
Vi =W ok VitCp kT E (pBestf.‘/. —xl_./,> ey Ry k (gBestl_.j —x’;j) 1)
k+1 _ Kk k+1
X =XtV 2

In (1) and (2), the particle velocity is vf}“; wis the inertia weight, and x]; is the position
of the particle. pBestf]. and gBestg. are defined as optimal solutions of the particle itself

and the whole group respectively. r, and r, is random values (0 or 1). ¢, and ¢, is the
learning factors. k is the number of iterations; i is the number of particles; and j is the
dimension of the target space.

This algorithm is designed for multi-core processors with multiple tasks. In this
optimization, the positions of the particles are represented by X which is a binary value:
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Xll Xln
X=|: ~ 3)
Xml o an

Each X;;in X is 0 or 1. X; = I means task i is dispatched to core j. If a row in the
matrix X is zero, it means this task can be dispatched to any core.
The speed of the particles S can be normalized as:

S=| i = i @

At this time, the original location in (2) are unable for the situations. After the initializa-
tion, the algorithm starts to search for the optimal solution. It goes through the V matrix of
each line, to find the maximum value of the location of each row, and the location of the X

is set to 1. And then, the following (5) is used to replace the position in (2):
if(rand() < sig(sij)) x; = 1elsex; =0 )

In (5), rand () is a random number between [0,1]; sig(s;) is the Sigmoid function
shown as follows:

sig(s;) = 1/(1+¢€7) (6)

In order to ensure that the group can move evenly, the speed range of particles is set as
[—4.4]; and the s(v;)’s range is closer to the middle value, rather than near from O to 1.

The weight win (1) has a great influence on the global search ability and local search
ability of the algorithm. When w is very small, the PSO algorithm is easy to fall into
local extreme value. When the w is large, the convergence of PSO algorithm is low. So
the weight w range is set in [0.6, 1.0]. In this range, the balance of the algorithm is
suitable, and it is easy to find the global optima through the iterations.

The weight w is got by using the linear decreasing:

Woax — W

W = Wmax _ I‘Vla);C min * k (7)

max

In (7), w,,,,, is the maximum weight; w, ;, is the minimum weight; k, . is the number
of iterations of the algorithm; k is the number of iterations of the algorithm. Such
approach can improve the convergence rate of the algorithm, and has a significant good
effect to find the optimal solution.

After each update of the position, the fitness values will be recomputed. The edge
sets are traversed. If two tasks are scheduled to the same core, the adaptive value is set
to 1, which is the minimum value. The communication overhead is represented by
F{(i), which the communication time of each pair of tasks. The number of edges at system

initialization is represented by num. Then F(i) can be calculated as follows:
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Fig. 2. Algorithm flow diagram

. b = w(i) * c(i), different cores.
F(@) = . (8)
bxc@)*1, on the same core.
In (8), b is the coefficient of the scheduling time; w(i) is the weight on the edge of
the DAG:; c¢(i) is the data control correlation between tasks. The fitness function of the
system is:

f(s) = ) F(D) ©)

The flow of discrete particle swarm algorithm is as follows:

Step 1. In this step, the following works will be completed including the initialization
of the original DAG, the initialization of the particle position and velocity, and setting
the number of cycles t = 0.

Step 2. In this step, the particles’ fitness values are calculated, and the pBest and gBest
are set up.

Step 3. In this step, the particles’ velocity V and position X are updated.

Step 4. In this step, the particles’ fitness values are calculated, the pBestand gBest are
setup, and t =t + 1.

Step 5. If the maximum cycle times are completed, the optimal solution is output;
otherwise the algorithm goes to step 3.

The diagram of this algorithm is shown in Fig. 2.
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4 Experimental Results and Analysis

In order to obtain the efficiency of the algorithm, the experiments are set up with a series
of random characteristic parameters of the tasks to generate the DAG. The generated
DAG is used as the input set of the algorithm. The population size and iteration param-
eters are set up for the experiments.

For each given number of on-chip cores, 100 DAG are generated randomly. The
genetic algorithm based task scheduling is used for the comparison. The setup of the
experimental environment is based on the system with Intel(R) Core(TM) i3-3240 CPU
(3.40 GHz), 8 GB main memory and Windows 7 Professional operating system. The
tests are implemented by MATLAB 7.0. The main parameters of the algorithm are:
particle population size is 30; learning factors c1 and c2 are both 2; the maximum iter-
ation number is 100; the maximum velocity is 4; w(i) and c(i) are 1 to 10; b is set as the
natural coefficient e.

—— MR TR R

—— EEEE

R
BRI

Fig. 3. Particle swarm optimization algorithm curve

Table 1. Comparison of simulation results

Number of processor cores Number of threads | The shortest time to obtain the global optimal

solution (ms)

DPSO GA

4 30 39 48

60 71 81

80 66 97

6 30 32 40

60 58 73

80 61 89

8 30 26 31

60 52 61

80 59 82
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As Table 1 shows, the efficiency of the algorithm will be improved when the number
of cores increases. But the amplitude of the improvement is reduced until the algorithm
is stable. when the number of tasks increases, the efficiency of the algorithm is gradually
improved. Figure 3 shows another improvement of this algorithm. This algorithm is
stable in the iteration number of 27 times, and this PSO based algorithm can find the
global optimal solution quickly (Fig. 4).

BEMENR
] I GAsT30
a0t — PS0&TI0
GARTED
[ PS0&TED
[Ccaao
[ 1Pso&T80

100

RF 2 BR IR RIEN E/ms

6
2038 SR

Fig. 4. Performance comparison of GA algorithm and improved particle swarm optimization
algorithm under different processing cores and number of threads

5 Conclusions

When more cores are integrated onto a single chip, the tasks can run in parallel to achieve
better performance and cut down the power consumption. However, how to improve
the scheduling efficiency is emerging as a new challenge. In this paper, a novel PSO
based task scheduling algorithm is proposed for this problem. Optimized particle swarm
algorithm is used to find the optimal scheduling solution based the system model. The
experimental results show that this algorithm can improve the efficiency of the task
scheduling for multi-core processors.
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Abstract. Artificial Bee Colony (ABC) algorithm is a relatively new
swarm-based optimization algorithm, which has been shown to be better than or
at least competitive to other evolutionary algorithms (EAs). Since ABC gen-
erally performs well in exploration but poorly in exploitation, ABC often shows
a slow convergence. In order to address this issue and improve its performance,
in this paper, we present a novel artificial bee colony algorithm with hierarchical
groups, named HGABC. In employed bee phase of HGABC, the population is
divided into three groups based on the fitness values of the food source posi-
tions, and three solution search strategies with different characteristics are cor-
respondingly employed by different groups. Moreover, in onlooker bee phase,
onlooker bees conduct exploitation in the most promising area of search space,
instead of around some good solutions. In order to demonstrate the performance
of HGABC, we compare HGABC with four other state-of-the-art ABC variants
on 22 benchmark functions with 30D. The experimental results show that
HGABC is better than other competitors in terms of solution accuracy and
convergence rate.

Keywords: Artificial bee colony algorithm - Hierarchical group - Exploitation
in the most promising area - Global numerical optimization

1 Introduction

Global optimization problems (GOPs) always arise in almost all of science research and
engineering fields. population-based random optimization algorithms, such as genetic
algorithm (GA) [1, 2], ant colony optimization (ACO) [3], particle swarm optimization
(PSO) [4] and artificial bee colony algorithm (ABC), have been becoming a popular
and promising way to handle these GOPs. ABC was developed by Karaboga [5] firstly,
inspired by the collective foraging behavior of honey bee colony. The performance of
ABC was demonstrated by comparing ABC with other evolutionary algorithms (EAs).
Due to its simple structure, easy implementation and good performances, ABC has
successfully attracted numerous researcher’s attention and been applied to solve many
practical engineering optimization problems [6-9].
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However, like other EAs, ABC often shows a slow convergence speed [10] since its
solution search equation does well in exploration but poorly in exploitation. The search
equation is the core operator of ABC, which significantly affects the performance of
ABC. Therefore, in order to keep a better balance between exploration and exploita-
tion, many new search equations were proposed. Inspired by PSO, Zhu and Kwong
[11] introduced the information of the global best solution into the solution search
equation to improve the exploitation ability of ABC (GABC). The experimental results
showed that GABC is better than ABC on most benchmark functions. Karaboga and
Akay [13] introduced two new parameters i.e., modification rate (MR) and scaling
factor (SF), into the solution equation to control frequency and magnitude of pertur-
bation, respectively. In order to combine the advantage of different solution search
equations, Kiran et al. [14] proposed a new method, which integrates five search
equations to generate candidate solutions by the way of cooperation and competition.
Moreover, Wang et al. [12] proposed the MEABC algorithm to improve the local and
global search capability of the ABC, in which a pool of three distinct solution search
strategies coexists throughout the search process and produces new solutions com-
petitively. Recently, Karabaga et al. [15] proposed a new search equation for onlooker
bees (QABC), which uses the valuable information of the best solution among the
neighbors to improve the search efficiency of ABC. At the same time there are some
improvements that blend with other operations [16, 17], and so on.

According to above considerations, the performance of ABC mainly depends on its
solution search equation. Therefore, it is a promising way to improve the performance of
ABC by introducing new search equation or integrating multiple search equations. In this
paper, we follow this basic idea and propose an improved ABC algorithm, named HGABC.
In employed bee phase of HGABC, all employed bees are divided into three groups
according to the quality of their food source positions (fitness values), and different groups
use different solution search equations. Moreover, to enhance the local exploitation ability
in a promising area, in onlooker bee phase of HGABC, the most promising area is firstly
recognized based on the quality of all food source positions, and onlooker bees conduct
exploitation only around the positions located in the most promising area. The experimental
results on 22 benchmark functions show that HGABC performs more competitively and
effectively when it is compared with the other ABC variants.

The rest of this paper is organized as follows. Section 2 introduces ABC algorithm
briefly. The proposed algorithm is presented detailedly in Sect. 3. Section 4 discusses
and analyzes the experimental results. Finally, Sect. 5 concludes this paper.

2 Artificial Bee Colony Algorithm

Inspired by the waggle dance and foraging behaviors of honey bee colony, ABC
algorithm has been developed. In ABC algorithm, the position of a food source rep-
resents a possible solution to the optimization problem, and the nectar amount of a food
source position corresponds to the quality (fitness value) of the associated solution. The
number of the employed bees or the onlooker bees is equal to the number of food
sources. The basic ABC algorithm consists of four basic phases, namely initialization
phase, employed bee phase, onlooker bee phase and scout bee phase.
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2.1 Initialization Phase

In the initialization phase, the necessary parameters, i.e., the number of food source
position SN, the termination condition and the parameter limit, should be initialized
firstly. Then, the initial food source positions are randomly produced in the whole
search space by Eq. (1) as follows,

Xij = Xminj + rand (0, 1) (Xmax j — Xmin,j) (1)

where i =1,2,---,8N, j=1,2,---,D, SN is the population size, and x;; is the jth
dimension of the ith solution. Xyin; and X,y ; are the lower and upper bounds of the jth
dimension of the problem, respectively. rand(0, 1) is a random number in the range of
[0,1]. The fitness value of the food source positions are calculated as follows,

iy = [ 107G ) 20 o
l L+ abs(f(x;)) else

where f(x;) is the objective function value of the ith food source position, and fir(x;) is
the fitness value of the ith food source position.

2.2 Employed Bee Phase

In this phase, each employed bee flies to a distinct food source position to search for
better food source position, and the candidate food source position is generated as
follows,

vij = Xij+ by (%) — ) 3)

wherei=1,2,---,SNandj=1,2,---,D; k € {1,2,...,SN} and it is different from i;
D is the dimension of the problem; ¢, J is a random number in the range of [—1,1]. After
the generation of the candidate solution v;, if the candidate solution is better than the
old one, the old solution will be replaced by the candidate solution. Otherwise, the old
solution will be kept.

2.3 Onlooker Bee Phase

After all employed bees complete their search process, they will share the information
(quality and position of food source) of their food source position to onlooker bees by
assigning each food source position a selection probability, which is calculated as
follows,

SN
pi = fitlx) [ Y fir(x;) (4)
i=1
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where p; is the selection probability of the ith food source position, and each onlooker
bee selects a food source position to perform search according to the selection prob-
ability of each food source position. The same search strategy and greedy selection
method are employed by onlooker bees to perform further exploitation.

2.4 Scout Bees Phase

In the scout bee phase, if a certain food source position (solution) fails to be updated
during a predetermined cycle (defined as “limit”), the corresponding employed bee
becomes a scout bee and the food source position should be replaced by a new one,
which is generated randomly according to Eq. (1).

After the initialization, ABC enters a loop of employed bee phase, onlooker phase
and scout bee phase until the terminal condition is satisfied.

3 Artificial Bee Colony Algorithm with Hierarchical Groups
(HGABCO)

In the original ABC or other ABC variants [11], only one search strategy is employed
by employed bee and onlooker bee, which may result in that the search ability of these
methods are limited. Inspired by the observation in the team work of human being,
since each member in the team has different characteristics, such as knowledge, attitude
and skill, the whole team usually is divided into multiple groups according to their
abilities, and each group takes different responsibilities or tasks. By this way, the work
efficiency can be significantly improved. In original ABC, although the colony contains
three types of bees, i.e., employed bee, onlooker bee and scout bee, different types of
bees are responsible for different search abilities. However, ABC treats all employed
bees (or onlooker bee) equally because all employed bees (or onlooker bees) employ
the same search strategy. While in real bee colony, each employed bee (or onlooker
bee) is a unique individual, and the search ability of them may be different from each
other. Therefore, different employed bees (and onlooker bees) may adopt different
search strategies in fact.

According to above consideration, in this paper, we propose a novel artificial bee
colony algorithm with hierarchical groups, named HGABC. To be specific, in
HGABGC, the employed bees are divided into three groups based on the quality of their
food source positions, and different groups employ different search strategies so as to
be responsible for different search abilities. Moreover, in order to pay more attention to
the exploitation in the most promising area, all onlooker bees only search around the
food source positions which locate in the most promising area. Similarly, three search
strategies could be used by onlooker bees in a random manner. The proposed strategies
are described in detail as follows.
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3.1 Division of Employed Bees and Search Strategies

In ABC, each employed bee occupies a food source position. Since each employed bee
has distinct ability and should adopt different search strategy, in order to differentiate
employed bees, we firstly divide the employed bees into three group based on the
quality of their own food source positions. To be specific, the employed bees firstly sort
from best to worst based on the quality of their food source positions. The first a - SN
employed bees, the medium b - SN employed bees and the last ¢ - SN employed bees,
respectively constitute the high group, medium group and low group, where a, b, c €
[0, 1]and a+b+c = 1.

The high group includes some current good solutions, which may be located in the
local optimal areas or the global optimal area. Therefore, its employed bees should
learn the beneficial information from the current best solution and conduct exploitation
toward the current best solution. The employed bees belonging to the high group adopt
the search strategy as follows,

Vij = Xij+ @, j(xbest; — xi ;) (5)

where xbest is the current best solution; x; is randomly selected from the population,
which is different from x; and xbesr; ¢, ; is a random number in the range of [0,1]; j is a
randomly selected dimension.

With respect to the medium group, it consists of some neither better nor worse
solutions that are not far from or close to the global optimal area. Their employed bees
should take the responsibility of obtaining balance between the exploitation and
exploration. Therefore, the employed bees in the medium group use the search strategy
as follows,

Vij = Xj+ @iy — Xq) + @i (xbest; — xi ;) (6)

where xbest is the current best solution, and x; and x, are randomly selected from the
population, which are distinct from each other and different from x; and xbest. @, ; is a
random number in the range of [0,1], and ¢, J is a random number in the range of [—1, 1].
Jj is a randomly selected dimension.

Regarding to the low group, it contains the current bad solutions that may be far
from the local optimal areas or the global optimal area with a high probability, and its
employed bees should be responsible for exploration by exploiting new areas ran-
domly. Therefore, the third kind of employed bees employ the search strategy as
follows,

Vij = Xpj+ ¢i.j(ka — Xg;) (7)

where x; and x, are randomly selected from the population, which are distinct from
each other and different from x;. ¢;; is a random number in the range of [~1, 1]. j is a
randomly selected dimension.

Overall, in our proposed algorithm, all employed bees are divided into three groups,
namely the high group, the medium group and the low group. The employed bees in
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different groups adopt different search strategies and undertake different search tasks.
More specifically, the high group’s employed bees pay more attention to exploitation,
the low group’s employed bees focus on exploration, and the medium group’s
employed bees are responsible to balance between exploration and exploitation.

3.2 Search Strategy of Onlooker Bee

In original ABC, after all employed bees complete their search tasks, the onlooker bees
start to work depending on the information provided by the employed bees. To be
specific, each onlooker bee will select a food source position to conduct exploitation by
the roulette wheel method, which is a time-consuming procedure. Moreover, the better
the quality of the food source position is, the bigger the selection probability is. In order
to pay more attention to the promising area and accelerate the convergence, in this
paper, we present a most promising area search strategy for onlooker bee. The details
are described as follows.

Algorithm 1. Procedure of onlooker bee phase

01: | Locate in the most promising area

02: | for i=1:SN

03: Randomly select a position x, in the most promising area
04: u=rand(0,1);

05: if u<sy,

06: Generate the candidate solution v, use Eq. (5)
07: elseif u <y,

08: Generate the candidate solution v, use Eq. (6)
09: else

10: Generate the candidate solution v, use Eq. (7)
11: end if

12: | fv) < f(x)

13: Replace x, by v, , counter(s)=0

14: else

15: counter(s)=counter(s)+1;

16: end if

17 : | end for

Fig. 1. The pseudo-code of onlooker bee phase

In order to recognize the most promising area, each food source position denotes an
area. To be specific, for the ith food source position, if the Euclidean distance between
food source position x; and x; j = 1, 2, ---, SN and j # i) is less than the radius r, the
position x; belongs to the area located by the position x;. Moreover, the radius r is
calculated as follows,

TN () o
~ SN(SN—-1)/2 ®)
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where d(x;, x;) is the Euclidean distance between x; and x;, and SN is the number of the
food source positions.

Obviously, there are SN areas in the search space and the best quality area based on
the average fitness value of its members is treated as the most promising area. After the
most promising area is identified, the onlooker bees only fly to a randomly selected
food source position located in the most promising area to search.

Algorithm 2.The procedure of HGABC

01: | Initialization: Generate SN solutions according to Eq. (1)
02: | while FES < maxFES

03: Sort the population and divide the population into three groups
04: for i =1 to SN // employed bee phase

05: if i<a-SN // the high group

06: Generate a new solution viG use Eq. (5).

07: else if i < (a +b)-SN // the medium group

08: Generate a new solution v use Eq. (6).

09: else // the low group

10: Generate a new solution vI.G use Eq. (7).

BE end if

12: Evaluate the new solution v,G

13 it ()< 7(+)

14: Replace xiG by viG , counter(i)=0

15: else

16: counter(i)= counter(i)+1

17: end if

18: end for

19: Algorithm 1 // onlooker bee phase

20: FES=FES+2SN

21: Select Xfm with max counter value // scout bee phase
22: if counter(max) > limit

23: Replace Xfm by a new solution generated according to Eq.(1)
24: FES=FES+1, counter(max)=0

25: end if

26: | end while

Output: The food source (solution) with the smallest objective value

Fig. 2. The pseudo-code of HGABC

Moreover, to make the onlooker bees show different search abilities and keep a
better balance between exploration and exploitation, the above three search equations
(Egs. (5), (6) and (7)) are employed by onlooker bees in a random manner based on
two control parameters s; and s;.
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According to the proposed modifications, the pseudo-code of onlooker bee phase is
shown in Fig. 1 and the completed pseudo-code of the proposed algorithm HGABC is
shown in Fig. 2.

4 Experiments

In order to demonstrate the performance of our proposed algorithm HGABC, we
compare HGABC with four ABC methods, i.e., the basic ABC [5], GABC [11], gABC
[15] and MEABC [12] on 22 benchmark functions with 30D, which are listed in
Table 1. To make a fair comparison, for all compared algorithms, SN and limit are set
to 50 and SN - D, respectively. Other parameters are set the same as the original papers.
For HGABGC, a, b and c are respectively set to 0.2, 0.3 and 0.5; 5| and s, are set to 0.25
and 0.75, respectively. The maximal number of function evaluation (maxFES) is used
as the termination condition, which is set to 5000 - D. All algorithms conduct 25 times
independent runs on each function. The experimental results are given in Table 2. For
the sake of clarity, the best results are marked in boldface. Moreover, the Wilcoxon’s
rank sum test at 5% significance level on results gained by two competing algorithms is
also conducted to show the significant differences between HGABC and other ABC

methods. The results of the test are represented as “+”, “—”, “=", which mean that the
compared algorithm is significantly better than, worse than, equal to HGABC,
respectively.

As shown in Table 2, the metric of mean and std respectively denote the average
value and standard deviation of the best objective function value of 25 independent
runs. According to these metrics, HGABC successfully gets the best results on all
functions except that f;, fio and f14. To be specific, HGABC is better than ABC, GABC,
gqABC and MEABC on 18, 12, 18 and 9 functions, respectively. On the contrary,
HGABC is only beaten by GABC and MEABC on 1 and 1 function, respectively.
Moreover, ABC and qABC is unable to perform better than HGABC on any cases.

In addition, in order to clearly show the convergence speed and robustness of
different algorithms, more experimental results about the average FES (AVEN) and
success rate (SR) are also given in Table 1. AVEN represents the average FES needed
to reach the threshold defined in Table 1. In Table 1, “NAN” denotes that the algorithm
cannot get any solutions, whose objective function is smaller than the acceptable value
in 25 independent runs. SR represents the ratio of the number of success runs in the 25
independent runs. The success run means that algorithm can find the solution, whose
objective function value is less than the acceptable value. Obviously, the search
accuracy of HGABC is better than or equal to other algorithms on all functions,
excluding f4, fip and f4. Similarly, the SR of HGABC is 100% on all functions except
fi0, on which all algorithms are unable to get a 100% success rate. Overall, HGABC is
better than the competitors in terms of solution accuracy, convergence speed and
robustness.
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Table 2. Comparison results on 22 test functions with 30D

Alg | ABC GABC qABC MEABC HGABC
mean(std) mean(std) mean(std) mean(std) mean(std)
AVEN(SR) AVEN(SR) AVEN(SR) AVEN(SR) AVEN(SR)

f 8.05¢—18 6.97¢—33 1.60e—15 3.45¢—40 2.18e—57
(6.08¢—18) — (4.93e-33) — (1.32e—-15) — (4.66e—40) — (2.33e—57)

100/82934 100/50130 100/72618 100/44910 100/32314

b 4.77e-10 1.92e—26 1.53e—10 6.17¢—37 7.59e—55

(3.76e—10) — (2.12e—-26) — (3.87¢e—10) — (6.37¢—37) — (1.12¢—54)
100/135230 100/76150 100/123870 100/55908 100/40498

f3 1.55¢—19 2.98¢—34 3.14e—16 2.74e—41 2.91e—58
(1.31e—-19) — (2.38¢—34) — (2.92e—-16) — (2.06e—41) — (2.97e—-58)
100/75366 100/45478 100/63946 100/41710 100/30186

fa 2.41e-31 1.83e—52 3.0le—21 4.93e-86 5.32¢-76
(9.09¢-31) — (6.33e—52) — (1.31e—20) — (1.20e—85) + (1.81e—75)
100/23266 100/14106 100/13342 100/12014 100/10022

fs 6.55¢—11 5.95¢—18 1.09¢—08 1.47¢-21 5.85¢—30
(2.12e-11) — (1.76e—18) — (3.89¢—09) — (6.87e—22) — (3.45e—-30)
100/125030 100/77478 48/148340 100/66784 100/48882

fs 4.35e+00 2.55¢—01 9.36e—02 3.00e+00 4.57-03

(8.60e—01) — (1.30e—01) — (1.79¢-02) — (1.37e+00) — (3.39-03)

0/NAN 100/109060 100/35898 4/131500 100/58034

fr 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
(0.00e+00) = (0.00e+00) = (0.00e+00) = (0.00e+00) = (0.00e+00)
100/11314 100/10314 100/6482 100/18974 100/11962

I3 7.18¢—66 7.18e—66 7.18e—66 7.18¢—66 7.18¢—66
4.37e-73) = (9.22e-77) = (2.98e-72) = (3.63e—79) = (7.66e—80)

100/150 100/150 100/150 100/100 100/150

Jo 6.42e—02 2.80e—02 2.78e—02 2.98e—02 1.26e—02

(1.37e-02) — (6.51e—03) — (8.01e—03) — (8.07e—03) — (2.78e—03)
100/93186 100/41966 100/11018 100/45748 100/20674

fio 6.79¢—02 8.21e—01 5.56e—01 9.34e—02 1.99e—01
(5.93e-02) = (3.73e+00) = (6.12e—01) — (1.17e-01) = (2.77e—01)
72/120030 68/77515 36/75828 80/115880 56/98729

fi1 2.68e—14 0.00e+00 1.23e—10 0.00e+00 0.00e+00
(1.03e—13) — (0.00e+00) = (1.68e—10) — (0.00e+00) = (0.00e+00)
100/99214 100/68134 100/112510 100/51876 100/36926

fiz 4.25e—13 0.00e+00 4.95¢e—10 0.00e+00 0.00e+00
(1.57e-12) — (0.00e+00) = (5.78e—10) — (0.00e+00) = (0.00e+00)
100/110050 100/76642 100/119730 100/55650 100/39794

fi3 3.08e—04 4.51e—08 2.48e—12 0.00e+00 0.00e+00
(1.54e-03) — (2.25e—-07) = (6.35e—12) — (0.00e+00) = (0.00e+00)
96/96783 96/61688 100/95790 100/53762 100/38790

fia 4.51e—12 2.18e—13 3.88e—10 2.76e—12 3.64e—12
(1.59¢-12) — (6.03e—13) + (1.46e—09) — (1.50e—12) — (0.00e+00)
100/84338 100/65670 100/112170 100/53292 100/40506

(continued)
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Table 2. (continued)

Alg | ABC GABC qABC MEABC HGABC
mean(std) mean(std) mean(std) mean(std) mean(std)
AVEN(SR) AVEN(SR) AVEN(SR) AVEN(SR) AVEN(SR)

fis 3.83e—09 1.49¢—14 1.61e—06 6.79¢—15 3.84e—15
(2.27¢—09) — (2.92¢—15) — (8.36e—07) — (1.97¢—15) — (9.84e—16)

96/144000 100/89178 0/NAN 100/76954 100/55678

fie 1.29e—18 1.57e-32 4.12e—15 1.57e-32 1.57e-32
(1.76e—18) — (5.59¢—48) = (7.77e—15) — (5.59¢—48) = (5.59¢—48)
100/79398 100/45786 100/63282 100/40080 100/28266

Sz 8.19¢—18 4.06e—33 1.83e—15 1.50e—33 1.50e—33

(1.71e—17) — (2.30e—33) — (1.51e—-15) — (0.00e+00) = (0.00e+00)
100/84730 100/49750 100/75322 100/44876 100/30854

fig 3.15e-06 3.88¢—07 1.43e—05 1.78e—17 7.80e—31
(1.85e—06) — (6.54e—07) — (3.92e-05) — (6.15¢—17) — (1.20e—-30)

0/NAN 16/129980 0/NAN 100/68064 100/49198

fio 8.23e—14 1.39e—31 9.29¢e—10 1.35e—31 1.35¢—31
(1.25¢—-13) — (1.41e-32) = (9.59¢—-10) — (2.23e—-47) = (2.23e—47)
100/91734 100/50934 100/123530 100/42450 100/32006

fro 3.06e—02 3.60e—02 8.71e—03 0.00e+00 0.00e+00
(3.75¢-02) — (4.19¢-02) — (8.44e—-03) — (0.00e+00) = (0.00e+00)

0/NAN 0/NAN 0/NAN 100/89724 100/68534

S —7.83e+01 —7.83e+01 —7.83e+01 —7.83e+01 —7.83e+01
(4.10e—15) = (5.02e—-15) = (7.11e—-15) = (5.80e—15) = (2.90e—-15)

100/26934 100/15986 100/6838 100/12760 100/7666

S22 —2.999¢+01 —2.999¢+01 —3.00e+01 —3.00e+01 —3.00e+01

(8.26e—04) — (1.01e—-03) — (1.12e-05) = (2.19¢-07) = (3.29¢—-06)
100/25362 100/21778 100/2310 100/17126 100/9530
+/ 0/4/18 1/9/12 0/4/18 1/12/9

To clearly show the advantages of HGABC, the convergence curves of the mean on
some representative functions are plotted in Fig. 3. It can be seen from Fig. 3 that
HGABC converges faster than ABC, GABC, qABC and MEABC on both unimodal
functions and multimodal functions. In conclusion, the experimental results demon-
strate that our modifications of employed bee phase and onlooker bee phase can ontain
a better balance between exploration and exploitation, and effectively improve the

performance of ABC.
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Fig. 3. Convergence curve of all ABCs on some representative functions

5 Conclusion

This paper presents a new ABC algorithm, called HGABC. In HGABC, in order to
differentiate the employed bees, the employed bees are divided into three groups
according to the quality of their food source positions. The employed bees belonging to
different groups employ different search strategies and are responsible for different
search abilities. Moreover, to speed up convergence and pay more attention to the most
promising area, the onlooker bees using three search strategies in a random manner
only exploit in the most promising area. The comparison results on 22 benchmark
functions show that HGABC can significantly improve the performance of ABC and
outperform other ABC methods in terms of solution accuracy, convergence speed and
robustness. In future, we can apply HGABC to handle real world engineering
problems.
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Abstract. With the development of wireless network technology and embed-
ded technology, mobile devices have more powerful hardware and are used
wildly than before. However, mobile services have different features compared
with the traditional desktop services. Different types of wireless networks can
provide different network widths for the mobile services. When images are
transferred to mobile devices. The performance will be affected by network
circumstances. This makes it necessary to adjust the buffering strategy for local
data to improve the user experiences. In this paper, a novel buffering opti-
mization algorithm is proposed for cooperative mobile service. The buffering
optimization model is constructed as basis and the algorithm can adjust the
buffering strategy according to the real-time network width. The traffic will be
reduced to achieve better response to users and save the limited network width.
The experimental results show that this algorithm can improve the performance
without loss of the user experiences.

Keywords: Mobile devices - Buffering optimization algorithm - Network
width model

1 Introduction

With the rapid development of wireless network technology and embedded technology,
mobile devices have been widely used than ever [1]. Mobile service is flourishing in
different areas for its portability and flexibility. Multimedia is one of the most important
data form in more and more mobile services [2, 3]. Images are almost the basic data
form in mobile applications. The users of mobile services need fast response for their
requests. The time-lasting responses will deplete the users’ patience. However, there
are also some limitations when images are used under different wireless network cir-
cumstances. Firstly, the basic networks are determined before the mobile services.
There are different types of the wireless networks [4]. When the mobile devices are

© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 86-94, 2017.
DOI: 10.1007/978-3-319-52015-5_9
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moving, they will change among these networks. Different networks will provide
different network widths to these devices. Secondly, wireless network can not provide
the same stable network width as the traditional network with lines. The mobile devices
may have to tolerate the changing network width. The above limitations make it
necessary to adjust the buffering strategy for local data to improve the user experiences.

The existing researches focused on different impact factors to improve the perfor-
mance [5-9]. As a typical optimization design, on-chip memory was used to provide the
fast access to memory to obtain fast responses [10]. And some other optimization
approaches were proposed to improve the performance of the wireless network [11, 12].
However, what the wireless networks provide to the related devices can not guarantee
the stable widths under different circumstances. In this paper, a novel buffering opti-
mization algorithm is proposed to improve the performance of the image buffering on
mobile devices. The buffering model is constructed as the basis. The traffic is adjusted
by compressing the images according the network widths.

This paper is organized as the follows. Section 2 depicts the background for the
optimization. Section 3 describes this algorithm. Section 4 provides experimental
results and analysis. And at last, we give the conclusions in Sect. 5.

2 Background

2.1 Basic Mobile Data Access Structure

When wireless networks become the mainstream, B/S (Browser and Server) structure is
also used as the main one to construct the service model for the mobile services. The
typical structure is showed in Fig. 1. The mobile devices send their http requests to the
web server including a data block with the request in information. The request has three
parts including the request approach with URI protocol and its version, the request
header and the request body. The web server will send the data block back to the
mobile devices as the response if the network is available. The data in the response will
be analyzed and showed to the users. Mobile devices will also send data to the servers
for long-term storage.

Request/Reponse

Mobile Device

Hittp Request /)\/ ~—
< C
( Wireless Networki

-y
Response L—/\)//\ T

N

Web Server

Request/Reponse

Mobile Device

Fig. 1. Mobile data access structure
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When mobile devices fetch data from the servers frequently, such processes will
consume much time. The data being fetched will be buffered in the local memory for
the upcoming utilization. The network width plays an important role in the response
speed. Wireless networks provide shared widths among many mobile devices. A single
mobile device may obtain enough width for the transmission or it can only obtain
limited width according to the total number of mobile devices shared the same wireless
network. The images with bigger size will be affected by the network width.

2.2 Basic Buffering Mechanism Analysis

Mobile devices fetch data from web server. However, fetching data through network
will consume much time especially the frequent accessing and the limited network
width. All the fetched data should be buffered for the future utilization. Buffering
mechanism is used to cache the fetched data and reduce the network operations to
improve the performance and cut down the power consumption.

There are two typical buffering strategies. They are memory buffering and file
buffering respectively. Memory buffering uses the main memory as the buffer. The
system will assign some special areas to the applications for the data buffering.
However, mobile devices have limited main memory compared with the desktop
computers. The buffers always have not enough space. Furthermore, memory buffering
may result in the memory leakages. File buffering uses the spare hard disk space as the
buffer. When the applications need the data, they can fetch them from the buffer without
network accesses. However, hard disk is very slow compared with the main memory.
When more data are placed on such space, it’s slow to fetch them. The compromise is to
combine the memory buffering and file buffering, which is as Fig. 2 shows.

Data buffering mechanism for mobile devices can improve the performance.
However, such mechanism is used to increase the local efficiency. The network traffic
is not reduced and it has close relationship with the network and the size of the buffered
images. If the images can be pre-processed on web server, the size of the images can be
adjusted for the transmission. The combination can have better performance through
local buffering on mobile devices and dynamic adjusting on web server.

3 Buffering Optimization Algorithm

3.1 Buffering Optimization Model

The buffering optimization model is establish to take various factors into account. The
total traffic w consumed by one network request is represented as:

:u*zrllfn*(l_Pl)
N

w (1)

Here, f is the size of the buffered data object; N is the number of buffering oper-
ations; P, is the hit rate of the buffer; o is the impact factor of the network state. If w is
the target for the reduction, three factors should be considered according to (1).
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Fig. 2. Combined buffering mechanism

The replacement algorithm will affect the hit rate. There are four popular algorithms
including soft reference/weak reference algorithm, first in first out algorithm, least recent
used algorithm and least frequent used algorithm. Soft reference/weak reference is used
as a lazy replacement approach. It is applicable to the following circumstance. When
some data objects having long lifecycle have occupied large memory space, this algo-
rithm is adopted to avoid the memory leakage. But it will consume more traffic. First in
first out algorithm is simplest one. It uses one queue to track all the data objects with
high efficiency. But the data objects don’t have the same features. Least recent used
algorithm is the best one. But it is almost impossible to obtain the related information
before the operations. This algorithm is difficult to implement in real systems. In this
paper, least frequent used algorithm is adopted as the basic replacement algorithm.

P, and o have close relationship. When the size of the buffered data object is large
enough and the network cannot provide available width, the response of the data fetching
will be slow. The network cannot be adjusted by the mobile devices. The network state
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can be obtained at run-time. The size of the buffered data object can be adjusted according
to the network state to achieve better performance.

3.2 Optimization Algorithm Design

The network state may be changed under the different circumstances. But it cannot be
adjusted by web server or the mobile devices. The optimization algorithm aims to
change the image compression algorithms according to the network state. The general
wireless networks are divided into three types including robust network, common
network and weak network. Robust network can provide broad width to the users with
almost no delay. Wifi based wireless network is the typical robust network. Common
network can provide enough width for texts and general media data. But it can support
images and other multimedia data well for the shared width. 3G and 4G based wireless
network is the typical common network. Weak network cannot provide enough width
for most multimedia data. 2G based wireless network is the typical weak network.
The compressed quality of the images is represented as 5 as showed in (2).

1
_ v/ Pixny + Pixm
0.5 — ps|
Original Resources No .
(in Web Based | < 300KB Compression by
. Resolution Ratio
File Format)
Yes
Obtaining

Original Files

: Removing Alpha
Images with :
32 Bit Depth? Information and
’ Converting to RGB

No

Compression by Quality

v

Final Files

A

Fig. 3. Processing flow of the images
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Here, p;, p> and p; is the ratios of request times of data access to the total request
times under robust network, common network and weak network respectively. n; and
n, are the total requests of the former two network types respectively. The request times
are counted through the network interfaces statistically. If it’s robust network, o = 0
and the images will not be compressed. If it’s common network, « and f are linear
correlation. Namely the smaller compression is, the lower traffic loss is. The value of £
is adjusted dynamically. And the advantage of such operations is that the compression
of the images can reduce the network traffic when the users send more requests to the
web server. When f is higher, it means the images can have broader width and they can
avoid the compression. The process is showed in Fig. 3. The compression will lose
some information from PNG file with 32 bit depth for Alpha channel to JPEG. The
Alpha information should be removed from the original images. At the same time, if
the size of the images is less than 20 KB, these images will not be compressed to avoid
the following situation: the size of the images may increase by the forced compression
and the network traffic also increases.

4 Experimental Results and Analysis

The compression quality parameter of the image resources is ranged from 0 to 1. It
represents the compression quality of the related images. 100% means the best com-
pression effect. The lower the compression quality is, the smaller the file size is. At the
same time, the display effect of the images on mobile devices changes smoothly with
the reduction of the file size. When the algorithm is tested, an image with 212 KB size
is selected as the test object. The effects of the compression are showed in Fig. 4. The
new file sizes are 212 KB, 40 KB and 10 KB respectively. Though the file size is
reduced, the display effect of the images has no obvious decline in quality.

The buffering optimization algorithm is tested under different network states. The
compression quality parameters are obtained through providing the parameters to the
network interface. The web server will calculate the related parameters and return them
back. Each request will fetch 20 images from the web server. The results will be

a) f=1 b) £=0.8 )p=0.1

Fig. 4. Effect after compression
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analyzed. 15 images are uploaded images to the web server and the total size of the
images is 2.05 MB. The values of § are 1, 0.9 and 0.31 for three different types of the
network. The comparison is based on the four larger images in the 15 ones. The size of
the compressed images is compared with the original size as showed in Fig. 5 (RNET
means the robust network; CNET means the common network and WNET means the
weak network).

As Fig. 5 shows, when there is enough width provided by the network for the
transmission of the images with different sizes, the images will not be compressed.
When the width is not enough, the images will be compressed and then transferred
through the network. The compressed images are small enough to be transferred under
the corresponding network states. And the compressed images will be buffered quickly
by local applications in mobile devices.

Figure 6 Shows the traffic comparison of three types of network. The images aren’t
compressed under RNET for the width enough. Though the images may have large
size, RNET can support the fast transmission and the local applications can process the
images. The images are compressed under CENT and WNET. Though the images have
been compressed for the fast transmission, the image quality will not affect the display
effect according to the quality effect experiments. The compression improves the
transmission speed and local buffering.

Figure 7 shows the compression ratios of the different network states. The com-
pression ratio is determined by the value of 5. When the value of f is small, it means
the network cannot afford enough width for recent requests. And the images will be
compressed for the responses. However, the images cannot be compressed without
limitation. So when the value of f is very small, the images are compressed almost
under a fixed compression ratios.

BlOriginal BRNET BCNET @D@WNET

200 7N

B U B

File 1 File 2 File 3 File 4
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Fig. 5. Comparison under three types of network
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Fig. 7. Compression ratios of three types of network

5 Conclusions

With the development of wireless technology and embedded technology, mobile
devices are more powerful than before. However, their resources are still limited
compared with the traditional desktop computers. Such devices are connected to the
servers through wireless network. The users of mobile devices have more requirements
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for the fast responses. When different types of data are used as the support to the
contents, it is necessary for the systems to consider the optimization of the algorithm to
improve the performance of the data fetching and buffering. This paper presents a
mobile device and the web server cooperative optimization algorithm to ensure the user
experience. The images will be compressed for the transmission according to the
different widths provided by the wireless network. The experimental results shows the
improvement of the optimized algorithm. In this paper, images are the target for the
optimization. More data types can be considered in the future work.
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Abstract. With so many users and applications handled by the Internet
infrastructure, the Internet has to evolve continuously to meet the requirement.
Separation of control plane and management plane has been studies as a new
architecture model in recent years by Internet community. Software Defined
Network (SDN is just one of the most influential models in this field. But there
lack the rigor formal analysis of the protocol behavior with SDN. In this paper, a
formalization method with algebra to analysis SDN protocol is proposed. The
method is self-contained and universal to any protocol analysis. With the
method we can formally analysis the detail of SDN protocol to find the uncertain
and shortcoming aspects.

Keywords: Software Defined Network + Protocol analysis + Process algebra -
Formalization method

1 Introduction

With the overwhelming success in mobile app and Internet service, the Internet has
become a huge cyberspace. Mass network services have a deep influence on our daily
life. But the popularity of Internet breeds huge challenge to the transmission capability,
network security, and network management. With billions of transactions streaming on
Internet, the Internet has to deal all of these efficiently. A trustworthy network and
services infrastructure are extremely important. Many future network or next genera-
tion network projects has been going on in the past ten years. For example, the 7th
Framework Programme for research and technological development in EU.
OpenFlow-based Software Defined Network comes into being under this background.
Just as the other network protocol, there lack the rigor formal analysis of the protocol
behavior with SDN. Formalization method with process algebra to analysis SDN
protocol is necessary under this situation. Using process algebra as formalization is
different from other means because of its mathematical rigor. So, a formalization
method with process algebra to analysis SDN protocol is proposed in this paper. The
method is self-contained and universal to any protocol analysis. With the method we
can formally analysis the detail of SDN protocol to find the uncertain and shortcoming
aspects.

The rest of the paper is organized around our main topic, which include the fol-
lowing: Sect. 2 reviews related works and discusses some background materials about
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the process algebra protocols analysis; Sect. 3 presents operational semantics of the
method with process algebra; Sect. 4 gives conclusions and future work.

2 Protocol Analysis with Process Algebra

Process Algebra is an algebraic approach that is used for formulating problems [1].
Hoare’s Communicating Sequential Processes [3], Bergstra & Klop’s Algebra of
Communicating Processes [4]. Labeled transition systems, behavioral equivalences,
operational semantics, congruence, and bisimulation equivalence are the most impor-
tant concepts in the Process Algebra. The important one in these concepts is behavioral
equivalences. In this paper we focus on the specification and verification of SDN
protocols.

Protocol validation and analysis with process algebra is studied for a long time
[5-9]. Process algebra can be used to analyze and evaluate protocols or support pro-
tocol design from the beginning [10]. Analysis with process algebra is unambiguous,
which can dramatically avoid the misunderstandings, clarify the protocol details. In
recently years the process algebra is mostly used to analysis of Mobile Ad Hoc
Wireless Networks (MANETS) and their protocols [11]. For example, W-calculus is
presented for formally modeling and reasoning about MANETs [12]. Generally
speaking, in recently year Process algebra is just used as a tool for supporting protocol
design, verification and analysis.

3 SDN Protocol Analysis Based on Process Algebra

3.1 SDN Architecture

In this section we will discuss the problem of the SDN protocol analysis based on
process algebra. SDN is an approach to computer networking that allows network
administrators to manage network services through abstraction of lower-level func-
tionality [13—17]. SDN architectures decouple network control and forwarding func-
tions, enabling network control to become directly programmable and the underlying
infrastructure to be abstracted from applications and network services [18]. This means
that network programming languages is the hot topic to support the SDN. Now, in
network community, the emerging SDN specific programming languages include
Frenetic [19], NetCore [20], Pyretic [21], and NetKat [22]. The common SDN pro-
tocols include OpenFlow, Open Network Environment, and Network virtualization
platform et al. And the OpenFlow is used by many platforms. With these program
languages sand protocols, we can define the behavior of the network infrastructure with
abstract model, just like advanced programming languages to the computer architec-
ture. So the rigorous semantic description and analysis of the protocol are dramatically
important to the network security and network management ability of these program
languages.
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3.2 SDN Protocol Analysis

Why should we analyze the SDN Protocol? Formal verification of the SDN with rigorous
mathematics logic can examine the requirements and properties system should meet.
Especially for SDN, as programmable network architecture, we should design the SDN
protocol with detail enough. Misunderstanding or malicious using of SDN based plat-
form can break-down the underlying networks infrastructure. For example,
Frenetic-OCaml and Pyretic are designed with a plenty of the formal verification [23-33].

3.3 Removing the Flow in SDN Flow-Table
According OpenFlow protocol, there are three methods to delete entries stream:

e The controller issued a delete request flow table entries;
e OpenFlow switch entries expire mechanism;
¢ Flow entry remaining lifetime.

Among them, the first two methods to remove the switch in terms of a certain
passivity. The following description of the flow table entries deletion process is given.

Set 1:Flow S={f:| f;is flow table entry} ;
Set 2:Switch S={Si|Si is Switch status} ;
Set 3:Flow_Removed={ expiry, delete or eviction } ;

Loy - Switch flow table entry tag ;
hard timeout: Expiration of flow table entry tag:;
idle timeout: Flow table entry idle time ;

OF I e Switch S, hard _timeout € Switch _S,

idle _timeout € Switch S}

a.Control _ Re: controller process;

a.Switch : Switch process;
Flow table deletion relation FR = {&.Control _Re, a.Switch}xFlow S; Flow  table
deletion behavior Flow Removel :

(a.Control _Re| a.Switch) v si.Switch;
si.Switch = (OF_I).Switch v
(hard_timeout+idle timeout).Switch;

Flow Removela: Delete all match table entries ;

Flow Removelb: Delete all match table entries ;
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Flow table deletion behavior, Flow Remove2 :

a.Switch | si.Switch;

_ si.Switch—"28e s o Switch
 a.Switch | si.Switch — a.Switch

_ si.Switch—4 s o Switch

 a.Switch | si Switch — a.Switch

Flow table deletion behavior, Flow Remove3 :

a.Switch | si.Switch;

si.Switch—22-L5 o Switch

- a.Switch | si.Switch — a.Switch

Flow Remove3a: Delete table entry according to the weight
Flow Removedb: Delete table entry by duration ;

Flow Remove3c: Delete table entry by ther conditions ;
Flow Remove3dd: Delete table entry by Synthetic condition ;
Flow table deletion process description :

(1Ttable deletion request process Controller :

(Modify-State.Control _ Re|Modify-State.Switch)
A(OFPFC_DELETE < 1)

= Flow_Removela

m.c‘onwol _ Re|Modify-State. Switch)
A(OFPFC_DELETE_STRICT <> 1)

= Flow_Removelb

((Flow_Removelav Flow_Removela) <> D

ACOFPFF_SEND FLOW_REM < D

= Flow_Removed.Switch |[Flow Removed.Control _Re;

(2) Time constraint threshold Flow table deletion :
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(Hard_timeout !=0 A Time Threshold <> 1) v

(Idle_timeout!=0 A Packet Num_ Threshold <> 1)

A(OFPFC_DELETE <> 1v OFPFC DELETE STRICT <> 1) (3) Switch defined
= Flow_Remove2;

(Flow_Remove2 <> D A(OFPFF_SEND FLOW_REM < D

= Flow_Removed.Switch|Flow Removed.Control Re;
sources recovery

{ COFPTMPEF _IMPORTANCE <> D A

(OFPTMPEF _LIFETIME <> 0) A

(OFPTMPEF _OTHER <> 0)}

= Flow_Remove3a;

{ (OFPTMPEF _IMPORTANCE <> 0) A

(OFPTMPEF _LIFETIME <> D A

(OFPTMPEF _OTHER <> 0)}

= Flow_Remove3b;

{ COFPTMPEF _IMPORTANCE <> 0) A

(OFPTMPEF _ LIFETIME <> 0) A

(OFPTMPEF _OTHER <> D}

= Flow_Remove3c;

{(OFPTMPEF _IMPORTANCE v OFPTMPEF _ LIFETIME
VOFPTMPEF OTHER) <> 1}

= Flow_Remove3d;

((Flow_Remove3a v Flow_Remove3b v Flow_Remove3b
vFlow Remove3d) <> D A
(OFPFF_SEND_FLOW_REM <> D)

= Flow Removed.Switch|[Flow Removed.Control Re;

4 Conclusion and Future Work

We give a formal operational semantics of SDN protocol in detail with labeled tran-
sition systems. After a succinct description of the SDN protocol, we prove the cor-
rectness and analyses the complexity of SDN protocol with process algebra. The area
of formal methods to SDN protocol is very difficult because of no mature tools and
techniques available. How to assure the correct behavior of SDN network protocol can
be summarized them below:

e Using the universal mathematical calculus symbol to all aspect of SDN protocol is
very important.

e Large scale network data streams should be verified by formal operational
semantics.

e A variety of network scenarios should be modeled to validate.

All these directions should be pursued in next work.
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Abstract. Many learning algorithms can suffer from a performance bias for
classification with imbalanced data. This paper proposes the pre-training the
deep structure neural network by restricted Boltzmann machine (RBM) learning
algorithm, which is pre-sampled with standard SMOTE methods for imbalanced
data classification. Firstly, a new training data set can be generated by a
pre-sampling method from original examples; secondly the deep neural network
structure is trained on the sampled data and all unlabelled data sets by RBM
greedy algorithm, which is called “coarse tuning”. Then the neural networks are
fined tuned by BP algorithm. The effectiveness of the RBM pre-training neural
network (RBMPT) classifier is demonstrated on a number of benchmark data
sets. Compared with only BP classifier, pre-sampling BP classifier and RBMPT
classifier, it has shown that pre-training procedure can learn more representa-
tions of data better with unlabelled data and has better classification performance
for classification with imbalanced data sets.

Keywords: Semi-supervised learning - Classification + Deep learning
Restricted boltzmann machine - Deep neural network

1 Introduction

Deep learning is a new field of Machine learning technology and powers many aspects
of modern society. Deep learning methods allow multiple processing layers neural
networks structure to learn intricate representations with levels of abstraction, which
have dramatically improved the state-of-the-art in speech recognition [2], visual object
recognition [1], nature language processing [18] and many other domains [8, 10, 17].

Although the most common form of machine learning is supervised learning, the
semi-supervised or unsupervised learning had a catalytic effect in reviving interest in
deep learning. In the late 1990s, neural nets and backpropagation being largely for-
saken is mainly due to the commonly thought that simple gradient descent would get
trapped in poor local minima and hard being trained in the deep neural networks.
However, the expression Deep Learning was actually breakthrough around 2006 [6],
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when unsupervised pre-training of deep FNNs helped to accelerate subsequent
supervised learning through BP algorithm [4], which introduced more efficient learning
methods RBM that allow it to pre-train deep nets by layer-by-layer way.

Another problem suffering researchers more years is that data sets are imbalanced
when at least one class is represented only a small number of training examples (called
the minority class) while the other classes made up the majority. Imbalanced data
learning is of great important and challenge in many real application, such as image
recognition [10] and oil spills detection [11], etc.

In general, imbalanced data learning involves two main aspects [19]. The first uses
various sampling techniques to create an artificially balanced distribution of class
examples for training. Among these techniques, random over-sampling [12] and ran-
dom under-sampling [20] are the simplest ones to be applied by duplicating or elim-
inating instances randomly. SMOTE is proposed by Chawla [13], which creates
synthetic instances by interpolating between similar known examples. It is a better one
in pre-sampling approaches not losing some important information in the original
data sets.

Negative Correlation Learning (NCL) has been introduced by Liu and Yao [15]
with the aim of negatively correlate the error of each network within the ensemble. In
this method, instead of training each network separately, a penalty term is introduced to
minimize the correlation between the error of network and the error of the rest of the
ensemble [14].

The second aspect uses cost adjustment(penalty term) within the learning algo-
rithms so as to tend minority training, such as instead of the overall classification
accuracy, using the weighted average accuracy of the minority and majority classes for
training target function, or adding a negative correlation penalty term (NCL) in the cost
function, etc.

Furthermore, for smaller data sets, unsupervised pre-training procedure helps to
prevent over-fitting [7], leading to significantly better generalization when the number
of labelled data is small.

In this paper, we study the pre-training the deep structure neural network by
restricted Boltzmann machine (RBM) learning algorithm, which is pre-sampled with
standard SMOTE methods for imbalanced data classification. First, a new training data
set can be generated by a pre-sampling method from original examples; secondly the
deep neural network structure is trained on the sampled data and all unlabeled data sets
by RBMs, which is called “coarse tuning”. Then the neural networks is fine-tuned by
BP from top three layers while the regularized negative correlation penalty terms were
participated into the cost function of neural network in order to overcome over-fitting
and promote generalization ability.

The rest of this paper is organized as follows. Section 2 introduces the
pre-sampling method, BP-MLP classifier, neural nets with RNCL algorithm and RBM
learning process. Section 3 provides the results of the RBMPT classifier on a bench-
mark data sets and compared with no-sampling and standard SMOTE-sampling
BP-MLP classifier. Finally, Sect. 4 concludes the paper.
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2 The Model

2.1 Pre-sampling Algorithm

Let the training data set,
X ={x,t;};;,n=np+ny

Where n is the overall number of examples, 1, and ny is the number of minority
class and majority class respectively, #; is the target value corresponding x;. After
pre-sampling, generating a set of new examples X' = {x},7;}}_,n' = n, +nj,

Where 7’ is the number of pre-sampling training data set, n;, and njy is the number
of minority and majority class respectively, . is target value corresponding x/.

The pre-sampling algorithm can be included as following steps:

(a) Extract samples randomly from majority class sets according to the rate of a, make
ny = a- ny;

(b) Extract a sample x; randomly from minority class 7,;

(c) Find out the kK number of samples nearest the x; and randomly extract a sample x,,
from the k samples and generate a random number vran € [0, 1];

(d) Generate required synthetic instances x; by interpolating between the seeds and
minority nearest neighbor examples x; = x; + vran - (x, — x;);

(e) do repeat from (b) to (d) until generating ny = b - n,; b is the rate of minority data,
n, is number of man-made data sets.

(f) Randomly mix up the instances of to n), n,, ny, generate the new training data sets

o — o A
as following:x’ = {x},¢};_,,n’ = njy +n, +ny.

2.2 BP-MLP Classifier

Three-layers neural network is used for based classifier, it is the most widely used
neural network model, in which the connection weights training is normally completed
by back-propagation (BP) learning algorithm [3]. In BP algorithm, the error is mini-
mized when the network outputs match the desired outputs. The mean square error
(MSE) for the neural network is defined as:

MSE=Y"" O(x) T, (1)

Where O(x;) is the network output for input vector x;, while x; as its target value.
The cost function (MSE) is the function of the connection weights and is minimized
when the network outputs match the desired target values.
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2.3 Semi-supervised Pre-training Procedure

The Restricted Boltzmann Machine (RBM) is a network of symmetrically coupled
stochastic binary units [9]. The undirected graphical model of an RBM is illustrated in
Fig. 1, showing that the h; are independent of each other when conditioning on v and the
v; are independent of each other when conditioning on h. RBM contains a set of visible
units v € {0,1}", and a set of hidden units h € {0,1}" the energy of the state{v,h}
is defined as:

E(v,h) = —b'v — ¢'h — v/ Wh 2)

The probability that the model assigns to a visible vector Vv is:

1
p(v;0) = mzh exp(—E(v, h; 0) (3)
H \ [ ) )
S < i J N
N\

|

(X
T W

Fig. 1. A restricted Boltzmann machine with no hidden-to-hidden and no visible-to-visible
connections

Z Z exp(—E(v, ; 0)), (4)

Z(0) is the partition function. 6 = {W,b,c} are the model parameters. The con-
ditional distributions over the hidden and visible units are given by:

p(hj = 1|v, h_,—az Wyvi +¢j), (5)
p(vi = 1|, v_;) _O-Z Wih; + b), (6)

where o = 1/(1+ exp(—x)) is the sigmoid logistic function. The parameters
updates, which are needed to perform gradient ascent in the log-likelihood, can be
obtained from function (3).
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AW = o(Egaa [VhT] ~ Enodel [VhT]’ @)
Ab; = Ot(Edaza [VVT] — Enodel [VVT]’ (8)
Abj = OC(Edata [hhT] - Emodel [hhT]’ (9)

Where a is a learning rate, E,,, denotes an expectation with respect to the com-
pleted data distribution, and E,,,;; iS an expectation with respect to the distribution
defined by the model(Eq. 3). We will sometimes refer to E,,, as the data-dependent
expectation and E,, ., as the model’s expectation.

Although exact maximum likelihood learning in RBM’s is still intractable, learning
can be carried out efficiently using Contrastive Divergence. We use Gibbs sampling to
approximate both expectations.

Now, the RBMPT classifier can be described as following:

(a) Generate a set of new data sets using an improved SMOTE over-sampling
method;

(b) Initialize each individual network weights, negative correlation term A and reg-
ularization parameter o,,;

(¢) Use an RBM unsupervised learning algorithm to learn every level initial weights.

(d) For each network and corresponding training example set, adjust the weight W,,
and regularization parameter o,,.

(e) Repeat from (c) for a desired number of iterations (epochs).

In above algorithm, weights and regularization of each network are evolved
simultaneously and converged to the optimal solution while the error function of the
networks is minimized.

The neural network we use is trained by the greedy layer-wise procedure in which
each added layer is trained as RBM. The algorithm is showed as follows:

Algorithm:

TrainDNN (vg,ta, &, layers,W,b,c, isMeanField)
for k=1 to layers do
normalize (Vgara)
initializeW*=0,b"=0, c*=0
while not stopping criterion do
sampleh®=v,,,., from datasets
fori=1 to k-1 do
ifisMeanField then
Q(h§=ﬁHhF1)=i¢,jall feature elements of h’
Else
Sample hi from Q(h/h'™")
End if
End for
UpdateRBM (h*~1, a, W¥, b¥, c¥)
End while
End for




3 Experimental Results

3.1 Datasets Selection

In this section, we will study some experimental results of RBMPT classifier and
compared with no-sampling and standard SMOTE sampling BP-MLP classifier on a
number of benchmark data sets. Six imbalanced data sets come from the UCI machine
learning repository [16]. In these data sets, the maximum imbalanced ratio ranges from
9:1 to 19:1, the feature dimensions from 4 to 10, involving many applications. Their
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main characteristics are shown as Table 1.

The main implementation parameters of the based classifier are presented in
Table 2. The neural networks have two hidden layers, each layer with 20 nodes.
The BP training epochs are 1000 while the pre-training epochs with RBM are from

1000 to 1500 for different class samples.

Table 1. Main characters of samples

Data sets Examples | Features | Imb. ratio | Application
Abalone_7 | 4175 8 9.7:1 Life
Balance 625 4 12:1 Social
Yeast_ ME3 | 1480 8 9.1:1 Life

Flare 1065 10 19:1 Physics

Table 2. Main parameters of the based classifier

Data sets Learning rate | Hidden Nodes | BP_epochs | RBM_epochs
Abalone_7 |0.001 20 1000 1500
Balance 0.01 20 1000 1300
Yeast_ ME3 | 0.001 20 1000 1300
Flare 0.001 20 1000 1000

3.2 Performance Comparison of Classifiers

Compared RBMPT classifier with no sampling and standard SMOTE-sampling
BP-MLP classifier, the average values of G-mean and F-measure are shown in Table 3.

Table 3. Main parameters of the based classifier

Data sets RBMPT SMOTE-sample MLP

G Fiin G Finin G Fiin
Abalone_7 0.483 0.334 0.483 0.359 0.218 0.011
Balance 0.926 0.762 0.789 0.444 0.703 0.356
Yeast_ ME3 0.874 0.788 0.838 0.784 0.846 0.739
Flare 0.693 0.286 0.506 0.200 0.196 0.067




108 X. Fu

Table 4. Balance dataset test analysis

Test item | Different classification tests

Tl T2 T3 T4 T5
Allscore 96.00 [95.2 92.00 192.00 91.20
Fuvaxcrass | 0.9782| 0.9737| 0.9558| 0.9569 | 0.9500
Fuincrass | 0.7619 | 0.7273 | 0.5833 | 0.4444 | 0.3556
G-mean 0.9264 | 0.8787| 0.7462| 0.7886| 0.7028

Table 4 Notes:
T1: RBMPT use pre-sampling and pre-training with all data;
T2: RBMPT without pre-sampling; T3: RBMPT pre-training without unlabelled
data;
T4: Only pre-sampling test with BP-MLP; T5: BP-MLP;

Seen from Table 3, Fyncrass is F-measure of small class datasets. According to
G-mean value, the performance of pre-sampling neural network is better than BP-MLP
neural network. Specially, the BP-MLP is hard to classify the small class datasets of
Abalone_7 and Flare. Except the equal value between RBMPT and SMOTE-sampling
classifiers on Abalone_7, the performance of RBMPT is the best of all. Being com-
pared with according to F-mean can get the same results except Abalone_7 data set.

The experimental results show that pre-sampling method is beneficial to the
imbalance datasets classification. By ‘pre-training’ several layers of progressively more
complex feature detectors using learning every layer by RBM greedy learning method,
the weights of the network could be initialized to sensible value. Seen from Table 4,
the Balance dataset was classified with five situations by three classifiers. Being
compared with test results, we can easily find the only BP-MLP classifier is the worst
of all test targets, the RBMPT classifier test results without using unlabeled data
because pre-training are unsurprisingly similar with that of pre-sampling BP-MLP
classifier for semi-supervised learning classifier should be fed in enough data to learn
the representation of network structure. It is very interesting findings that the RBMPT
classifier can still get enough good results through only pre-training procedure without
pre-sampling procedure. Using pre-sampling data and unlabeled data together to
pre-train the networks and find the sensible globe initial weights shows the best test
results of all. However, we also find sometimes the RBMPT classifier without
pre-sampling does not classify on some datasets when the ratio of class samples is
considerable large and pre-training data are not enough.

Another finding in the test results shows that the classification performance depends
on the proportion of majority class datasets and man-made datasets to the extents,
which majority dataset parameter (a) is set from 0.5 to 1.0 while man-made parameter
(D) is set from 0.1 to 0.5. This is caused by the reasons that turning the parameter
(a) smaller will lost the classification information of the original datasets while turning
the parameter (b) larger will touch on the performance majority class with excessively
unnecessary man-made data.
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4 Conclusion

In this paper, we have study an RBMPT classifier with pre-sampling and its application
for imbalanced data classification. Firstly a new training data set can be generated by
pre-sampling from original examples and it improves the imbalanced ratio in training
examples, the RBMPT is pre-trained on the both new training examples and unlabeled
data to get sensible initial weights of nets. The unsupervised pre-training procedure here
can learn the representation of intricate network structure and prevent from over-fitting,
leading to significantly better generalization for the imbalance datasets. We propose a
hybrid pre-sampling and pre-training classifier for imbalanced data classification. The
effectiveness of RBMPT classifier is demonstrated on a number of benchmark data sets.
Compared with no-sampling MLP and standard SMOTE-sampling BP-MLP classifier,
it has shown that the RBMPT classifier has better classification performance for clas-
sification with imbalanced data.
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Abstract. If a secure and efficient fully homomorphic encryption algo-
rithm exists, it should be the ultimate solution for securing data privacy
in clouds, where cloud servers can apply any operation directly over the
homomorphically encrypted ciphertexts without having to decrypt them.
With such encryption algorithms, clients’ data privacy can be preserved
since cloud service providers can operate on these encrypted data without
knowing the content of these data. Currently only one fully homomor-
phic encryption algorithm proposed by Gentry in 2009 and some of its
variants are available in literature. However, because of the prohibitively
expensive computing cost, these Gentry-like algorithms are not practical
to be used to securing data in clouds. Due to the difficulty in devel-
oping practical fully homomorphic algorithms, partially homomorphic
algorithms have also been studied in literature, especially for those algo-
rithms homomorphic on arithmetic operations over integers. This paper
presents a secure variant algorithm to an existing homomorphic algo-
rithm over integers. The original algorithm allows unlimited number of
arithmetic additions and multiplications but suffers on a security weak-
ness. The variant algorithm patches the weakness by adding a random
padding before encryption. This paper first describes the original algo-
rithm briefly and then points out it’s security problem before we present
the variant algorithm. An efficiency analysis for both the original and
the variant algorithms will be presented at the end of the paper.

Keywords: Homomorphic encryption - Non-deterministic encryption -
Cipher equality test - Big data privacy + Data privacy in clouds

1 Introduction

The amount of information that companies and governments are collecting is
growing exponentially: 90% of all the world’s digital data were collected in just
the last two years [1]. The term “big data” refers to a new generation of massive
datasets, which contain information that can be searched for commercial pur-
poses or stockpiled for subsequent mining. Storing these datasets in clouds allows
users to exploit the data without having to maintain their own large systems.
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However, storing valuable data on another entity’s equipment exposes it to theft
and unauthorized use. This threat can slow down companies from realizing the
benefits of cost-efficient cloud computing and big data.

Most cyber-security efforts aim to prevent security breaches by outsiders;
indeed, most cloud service providers do have greater resources to protect against
outsider attacks than do their clients. Ironically, authorized system administra-
tors inside the cloud pose a more significant threat. Because of curiosity or
financial motivation, insiders who actually manage the data could become mali-
cious and steal sensitive information. Recent surveys and research suggest that
insider attacks are a widespread threat to cloud computing [2—4].

To protect data privacy against insider attacks, the ideal solution will be
to have a Fully Homomorphic Encryption (FHE) algorithm that allows cloud
servers (insiders) operate on the encrypted data without having to decrypt the
data. However, for more than 30 years, cryptographers have tried to find FHE
algorithms, in which any operation can be directly applied to ciphertexts without
messing up the results. Mathematically, an FHE algorithm can be described
as f(mi,ma,...,my) = D(f(E(my), E(ma),...,E(m,))), where each m; is a
plaintext V1 <4 < n, f is any operation with n inputs, and E and D are the FHE
encryption and decryption functions, respectively. Not until recently, Gentry was
the first person to propose a workable FHE algorithm in 2009 [5]. Following
Gentry’s paper, several other variant algorithms [6-9] were also proposed in
literature. However, none of these Gentry-like algorithms is practical for real
world applications because of their expensive computational cost.

One can imagine how difficult it is to design an efficient FHE algorithm
that is homomorphic on any operation. Rather than developing a practical FHE
algorithm, researchers have tried to develop partially homomorphic encryption
algorithms that target at specific data types with homomorphic property on
specific operations. The author has proposed an efficient probabilistic homomor-
phic encryption (PHE) algorithm over integers in [10]. Comparing to Gentry’s
algorithm, the PHE algorithm is simple and very efficient. The trade-off is that
the PHE algorithm is not homomorphic to all operations but only on arith-
metic additions and multiplications. Though the PHE algorithm has only homo-
morphic property on arithmetic operations, it is still very useful for protecting
numeric data in clouds. Unfortunately the PHE algorithm has a security weak-
ness. A variant PHE algorithm is proposed in this paper to patch the security
problem by applying random padding to the plaintext before encryption. Let’s
name this variant algorithm PPHE (Padded PHE). Comparing to the PHE algo-
rithm, the PPHE algorithm is more secure but losing the capability of testing
the equality of two ciphers. Two ciphers are said “equal” if they are ciphers of
the same plaintext. Without the security weakness suffered by the PHE, the
proposed PPHE algorithm is highly useful for real world applications in cloud
computing.

Both the PHE and PPHE algorithms use a random number as an input to
the encryption process. Thus, these two algorithms are non-deterministic, which
is a property that can hide the equality relationship among ciphertexts and
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thus enhance the data privacy protection against adversaries who are able to
eavesdrop encrypted data. The difference between PHE and PPHE is that PHE
ciphers can be tested whether they are “equal” if someone knows the equality
test key, whereas the PPHE ciphers cannot be tested for equality.

The paper is organized as follows. Section 2 describes related work in liter-
ature - partially homomorphic encryption algorithms on arithmetic additions
and multiplications, followed by the Gentry-like algorithms and their compu-
tational cost. Section 3 describes the original PHE algorithm and its security
weakness. Section 4 presents the PPHE algorithm and argues that why it is free
from the security weakness suffered by the PHE algorithm. Section5 analyzes
the efficiency of both algorithms. Finally the paper is concluded in Sect. 6.

2 Related Work

Unlike the PHE and the proposed PPHE algorithms, some traditional encryp-
tion algorithms are partially homomorphic on either additions or multiplications
but not both. For example, the unpadded RSA [11] and ElGamal [12] algorithms
are homomorphic on multiplications, whereas the encryption algorithms of Pail-
lier [13], and Okamoto and Uchiyama [14] are homomorphic on additions.

In 2009, Gentry proposed the first FHE algorithm using lattice-based cryp-
tography [5]. Following his paper, many different implementations or optimiza-
tions to Gentry’s algorithm have been proposed [6-9]. However, the reported
results are far away from being practical. In their reports, each bit of plain-
text requires ciphertext with thousands or even millions of bits [6-8,15]. An
implementation of Gentry’s algorithm that makes the system actually working
needs a public key with 2.3 GB, and taking two hours to generate it. In addi-
tion, the re-encryptions took 30 min each [8,15]. Re-encryption (called recrypt)
is an operation in the Gentry-like algorithms to reduce noises on ciphertexts
after homomorphic operations. Currently the most efficient implementation of a
Gentry-like algorithm has been done recently by Lauter, Naehrig and Vaikun-
tanathan [9] who managed to reduce the key sizes to roughly a megabyte!

3 PHE Algorithm

This section describes the PHE algorithm proposed in [10]. We extract some
sections from [10] and present them in this paper concisely. The security of the
PHE algorithm relies on a hard integer factorization problem.

Integer Factorization Problem: Given a product N of two large primes p
and q, the problem is to find the primes p and q from N.

No efficient algorithm is available in literature that is able to solve the prob-
lem in a reasonable amount of time. The security of the famous RSA algo-
rithm [11] is also based on this hard problem. The security model for both the
PHE and the PPHE algorithms are the same and described below.
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Security Model: Two parties are involved in the PHE or PPHE algorithm:

1. A data owner D, owns the data. To protect data privacy, only the data
owner can perform data encryption and decryption using an encryption
key only known to D,.

2. An authorized agent D, can perform homomorphic additions, multipli-
cations and/or equality tests on ciphertexts. D, issues an operational
key to D,. With the operational key, D, can only perform the homomor-
phic operations over ciphertexts, but cannot use it to decrypt data. From
data owner’s perspective, the agent D, is actually an adversary and the
homomorphic encryption algorithms used should preserve data privacy
from the agent. Thus, even if the operational key is revealed to public,
the data privacy is not compromised.

3.1 PHE Parameter Setup

If a data owner D, wants to use the PHE algorithm to encrypt data, D, needs
to set up several PHE parameters and keys.

1.

D, randomly picks two large primes p; and ps repeatedly until ¢ = 2p; + 1 is
also a prime. D, needs to choose p; large enough so that all his application
data m < p;. Otherwise the cipher of m cannot be decrypted back to m.

D, computes N = p; X pa. The encryption key of the algorithm is the pair
(p1, N), which will be used by D, to perform data encryption/decryption.

. D, randomly picks another large prime ps and computes T' = ¢q x p3. D, also

randomly picks a set of integers hy, ho,...,hy € Z7, and computes

gi =BV mod T,Vi =1,2,... k (1)

The equality test key is the set (g1, 92,-..,9k,T). The provided equality test
algorithm in Sect. 3.4 later is a probabilistic algorithm. Thus, if more g; are
provided by D,, the accuracy of the equality test is higher.

The homomorphic operational key of the algorithm is (N, ¢g1,92,-..,9%, 1),
where authorized agents can use N to perform homomorphic add/multiply
operations and use (g1, g2, ..., gk, 1) for equality testing.

3.2 PHE Encryption and Decryption

Ounly the data owner D, knowing the encryption key (p1, N) can encrypt and
decrypt data. The PHE encryption only consists of one modular operation.

Eppg(m,p1,N)=rp1 +mmod N (2)

where m < p; is the plaintext and r is a random positive integer.
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To decrypt a ciphertext ¢, again only one modular operation is required.
Equation (3) below described the decryption.

DpuE(c,p1) = cmod p; (3)

Since p; is a factor of N, based on the Chinese Reminder Theorem, Eq. (3) can
recover the plaintext m < p; from the ciphertext ¢, since

Dpup(c,p1) = cmod p; = (rp1 + m mod N) mod p; = (rp; + m) mod p1 =m

3.3 PHE Homomorphic Additions and Multiplications

The authorized agent D, knowing the homomorphic operational key can perform
the PHE addition, which is just a modular addition as described in Eq. (4) below.

Hy(ci,c9,N) = (¢1 4+ c2) mod N (4)

where H, (c1,c2, N) denotes the homomorphic sum of two ciphers ¢; and ca,
computed using an operational key N. We can verify the correctness of the
homomorphic addition in Eq. (4) if the decryption of the sum H, (¢1,co, N) is
my + mag, given that m; + mg < p1. By Eq. (3), we have
Dpup(Hi(c1,c2,N),p1) = Hy(c1,¢2,N) mod p1 = (¢1 + ¢ mod N) mod py
= (c1 + c2) mod py = (r1p1 +my + r2p1 + mg) mod p = my + ma

The authorized agent D, knowing the operational key N can perform the
homomorphic multiplication, which is just a modular multiplication of two
ciphers ¢; and ¢z as described in Eq. (5) below.

Hy(¢1,¢2,N) = (c1 X c2) mod N (5)

We can show the correctness of the homomorphic multiplication in Eq. (5) if
H, (c1,c2,N) can be decrypted to my X ma, given that mq x mg < p1.

Dppp(Hx(c1,c2,N),p1) = Hx(c1,c2,N) mod p1 = (c1 X ¢ mod N) mod p;
= (c1 X ¢2) mod p1 = ((rip1 +m1) x (rap1 + me2)) mod p;
= (rirap} + rimap1 + romipr + mims) mod p1 = my X my

3.4 PHE Homomorphic Equality Test

Since PHE uses a random integer in each encryption, the algorithm is non-
deterministic, where a same plaintext can be encrypted to different cipher each
time. This is a feature that the equality relationship among ciphers can be hidden
if only ciphers are presented. However, the agent D, on behalf of the data owner
D,, might need to compare the equality of two ciphers in some applications. The
PHE provides a homomorphic equality test algorithm for D, (if knowing the
equality test key) to test whether two ciphers are actually “equal”.

The PHE’s equality test is an algorithm based on Euler’s theorem. It is
very similar to the famous primality test algorithm which is based on Fermat’s
Theorem. We describe both the Euler’s and Fermat’s theorems below.
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Euler’s Theorem: Vg € Z4, ¢g*™) = 1 mod N, where ¢(N) is a totient of N.
Fermat’s Theorem: If p is prime and for all 1 < g < p, g~ = 1 mod p.

By the Fermat’s theorem, p is not prime if ¢g?~! # 1 mod p. However, p is not
necessary but most likely a prime if g?~! = 1 mod p. By [16], for a hundred digits
number p, the probability that p is not prime when g°P~' = 1 mod p is about
10%. If this false positive risk is not acceptable, the primality test of p can be
more accurate by testing the Fermat’s formula with multiple ¢g’s. For example, if
we use g1 and go to test the primality of p twice by Fermat’s formula and both
tests return 1, the chance of p not being prime will be reduced to 10%6.
Similarly, the accuracy of the PHE equality test below can be improved by a
few tests. Based on the PHE parameter setup in Sect. 3.1, the equality test key

T =¢q x ps = (2p1 + 1) x p3. Thus, the totient of T" is ¢(T') = 2p1(ps — 1).

PHE Equality Test Theorem: Given PHE ciphers ¢; and ¢, and an
equality test key (g, T) defined in Sect. 3.1, if ¢; and ¢y are homomorphically
equal (i.e., the corresponding plaintexts m; = my), the following test returns

true. )

g7l = 1mod T (6)
Proof: Based on Eq.(2), let ¢ = (r1p1 +m1) mod N and co = (rep1 +
mz) mod N. Since
lc1 — co| mod p1 = [rip1 +my — rop1 — ma| mod py = [my — ma|
Thus, |c1 — c2| = rp1 + |m1 — ma| with a random integer r. If ¢; and ¢y are
homomorphically equal (i.e., m; = ms), by the Euler’s theorem, we have
9\61*62| — gT;D1+\m1*m2| mod T = ng1 mod T = (hQ(p‘g*l))m)l mod T

= (R")2P1(Ps=1) mod T = (h")*T) mod T = 1

From the above theorem, we can conclude that two ciphers ¢; # co if the
test in Eq.(6) returns false. However if the test returns true, ¢; and ¢y are
not necessary homomorphically equal but most likely they are! Similar to the
primality test, the chance of falsely reporting equality of two ciphers is very
small, probably comparable to the false positive chance in a primality test (i.e.,
1in 10*3). If the data owner cannot accept this false positive chance, k such tests
can reduce the risk to 1 in 10'3*. In order for the agent D, to perform k equality
tests, the data owner needs to provide k equality test keys gi1,92,...,9r. The
following procedure describes the equality test algorithm with multiple tests.

PHE-Equality-Test (c1,¢2,91,92,---,9%, 1)
{ fori—1tok
do if glCﬁQl #1modT
then return false;
return true; }
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3.5 Security Weakness of PHE

In this section, we describe the security weakness of the PHE algorithm.

PHE Security Weakness: If the agent D, collects two PHE homomor-
phically equal ciphers ¢; and co, D, can derive the encryption key p; by

1. D, computes |c; — ¢a|, which is actually a PHE ciphertext of 0 and thus
|e1 — ¢2] = 0 mod py. In other words, |¢; — ca| = rpy for some integer r.

2. D, computes ged (|c1 —ca|, N), where the ged result is actually the encryp-
tion key p; since both |¢; — ¢a| = rp1 and N = p1ps have a prime factor
p1 unless r is multiple to the large prime ps.

4 Padded PHE (PPHE)

In response to the security weakness of the PHE algorithm described in the
previous section, a padded PHE or PPHE algorithm is proposed as a variant
algorithm. PPHE is more secure, but the equality test algorithm will be no
longer working. It allows an unlimited number of arithmetic operations until the
sum/product m &£ 2% or m’ £ p;, where m and m’ are the original plaintext
and the padded plaintext respectively, and w is a predefined maximal bit-size of
allowed data (represented as integers) in the application.

4.1 PPHE Parameter Setup

The PPHE has the same parameter setup as the PHE except two additional
parameters w and z. The selection of w and z has impact to the selection of py.

1. w should be selected based on the application requirement. If the maximum
data (integer) in an application is I;,4., then w must be big enough so that
Linae < 2%. That is, w is the maximum bit size of all data in an application.

2. z is the number of random bits to be left padded to the data so that two
encryptions of the same data m will be encrypting two different padded data.
Typically, z = 64 would be big enough for real world applications.

3. The padded data m’ is the size of w + z bits. Recall that m < p; in PHE
encryption. Similarly, in PPHE encryption, m’ < p;. This implies that if the
data owner would like to have k consecutive homomorphic multiplications on
ciphertexts, then choosing p; with a size at least (k + 1)(w + z) bits.

4.2 PPHE Encryption and Decryption

The PPHE algorithm encrypts the padded m’ rather than m. We use an example
to demonstrate the padding procedure. Given a data m = 13, the padded m/ is
m' =r,_1...7179]0...00[1101, where m = 13 = 1101, with leading 0’s to the
w-th bit, followed by z padded random bits. Mathematically,
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m =Rx2"+m (7)

where R is the value of the z padding bits. The equation below shows how to
PPHE encrypt a data m.

Eppug(m,p1, N) =rp; + m’ mod N (8)

where (p1, N) is the encryption key and r is a random number.

To decrypt a PPHE cipher ¢, the decryption process in Eq. (3), i.e., ¢ mod p1,
would recover the padded data m'. The original data m can then be recovered
by m = m/ mod 2%. From the above two steps of PPHE decryption, in order
to recover the original data m, the following two conditions must hold: (1) The
padded data m’ < p;; and (2) The original data m < 2%.

4.3 PPHE Homomorphic Additions and Multiplications

The homomorphic additions/multiplications in the PPHE are the same as those
in the PHE algorithm as described in Egs. (4) and (5) respectively.

4.4 The Equality Test Does Not Work in the PPHE

The PHE equality test algorithm described in the previous section does not work
for the PPHE. Consider two PPHE ciphers ¢; and ¢y of plaintexts mq and mo.
If m1; = mao, then ¢; and c¢o are homomorphically equal. However, the test in
Eq. (6), glcl_m mod 7', most likely will not return 1 since |¢; — cz| mod p; is now
equal to |m} —m}| rather than |m; —ms|. This implies |¢; —ca| = rp1 +|mj —mb)|
for some random number r. Thus,

gl = (grrr Tl mod 7 = ((R2P Dyt —mbl) mod T

_ (h2¢(T)+Z2(pa—1)|m§—mél mod ¢(T)) mod T = (h?(pa—l)\M’l—m;\ mod ¢>(T)) mod T
=1 ifm)=m)
With z random padding bits, if m; = meo, there is only 1 in 2% chance that
m/ = m}, and thus the above test most likely will not return 1.
Even without the equality test procedure available in the PPHE, the algo-
rithm is still a valuable homomorphic encryption algorithm since it is secure and
can be used for applications without the need for equality matching.

4.5 A Walk Through Example for the PPHE

1. Choose p; = 32451533, ¢ = 2p1+1 = 64903067, po = 103 and p3 = 179, where
p1 18 2 X (w + z) = 24-bit prime and it is large enough to support w = 8-bit
data, z = 4-bit random padding and one homomorphic multiplication. For
demonstration purpose, we use small primes ps and ps.

2. Compute N = p; X py = 3342507899 and T' = ¢ X p3 = 11617648993.

3. The encryption key is (p1,N) = (32451533, 3342507899).
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4. Let h = 6 be a random number selected. The equality test key is (g, T), where
g = h2Ps=D mod T = 635 mod T' = 2628786245. We give the equality test
key used in PHE here to show that it is no longer working in PPHE.

Assume the PPHE algorithm encrypts two data m; = 13 and ms = 8 to
two ciphers ¢; and cy. First, the algorithm constructs two padded data m) =
1010 00001101 = 2573 and m4 = 0010 00001000 = 520, where the four rightmost
bits are random padding. Secondly, the algorithm encrypts my and my by Eq. (8)
as follows: ¢; = 12571 X py 4+ 2573 mod N = 162260238 and co = 8431 X p; +
520 mod N = 2855735424, where 12571 and 8431 are random numbers.

Now let’s verify the PPHE decryption on c¢;. The decryption has two
mod operations, i.e., (¢; mod p;) mod 2¥. In this example, (162260238 mod
32451533) mod 2% = 13, which recovers m;. Thus, the decryption works cor-
rectly.

For homomorphic addition (¢; +¢2) mod N = 3017995662 and multiplication
(c1 X ¢2) mod N = 1656366143, PPHE works correctly since the decryptions of
the sum and product, (3017995662 mod p;) mod 2% = 21 and (1656366143 mod
p1) mod 2% = 104, equal to the sum and product of m; = 8 and mg = 13.

Finally, let’s show that the equality test does not work in PPHE. Let m{ =
0110 00001101 = 1549 be another padded data of m;. Assume the encryption of
mY is ¢} = 2881 x p; 4+ 1549 mod N = 3245154849. The equality test glet =<1l =
g3082894611 1yod T = 1041103470 # 1, though both ¢; and ¢} are ciphers of m;.

4.6 Security of the PPHE

In this section, we argue that the PPHE will not have the same security weakness
suffered by the PHE algorithm. Assume the agent D, or an adversary has two
PPHE homomorphically equal ciphers ¢; and cg, in which mq, = msy. Using the
same attack described in the previous section, the adversary performs

ler — co| = rp1 4+ |miy —mb| = rp1 + |R12¥ + mq — Ra2"¥ —ma|  (See Eq. (7))

=rp1 + |[(R1 — R2)2"| = rp1 + R'2¥

where 7, Ry, Re and R’ = |R; — Ry| are all random numbers. In each such
subtraction, all the adversary (including the authorized agent D, who might
be malicious) can get is a difference d = rp; + R'2%¥, which is most likely not
multiple of p; and thus the ged(d, N) # p1. The case for d being multiple of p;
is when the random numbers R; = Ry and therefore R’ = R; — Ry = 0.

Now let’s estimate how many homomorphically equal ciphers the adversary
needs to collect so that they can recover the encryption key p;. Let n be the
number of homomorphically equal ciphers collected by the adversary. There are a
total of (§) pairs of homomorphically equal ciphers and thus we have (%) possible
d’s. The odd for each such d being multiple of p; is 2%, where z is the number
of random padding bits. If z = 64 and with n homomorphically equal ciphers,
the odd to recover p; becomes (%) - 2% In order to have a good odd of about
50% chance to recover pi, the adversary may need to know more than n = 232
homomorphically equal ciphers since It is unrealistic for the adversary to know
n = 232 homomorphically equal ciphers.
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5 Efficiency

Key size: PHE and PPHE algorithms have a modulus N which is similar to
the one in the RSA algorithm. If PHE uses a modulus N with 2048 bits, the
encryption key p; will be roughly 1024 bits. With this key length, PHE can
support homomorphic additions and multiplications until the sum or product
(plaintext value) exceeds p; (~ 2'°24). For the PPHE algorithm with 1024-bit p,
if both w and z are 64 bits, it can support at least 7 homomorphic multiplications
and about 900 homomorphic additions (if the product /sum does not exceed 264).
With this key length setting, Gentry-like algorithms are not even possible to
be built. If we increase the key length to megabytes comparable to the best
implementation [9] of Gentry-like schemes, our PPHE algorithm can support
4,000 homomorphic multiplications even with both w and z set to 1024 bits.

Ciphertext size: The sharp growth of ciphertext after homomorphic opera-
tions is another obstacle preventing Gentry-like algorithms from being practical.
This is not an issue in PHE/PPHE since all homomorphic additions and multi-
plications are mod N operations. The ciphertexts are always less than N.

Computation: Encryption, decryption, and homomorphic operations only
need one/two modular operations in both PHE and PPHE. The PHE equality
test needs one modular exponentiation, which is similar to an RSA operation.

6 Conclusion

In this paper, we proposed a secure and efficient homomorphic encryption algo-
rithm PPHE over integers, which is a variant to an existing PHE algorithm.
PPHE adds random padding technique to its encryption process to eliminate the
security weakness presented in the PHE algorithm. Both the PHE and the PPHE
algorithms are extremely efficient since all operations are just a few modular
additions and/or multiplications. The proposed homomorphic encryption algo-
rithms enable the cloud servers to perform arithmetic operations over encrypted
data. With such encryption algorithms, the ciphers stored in clouds will never
need to be decrypted and thus the privacy of these data can be preserved.
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Abstract. The log generated by the software system becomes bigger and
bigger, which are including many important and valuable information, so it will
have a very high commercial value in the future. Because the log information is
complex, it is difficult to mine numerous relative data and receive valuable one
by means of the traditional technology. The capability of the big data process on
Hadoop is much faster than that of traditional modus. This research is primary to
analyze the weather log apace, taking advantage of the parallel process on
Hadoop. It forms the B/S structure system and utilizes the High charts plug-in to
generate charts to display to the user, in the light of that people may forecast the
temperature change and make a decision. By applying a test it shows a perfect
application, a good graphical interface and an elevated operability and inter-
activity, so it is more convenient and much faster, and much simpler to show the
results of the analysis directly.

Keywords: Mapreduce + Log - Hadoop

1 Introduction

Because any system can produce a lot of logs in the operation process, Internet
becomes one of the biggest driving the rapid growth of the big data progressively. The
mass log data can obtain a lot of valuable information, so processing, analyzing and
mining that become essential. On analyzing and processing the big data Hadoop is
much more effective than the traditional means. Hadoop theory is applied to the
finance, the education, social aspects and so on. The log format is various sorts and
varieties. Sometimes that makes users be dazzled, but some regular patterns can be
followed. In any systems the log is significant extremely, on account of the process
recorded from starting to perishing, even the operational procedure of every functions
and uses can be minute in detail. Owing to preserving the log to become mounting
more and more, it is indispensable to propose a patulous system to deal with the log
more efficaciously and more apace. Hadoop is a distributed storage system, which
means to reserve the data on the different place. It can handle the terabytes of data
parallel in high efficiency and saving time. It would be better commercial value in
future, taking advantage of the Hadoop distributed system to discover the useful
information on the log.

Taking advantage of the management mass weather logs system, it can get the
maximum and the minimum annual temperature through analyzing the mass weather
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logs, so as to help people to grasp the change of temperature and to predict the future
tendency and make decisions. Because the type of log information is character, which
also contains a lot of unnecessary information, it is much more difficult to mine
numerous relative data and receive valuable one by means of the traditional technol-
ogy. The capability of the big data process on Hadoop is much faster than that of
traditional modus, and its coding is uncomplicated. The capability of the big data
process on Hadoop is much faster than that of traditional modus, and its coding is
uncomplicated. This research is primary to analyze the weather log apace, taking
advantage of the parallel process on Hadoop. Hadoop consists of two core simulations,
which is the distributed file system (HDFS) and the other is MapReduce mathematical
framework, making use of that can implement the weather log. It forms the B/S
structure system and utilizes the High charts plug-in to generate charts to display to the
user, in the light of that people may forecast the temperature change and make a
decision. By applying a test it shows a perfect application, a good graphical interface
and an elevated operability and interactivity, so it is more convenient and much faster,
and much simpler to show the results of the analysis directly.

2 Main Methodology

2.1 Linux Fedora

Fedora is a Linux distribution, which is a fast, stable, and powerful operating system.
Fedora Project task is to serve as a cooperative community to lead the free and open
source software and its spiritual progress. Three elements of the task are as follows.

Fedora Project is always to strive to a leadership, rather than following.
Fedora Project consistently tries to create, to improve, and to spread freedom and
the spirit of free code.

e Fedora Project succeeds through collaboration and sharing of community members.

2.2 Hadoop

Hadoop Distributed File System (HDFS) has a high fault tolerance features, and is
designed to be deployed in low-cost hardware, and it provides high through putto
access the application data for those with large data sets applications. The core of the
design framework Hadoop is HDFS and MapReduce. HDFS provides storage of vast
amounts of data, and the MapReduce provides calculations for the vast amounts of
data.

2.3 MapReduce

MapReduce is a programming model for large datasets (greater than 1 TB) of parallel
computing. The concept of “Map” and “Reduce,” is its main thoughts that are bor-
rowed from the functional programming language, and borrowed from the vector
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programming language features. It is designated a Map function for a group of
key-value pairs that are mapped to a new set of key-value pairs specified concurrent the
Reduce function to ensure that all key mappings share the same key for each a group.

User
A\ Program /*\
/ \
/ \
/

Fork
A4

Output
weee ]
Output
weeo ]

Inpute Map

Intermediate Files Reduce Output
Files Phase

(on local disks) Phase Files

Fig. 1. MapReduce execution overview

As shown as Fig. 1, the starting is from the top of the user program that links
MapReduce library to achieve the most basic functions of Map and Reduce functions.
MapReduce library inputs user program file divided into m parts at first, and then uses
the fork to copy user process to other machines in the cluster. A copy of the user
program is called as a master, the rests called workers. The master is responsible for
scheduling jobs assigned to idle workers. The worker assigned with Map job starts
reading input the data corresponding slice. Map job extracts the key from the input
data, for each key-value pairs are passed to map function as parameters, in the middle
of which generate keys to be cached in memory. The intermediate key cached will be
written to the local disk on a regular basis, and is divided into R zones that each zone
corresponds to a Reduce job. Positions of these intermediate key-value pairs are
communicated to the Master, which is responsible for forwarding information to the
Reduce worker. The Master notifies the worker assigned with the Reduce job which is
responsible for the district in the position. When the Reduce worker being responsible
for all the intermediate key-value pairs are read, ordering them at first, the same key
value pairs are get together. The Reduce worker passes the key and the value associated
to a Reduce function whose output function generated will be added to the partition of
the output file. When all of the Map and Reduce jobs are completed, the master wakes
the genuine user program, MapReduce function call the user program code returned.

3 Deploying the Server Environment

It adopts the Hadoop distributed completely, and the user names are all Hadoop.
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3.1 Installing the Fedora-14

The minimum requirements for processor speed depend on the end use, installation and
specific hardware. Fedora’s Anaconda installation tool using the default will start the
graphical interface and ACPI support, so that when to install the required hardware can
improve the compatibility.

3.2 Installing the Centralization

Environment directions. Hadoop cluster includes three nodes. One is Master, the
other two are Workers. Nodes are connected by the local area network (LAN), and can
ping each other.

These three nodes are the same operating system (Fedora-14), and have the same
user on Hadoop. The Master is mainly on two roles of NameNode and JobTracker, to
undertake the main distributed data and decomposition of the task execution. Two
Workers deploy the role of DataNode and TaskTracker, to be responsible for the
distributed data storage and the task execution.

In the cluster, Hadoop must be installed on each machine. To install and to con-
figure Hadoop need the supreme authority identity of “root”. To deploy the file of
“hadoop-env.sh”, the file of “core-site.xml” which attributes are HDFS address and the
port number, the file of “hdfs-site.xml” which copies of the configuration is three, the
file of “mapred-site.xml” which attributes are JobTracker address and the port number,
the file of masters and to remove “localhost”, then to join the Master node IP
(192.168.1.67), and the file of Workers and to remove “localhost”, then to join the
Worker node IP (192.168.1.65 and 192.168.1.66).

Deploying the hosts file. The hosts file is used to configure the information on the
DNS server host, and to record the connection of the host LAN corresponds to the host
name and IP. When the user finds the file in the network link at first, it gets the
configuration of the corresponding host name (or the domain name) to the IP address,
such as Fig. 2:

11 localhost localhost6. localdomainé localhosté
192.168.1.67 Master.Hadoop
192.168.1.65 Slavel.Hadoop
192.168.1.66 Slave3.Hadoop

Fig. 2. Host file configration

Deploying the verification of password-less on SSH. The operational process need
distal the daemons on Hadoop. After starting Hadoop, the NameNode is controlled by
SSH on the DataNode to start and stop. It requires password-less to log in to perform
the corresponding commands between nodes, so as to configure the SSH password-less
in the form of the public key authentication. The NameNode uses the SSH
password-less to login and to start the Data Name process. As the same principle, the
DataNode can also use the SSH password-less to login the NameNode on the Master.
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It performs the command of “ssh-keygen-tras-P”, which creates a password-less
key pair, such as Fig. 3:

6C:50:b5:47:8c:ee:28:66:50:¢6:6c:24:b7:21:fa:64
The key's randomart image is:
+--[ RSA 2048]----+
| 0++ ...0.
. +%+ 0.

|
| |
| |
| .- |
| so |
| .. |
| |
| |
| |

Fig. 3. Key generated

It examines whether there is a folder of “.ssh” below “/home/hadoop/” and if there
are two password-less keys to produce id_rsa and id_rsa.pub, such as Fig. 4:

- rw------- 1 hadoop hadoop 2178 185 10 16:43 authorized_keys
- rW-=-=--~ . 1 hadoop hadoop 1679 15 7 09:46 id_rsa
-r--r--. 1 hadoop hadoop 402 973 13 10:55 id_rsa.pub

Fig. 4. File of key pairs

Then to input the command of “cat~/.ssh/id_rsa.pub>> ~/.ssh/authorized_keys” on
the primary node, it appends id_rsa.pub to the authorized key, so the Master node can
login this machine in password-less.

Now the Master node in password-less can login the Worker node. It just need copy
the public key to these two nodes machines and is appended to the authorized key.

In the same way, the Worker node in password-less login to the Master node. It just
need copy the generated public key on the Worker node to the Master node and be
appended to the authorized key.

4 The System Analysis

4.1 System Requirements

The requirement of the mass weather log management system on Hadoop is to combine
small files into a large file and to process, that can analyze the annual maximum and the
minimum temperature. The graphical interface is good and can improve the operability
and interactivity, which is to reduce the burden of operators and the operation to be
risen more convenient, faster and simpler. It can display the analysis results objectively
and directly, and can be downloaded to view.
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4.2 The System Function Analysis

The system function is consists of three parts, which are “Select a data range”, “Upload
the Log analysis” and “Display graphical data”.

5 Overall Design

5.1 The System Structure

At the client the user uploads the data wanted to view on the Hadoop cluster, and the
backend code analysis is to be stored in HBase. The background code reads the data
from that database to return the client that is showed in the form of chart at the client.
Such as Fig. 5.

Fig. 5. System structure diagram

5.2 The Overall Functional Design

The overall goal of the system development is to use the Hadoop platform analysis and
process the weather Log, to find out many years and the temperature corresponding to
the maximum and the minimum temperature in annual and to display the data objec-
tively. It realizes the systematic, standardized, scientific and automatic objective, so as
to improve the temperature prediction. The function is comprehensive, and the interface
is simple, easy to be operated.

5.3 Algorithm Thought

The data is cut according to certain rules, and then to take out the year and the
temperature. The year is set as a key, and the temperature is set as a value, that is <year,
temperature>key/value pair as the value of temperature. The value of the same year will
be merged before the output is reduced, and it compares the maximum and the min-
imum value in Reduce at this time.

5.4 Uploading and Merging Data Idea

That HDFS provides API can be used to realize to upload local files to HDFS. When
uploading, it can read the data of each small file, and then write to one file. So it can put
the small file merged into a large file.
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5.5 Database Design

HBase is a column database and need not set the data type. The line key in HBase can
be sorted automatically, and so as MapReduce, that is shows that HBase can be
combined with Hadoop very well, so the year value is to be the line key which will
be sorted from small to large and these data is intuitive. The highest temperature is to
be column name and the lowest one is to be value. That data is sent back to customers
in a short time can reduce the network I/O request, thus to improve the transmission
speed (Table 1).

Table 1. Datastructure

Linekey | Column cluster

Year The highest temperature ‘ The lowest temperature

6 Detailed Design and Implementation

6.1 Data Preparation

To open the file to check the data format, the characteristics of the data can be found
that “year-month-day hour-minute-second temperature”, and it is to record a temper-
ature in every two hours. Such as Fig. 12 (Table 2).

Table 2. Datacontents

Year-month-day | Hour-minute-second | Temperature
2001-01-02 00:00:00 15
2001-01-02 02:00:00 19
2001-01-02 04:00:00 20
2001-01-02 06:00:00 15
2001-01-02 08:00:00 16

The graphic design uses plug-in High charts generate mainly on the page refer-
ences. Such as Fig. 6.

<script src="js/highcharts.js"></script>

<script srca="js/exporting.js"></script>

Fig. 6. References plugin highchair

6.2 Algorithm Design

According to the log format, this code will add the space into the inputting data value as
“year-month-day hour-minute-second temperature” that is deposited into an array. The
first part is to be the year cut up “-”, so the year can be got. The third can get the
temperature, then the year and the temperature composite the new key/value pair
<key,value> will be passed to Reduce. For example, the inputting data is 2005-01-01
00:00:00 13, 2005-07-02 12:00:00 29, 2005-12-01 02:00:00 6, 2006-03-01 00:00:00 12,
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public void map(Object key,Text value,Context context)
throws IOException, InterruptedExceptwn(
String[] str=value.toString().spli
if(str[0].matches("\\d{4}- \\d{1 z) \\d(l 214
String st=str[@].split("-
Context.write(new Text(st), new Text(str[z])),
}
}

Fig. 7. Map algorithm

2006-06-01 08:00:00 16, 2006-09-01 14:00:00 30 which is sent into Map will become
<2005,13>, <2005,29>, <2005,6>, <2006,12>, <2005,16> and <2005,30> (Fig. 7).

These six groups of data sent to Reduce will be merged in to two sets of data of
<2005,13 29 6> and <2006,12 16 30>, which is a mechanism of graphs framework.
According to the same key, it is merged into the value automatically. The temperature
in 2005 will not appear in 2006, so as to the same that which in 2006 doesn’t appear in
2005. The Reduce will get the value from that two groups of data and compare their
value, so as to determine the maximum and the minimum value. So the outputting data
after Reduce will become <2005,629> and <2006,12 30>. At this time it need only put
the value into the database one by one (Fig. 8).

public void reduce(Text key,IterablecInthiritable> values,Context context)
throws IOException, InterruptedException{
int maxvalue=Integer.MIN_VALUE;
int minvalue=Tnteger.MAX_VALUE;
while(values. iterator().hasNext()){
String s=values.iterator().next().toString();
String str="";
Pattern p = Pattern.compile("\\s*|\t|\r|\n");
Matcher m = p.matcher(s);
str = m.replaceAll("");
int a=Integer.parselnt(str);
if (maxvalue<a){
maxvalue=a;

else if(minvalue>a)

minvalue=a;

Fig. 8. Reduce algorithm

6.3 Running Process and Results

The System will merge the content according to the data accepted. In the file of Log the
user can select the date range of merger.

In Hbase “peak™ is the highest temperature and “value” is the lowest one. The result
analyzed in the database is as following (Fig. 9):

hbasetmam) 027:0> scan 'Temperature'
IROW

COLUMN CELL
2001 column=peak: 28,| timestamp=1389062900940, |value=5
2002 column=peak: 29,| timestamp=1389062936416, |value=3
2003 column=peak:31,| timestamp=1389062948131, |value=5
2004 column=peak: 30,| timestamp=1389063279308, |value=4
2005 column=peak: 29,| timestamp=1389063299672, |value=4
2006 column=peak:30,| timestamp=1389063326058, |value=3
2007 column=peak:32,| timestamp=1389063353303, |value=2
2008 column=peak:29,| timestamp=1389063360671, |value=3
2009 column=peak: 30, | timestamp=1389063381267, |value=2
2010 column=peak: 31,| timestamp=1389063392624, [value=1

10 row(s) in 0.059@ seconds

Fig. 9. Database analysis results
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In the log folder the time interval files will be uploaded to HDFS and be handled
with MapReduce, to analyze the annual maximum and the minimum temperature.

The data in HBase will read in the background, and be sent to the front desk. That
result will display in the form of line chart, to let it objectively and readable (Fig. 10).

40°C

30¢ -__N‘\._/—o—’—’—‘

The annual highest temperature |

[The annual minimum temperature |

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Fig. 10. Displaying the system data diagram

7 System Testing and Implementation

The purpose of the system performance testing is that the efficiency of processing and
analyzing files in the same size and different copies. The design and result of the testing
case is as follows (Table 3).

Table 3. Testing case designing

Cases | The size of files Uploaded | The copy of files Uploaded
1 5M 5
2 25M 1

7.1 Testing Process and Methods

Accessing the system can view the status of the cluster, as well as the information
detailed in each of MapReduce, including the running time, the size of the file, the
utilization rate of CPU and the memory usage, etc. Using its own regulatory mecha-
nism, it can be used to detect the efficiency of the system on the same file size and
different copies.

e Usecasel: To upload 5 files of the weather log as 5 M, it is to check the processing
time of running and opening the web page.

e Usecase2: To upload 5 files of the weather log as 25 M, it is to check the processing
time of running and opening the web page.

To compare with these two operational time, it shows that the efficiency of the
usecase2 is higher than the usecasel obviously. The results are as follows (Table 4).
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Table 4. Testing reslults

Usecases | Time/Second
1 2.8
2 1.2

After testing, it is found that the processing speed of the less copies of file is faster
than these in the same file size and different copies. The conclusion is that Hadoop is
not suitable for processing a large number of small files, but to process large files,
which spends less time and the efficiency is higher. It is because that the Hadoop is
chunking for data processing, which default is 64 M. If there are lots of small data files,
such as a file of 2-3 M, which a small data file is far less than the size of a block of data
has to process as a block of data. Storing a large number of small files occupies storage
space, so its storage efficiency is not high and the retrieval speed is slower than a large
file. Such small files consume the calculable capacity in MapReduce, because it is to
allocate the Map tasks in a block.

8 Conclusion

In the process of the study, it uses Hadoop technology in the era of the cloud. After
building a Hadoop platform, it adapts the core technology of HDFS and the operational
framework of MapReduce to handle the analysis of the weather log. Combining with
the programming techniques and ideas of Java Web, it forms a B/S structure and uses
the plug-in High charts to generate charts.

After testing it finds that Hadoop is not good at handling small files, especially a
large number of small files. The size of the file is bigger than HDFS block size, because
of MapReduce computing in such a small file consumes the calculable capacity, which
default is allocated on the Map tasks in a block. To let programmers modify them in
purpose, it will make the system perfectly.
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Abstract. Finite State Machine (FSM) is widely applied to parsing the html
pages in WebKit browser. In the traditional WebKit kernel, single thread is used
to parse web pages, therefore cannot make full use of multi-core processors and
page analysis in kernel is not granular down to html paragraphs, resulting in the
browser working serially in each page. Our research is about realizing the page
parallel parsing in WebKit, aiming at improving the browser’s parsing speed.
Made some optimizations on the method proposed in [13], we put forward a
novel parsing model named PFBE (Parallel FSM Browser Engine) from the
aspect of data parallelism, realizing the preliminary parser to load network
resources and parsing string in parallel, thus using multi-core processors to
improve browser’s performance. PFBE carved up the input data into multiple
segmentation which contained public characters for processing, through com-
paring the public characters to determine whether to merge the segmentation.
PFBE utilized original serial FSM which has highly optimized, compatible with
HTMLS standards and technology. We used Chromium web engine to present
PFBE in detail and the result proved the improvement of PFBE comparing with
serial FSM, and the page loading time has been reduced by 12.36%.

Keywords: Parallel computing - FSM - Web page parsing - HTMLS

1 Introduction

Finite State Machine is aimed at studying the calculation of the limited memory and
some kinds of abstract computational model [1]. In the process of loading page, the
main task of web browser is to process html pages locally. On the one hand, if the
speed of downloading is slower than processing web page, the network will become
the bottleneck of browser performance. However, the network bandwidth has improved
in recent years, such as some countries have already put 4G LTE mobile networks to
use, which can provide tens of Mbps bandwidth [2]. In addition, the network cache
technology, such as the classic HTTP cache buffer deposit and the new proposed
web-based content caching scheme [3, 4]. On the other hand, with the enhancement of
web standards, the browser needs to consume kinds of computing resources to parse,
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lay out, and render the web page, and running the Sunspider JavaScript Benchmark [5].
The most widely used technology to improve the efficiency of JavaScript engine is
instant compiled Just-In-Time technology [6]. Smart Caching project can avoid the
redundant computing through reusing style sheets matching and the result of the page
layout calculation to enhance performance [7]. Redundant CSS rules can be detected by
CILLA [8]. Current browser can accelerate the page processing by taking advantage of
the hardware of the PC and mobile devices, such as using the graphics processor to
accelerate the page rendering process [9]. Furthermore, on the basis of practice, the web
programmer summed up the rules of efficient HTML code [10, 11] and JavaScript code
[12] to reduce the amount of computation of the client page processing.

According to different stages in page processing, researchers put forward many
parallel algorithms, such as web analytic parallel algorithm [13], parallel script engine
[14], parallel computing and laying out style sheets matching algorithm [15]. However,
web language as HTML, CSS, JavaScript and so on, its internal data structures such as
DOM, have not considered the needs for parallel processing at the beginning of design,
so the current page parallel parsing algorithm needs to change the web standards, such
as JavaScript was substituted by Flapjax language [14]; or restricting some web lan-
guage, for example, only a subset of the CSS can be used [15]. DOHA accomplished a
self-adapting web application runtime layer by using JavaScript [16], among which the
parallel execution of multiple JavaScript tasks are realized through Web Workers [17];
OP and OP2 browser proposed task parallel method between modules through dividing
the modules of the web browser [18]; Adrenaline [19] divided its structure at server
according to the structure of html page, so that the client browser can load multiple
sections of the page in parallel. These algorithms [16, 19] are only suitable for opti-
mizing the processing efficiency of some web applications mostly, and the programs
proposed in the paper need to modify the html page or web server, so it is difficult to be
widely used. There are also some algorithms for parallel processing, such as parallel
web analytic algorithm [13], our research is based on its thought to improve, without
modifying the original FSM serial program but setting the pre-scanner in advance to
download network resources.

The paper presents a new parallel web analytic algorithm, and its main innovation
is parsing page from the perspective of data parallelism. The article focuses on the
parallel web analytic algorithm and HTMLS technology, and our thought can be
extended to other stages of processing the page, such as matching style sheets or
rendering web pages. We named the new algorithm with Parallel FSM. Different with
the existing parallel algorithms, Parallel FSM preserved the serial processing algorithm
and achieved parallel processing on its basis. On the one hand, it inherited the opti-
mization techniques of the serial processing algorithm; on the other hand, it has a good
compatibility as serial-processing algorithm for web standards. The second part
describes the model of the page and issues; the third part is to explain the parallel
parsing algorithm steps and two detailed optimization techniques; fourth part is the
experiment results; then we conclude final experiment and summary.
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2 Web Analytic Model

In the mathematical model, the formal definition of Finite State Machine is a quintuple
Q, %, 8, q0, F), wherein: Q is a finite set, called the set of states; X is a finite set. It is
called the alphabet; 3 called the state transition function; qO is the initial state; F is the
set of accepting states.

FSM set has dozens of various types corresponding to the label, which is mentioned
above Q. The input string, the output string and string these three events are the parser
alphabet, which is mentioned above Z. Parser in its current state, in response to an
event, causes changes in the character state, which the state transition function is 8. The
string in the initial state of parser is usually character “<”, so it is the initial state of the
parser. qO is the start state, that has not been processed automatically (q0 € Q). F is
terminated state set, also known as acceptance set (that is F C Q). In the ideal case, the
parser will always run, so it did not accept the state and the set F is empty.

From the above definition, FSM has three features:

(1) S is a finite number, so the transfer number of state is limited.

(2) F C S, that is at any time in the corresponding to F, only has one state.

(3) X and & determine F, under certain premise, its transmission is from the current
state to another state based on transferring function.

And Meyerovich [13], who summed up the fourth feature of FSM, which assumes
an different initial state qO strings, and in the same (S, d, ¥) condition, while the
accepting state set F may be different, but the status of the collection will gradually be
stable.

FSM parsed the input data and expressed as a DOM tree in memory according to
web standards. Figure 1 shows the basic flow of modern web browsers when it pro-
cesses the web page.

Data EOF

consume "<"

consume a-z/ emit character token consiig ™"/ emittag toksn

Tag open

consume "f" f create new end tag open consume a-z/ create new start tag token

Close tag open state Tag name

Ne——
consume a-z O

consume a-z

Fig. 1. Workflow of webpage processing
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Our idea is to divide the html document into multiple fragments, each containing one
or more of the html element, and then use traditional serial parsing algorithm while parsing
a plurality of segments, the last the analytical results obtained for the fragment when put
the final analysis results document together, pseudo-code description is as follows:

Algorithm.1 FSM Parse Html In Parallel Algorithm
Input: (1) An HTMLWeb w ; (2) the number of threads k

Output: the optimal lex parser in parallel
1: Initialize Partition HTML w to F,
2: Initial FSMy < k, keyword < overlap m-character
3:for F; € F,do
4:  parse F, with FSM,,
parse F,.; with FSM, .4
if keyword in F, == keyword in F,

4

5

6: continue
7 else

8 keyword=keyword+1
9 rescan F,, and F,,
10: end for

11: while (i+1<n)do
12: merge F; and Fy;

13: end while

3 Current Design

This section introduces the parallel web analytic algorithm at first, and then introduces
two important optimization techniques for the algorithm.

Given a html page w, in order to resolve it concurrently into a DOM tree, download
the external data which was cited in w and then execute the JavaScript code blocks, the
running algorithm is divided into four steps:

The pre-parse and pre-load is high priority loading mechanism, if browser kernel
found resources on the page references, then the HTML-Resource-Pre-loader Class will
request and execute script code. The pre-parse and pre-load mechanism is targeted at
scanning img node; after that, html interpreter formally process web pages and run
JavaScript code.
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A Sub-algorithm 1 (Preload Network Resources): Pre-parse segment and scan the
input character one by one in w, and find out all the “<” characters, if the script
encountered img node or nodes, call HTML-Resource-Pre-loader Class to download
pages, or JavaScript, etc.

All html tags, including the start tag, end tag, comments, etc., start with the character
“<”, so the parallel algorithm use “<” as the segment basis. It treats each “<” as a
possible starting portion of the html tag. It is worth noting that the “<” character is not
necessarily the starting html tags. For example, “<” may also be a “less than” com-
parison operator in JavaScript code. This error will be identified in the subsequent steps.

A Sub-algorithm 2 (Segment): Scanning w one by one and find all the “<” character.
Split w into N segments Fy, F,, F3, ..., Fn, among them each Fy starts with “<”.
The process of parsing a fragment is irrelevant with others, thus multiple html
fragments can be resolved in parallel. Each html fragment may contain one or more
html units and illegal html units, as previously described “<” operator as a start script.
Illegal html units will make the FSM incorrect, which can be detected. In addition, if
the parsed html tag cites the external content, then the citation will be downloaded.

A Sub-algorithm 3 (Parse in Parallel): Parallel parsing the fragments Fy, F,, F3, ...,
Fn, which were parsed from sub-algorithm, and put the parsed html unit into global
collection R (initially empty). Among them, the process of parsing a fragment is as
follows:

(1) Create and initialize a blank Finite State Machine FSM,.
(2) From the starting position SFx of Fx, use FSMy to parse the HTML text and join
it into R.

It is worthy that, JavaScript code will not execute in the process of parallel parsing,
thus ensuring a correct order to execute JavaScript code blocks.

Resolution process is terminated at the following cases:

It has been resolved to the last character of w; FSM happened wrongness; FSMy
finish parsing a html unit, and the position of the next character is greater or equal to
the starting position SF,,; of next html fragment F,,;; matching sub-algorithm frag-
ment obtained in Fy, F,, F5 ..., Fy, needs two adjacent matching, matching their total
character m:

(1) If the state of m characters in F; and F;,; are matched, then label F; and F;.; can
be placed in R
(2) Otherwise, change the value of m and resegment F; and F;,; for matching;

Merge is a process of combining and parsing the html unit in sequence to construct
the DOM tree, and running the JavaScript block. In order to ensure correctness of the
final results, the merge is a serial process.

A Sub-algorithm 4 (Merge): Sort the html unit in R, according to the order appeared
in html page, then successively merge the html units to construct DOM tree, and run
the html blocks. In the process, it will use a stack SU to maintain the nested relationship
between DOM nodes, and use a marker CUR to maintain the end position of the last
unit which was merged. For an html unit U;, the merging process is as follows:
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(1) If the start position Si < CUR, then skip merging U;;
(2) Otherwise, make the corresponding merge to U; depending on the different types
of Ui;

e If U; is the start tag, then construct the node N according to the types, attributes, etc.
of U;. If SU is not empty, then push the SU stack node N, and put N as a sub-node
of N, if U; needs to have a corresponding end tag, then N will be pressed into SU;

e If the U; is end tag, then pop up the top node of the SU;

e If the U; is the text content, then construct a text node called N with the contents.
Take the Nt of SU and make the N as the child node of the Nt. If N is script node,
then run the script code of N.

e If U; is other type of HTML element, such as annotations, then does anything.

e After completion, set the CUR to the end position E; of the U;.

4 Optimization Technology

The algorithm make all the “<” characters as the start of fragment. In order to realize
the maximize of parallelism, which will cause each thread can only parse a smaller
fragment every time, and it requires frequently switching analytic fragments, thus will
increase the probability of data competition between multiple threads. It will bring a
large additional overhead. In reality, if merge the html fragment according to the length
of the html document and hardware conditions of the equipments, it will make the
adjacent F;, F;,(, ..., F,, merged into a relatively large section Fy for parsing, balancing
the additional overhead. When the CPU kernel is more, make full use of the parallel
abilities of the equipment with smaller section; When the CPU cores are less, avoid too
much additional overhead by using larger segments.

In Sect. 3, the merge of the algorithm happens after the completion of parallel
parsing, and it needs a single merge thread, thus limits the parallelism of algorithm and
also brings unnecessary computation and synchronization overhead. Situ merging can
be used in the process of parallel parsing, completing the merge in the parallel parsing
thread.

The algorithm is as follows:

A Sub-algorithm 5 (in Situ Merge): Maintain a single set R; (initially empty) for each
html fragment F;, which is used to store the parsing html element of F;. Put the parsing
html element into R; rather than global R; Maintain flag P; for F; and use it to identify
whether the parse has been completed; preserve a global symbol WF (initialize to 0),
which aimed at identifying the next html fragment to merge in the parsing process. If
complete the interpretation F;:

e if WF is not equal to i, don’t do anything;

e Otherwise, from F;, traverse F;, Fi,1, ..., F,, and merge the html element from the
parsing of R;, Ri;1, ..., Ry, until it has already reached the end of the html
document;
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If P, is false, then F,,,, is not finished parsing yet. At this time, set the value of
WFis i+ 1.

5 Implementation and Results

This section introduces the algorithm implementation and experimental platform, and
then analyze the results, finally discuss the difficulties and challenges in the process of
achieving the algorithm.

5.1 Experiment Platform

Based on the widely used Chromium browser engine to achieve the parallel html
parsing algorithm. In the experiment, invoke parallel algorithm Chromium engine or
unmodified engine. The performance test focused on page load. When the page finished
loading, Chromium engine evokes a load-finished signal. When the signal is received,
Chromium automatically shut down. The experiment used 2 GB DDR2 memory in
HuaWei tablet which has four QUALCOMM core processor (1.2 GHz), running
Android 4.4.4 version of the operating system and installing all system patches.

5.2 Experiment Results

Firstly test the time of pre-parser completing downloading network resources by
Chrome browser. The inspect remote monitor observed network resources by accessing
google site.

1 URLs [ XHR J5 CS5 Img Media Font Doc WS Manifest Other

500 ms 600 ms 700 ms 800 ms 900 ms 1000 ms 1100 ms 1200 ms

Status Type Initiator Size T... Timeline - Start Time
DOMContentloaded: 492 ms | Load: 751 ms

(a) Pre-parser loads network resources

(URLs LB | XHR JS €SS Img Media Font Doc WS Manifest Other
500ms 600 ms 700 ms 800 ms 900 ms 1000 ms 1100 ms 1200 ms
Status Type Initiator Size T... Timeline - Start Time
DOMContentloaded: 611ms | Load: 857 ms

(b) The original version loads network resources

Fig. 2. Inspect tool to test network resource loading time (Color figure online)
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In Fig. 2(a), the blue vertical line represents the created time of building DOM tree,
and the red vertical line records the time of loading network resources. The pre-parser
loads network resources by 751 ms, while the unmodified version consumes 857 ms;
the pre-parser loads network resources improving 12.36%. When building DOM tree,
JavaScript will be in the barriers described in Chap. 2, and pre-loading of network
resources can prevent from blocking DOM tree, which constructed DOM time rela-
tively reduced 19.47%.

In order to measure the efficiency of the parallel algorithm in Sect. 3, the experi-
ment measured the consumed time in web page parsing by using different number of
analytical thread. Experiments used three popular web site home page, which is: MSN
News, Amazon.com and Sina.com.cn. It shows the parsing speed of the page by using
different number of analytical thread (1-8), in order to measure the efficiency of
Parallel parsing algorithm accurately.

Efficiency of the parallel algorithm

500
450
400
350
300
250
200
150
100

50

Time (ms)

Fig. 3. Efficiency of the parallel algorithm

Figure 3 considered the time of parsing html page into a DOM tree and down-
loading the network. In order to maximize the use of parallel processing hardware, the
experiment did not merge segments and enable merging algorithm. The data was
normalized to the parsing speed in single thread. As can be seen from Fig. 3, parallel
algorithm effectively accelerated the parsing process.

Using 8 parsed parallel threads can enhance the parsing speed of Amazon.com
Website by 5.13 times; enhance the Sina.com.cn by 5.57 times; for MSN News can
improve 2.01 times. Among them, the algorithm on MSN News, reasoning for its
acceleration is relatively low on this page containing the large size of the JavaScript
blocks.

In addition, it can be seen from Fig. 3, when using fewer threads to resolve, the
parsing enhance speed of the web has nearly linear trend with the number of threads.
However, when using five or more parallel parsing threads, page parsing speed showed
a slight decline, mainly because of the hardware platform used in the experiment with
four core processor. With multiple cores cache be shared, communicating with each
other is via a bus between multiple cores. When the numbers of threads are more than
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four, these threads will be scheduled on a multi-CPU, thus increasing the cost of
communications and data synchronization. In a nutshell, use four parallel threads can
achieve the best analytic parallel efficiency.

Compare separate merge and situ merge

600
500
400

300 —4— situmerge

Time (ms)

200 —#— separate merge

100

1 2 3 4 5 6 7 8 Thread

Fig. 4. Compare separate merge and situ merge (Amazon.com)

The situ merging algorithm can effectively improve the overall parallelism of the
algorithm. Figure 4 showed loading Amazon.com alone or in situ merge and its
comparison of page parsing speed. The experimental data used a separate thread to
merge the parse and single thread was normalized according to the use, which
demonstrated the situ merge algorithm efficiency. When merging using one thread,
with the growth in the number of threads in parallel parsing, web analytic performance
grows slowly. For example, use six parallel threads to resolve before they can reach
twice the speed of parsing the page, while using up to eight threads parsing speed
improved only 2.22 times; situ merge algorithm significantly improves parallel algo-
rithm. The use of three parallel parsing thread can reach twice the speed of parsing the
page, while using up to eight threads to enhance the speed of 5.13 times.

5.3 Difficulties and Challenges

In the beginning of design don’t consider the demand of the parallelism, and original
algorithm is designed and optimized for the serial processing, so many difficulties are
faced in the process of design and realization of parallel algorithm. The main diffi-
culties are listed below:

Although conceptually, web process can be divided into download, parse and
JavaScript execution process, but in the concrete implementation, close coupling
relationship is between the various modules. For example, in the process of web
parsing, JavaScript block will be passed to the JavaScript engine, but the code can
contain html code through the inner HTML attributes. Therefore it would trigger html
parsing in the process of the execution of JavaScript code. Parallel algorithms must be
synchronized across the invocation of the module properly.
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6 Summary

This article focuses on the parallel processing for pages parsing algorithm to adapt to
the current development trend of multi-core systems. Comparing with existing parallel
algorithms, parallel FSM based on the data parallelism divided the rational html input
data and processed in parallel, which can make full use of existing highly optimized
serial FSM algorithm, compatible with web standards and technology, thus can be
applied to parsing characters or web crawlers. Our follow-up studies will be based on
highly structured data, such as DOM tree and render tree, realizing more targeted and
efficient division, without dividing the input data entirely based on the “<” character.
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Abstract. RFID (Radio Frequency Identification) technology, with its
multiple advantages, such as low power consumption, non-line-of-sight,
non-contact, has been playing an important role in large-scale storage
systems, underground parking systems, exhibition halls, supermarkets,
construction sites and other scenarios. Many of those scenarios also
require indoor positioning technologies, for example, warehouse goods
positioning, item positioning in production assembly lines, worker posi-
tioning in construction sites. However, related researches about indoor
positioning using RFID system has been having trouble in improving
positioning accuracy, especially when tracking a randomly moving tar-
get. In this paper, we propose PTrack, a track prediction algorithm for
tracking moving targets in indoor positioning systems which is based on
RFID technology and the correspondences between the RSSI (Received
Signal Strength Indicator) changes and the moving status of the target.
Results show that the proposed algorithm effectively improves the posi-
tioning accuracy and achieves 1.7 m localization error in indoor environ-
ments, which makes a promising technology to support future pervasive
RFID-based tracking applications.

Keywords: Indoor locationing + RFID - RSSI - PSO - Trajectory
tracking

1 Introduction

Since the beginning of the 21%* century, automatic positioning technology has
gathering more and more attention of the public for its wild-rang benefits, and
related technologies have developed increasingly rapidly. Among those technolo-
gies, indoor positioning technologies are urgently demanded in many fields of
our daily lives. With the improvement of the performance of embedded chips,
it is possible to process more complex signals on embedded devices while meet-
ing the request of real time, which laid a foundation for the indoor positioning
service [15].

Based on indoor positioning technologies, indoor tracking technologies have
more and more applications. Tracking indoor moving targets in real time has
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also showed a good future in logistics management, construction workers man-
agement, navigation in parking lots, etc. In these situations, outdoor positioning
technologies like GPS and Compass which work well outdoors and in the wide-
range positioning service, can’t perform satisfyingly, because of complexity of
indoor structures and significant signal attenuation. RFID is an identification
and tracking technology using the radio signal propagation characteristics and
tagging targets [6]. Because of its advantages such as low cost and fast response,
it has become a focus of many research institutions and enterprises of indoor
positioning research and a lot of researches have been conducted and different
solutions have been proposed during the last decades [7,16]. But many current
approaches are either too costly or not accurate enough, and low-cost and accu-
rate ones can only work under limited or specific situations. There needs to be
a inexpensive, accurate and generic solution to indoor positioning.

The rest of this paper is organized as follows. In Sect. 2, we discuss several
former indoor positioning technologies. In Sect. 3, the technical background and
main algorithms of PTrack are introduced. And We present a experimental sys-
tem to evaluate PTrack in Sect.4. We conclude the work in Sect. 5.

2 Related Works

Wireless location technologies can be divided into two categories based on differ-
ent working scenarios: outdoor and indoor. After years of development, outdoor
positioning systems have been able to meet the required accuracy, quality of real
time and acceptability of cost for human activity. For example, the Global Posi-
tioning System (GPS), the Galileo satellite positioning system (Galileo), and the
BeiDou Navigation Satellite System (BDS) are mature positioning systems [12].
However, due to the unacceptable signal attenuation of the those systems when in
situations where targets are indoor, the positioning accuracy is greatly reduced.
And the complexity of the indoor environment makes it necessary to adopt other
technologies depending on certain circumstances. For now, there are already a
number of indoor location solutions proposed.

— Distance-based Positioning
Distance Based Positioning technologies are developed to figure out the dis-
tances between the target and multiple conference points whose positions are
previously known. Based on those distances, the position of the target can be
easily worked out. The following approaches are typical examples. Tagoram
(RF hologram) is a complete RFID-based ind oor positioning system, designed
by a Tsinghua University team [16]. Tagoram can deal with the interference
from the diversity of RF tags by a method based on the phase angle of RF
waves. However, due to the high computational complexity of its algorithm
and the high error rate when locating a target with a random path (for exam-
ple, construction workers places), its future remains limited.

— Fingerprint-based Positioning
Position fingerprint based positioning technology, first proposed in Radar [2],
takes a RSSI value as a position fingerprinting matching against a database
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to determine the location of the target. In Horus [17], the author introduced a
probabilistic fingerprint matching scheme and achieves a much higher localiza-
tion accuracy. LANDMARC [7] introduces this technique to RFID localization
with the help of multiple reference tag. Later on several other improvements
over RSSI fingerprinting have been proposed [1,10,11], and extending to out-
door scenarios [11]. But RF fingerprinting based techniques require too much
data fetching, database building and maintaining work. What’s worse is when
it comes to an environment, all those work will need a redo.
— Vision-based Positioning

Machine vision based positioning technologies require the help of real-time
images capturing and recognizing. Heesung Chae and Kyuseo Han proposed
an method for global localization incorporating signal detection from artifi-
cial landmark consisted of RFID tags, and for fine localization incorporating
feature descriptor derived from a view of scene [3]. The system incorporates a
RFID reader on a mobile robot checking the signal from RFID tags to localize
the robot with respect to global position. After determining the global position
of the robot, the feature matching can be used to checking the local position
of it in a predetermined global position.

3 PTrack Algorithm

3.1 Signal Noise Reduction

In the experiments, we found that when repeatedly measuring the same signals
with the same receiving device, the measurement values will wave in a certain
range, but only few val