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Preface

This volume contains the papers presented at SmartCom 2016: The International
Conference on Smart Computing and Communication held during December 17–19,
2016, in Shenzhen City, Guangdong Province, China. SmartCom 2016 was organized
and supported by Pace University and Shenzhen University. The conference received
210 submissions. Each submission was carefully reviewed by at least two, and mostly
four, Program Committee members. The Program Committee decided to accept full
59 papers. The program also included four invited talks, which were given by Prof.
Guoliang Chen (Chinese Academy of Sciences and Academy, China), Prof. Qing Yang
(University of Rhode Island, USA), Dr. Shui Yu (Deakin University, Australia), and
Prof. Meikang Qiu (Columbia University and Pace University, NY, USA).

We would like to thank all authors who submitted their papers to SmartCom 2016,
and the conference attendees for their interest and support, which made the conference
possible. We further thank the Organizing Committee for their time and efforts; their
support allowed us to focus on the paper selection process. We thank the Program
Committee members and the external reviewers for their hard work in reviewing the
submissions; we thank Dr. Laizhong Cui for serving as the chair of the BigNetworking
workshop; the conference would not have been possible without their professional
reviews. We also thank the invited speakers for enriching the program with their
presentations. We thank Prof. Guoliang Chen, honorary general chair of the SmartCom
2016, for his advice throughout the conference preparation process. Last but not least,
we thank EasyChair for making the entire process of the conference manageable.

We hope you find these proceedings useful, educational, informative, and enjoyable!

December 2016 Meikang Qiu
Zhong Ming
Yang Xiang
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Cost Reduction for Data Allocation
in Heterogenous Cloud Computing

Using Dynamic Programming

Hui Zhao1, Meikang Qiu2(B), Keke Gai2, Jie Li1, and Xin He1

1 Software School, Henan University, Kaifeng 475000,
Henan, China

{zhh,jsjt9,hexin}@henu.edu.cn
2 Department of Computer Science, Pace University,

New York City, NY 10038, USA
{mqiu,kg71231w}@pace.edu

Abstract. Heterogeneous clouds are helpful for improving performance
when the data processing task becomes a challenge in big data within
different operating environment. Non-distributive manner has some lim-
itation, such as overload energy and low performance resource allocation
mechanism. This paper address on this issue and propose an approach
to find out the optimal data allocation plan for minimizing total costs of
the distributed heterogeneous cloud memories in mobile cloud systems.
In this paper, we propose a novel approach to find out the optimal data
allocation plan to reduce data processing cost through heterogeneous
cloud memories for efficient MaaS. The experimental results proved that
our approach is an effective mechanism.

Keywords: Data allocation · Cost reduction · Heterogenous cloud com-
puting · Dynamic programming

1 Introduction

Cloud computing is used broadly in recent years. Heterogeneous clouds are
helpful for improving performance when the data processing task becomes a
challenge in big data within different operating environment [1]. Combining
heterogeneous embedded systems and could computing can receive lots of ben-
efits within big data environments. Currently, cloud-based memories usually
deploy non-distributive manner on cloud side. Non-distributive manner has some
limitation, such as overload energy and low performance resource allocation
mechanism [2]. These limitation restrict the implementation of cloud-based het-
erogeneous memories. This paper address on this issue and propose an approach
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to find out the optimal data allocation plan for minimizing total costs of the
distributed heterogeneous cloud memories in mobile cloud systems.

Processors and memories that provide processing services are hosted by indi-
vidual cloud servers in current cloud infrastructure. The challenge of this type of
deployment is that deploying distributed memories in clouds faces a few restric-
tions [3]. Allocating data to multiple cloud-based memories will meet obstacles
because of the various impact factors and parameters [4]. The various configu-
rations and capabilities can limit the performance of the whole systems because
the naive task allocation is inefficient to operate the entire heterogeneous cloud
memories. This means that optimizing the cost of using heterogeneous cloud
memories is restricted by the multiple dimensional constraint conditions.

Addressing on this issue, we propose a novel approach that named Cost-aware
Multi Dimension Data Allocation Heterogeneous Cloud Memories (CM2DAH).
The goal of CM2DAH is to find out the optimal data allocation plan to reduce
data processing cost through heterogeneous cloud memories for efficient Memory-
as-a-Service (MaaS). The cost can be any resource that spend in the operation
of MaaS, such as execution time, power consumption, etc. The basic idea of
the proposed approach is using dynamic programming to minimize the process-
ing costs via mapping data processing capabilities for different datasets inputs.
For supporting the proposed approach, we propose an algorithm, which named
Cost-aware Multi Dimension Dynamic Programming (CM2DP) Algorithm. This
algorithm is designed to find out the optimal total costs by using dynamic pro-
gramming.

The main contribution of this paper are twofold:

1. We propose an approach for solving the data allocation problem with multi-
ple dimensional constraints for heterogeneous cloud memories. The proposed
approach is an attempt in using heterogeneous cloud memories to minimize
total cost by dynamically allocate data to various cloud resources.

2. We propose an algorithm to solve the problem of data allocations in heteroge-
neous cloud memories. The proposed algorithm can produce global optimal
solutions that are executed by mapping local optimal solutions and using
dynamic programming.

The rest of this paper are organized as follows. In Sect. 2, we reviewed the
recent related works in data allocation in heterogeneous cloud. A motivation
example is presented in Sect. 3. In additional, main algorithms are given in
Sect. 4. Moreover, we display a number of experiment results in Sect. 5. Finally,
conclusions are stated in Sect. 6.

2 Related Works

Some prior researches have addressed the improvement of the entire cloud sys-
tems’ performances. The basic working manner of cloud computing is using
distributed computing. Thus, exploring the optimization of cloud resources has
been worked in a few different aspects.
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First, interconnecting different cloud resources is a popular research topic
in cloud computing. The relationships among cloud nodes are considered the
crucial parts of the performance improvements in cloud systems. An example
is Internet-of-Things (IoT) that requires intercommunications and interconnec-
tions among different infrastructure. For improving the system’s performance,
previous researches have attempted on a variety of dimensions. For instance,
cost-aware cloud computing is a design target that saves energies by implement-
ing scheduling algorithms on Virtual Machine (VM). The outcomes are highly
associated with the cost requirements or other configured parameters.

Moreover, some other researches concentrated on integrating heterogeneous
cloud computing with mobile wireless networks. For example, Huajian et al.
[5] proposed an optimizing approach of the file management system that used
mobile heterogeneous mobile cloud computing. This system applied transparent
integrations to increase the efficiency of cloud computing. Next, Kostas Katsalis
et al. [6] concentrated on wireless networking channels and proposed an approach
using semantic Web for strengthening communications among multiple vendors.

Furthermore, consider the real-time services’ requirements, Mahadev Satya-
narayanan et al. [7] proposed a Cloudlet-based solution that was designed to
reduce execution time by establishing a pool of VMs that are close to users.
This design was proved that it was an efficient way to reduce the response time.
Another research considered high-density computing resources and developed
a cognitive management solution that was based on the mobile applications
[8]. This solution can be used in the dynamic networking environment, which
optimized the operations of mobile ends, Cloudlet, and computing resources in
clouds. Next, geographical distributions can also impact on the performance of
cloud systems. Hongbin Liang et al. [9] proposed an approach using Semi-Markov
Decision Process (SMDP) to determine the service migrations. This approach
could efficiently reduce the interrupts of services. Similarly, it has been assessed
that a prediction-based approach could be helpful for planning the comput-
ing resource assignments based on the predictions [10]. However, most prior
researches did not consider implementing heterogeneous cloud computing such
that the potential optimizations were ignored.

3 Motivational Example

In this section, we give a motivational example to describe the operational
processes of CM2DP in this scenario. Assume that there are four cloud providers
offering MaaS with different performances, namely M1, M2, M3, and M4. Table 1
shows the costs for different cloud memory operations.

As shown in Table 1, we consider four main costs that include Read (R), Write
(W), Communications (C), and Move (MV). R and W refer to the operation costs
of reading and writing data. C refer to the costs happened to communication
processes through the Internet. MV refer to the costs happened at the occasions
when switching from one memory provider to another set.
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Table 1. Cost for different cloud memories. Four types of memories are M1, M2, M3,
and M4; main costs derive from Read, Write, Communications (Com.), and Move.

Operation M1 M2 M3 M4

Read (R) 4 2 1 50

Write (W) 6 4 2 50

Comm. (C) 10 10 10 10

Move (MV) M1 0 4 6 40

M2 3 0 5 40

M3 2 3 0 40

M4 40 40 40 0

Table 2 shows the number of the memory accesses, including Read and Write.
We assume there are seven input data that are A, B, C, D, E, F, and G. For
example, data A require 7 reads and 6 writes according to the table.

Table 2. The number of the memory accesses.

Data Read Writes

A 7 6

B 6 3

C 8 6

D 1 1

E 3 1

F 6 6

G 2 3

Our example’s initial status is to allocate A → M2, B → M2, C → M4, D →
M2, E → M3, F → M4, and G → M3. Moreover, The example configuration
is that there are 2 M1, 2 M2, and 2 M3. We assume M4 is always available for
data.

Based on the conditions given by Tables 1 and 2, we map the costs of data
allocations to could memories in Table 3.

As shown in the Table 3, data A costs 7 * 4 + 6 * 6 + 10 + 4 = 77 when it
is allocated to M1, switched from M2. We call the Table 3 as a B Table (BTab).
Actually, we can use a 3-dimension array to refer to every row in Table 3. For
instance, we use BTaba[x][y][z] to refer to the costs that data A allocated to
M1, M2, M3, and M4. X, y, z shows the used number of cloud memories of M1,
M2, and M3 respectively. In this case, BTaba[1][0][0] = 77 indicate the costs of
data A is allocated to M1, since we use 1 M1 here. BTaba[0][1][0] = 48 indicate
the costs of data A is allocated to M2. BTaba[0][0][1] = 34 indicate the costs of
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Table 3. Mapping the costs for cloud memories.

Data M1 M2 M3 M4

A 77 48 34 700

B 55 34 27 500

C 118 90 70 710

D 23 16 18 150

E 30 23 15 250

F 110 86 68 610

G 38 29 18 300

data A is allocated to M3. BTaba[0][0][0] = 700 indicate the costs of data A is
allocated to M4 because either M1, M2, and M3 are not available here.

We are going to use Table 3 to calculate the total cost after the allocations
and the optimal allocation plan. For obtaining the final optimal data allocation
plan, we will produce a D Table (DTab) showing the optimal data allocation
plan. The generation process is given as follows, which consists of a few steps.

First, we only consider one input data A. In this case, we just copy BTaba

as DTaba. Table 4 displays the costs of DTaba.

Table 4. The costs of DTaba.

DTab cell Cost

DTaba[0][0][0] 700

DTaba[0][0][1] 34

DTaba[0][1][0] 48

DTaba[1][0][0] 77

As shown in Table 4, we mark the cloud memory to the corresponding cost.
Then, we add data B into our sight and generate the DTabab. We calculate every
cell of DTabab to get the optimal costs and the optimal allocation plan of data
A and data B, according to BTabb and DTaba. The DTabab is shown in Table 5.

For example, DTabab[0][1][1]=min(BTabb[0][0][0]+DTaba[0][1][1], BTabb[0]
[0][1])+DTaba[0][1][0], BTabb[0][1][0]) + DTaba[0][0][1], BTabb[1][0][0]) + DTaba

[-1][1][1]). We just drop two elements, BTabb[0][0][0]) + DTaba[0][1][1] and BTabb

[1][0][0]) + DTaba[-1][1][1], since DTaba[0][1][1] and DTaba[-1][1][1] are not valid.
Thus DTabab[0][1][1] = min(BTabb[0][0][1]) + DTaba[0][1][0], BTabb[0][1][0]) +
DTaba[0][0][1]) = min(27 + 48, 34 + 34) = min(75, 68) = 68. That means the
minimum cost is 68 when we have 1 M2 and 1 M3 available. The optimal plan is
allocate data A to M2 and data B to M3 since 68 is generated by BTabb[0][1][0])
+ DTaba[0][0][1].
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Table 5. The costs of DTabab.

DTab cell Cost

DTabab[0][0][0] 1200

DTabab[0][0][1] 534

DTabab[0][0][2] 61

DTabab[0][1][0] 548

DTabab[0][1][1] 68

DTabab[0][2][0] 82

DTabab[1][0][0] 577

DTabab[1][0][1] 89

DTabab[1][1][0] 103

DTabab[2][0][0] 132

We can gain the data allocation plan for each data from the calculation
method mentioned above. Finally, we get the last result: DTababcdefg[2][2][2] =
438 and the optimal allocation plan is A→M2, B→M2, C→M3, D→M4, E→M1,
F→M3, G→M1.

4 Algorithms

In this section, we propose the algorithm of CM2DP, which is designed to find
the optimal data allocation plan for N-dimension heterogeneous cloud memories
by using N-dimension dynamic programming. Assume that there are n types
of memories available. We define one type of the memory as one dimension.
The definition of N-Dimensional Heterogeneous Cloud Memories is given by
Definition 1.

Definition 1. N-Dimensional Heterogeneous Cloud Memories: ∃ n types
of the memory available for alternatives, we define “n” as the number of
dimensions and the available memory set is called N-Dimensional heterogeneous
Memories. Each memory type can have different number of memories.

We define a few definitions used in our algorithm, including B Table defined
by Definition 2, D Table defined by Definition 3 and Plan by Definition 4.

Definition 2. B Table: We use a multiple-dimensional array to describe a
table that stores the cost of each data at each memory. Inputs include each data’s
cost when it is assigned to a memory. The output will be a multiple-dimensional
array. ∃ j types of memory, {Mj}, and each Mj has nj memories available.
The mathematical expression is BTab[i] 〈(M1, nb1), (M2, nb2), . . . , (Mj, nbj)〉,
which represents the cost when datai use j types of memory and the number of
each memory type.
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Definition 3. D Table: We use a multiple-dimensional array to describe a
table that shows the total cost of data allocations by storing all task assign-
ment plans. Input is the B Table. The output will be a multiple-dimensional
array storing all task assignments as well as their costs. ∃ j types of memory,
{Mj}, and each Mj has nj memories available. The mathematical expression is
DTab[d] 〈(M1, nd1), (M2, nd2), . . . , (Mj, ndj)〉, which represents the cost of all
d data when using j types of memory. The tuple shows the assignment plan.

Definition 4. Plan: We use a multiple-dimensional array to describe a table
that shows the optimal data allocation plan. Input is the B Table. The output
will be a multiple-dimensional array storing all task assignments as well as their
costs. ∃ j types of memory, {Mj}, and each Mj has nj memories available.
The mathematical expression is plan[d]〈(M1, nd1), (M2, nd2), . . . , (Mj, ndj)〉,
which represents the allocation plan of all d data when using j types of memory.

Algorithm 4.1. Cost-aware Multi Dimension Dynamic Programming
(CM2DP) Algorithm
Require: The B Table BTab
Ensure: The optimal data allocation plan PlanD
1: input the B Table
2: initialize Plan
3: DTab[0] ← BTab[0]
4: FOR ∀ rest cell in DTab,
5: /* DTab[i]〈(M1, nd1), (M2, nd2), . . . , (Mj , ndj)〉 */
6: minCost ← ∞
7: minCostIndex ← null
8: FOR ∀ cell in BTab[i],
9: /* BTab[i]〈(M1, nb1), (M2, nb2), . . . , (Mj , nbj)〉 */

10: IF ∃ DTab[i-1]〈(M1, nd1 − nb1), (M2, nd2 − nb2), . . . , (Mj , ndj − nbj)〉
11: sum ← BTab[i]〈(M1, nb1), (M2, nb2), . . . , (Mj , nbj)〉 + DTab[i-

1]〈(M1, nd1 − nb1), (M2, nd2 − nb2), . . . , (Mj , ndj − nbj)〉
12: IF sum<minCost
13: minCost ← sum
14: minCostIndex ← 〈(M1, nb1), (M2, nb2), . . . , (Mj , nbj)〉
15: ENDIF
16: ENDIF
17: IF minCostIndex != null
18: plan[i]〈(M1, nd1), (M2, nd2), . . . , (Mj , ndj)〉. add(Plan[i-1]〈(M1,

nd1 − nb1), (M2, nd2 − nb2), . . . , (Mj , ndj − nbj)〉)
19: plan[i]〈(M1, nd1), (M2, nd2), . . . , (Mj , ndj)〉. add(allocate datai to

〈(M1, nb1), (M2, nb2), . . . , (Mj , nbj)〉)
20: ENDFOR
21: ENDFOR
22: RETURN Plan.

The Algorithm 4.1 shows the proposed algorithm and the main phases of our
algorithm include:
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1. Input B Table.
2. Copy BTab[0] to DTab[0] to produce the first partial D Table, which repre-

sents add data[0] to D Table.
3. Find the minimal cost from the sums of BTab[1] cells and their supplemental

cells in DTab[0] that generated by the last Step 2.
4. Assigning optimal data allocation plan for data 0 and data 1 according to the

minimal costs.
5. Add all data by applying the same method used from Step 3 to Step 4 until

the D Table is generated.
6. Find the optimal data allocation by searching the lowest cost in D Table

according to the memory condition. Output the task assignment plan.

5 Experiment and the Results

In this section, we illustrated our experimental evaluations. Section 5.1 rep-
resented our experimental settings. Section 5.2 provided partial experimental
results.

5.1 Experiments Settings

We use experimental evaluations to assess the performance of the proposed
scheme. The evaluation is based on a simulation that compare CM2DP algo-
rithm and FIFO algorithm, greedy algorithm, and MDPDA algorithm [11]. We
implemented our experiments on a Host that ran Windows 8.1 64 bit OS. The
main hardware configuration of the Host was: Intel Core i5-4210U CPU, 8.0 GB
RAM. We have three main experimental settings that are designed to assess the
proposed approaches performance. Three experiments settings are:

1. We configured 3 kinds of memories and 7 kinds of data, 3 available M1, 3
available M2, and 2 available M3.

2. We configured 4 kinds of memories and 8 kinds of data, 2 available M1, 3
available M2, and 2 available M3. M4 is always available for data.

3. We configured 4 kinds of memories and 10 kinds of data, 2 available M1, 3
available M2, and 3 available M3. M4 is always available.

5.2 Experiments Results

As shown in Fig. 1, our proposed approach has the less total cost than FIFO
algorithm and greedy algorithm under setting 1. The FIFO algorithm has the
biggest total cost because there is no technical choose to allocate the data to the
memories that has less cost. The greedy algorithm usually has the larger total
cost than CM2DP and MDPDA algorithm. But sometimes greedy algorithm can
get the optimal solution, too. The MDPDA algorithm and our proposed algo-
rithm have the same total cost result since they both can get optimal solution.

Figure 2 shows the comparison among FIFO algorithm, greedy algorithm,
CM2DP algorithm, and MDPDA algorithm under setting 2. DM2DP algorithm
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Fig. 1. Comparisons of costs under setting 1

Fig. 2. Comparisons of costs under setting 2

Fig. 3. Comparisons of costs under setting 3

and MDPDA algorithm always have better performance than FIFO and greedy
algorithm under this setting.

Moreover, Fig. 3 shows showed another group of comparison results of FIFO
algorithm, greedy algorithm, CM2DP algorithm, and MDPDA algorithm under
setting 3. The figure represents that our proposed algorithm has the same opti-
mal result with MDPDA algorithm, which is better than FIFO algorithm and
greedy algorithm. As shown in the above three figures, we can find that usually
the more data and memories we have, the more cost can be saved by using our
proposed algorithm.

The Figs. 4, 5, and 6 show the comparison of execution time consumption
of FIFO algorithm, greedy algorithm, CM2DP algorithm, and MDPDA algo-
rithm under three settings respectively. From these figures we can find that our
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Fig. 4. Comparisons of execution time among Random, Greedy, CM2DP and MDPDA
algorithms under setting 1

Fig. 5. Comparisons of execution time among Random, Greedy, CM2DP and MDPDA
algorithms under setting 2

Fig. 6. Comparisons of execution time among Random, Greedy, CM2DP and MDPDA
algorithms under setting 3

proposed algorithm has the less execution time than the MDPDA algorithm
when they both can get the optimal solution under every setting.

In summary, our approach always can get the optimal data allocation plan,
which is better than the results of FIFO algorithm and the greedy algorithm.
Moreover, CM2DP has the better execution performance than MDPDA, another
optimal algorithm.

6 Conclusions

In this chapter, we proposed a approach that named Cost-aware Multi Dimen-
sion Data Allocation Heterogeneous Cloud Memories (CM2DAH) to find out
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the optimal data allocation plan in heterogeneous cloud memories. To support
the proposed approach, a N-dimension dynamic programming algorithm was
designed. This algorithm is named Cost-aware Multi Dimension Dynamic Pro-
gramming (CM2DP) Algorithm. The experimental results proved that our app-
roach is an effective mechanism compare with FIFO algorithm, greedy algorithm,
and MDPDA algorithm.
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Abstract. Multi-core architectures may meet the increasing perfor-
mance requirement of real-time systems. However, it is harder to compute
the WCET estimation in multi-core platforms due to inter-task interfer-
ence that tasks suffer when accessing shared hardware resources. In this
paper, we propose a finer grained approach to analyze the inter-task
interference for multi-core platforms with the TDMA policy and bank-
column cache partitioning, and our approach can reasonably estimate
inter-task interference delays. Moreover, we make bank-to-core mapping
to optimize the interference delays, and develop an algorithm for find-
ing the best bank-to-core mapping. The experimental results show that
our interference analysis approach can improve the tightness of inter-
ference delays by 14.68% on average compared to Upper Bound Delay
(UBD) approach, and the optimized bank-to-core mapping can achieve
the WCET improvement by 9.27% on average.

Keywords: Bank conflict · Multicore system · Worst case execution
time

1 Introduction

The increasing demand for new functionality in real-time embedded system is
driving an increment in the performance requirement of embedded processors.
Multi-core processors are believed to be one of major solutions for real-time
embedded systems [1–3], since they can provide high performance with low cost
and relatively simple design [17]. However, applying multi-cores for real-time sys-
tem is difficult due to inter-task interference accessing hardware shared resources
[4]. These interferences complicate the behavior of a system, resulting in diffi-
culties for performing a tight worst case execution time(WCET) analysis for a
given task.

Previous solutions [5–9] have been focusing on the effect of inter-task inter-
ference caused by on-chip shared resources. For example Chattopadhyay et al. [5]
employed the maximum bus access delay to estimate WCET according to exe-
cution contexts instead of aligning each loop head execution to the first TDMA

c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 12–21, 2017.
DOI: 10.1007/978-3-319-52015-5 2
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slot. In [8], the authors improved the treatment of loop structures. Kelter et al.
[9] improved analysis efficiency via bounding the upper bound of TDMA offsets.
However, these researches mainly concentrated on the bus access interference
and cache storage interference, and ignored the effect of bank conflict on the
WCET estimation. In multi-core architecture, the shared cache usually consists
of multiple banks that can be accessed in parallel, i.e., different cache requests
can access different banks simultaneously. A bank can only handle one cache
request at a time, when two or more cache requests try to access the same bank
at the same time, the bank conflict takes place. The bank conflict brings extra
execution time for the task, and its influence on WCET estimation has to be
taken into account for ensuring safety of WCET. To the best of our knowledge,
only Paolieri et al’s work [12] and Yoon et al’s work [13] considered bank conflict
for WCET estimation. But they all employed the Upper Bound Delay(UBD)
method to estimate the interference delay, in which a potential maximum delay
(i.e., upper bound delay) that each cache request suffers is bounded, then, this
delay is added to each request during WCET analysis. However, not all requests
can suffer from bank conflict, even though bank conflicts occur among a group of
requests, the delay of bank conflict suffered by each request is different. There-
fore, this method causes pessimistic WCET.

The goal of this paper is to minimize the bank conflict delay and obtain
the tighter WCET estimation for embedded multicore systems with TDMA pol-
icy. We make the following major contributions. (1) We propose a finer-grained
approach to analyze bank conflict and bus access interference based on request
timing, which can improve the tightness of interference delays. (2) We make
bank mapping to optimize conflict delays, and develop an algorithm for finding
the best bank mapping according to the queue of cores, such that the effect of
inter-core bank conflict on the WCET estimation is minimized.

The rest of the paper is organized as follows. Section 2 describes the system
model. The bank conflict analysis is described in Sect. 3. Section 4 presents the
optimization algorithm of bank mapping, and experimental results are provided
in Sect. 5. The conclusion is presented in Sect. 6.

2 System Model

2.1 Embedded Multi-core Architecture

We consider an embedded multi-core architecture consisting of Ncore homo-
geneous core, C = {C1, C2, · · · , C(Ncore)}. Each core has its own private L1
instruction cache and L1 data cache. All the cores share an L2 combined cache
B which is partitioned into Nbank banks {B1, B2, · · · , B(Nbank)}, and each bank
is subdivided into Ncolumn columns. Bank access latency is LM cycles (same for
read/write operations for all banks). The real-time shared bus connecting cores
and the shared L2 cache adopts TDMA policy and full-duplex as assumed by
[12]. Every bus round has Lround equal time slots, R = {S1, S2, · · · , S(Lround)}.



14 Z. Gan et al.

The length of one slot is LB cycles, which is equal to the time of the bus com-
pleting one request. The core-to-slot mapping is one-to-one mapping, i.e., the
Ci(∈ C) is mapped to Si(∈ R). In addition, the penalty of L2 cache miss is
L2penalty cycles.

2.2 Task Model

A hard real-time set comprises multiple independent hard real-time tasks(HRTs).
All HRTs are partitioned to Ncore cores in advance. The tasks allocated to
the same core are executed sequentially and task migration is not allowed.
In multicore systems, multiple tasks can be executed simultaneously in dif-
ferent cores. Let Γsim be the set of HRTs mapped to core Ci(∈ C), HTi =
{HRT1,HRT2, · · · ,HRTni

}, ni be the number of the HRTs in HTi, and the
demanded L2 cache of HRTi(∈ HTi) be sizeHRTj

columns. Thus, the demanded
L2 cache size of Ci is sizeCi

= max(sizeHRTj
|1 ≤ j ≤ nj) columns.

3 Bank Conflict Delay Analysis

In this section, we analyze the bank conflict delay suffered by a HRT. Assuming
that m(≤ Ncore) cores {C1, C2, · · · , Cm} sharing one bank try to access the bank
in the lth bus round, and they do not miss their own bus slots. The value of
Ci(1 ≤ i ≤ m) is the index of the corresponding bus slot. Let bcdij , i �= 1, be the
bank conflict delay suffered by HRT running on Ci in the lth bus round shown
in Fig. 1, which can be expressed by formulation (2).

bcdij = Max{bcd(i−1)j + LM − (Ci − Ci−1) · LB , 0} (1)

In formulation (1), the bcd(i−1)j denotes the bank conflict delay suffered by
the HRT in lth − 1 bus round. If i = 1 and l = 1, bcd11 = 0, otherwise, the bcd1l

can be computed by formulation (2). In formulation (2), Cpre denotes the prede-
cessor core of C1 and bcdpre k be the bank conflict delay suffered by the HRT
running on Cpre in the kth bus round, which are shown in Fig. 2

bcdij = Max{bcdpre k+(j−k−1) ·Ncore ·LB −(Ncore−(Ncore−C1) ·LB , 0} (2)

Fig. 1. The bank conflict delay suffered by HRT running on Ci in the lth bus round
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Fig. 2. The bank conflict delay suffered by C1 in the lth bus round

The formulation (2) can be simplified as formulation (3):

bcdij = Max{bcdpre k + LM + (j − k) · Ncore · LB − (Cpre − C1) · LB , 0} (3)

In formulation (3), the bank conflict delay suffered by C1 is transferred from
the precious bus round, which is the initial bank conflict delay of the shared
bank in the current bus round. There are two factors to affect the initial bank
conflict delay, i.e., the number of requests to access bank Bi in one bus round
and the distribution of the corresponding slots. A bus round can contain at most⌊
Lround·LB

LM

⌋
requests without any bank access conflict, for one L2 cache access

needs be at least LM cycles. Let N i
c b be the number of cores sharing bank Bi. In

the worst case, the total requests in one bus round to access one bank is N i
c b. If

N i
c b>

⌊
Lround·LB

LM

⌋
and N i

c b · LM>Lround · LB , the total time of access L2 cache
is greater than the length of a bus round, and the initial bank conflict delay in
the following bus round is N i

c b · LM − Lround · LB cycles.
In addition, the distribution of the corresponding slots affect the initial bank

conflict delay in the following bus round even. The initial bank conflict delay
cannot be propagated across bus rounds if N i

c b ≤
⌊
Lround·LB

LM

⌋
. Otherwise, the

initial bank conflict delay cannot be transmitted in bus rounds if more than⌊
Lround·LB

LM

⌋
cores have requests to access L2 cache in several sequent bus rounds.

In this paper, we define transferred bank conflict delay of one bank in one bus
round as the initial bank conflict delay of the bank in the bus round if the initial
bank conflict delay can be propagated across bus rounds.

Transferred bank conflict delay brings more negative impact to the pre-
dictability of the hard real-time multi-core system for it can be propagated
across bus rounds. In order to minimize the bank conflict delay on one bank,
the number of cores sharing one bank need be less than or equal to

⌊
Lround·LB

LM

⌋

to guarantee no transferred bank conflict delay. If not, the number of the cores
shared one bank is minimum to decrease transferred bank conflict delay.
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4 Optimizing Bank-to-core Mapping

In this section, we present bank-to-core mapping to reduce bank conflict, and
design an algorithm for this optimization problem.

4.1 Optimization of Bank Conflict Delay

Let N i
c be the total bus rounds demanded by the HRT running on Ci, and Di

c

be the total bank conflict delay suffered by the HRT, which can be expressed
as Di

c =
∑Ni

c

l=1 bcdil. Let Djl be the total bank conflict delay on bank Bj in the
lth bus round, which can expressed by Djl =

∑Kjl

i=1 bcdil, where Kjl is the total
count of the requests to access bank Bj in the lth bus round. Let Cbj be the
core set mapped to bank Bj , N j

b be the maximum number of bus rounds of the
HRTs in the core set Cbj , and Dj

b be the total bank conflict delay on Bj . The
Dj

b can be expressed as follows:

Dj
b =

Nj
b∑

l=1

Djl =
Nj

b∑
l=1

Kjl∑
i=1

bcdil =
Ni

c b∑
i=1

Di
c =

Ni
c b∑

i=1

Ni
c∑

l=1

bcdil (4)

As bank conflict delay suffered by one HRT is nonnegative, minimizing the
total bank conflict delay for each HRT is equivalent to minimizing the total
bank conflict delay on each bank, and that can be expressed by min(Di

c|∀Ci ∈
C) ⇔ min(Dj

b |∀Bj ∈ B). The total bank conflict delay on one bank also
is nonnegative for the bank conflict delay suffered by one HRT is nonnega-
tive, therefore, we can derive the following formulation min(

∑Nbank

j=1 Dj
b) ⇔

min(
∑Nbank

j=1

∑Nj
b

l=1

∑Kjl

i=1 bcdil). Let xij be the mapping from Ci(∈ C) to Bj(∈ B),
and nij be the column number of Ci mapped to Bj . If Ci ∈ C, xij is equal to
1, otherwise, xij is 0. As the demanded cache of HRTs are exclusively mapped
to columns, nij is integer and 0 ≤ nij ≤ min{Ncolumn, Sizeci}. If xij = 1, then
nij ≥ 0. Otherwise, nij = 0. xij and nij are the decision variables. The opti-
mization model to minimize the bank conflict delay suffered by each HRT can
be described as follows:

Objective function:

min(
Nbank∑
j=1

Nj
b∑

l=1

Kjl∑
i=1

bcdil) (5)

Constraints:

Nbank · Ncolumn ≥
Ncore∑
i=1

sizeCi
(6)

∀Ci ∈ C sizeCi
=

Nbank∑
j=1

nij · xij (7)



Minimizing Bank Conflict Delay for Real-Time Embedded Multicore Systems 17

∀Bi ∈ B Ncolumn ≥
Ncore∑
i=1

nij · xij (8)

In this optimization problem, the objective function describes that the over-
all bank conflict delay is minimum. In bank-column cache partitioning, a HRT
exclusively accesses its allocated columns, therefore, the size of shared L2 cache
need meet the total demand of Ncore cores, which is expressed as constraint (6).
Constraint (7) describes that the model need meet the demanded caching of each
core. Constraint (8) is the size constraint of one bank.

4.2 Design of the Proposed Optimization Algorithm

Based on above conflict analysis, the optimization problem is transformed to
find the optimal bank mapping, and the bank conflict delay suffered by the
cores sharing the bank is minimum. In this subsection, we design algorithm for
this optimization problem without any specific initial bank-to-core mapping.
Algorithm 1 shows our algorithm for bank mapping optimization. It iteratively
calls itself, until the column requirement of all tasks is satisfied. Algorithm1
takes the number of cores and the column requirement of each tasks as an input.
Line 1 initializes the initial minimal total conflict delays to infinity, and initial-
izes decision variables used[] to false for performing recursion call. A recursive
function FindOptimalMapping() is defined to search the optimal bank map-
ping in the solution space in lines 2∼31. Lines 5∼15 generate the mapping of
bank to core BtoCmapping[][] based on the core queue c seq[]. Then, based on
bank mapping BtoCmapping[][], we calculate the conflict delays of each HRT
in line 16. In line 17, we compute the conflict delays suffered by all HRTs. In
lines 18∼22, the best bank mapping is saved. The recursion of the algorithm is
practiced in lines 23∼30. In line 27, a core queue is generated in the recursive
walk, and the generated core queue is stored in the array c seq[].

5 Evaluation

In this section, we implement above approaches, and set up experiments to
demonstrate the effectiveness of our optimization.

5.1 Experimental Setup

In our experiment, the multi-core architecture consists of 6 cores, each of which
implements an in-order 5-stages pipeline without branch prediction. The instruc-
tion fetch queue size is 4, fetch width is 2 and the instruction window size is 8.
Each core has 64B private instruction and data L1 cache (1-bank, 2-way, 8-byte
per line, 1 cycle access and LRU replacement policy). The L2 cache is shared
among all cores, the total size is 4KB, 4 banks (each of which is 1KB), 4-way,
32-byte per line, 4 cycles access (i.e., cycles), and LRU replacement policy. Each
bank is partitioned into 8 columns and the size of each one is 128B. Bus access
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Algorithm 1. Optimizing bank-to-core mapping
Require: Ncore, sizeCi

(Ci ∈ C)
Ensure: the total conflict delays(MinDelay),the bank mapping (OptimalMap[][])
1: MinDelay =Infinity, used[j] = false(1 ≤ j ≤ Ncore);
2: function FindOptimalMapping(N)
3: if N > Ncore then
4: ncol = Ncolumn; nbank = 1;
5: for each core Ci in c seq[] do
6: if sizeCi

≥ ncol then
7: while sizeCi

≥ ncol do
8: BtoCmapping[i][nbank] = ncol;
9: sizeCi

= sizeCi
− ncol; nbank + +; ncol = Ncolumn

10: end while
11: BtoCmapping[i][nbank] = sizeCi

; ncol = ncol − sizeCi
;

12: else
13: BoCmapping[i][nbank] = sizeCi

; ncol = ncol − sizeCi
;

14: end if
15: end for
16: Computing conflict delay[] suffered by each HRTi based on formulation (3) ;
17: Total delay =

∑
∀Ci∈C

Interference Delay[i];

18: if MinDelay > Totaldelay then
19: MinEnergy = Totaldelay;
20: OptimalMap[][] = BtoCmapping[][];
21: end if
22: end if
23: for j = 1; j ≤ Ncore; j + + do
24: if !used[j] then
25: c seq[N ] = Cj ;
26: used[j] = true;
27: FindMinMapping(N + 1);
28: used[j] = false;
29: end if
30: end for
31: end function

latency is 2 cycles (i.e., LM = 4 cycles). All benchmarks used in this section are
part of Mälardalen wcet benchmarks [14] as shown in Table 1 including the byte
size Bytes and the lines of code LOC.

In order to get the L2 cache size of all benchmarks demanded, we use Chronos
[15] to measure their WCET that the L2 cache size is 128 B, 256 B, 512 B, 1 KB,
2 KB and 4 KB respectively. The configurations of measurement are: the instruc-
tion and data L1 cache are 64 B (1-bank, 2-way, 8-byte per line, LRU replacement
policy), respectively. L2 cache is 4-way, 32-byte per line and LRU replacement
policy. According to these results, we adopt the L2 cache size provided in Table 1
(column 3). In addition, columns 6–9 in Table 1 present the initial bank-to-core
mapping.

5.2 Experimental Results

5.2.1 Our Conflict Analysis Approach Versus UBD Approach
In this experiment, our focus is the effectiveness of conflict analysis approach.
Therefore, we assume that the bank mapping is used for HRTs in Table 1 (i.e.,
the order of core in queue c seq[] is {C1, C2, C3, C4, C5, C6}). We compare our
approach with UBD approach where the upper bound delay can be expressed
as UBD = (Ncore − 1) · Max(LB , LM ). Figure 3 illustrates this comparison
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Table 1. The benchmarks

Benchmark CodeSize (bytes) Columns LOC Core B1 B2 B3 B4

prime 797 1 47 C1 1 0 0 0

bsort100 2779 16 128 C2 7 8 0 0

cnt 2880 8 267 C3 0 0 8 0

fibcall 3499 1 72 C4 0 0 0 1

insertsort 3892 4 92 C5 0 0 0 4

expint 4288 2 157 C6 0 0 0 2

in bank conflict delays for all benchmarks in Table 1. The bank conflict delay
values are normalized to the delays obtained by UBD approach. We can see
that the bank conflict delays obtained by our approach is less than the delays
obtained by UBD approach for HRTs, which is because our approach takes
request timing into consideration on runtime inter-task conflict on shared cache,
and can reasonably estimate the bank conflict delay. The proposed approach can
improve the tightness of bank conflict delays by 14.68% on average compared to
the UBD approach.

Fig. 3. Comparison of bank conflict delays of different HRT for two approaches

5.2.2 Impact of Bank-to-core Mapping on WCET
The sum of bank conflict delays suffered by all tasks in task set under different
bank-to-core mapping are shown in Fig. 4. We can observe that the solution
space of bank mapping is 720, and the total bank conflict delays suffered by all
tasks have significant difference under different bank mapping. The bank conflict
delays are 29836 cycles under the worst mapping. In contrast, the bank conflict
delays suffered by all tasks are only 20242 cycles under the best mapping. In
order to compare the effect of bank mapping on WCET. We use the mapping in
Table 1 as the non-optimized mapping. One of the mappings with the minimum
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conflict delays is shown in Table 2. In this bank-to-core mapping, the WCET
for all tasks under the optimized bank-to-core mapping improved by 9.27% on
average.

Fig. 4. The total bank conflict delays suffered by all HRTs

Table 2. The optimal bank-to-core mapping

Benchmark Core B1 B2 B3 B4

prime C1 0 1 0 0

bsort100 C2 0 7 8 1

cnt C3 4 0 0 4

fibcall C4 0 1 0 0

insertsort C5 4 0 0 0

expint C6 0 0 0 2

6 Conclusion

In this paper, we presented a finer-grained approach to analyze the bank conflict.
This approach can reasonably estimate conflict delays. Furthermore, we optimize
the conflict delays through bank-to-core mapping and design the optimizing
algorithms to find the optimal mapping. Using our analysis approach, the bank
conflict delays can be improved by 14.68% on average compared to existing
method. The experimental results show that bank mapping has great impact
on WCET estimation, which can achieve a 9.27% improvement in WCET on
average.
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Abstract. Particle swarm optimization (PSO) and Ant Colony Optimization
(ACO) are two important methods of stochastic global optimization. PSO has fast
global search capability with fast initial speed. But when it is close to the optimal
solution, its convergence speed is slow and easy to fall into the local optimal
solution. ACO can converge to the optimal path through the accumulation and
update of the information with the distributed parallel global search ability. But
it has slow solving speed for the lack of initial pheromone at the beginning. In
this paper, the hybrid algorithm is proposed in order to use the advantages of both
of the two algorithm. PSO is first used to search the global solution. When it
maybe fall in local one, ACO is used to complete the search for the optimal solu‐
tion according to the specific conditions. The experimental results show that the
hybrid algorithm has achieved the design target with fast and accurate search.

Keywords: Particle swarm optimization · Ant colony optimization · Optimal
solution

1 Introduction

Many engineering problems are proven to be NP complete or NP hard. In recent years,
the intelligent heuristic optimization algorithms become more and more attractive for
they can be used to search for the optimal solutions to solve NP problem partially [1].
However, due to the particularity and complexity of the various problems, each algo‐
rithm shows its advantages and disadvantages. The key challenge is the tradeoff between
the time performance and optimization effect. If the algorithm is designed to find the
optimal solution in limited time, it has to compromise in the optimization effectiveness
and vice versa. One of the promising approach is to adopt the ideas of different algo‐
rithms and find a mixed way to be a better solution.

Particle swarm optimization (PSO) and ant colony optimization (ACO) are two
important algorithms to find optimal solutions for the NP problems. PSO was proposed
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as an evolutionary calculation method based swarm intelligence [2]. It is an optimization
method based on iteration, which is similar to genetic algorithm. PSO algorithm has
adopted the concepts of group and evolution, which is derived from the research on the
behaviors of the birds’ feed [3]. It operates mainly based on individual adaptive values.
This algorithm has simple design concept and it is easy to implement. It has strong global
search ability with less experienced parameters. However, it also has obvious disad‐
vantage that this algorithm is easy to fall into local optimal solution though it has fast
global search capability with fast initial speed.

ACO is a different type of intelligent optimization algorithm. This algorithm was
derived from the study of path finding behaviors of ants’ activity of looking for food [4].
It also adopts the concepts of group and evolution and is based on iterative optimization.
It uses a positive feedback mechanism. This algorithm could converge to the optimal
solution through the pheromone that updating continuously. However, it has a slow
convergence speed due to the lack of pheromone at the beginning [5].

PSO and ACO are popular algorithms. They are used to solve many problems. These
two algorithms can be used individually or jointly [6–10]. Many researches focused on
the performance and convergence of the two algorithms [11–14] that showing both of
PSO and ACO have their advantages and disadvantages. In this paper, our design is to
adopt their concepts to obtain the optimal solutions. PSO has a better performance to
search the optimal solutions. This algorithm is used as the initial processing. When
premature convergence is emerging, ACO is used to complete the rest of the optimiza‐
tion process. The key is how to identify the premature convergence. Our design focuses
on the aggregation of the particles. It helps our approach to switch PSO to ACO.

This paper is organized as the follows. Section 2 provides the PSO based optimiza‐
tion. Section 3 describes the ACO based optimization. Section 4 depicts the hybrid
algorithm. The experiments and result analysis are discussed in Sect. 5. And at last, we
give the conclusions in Sect. 6.

2 Basic Principle of PSO and Its Optimization

PSO simulates birds’ feeding behaviors. Imagine that a flock of birds search for food in
the area randomly, in which there is only a piece of food. All the birds do not know the
location of the food, but they know the distances between their own current positions to
the food. The simplest and most effective method is to search the area, in which a bird
is the nearest to the food. PSO algorithm was inspired from this kind of thought. It is
used to solve the optimization of the problem. Each bird in this search space may be the
solution for the problem. The bird can be considered as an idealized particle without
quality and volume in this space. Each particle has an adaptive value that is determined
by the optimization function, and there is a velocity that determines the direction and
distance of the flight. Located in a S dimension of the target search space, there are m
particles to form a group, where the current position of the particle i is represented as
Xi(xi1, xi2,…, xiS), current flight velocity Vi(vi1, vi2,…, viS) and the position of Pi(pi1, pi2,
…, piS) in which the best position Ppbest(that is, with the best fitness value of the position,
which is an individual extreme value). The current space of all particles have experienced
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the best position Pgbest(global extreme value). In each iteration, the particle updates itself
by tracking the two extreme values. Particle i in S dimensional space update its velocity
and position according to the following computation:

vis(t + 1) = w ∗ vis(t) + c1r1
(
Ppbest(t) − xis(t)

)
+ c2r2

(
Pgbest(t) − xis(t)

)
(1)

xis(t + 1) = xis(t) + vis(t + 1) (2)

Among them, i ∈ [1, m] and s ∈ [1, S]; inertia weight w is non-negative number to
control the influence from the previous velocity on the current velocity, which has very
big effect on balancing the global search ability and local search ability of the algorithm.
When w is small, the previous velocity has little effect on the local search ability of PSO
algorithm. When the w is large, the previous velocity has great influence on the global
search ability of PSO algorithm. c1 and c2 are learning factors, which are non-negative
values. r1 and r2 are independent pseudo-random numbers, which obey the uniform
distribution on [0, 1]. vis ∈ [−vmax, vmax], and vmax is constant. In the process of updating,
the maximum velocity in each dimension of a particle is restrained as vmax, and the
coordinates in each dimension of a particle is also restrained in the permitted range. At
the same time, Ppbest and Pgbest are constantly updated in the iterative process. The final
output is Pgbest, which is the optimal solution output by the algorithm.

Standard particle swarm algorithm completes the search for the optimal solution
through the individual extremum and global extremum. The operations are simple with
fast convergence. However, when the number of iterations increases, the particles
become similar with the population convergence. It may result into local optimal solu‐
tion. Such approach to track the particles’ positions is replaced by other methods. The
optimal solution is searched through the crossover of the individual extremum and the
global extremum, or the mutation of the particles.

3 Principle of ACO Algorithm and Its Model

3.1 Optimization Principle of ACO

Ants have the ability to find the shortest path from their nest to the food without any
cues. They can avoid the obstacles appropriately according to the terrain and be adapt
to search a new path as the different choice. The nature of such phenomenon is that the
ants will release a special kind of secretion called pheromone. Pheromone will disappear
gradually over time. The remains can represent the distance of the path. And then, the
ants can change their paths according the concentration of the rest pheromone. If the
probability of choosing the path also high, more ants will choose this path. They will
release more pheromone. When a path is chosen by more ants, it will keep more pher‐
omone. This forms a positive feedback mechanism. Through such positive feedback
mechanism, the ants can find its nest to food source of the shortest path finally. In
particular, when there is an obstacle between the ants and food source, the ants can not
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only pass around the obstacles, and they can find the shortest path after a period of time
of the positive feedback through the changes of the pheromone in different paths.

3.2 Elitist Ant System (EAS)

EAS is a relatively well global optimization of ACO algorithm [15]. Assumes that a
path e(i, j) has the τij(t) as the concentration of the pheromone track at time t. At the
initial moment, the different paths have the same pheromone. Ant k (k = 1, 2, 3, …, m)
determines its direction during the movement according to the concentration of the
pheromone in each path. pk

ij
(t) represents the probability that the ant k shifts from position

i to position j at t time. Then the probability can be obtained as follows:

pk

ij
=

⎧
⎪
⎨
⎪
⎩

𝜏𝛼
ij
(t) ∗ 𝜂

𝛽

ij
(t)

∑
s∈allowedk

𝜏𝛼
is
(t) ∗ 𝜂

𝛽

is
(t)

, j ∈ allowedk

0, others

(3)

In (3), allowedk = {0, 1,… , n − 1}. In addition, tabuk is defined as a taboo list and
indicates the positions that ant k can choose in the next step. tabuk(k = 1,2,3,…,m) is
used to record the current position of ant k. 𝜂ij represents the visibility of a path e(i, j),

which is general set as 𝜂ij =
1
dij

. dij represents the distance between position i and posi‐

tion j. α represents the relative importance of the tracks; β indicates the relative impor‐
tance of visibility; ρ represents the persistent of the track; 1–ρ is the disappear degree
of the information. After the ants complete a cycle, the amount of the pheromone in
each path are adjusted according to the follows:

𝜏ij(t + n) = 𝜌𝜏ij(t) +
∑m

k=1
Δ𝜏k

ij
(t) (4)

3.3 Max-Min Ant System

MMAS (Max-Min Ant System) was proposed as a general-purpose ant colony algo‐
rithm [16]. It improved ant colony algorithm in the following areas. Firstly, only the
ants in the shortest path could update the pheromone after an iteration. The update
methods was same to EAS. Secondly, the concentration of the pheromone was set in
the range [τmin, τmax] to improve the efficiency. Any values beyond this range would
be forced to set in this range as τmin or τmax. Thirdly, the initial values of the pher‐
omone in each path were set as the τmax for better search. Furthermore, a smaller
evaporation coefficient was set in order to find more search paths.
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4 HOA: Hybrid Optimization Algorithm

4.1 HOA Architecture

The basic idea of HOA is derived from the advantages of PSO and ACO without their
defects. The process of HOA has two different stages. The former is to use PSO for the
efficiency, the global search ability and the fast convergence. When the premature is
emerging, ACO is used to replace PSO. PSO will output the basic information of the
paths. They are the initial parameters for ACO, which means ACO can obtain a better
initialization compared with the original one. In the process of the algorithm, ant colony
algorithm is used for the positive feedback. Its overall framework is shown in Fig. 1.

Fig. 1. HOA framework
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4.2 Premature Phenomena and Early Maturity of PSO

PSO is similar to many heuristic optimization algorithms just like the other heuristic
algorithms. This algorithm has no operations such as selection, crossover and mutant.
It means this algorithm is relatively simple with faster convergence. However, if a
particle finds a current optimal node, the other particles will quickly move closer to this
particle during the processing. If this node is the local optimal node, the particles will
fall into the local optimal solution without escape. And the search cannot be restart. The
output is a local optimal solution, which is called premature convergence phenomenon.

The existing works showed that particles in PSO will aggregate whether or not the
algorithm is premature convergence or global convergence. The particles will aggregate
at a special position or several special positions, which is determined by the problem
itself and the selection of the fitness function. In our design, the heuristic starts from the
normal distribution and fitness variance is adopted as the judgment condition to the
premature convergence.

If particle swarm particle number is n, Fi represents the fitness of the i-th particle,
Favg represents the average fitness of the PSO, fitness variance 𝜎2 can be obtained as the
follows:

𝜎2 =
∑n

i=1

(
Fi − Favg

F

)2

(5)

In (5), F is the normalized calibration factor and it is used as the limit to the size of
the σ^2 variance. F can be obtained as the follows:

F =

{
max|||Fi − Favg

|||, max|||Fi − Favg

||| > 1, among i ∈ [1, n]
1, others

(6)

The variance gives the degree of aggregation of the particles in the particle swarm.
The smaller the 𝜎2 variance is, the aggregation degree of particle swarm is big. If the
algorithm does not meet the end condition and the aggregation is too large, the particle
swarm algorithm falls into the so-called premature phenomenon. So when 𝜎2 ≤ h (h for
a given constant), this algorithm will process using ACO.

5 Experiments and Results Analysis

5.1 Implementation

In order to overcome the problem that PSO is easy to fall into local optimal solution and
ACO is lack of initial pheromone, HOA is designed to take use of the advantages of
both PSO and ACO. The steps of HOA are as follows. First, PSO is chosen as the initial
algorithm. Its parameters are set as the follows. The total number of particles is 100.
The parameter h, which is used to judge whether PSO falls into a local optimal solution,
is set to 15 as a constant. And then when the PSO falls into a local optimal solution, the
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output of PSO algorithm will be recorded as bestPath. And then ACO is initialized with
the 5 times of bestPath as the initial pheromone concentration. And then ACO starts
with 4 as the number of ants. At last ACO gives the output.

5.2 Experimental Results and Analysis

TSP (Travelling Salesman Problem) is an important combinatorial optimization
problem, which has been proved to be NP complete. In order to verify HOA, TSP is
adopted as the target problem.

Taking the urban plan as an example, the theoretical optimal value is 423.7406. The
parameters of PSO algorithm are set as the follows: the total number of particles is 100;
the number of cities is 30; The parameter h, which is used to judge whether PSO falls
into a local optimal solution, is set to 15 as a constant. The parameters of ACO is set as
the follows. α and β are set random values in [1, 2] (here α = β = 2 as usual); ρ = 0.9
(usually from [0, 1]); the number of ants is 4.

The experimental results are shown in Table 1. PSO still contributes most iterations in
HOA. PSO will compact the search space as an intermediate one and provide enough initial
information for PSO. It also means that when PSO may fall into the local optimal solution
during the process. At that moment, the premature is detected and PSO is switched to ACO.
ACO only provides relatively less iterations. ACO can complete the whole algorithm in
limited iterations. When h is suitable, HOA can complete the process quickly.

Table 1. Experimental results of HOA

α β h HOA (PSO + ACO)
Shortest path length Iterative times

2 2 8 431.9335 165 + 2
2 2 5 425.2667 312 + 0
2 2 10 425.9887 149 + 38
2 2 4 427.8107 167 + 16
2 2 4 425.5095 598 + 3
2 2 12 430.8101 167 + 0
2 2 7 423.7406 267 + 11
2 2 7 429.3803 153 + 5
1 2 8 427.1752 302 + 205
1 2 8 425.6807 164 + 0
1 2 7 448.0349 162 + 44
1 2 7 423.7406 285 + 6
1.5 2 7 423.7406 269 + 4

Table 2 shows the experimental results of the HOA for the length of the shortest
paths and the iterations. HOA has less iterations. Furthermore, HOA can iterate repeat‐
edly. And it can also avoid the local optimal solution trap with higher accuracy. The
experimental results also show that this algorithm can complete the processing in 30 s,
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while the average execution time of the hybrid particle swarm algorithm exceeds 100 s.
In a word, HOA has better optimization performance on the accuracy and efficiency.

Table 2. Experimental results of PSO

α β PSO
The shortest path length Iterative times

2 2 434.8224 598
2 2 429.3803 588
2 2 424.6918 965
2 2 430.1988 867
2 2 446.2989 610
2 2 439.3706 107
2 2 445.9569 588
2 2 445.1756 783
1 2 448.6918 608
1 2 443.7406 253
1.5 2 453.1411 998
1.5 2 434.4903 615
2 2 434.8224 598

Figure 2 shows the average value comparison of HOA and the hybrid particle swarm
algorithm after running 20 times. When PSO is running, HOA and hybrid PSO almost have
the same curve. It means they almost have the same convergence speed. However, when the
convergence is going to the end, HOA is faster. ACO provides more accurate solution.

Fig. 2. Comparison of the iterative process of PSO and HOA

6 Conclusions

This paper presents the HOA algorithm based on the particle swarm algorithm and ant
colony algorithm. This algorithm is designed to take use of the advantages of both PSO
and ACO whereas to avoid their disadvantages. PSO improves the convergence speed
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and provides the input to ACO for further processing. ACO is used to avoid the prema‐
ture convergence. The switch time is determined by the fitness variance. ACO helps
HOA to provide the accuracy of processing. Our algorithm is verified through the
experiments. TSP is used as the target problem. The experimental results shows that our
algorithm can provide faster convergence speed and higher accuracy.
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Abstract. The suction and operation parameters remarkably influence
the performance and efficiency of the pumping unit system, the the-
oretical and experiential model selection methods being verified to be
not effective on parameters adoption. The FKM cluster algorithm model
selection is put forward to deal with huge data processing in model selec-
tion, the efficiency curves comparison indicates: the pumping unit model
selection on a oilfield block keep more stable and higher efficiency. The
efficiency membership to operation parameters combination is revealed
to be the approach to best performance and high efficiency. The rea-
sonable match of equipment and process saves power rather than pure
equipment.

Keywords: Pumping unit · Model selection · FKM algorithm · Cloud
computing · Cluster

1 Introduction

The conventional pumping unit model selection depends on the personal experi-
ence and the general model selection diagram, which are both inaccurate while
compared with the practice. Especially for the permeable oil fields, the rule of
the producing fluid change being different from the general oilfield, selecting
pumping equipment with the general methods will lead to the low utilization
rate of load and electrical power, and the low system efficiency. Conventional
selection method being on the basis of the model selection diagram [1,2], the
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diagram is suitable for the general oilfield block, but not for the unconventional
reservoir. The unconventional reservoir differs from the conventional reservoir
on the aspects of permeability, pressure and other undetermined factors.

Moreover, the factors possess some fuzzy characteristics [3], which are not
involved in the diagram method and experience method [4]. The test data con-
sists of the basis on which the characteristics can be embodied and the rule
of the load change can be induced while the reasonable algorithm is used, The
model selection based on production data processing can provide the approxima-
tion selection. The cloud computing has been verified to be able to process the
huge data processing and engineering project well in recent years. This research
attempts to find a method about selecting model of pumping units on the pro-
duction and reservoir parameters [1,5].

The main contributions of this work are threefold:

1. A new thinking of the data classification is provided, and the FKM algo-
rithm is induced into the application of pumping unit model selection. The
fuzzy membership is solved to embody the efficiency sensitivity to the load
utilization rate, the torque utilization rate and other suction parameters etc.

2. Based on the general computing platform analysis, the cloud computing plat-
form special for model selection and efficiency evaluation is set up, and it
can be used to compute and analyze the test data in distributed computing
mode.

3. We put forward the innovative use of the cloud computing method by means
of the FKM algorithm on the basis of the huge test data.

2 Related Work

2.1 Pumping Unit Model Selection Principle

The model selection was usually implemented in this technical route: determining
the pump depth and the sucker rod combination; analyzing the balance situa-
tion and the load utilization rate, torque utilization rate and system efficiency;
contrasting and analyzing different parameters combination and determine the
mode selection.

2.1.1 Pump Depth
The reasonable flow pressure is determined by Eq. (1).

pfp =
1

1 − n
(
√

n2p2s + n(1 − n)pspef − nps) (1)

Among them, n = 0.1033αzt(1−f)
293.15B . pfp is the minimum allowable flowing pressure;

ps is the saturation pressure; pef is the effective formation pressure; α is the crude
oil solubility coefficient; f is the water cut in oil well, B is the crude oil volume
factor, dimensionless; T is the temperature of oil layer. The pump depth is:

Lp = H − ppf − ρgHs

ρg
(2)
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2.1.2 Reducer Torque
According to the determined sucker rod combination, the operating parameter
and experimental formula, the reducer torque computation of several typical
pumping units is provided as the followings:
Conventional beam-pumping unit:

MN = TF [P − B − Wb
c

a
(1 − caA

ag
)]ηkl

b − Mcsin(θ − τ) (3)

Dual horsehead beam-pumping unit:

MN = TF (P − B)ηkl
b − M0sinθ (4)

Derrick framed pumping unit:
Up stroke:

MN = (P − Q)R + J
dω

dt
(5)

Down stroke:

MN = (Q − P )R + J
dω

dt
(6)

Depth is a main factor determining the polished rod load, which is the vari-
able considered firstly while selecting the pumping unit model, the polished rod
load thereby being the basic parameter of the reducer torque. Both of them are
the precondition of model selection in diagram method. In the condition of gen-
eral reservoir suction parameters, the diagram method is extensively used. But
in the unconventional reservoir, the formation parameters vary remarkably from
them of the conventional reservoir. Simultaneously, this method is out of the
advantage of the test data’s accuracy in prediction of the load data and model
selection. Test data’s processing and analyzing require the advanced computing
technology [6,7].

2.2 Cloud Computing in Data Processing

Huge data is generated during the test data acquisition, and the data processing
in model selection requires high computing and analyzing ability. The cloud
computing has the advantage for big data processing, having been verified in
many fields. To process the big data, the cloud computing task is distributed
into a large number of computer resource pool, enabling all kinds of application
system obtain the computing power, storage space [8–10] and all kinds of software
service [11–13]. The large amount of data cannot be computed before because of
the relative slow processing speed of the computer and the server. Now, the cloud
computing and the concurrent computing technology are mature and introduced
in the huge data, the data computation will be distributed to enough servers
[14,15]. As shown in Fig. 1, this platform is composed of 3 layers:
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1. Physical layer includes hardware resources, such as computers, servers, hard
disks and software system to control these resources. Resource pool is the vir-
tual resources virtualized from the physical resource [16], in order to facilitate
the unified management [17,18].

2. Data processing layer is responsible for task scheduling [19], resource man-
agement [20], user management and other administrative tasks [21].

3. The application layer encapsulates cloud services into standard service to the
costumers and provides computation and analysis [22,23].

Fig. 1. Three layers of the platform.

3 FKM Clusters on Suction Parameters

To process the huge data of the test well, the FKM cluster analysis method is
introduced according to the efficiency membership to the performance parame-
ters combination. The basic principle of FKM method is to cluster the positions
data into several classes, and the data (1<k<n) is divided into k classes. The
uij represents the xj membership coefficient to the ci class. The fuzzy matrix
u = {uij}nxk represents the sample {xj}n membership to every fuzzy cluster
c = {cj}k, so every fuzzy cluster center is solved, shown as m = {mi}k.

Equation (7) is the objective function. to make the objective function reach
the min value. Equations (8) and (9) should be fitted.

uij =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

1 ‖xi − mj‖ = 0(i − j)
0 ‖xi − mj‖ �= 0(i �= j)

(
k∑

r−1

‖xi−mj‖2/(q−1)

‖xi−mr‖2/(q−1) )−1 ‖xi − mj‖ �= 0
(7)

Jw(x, c) =
k∑

j=1

Jj =
k∑

j=1

n∑
i=1

uq
ij‖xi − mj‖2 (8)
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mj(s + 1) =

n∑
i=1

[uij(s)]qxj

n∑
i=1

[uij(s)]q
where i ∈ [1, k] (9)

n∑
i=1

uij = 1 where ∀i, i ∈ [1, n], j ∈ [1, k]

0 <
n∑

i=1

uij < n where j, i ∈ [1, n], j ∈ [1, k]

(10)

During the process, the fuzzy membership can be studied. In the application,
the fuzzy membership can reveal the inner connections between the factors,
or the efficiency membership to the load utilization rate, the torque utilization
rate, the stroke and frequency, the bump depth and the crude viscosity etc.

4 Example and Experiment

4.1 Basic Test Parameters and Preliminary Selection

We provided several types of pumping units’ experiment data and result. This
prediction can be done with the Eqs. 1–6 and following the route in Sect. 2.2.
The theoretical prediction act as a?preliminary?calculation and we have done
the test in the general condition listed in Table 1. Table 2 shows the suction
parameters and the combination parameters that we solved according to the
theoretical model (the two tables of data are about the CYJ10-4-73HY pumping
unit). To indicate the effect on model selection on the basis of FKM clusters
result, the three types of classical pumping units were selected and every type of
pumping units were respectively chosen of 10 sets, being tested on the aspects
of load utilization, power utilization, performance and efficiency etc. The results
are shown in Table 3, Figs. 2 and 3.

4.2 Experiment Result of the FKM Data Processing

The system efficiency and the pump efficiency, both related with the pumping
unit stroke and frequency, Table 4 shows the basic suction parameters and oper-
ating parameters in cloud computing, and Table 5 shows the three classical beam-
pumping units model selection on FKM data processing in cloud computing.

Table 1. The basic data of 19# block.

Daily pro-

duction

(t)

Oil layer

depth

(m)

Saturation

pressure

(MPa)

Formation

pressure

(MPa)

Crude oil

viscosity

(mPa.s)

Crude oil

density

(t/m3)

Moisture

content

(%)

Following

pressing

(MPa)

Submerge

depth (m)

2.2 2000 3.19 19.50 14.5 0.8396 91 2 297
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Table 2. The model parameters selection

Motor

related

power (t)

Stroke

(m)

Frequency

(min−1)

Pump

diameter

(mm)

Maximum

load (kN)

Minimum

(kN)

Max

torque

(kN.m)

Sucker

combination

(mm)

73 3.2 4 38 77 55 19.1 ϕ19 × ϕ22

Table 3. The three classical pumping units model selection result. (DPC: Day Power
Consumption)

Model Polished

rod load

(kN)

Load (%) Utilization Reducer

torque

(kN.m)

Torque

rate (%)

Utilization DPC (kw.h)

Average Max Average Max Average Max Average Max

CYJ10-4-

73YH

21.7 26.2 50.9 67.5 62.3 116.5 45.3 91.5 62.8

WCYJJ10-

6-12Z

25.5 39.7 51.1 71.1 76.3 129.7 41.6 82.4 79.7

WCYJD12-

06-40Z

36.3 43.1 46.2 72.3 85.1 169.1 32.7 65.5 91.2

Fig. 2. Utilization curves of theoretical selection l model.

Table 4. Basic suction parameters and operating parameters in cloud computing

Motor

related

power (t)

Stroke (m) Frequency

(min−1)

Pump

diameter

(mm)

Maximum

load (kN)

Minimum (kN) Max

torque

(kN.m)

Sucker

combina-

tion

(mm)

70 5.1 2.5 38 90 62 25.1 ϕ19 × ϕ22
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Fig. 3. Efficiency and utilization curves of optimized selection model.

Table 5. The three classical pumping units model selection result. (DPC: Day Power
Consumption)

Model Polished rod

load (kN)

Load (%) Utilization Reducer torque

(kN.m)

Torque

rate (%)

Utilization DPC (kw.h)

Average Max Average Max Average Max Average Max

CYJ10-4-

73YH

24.5 28.5 56.1 76.7 65.5 125.1 51.4 97.6 55.1

WCYJJ10-

6-12Z

29.6 45.5 57.7 80.5 82.7 137.6 45.9 86.3 73.6

WCYJD12-

06-40Z

39.6 502 55.5 76.3 90.9 175.7 36.5 82.1 80.8

5 Discussion

1. Pumping unit type selection: The deep and low permeability reservoir
can result in obvious stroke loss. Improving the stroke can decrease the stroke
loss, according to the test data, but the beam pumping unit is not suitable
for the reservoir because it cannot afford the large polished rod load and long
stroke. But it can be known that the long stroke chain pumping unit efficiency
is 6–10% higher than that of the beam-pumping unit, which can be known
by comparing the curves in Figs. 2 and 3.

2. Motor type selection: As for the pumping units with new types of motors,
although their system efficiency is higher (for example some pumping units
equipped with permanent magnet motor), the motor is not reliable, and the
cost is much more than the three-phase asynchronous motor. The tree-phase
asynchronous motor has the performance stability and reliability. So, in this
paper, the tree-phase asynchronous motor is proposed to be selected prior in
beam pumping unit and chain pumping unit.
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3. Efficiency: The study shows that the utilization rate of the load and torque
are both lower than expected, and the utilization rate of load and torque
has the direct relation with the system efficiency. Quite some wells’ efficiency
being low, they are lower than the theoretical efficiency by 5–11%. As the
study result, the Fig. 1 shows the system efficiency of the pumping units
whose model selection is based on the preliminary selection of formula (1–6
etc.), and the Fig. 2 shows the system efficiency of the model selection on
FKM algorithm in cloud computing. It can be seen that the efficiency is not
stable and vary from different suction parameters in Fig. 1, but the efficiency
curves in Fig. 2 is stable and higher than that in Fig. 1. The average increase
is as following: beam pumping unit of 7.7–9.1; motor commutation pumping
unit of 3.5–6.2; chain pumping unit of 3.3–6.1. The efficiency membership
to the operating parameters combination is revealed in the clusters result.
It indicates: the high efficient wells operating parameters act as the cluster
centers in the cloud computing data processing, based on the formula 7–10,
the high efficient suction parameters combination can be deduced. In theory,
the FKM cluster centers can be regarded as the maximum value point in well
system efficiency.

6 Conclusion

The pumping unit theoretical model selection is not accurate, whose efficiency
cannot reach the high value, and the pumping units’ efficiency is not stable, the
theoretical pumping unit model selection method has limit usage. Moreover, the
FKM cluster algorithm leads to the more accurate result, and the pumping units’
efficiency is stable and higher than that of the formula model selection. The high
efficiency well’s suction parameters acting as the original clusters, the efficiency
membership to operating parameters combination is solved. It provides a new
idea in pursuing high efficiency and reasonable equipment-process match. The
equipment cannot save power, and the key of saving power point is the reasonable
match of the equipment and the process. Finally, the chain pumping unit and
motor commutation pumping unit are more reasonable with long stroke and low
frequency than beam-pumping unit, having 6–10% higher efficiency than that of
the beam pumping unit.
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Abstract. General online teaching system cannot afford the huge infor-
mation data exchange, held back in the modern teaching method and
technology support. This paper aims at establishing the structure of the
cloud learning community on big data. The Oracle server on cloud com-
puting is selected to provide the data processing support. Based on the
investigation on the students’ browse online and the homework com-
pletion situation, the existing teaching resource is integrated, and the
frame work of the cloud learning community on big data is established
to improve the communication and integration. Cloud platform layers
and the key data processing technology are analyzed. The cloud learning
community can match the data processing technology and expose the
students in the advanced cloud teaching stimulate the study enthusiasm.

Keywords: Cloud learning community · Engineering drawing · Big
data · Resource integration · Online teaching

1 Introduction

“Engineering Drawing” aims at training the students on drawing and analyzing,
especially emphasizing the space imagination ability. It was usually found that
some students studied other course well but could not follow up in this course.
This phenomenon results from the absence of the space imagination ability,
thereby the efficient teaching and learning mode is required. The multi-media
teaching and learning community are being used widely, having been mature in
technology [1–3]. But now, in the big data and cloud era, the information and
material transferred being much larger, the original online teaching cannot fit
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the requirement of big data [4,5]. Learning community online requiring vast data
processing, the recent development of new technologies and the implementations
have enabled a variety of innovative network-based approaches, such as cloud
computing [6–10] and big data. Many improvements have been made by previous
researches for the purpose of the high performance achievements [11,12], and it
can benefit the huge amount data exchange in the learning community. This
paper addresses the issue of cloud learning community on big data solution.

2 Related Work

2.1 Technology Supports

In distributed cloud storage system, the management, access control [13], data
retrieval, and the huge data processing require high-end server to ensure the
efficiency, high availability and high robustness [14,15]. Oracle is by far the
most popular in the large-scale relational database management system. As an
open distributed database, it can work properly under all kinds of heterogeneous
systems and has the high transaction processing speed. The advantages make it
be the optimized server in the cloud teaching of this research.

Moreover, database management system includes resource library, database
and library management system. The resource library is the integration of the
model files, video files and graphics files; database stores the directory of all
files in the resource library; the library management system is responsible for
managing the resource library and the database, its main function being to add,
delete, update and invoke database [16,17].

Next, multi-media teaching material and models online can be browsed in
students’ online learning, and the exercises, tests can be done online [18,19]. The
teaching video is abundant after accumulation and the model online provide the
operations such as rotating, moving and cutting etc. Updating and recombina-
tion is the approach to the cloud teaching under cloud teaching conditions [20].

2.2 Investigation on Browse Online

The teacher is traditionally the inculcator but the organizer in online teaching.
The constructivism deemed: the students’ experience should be stimulated to
be the new growth points of knowledge. Online learning encourages students’
enthusiasms and has been investigated on the browse purpose, as shown in Fig. 1.
(Note: the y value represents the ratio between the student amount on an aspect
browse and the total sample student amount.) The chart indicates: the teaching
video is the most popular; the guide, analysis and group discussion are often
viewed; the independent learning is the mode students prefer.

2.3 Investigation on Homework Completion

An investigation had been taken during 5 months, in order to testify the effect
of the independent learning. To show the pertinence, the sample students were
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Fig. 1. Students attention and online purpose distribution.

divided into 3 levels: level 1, students with 80–100 score; level 2, students with
60–80 score; level 3, students with score below 60. The chart shown in Fig. 2
indicates: the cost time on homework will descend by about 2 hours for level 2
and level 3. For level1, the time increase a little because of the further thinking
independently. From the chart it can be known that the independent learning
effect is obvious.

Fig. 2. The home work cost time of 3 levels students.

3 Content of Learning Community for Mechanical
Drawing

Learning community is a virtual teaching and learning structure, being for inde-
pendent learning, emphasizing the independence and the interaction. Accord-
ing to the subject construction in the UPC teaching renovation, the structure
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model is given as Figs. 3 and 4. The learning community mainly includes the
teachers and students, but to evaluate the effect of the teaching and learning,
the educational evaluation committee is involved in. Figure 3 shows the mem-
bers construct relationship. The community structure is shown in Fig. 4. As the
preliminary work, the multi-media online teaching needs to be led further and
supplemented:

Firstly, the learning community is the update for the online teaching. The
teaching video contains huge data to ensure the resolution ratio, but the origi-
nal background servers were usually Access servers, not suitable for huge data
transfer and exchange. The Oracle background server should be taken for larger
data base, which is mentioned in Sect. 2. Simultaneously, our national quality
curriculum (Engineering Drawing) needs to be turned perfected and the test
bank online should be supplemented too. Secondly, the modeling room online
will be in use, which is in VR mode. In this VR environment, the roam mode
for viewing is emphasized, and the students can study the model in any angle
as they wish. The individualized learning and collaborative learning can be real-
ized. Thirdly, the discussion group online can run on interaction. It can hold
meeting for discussion online and exchange the information freely. The students
who do not want to ask teacher questions in reality can freely find the answer.
The learning community is a salon online, being not limited of time.

Fig. 3. The learning community academic evaluation.

Community is characterized with the interaction to some extent, the inter-
action being the basis. The teacher, the student, the teaching resource and the
organizing strategy compose the main body. The interaction model is shown in
Fig. 5. In this model, the teaching management platform is the support for the
interaction. The interaction sent by teacher contains: teacher’s guide to student
study; announcing course message; assigning homework; organizing discussion
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Fig. 4. The learning community structure.

and answering questions. The interaction from student includes: asking ques-
tions; self testing; exercise online and submission for correction; discussing and
cooperating [21,22].

Fig. 5. Teaching interaction mode.

4 Cloud Learning Community in Big Data

4.1 Significance of Cloud Learning Community

In the era of big data, the learning community on Access server is not suitable
of high data processing, thereby cloud computing and big data technology is
adopted with the advantage of big data storage, computing, big data analysis and
data mining to support the learning community [23]. Cloud learning community
uses the cloud storage and compute technology to provide a more diversified
and individual character of teaching and learning activities. The teachers and
students can not only understand the graphics teaching status quo according to
the data, but also can predict the future in teaching, so that they can make the
right forecast and decisions according to the present situation. All above talked
put the teachers and students in an active state.
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Fig. 6. Cloud computing platform construction.

4.2 Big Data Origin of Cloud Learning Community

Cloud data source of learning community mainly includes the following aspects:
(1) Sakai database, mainly storing the basic information of teachers and students;
(2) the mongo database recording time duration about the students learning;
(3) the record about the number of teachers and students’ post/replies; (4) the
information records of the user’s role, function modules.

4.3 Cloud Learning Community Layer Construction

The basis of the cloud learning community on big data is shown in Fig. 6.
Known from this figure, the learning community is composed of 3 layers: the
cloud resource management layer, the data processing layer and the application
layer [22].

Firstly, the cloud resource management layer contains cloud resource cen-
ter, cloud resource management center and cloud security management center.
The cloud resource center is to preserve and update the resource of management
cloud, search could and learning cloud. The cloud resource management center
is to manage the resources of monitoring, distribution, recycling, updating and
maintenance etc. The existing data resources include the cloud classroom, the
number of teachers and students in the classroom, the total number of courses,
student’s learning behavior records and other data sources.

Secondly, with the increase of the content about the cloud learning com-
munity, it will produce a lot of data. But the current teaching support system
is short of the data analysis, and there is no system analysis to feedback the
data on teaching work. Thus the data cannot play the role it should be. So,
providing the method of using the existing data to forecast and analyze it is
necessary. And then, how to feedback the data and promote teachers’ teaching
quality, how to integrate the existing teaching resources, and how to analyze the
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systemic teaching behavior prediction, become an urgent problem in the cloud
learning community establishment. The data processing layer has functions of
data acquisition, data analysis and data mining. The data acquisition filter,
screen and store the structured data, semi-structured data and unstructured
data from the cloud layer, in order to eliminate data redundancy. The usage of
cloud teaching resource and the analysis of students’ learning behavior provide
the guidance for the construction of cloud learning community.

Thirdly, the application layer is the interface, it receiving the instructions
from the user and showing user the result of the data processed. The applica-
tion layer is explained in the following: the different data sources have different
format, thus the uniform format is needed while data processing. In this case,
the different data sources were stored in Sakai database, convenient of uniformly
invoking. Because there are many data dimensions, technical support is needed
to analyze and find out the data dimensions for implementing further data
mining.

4.4 Technical Supports

It is difficult to use cloud computing technology to analyze the connection
between the various data, bring obstacle in maximize the application effect of
different education resources. While constructing the platform, the technology is
selected on purpose to weaken the data difference effect. In the teaching resources
sharing platform, the data processing layer is the most important, and the par-
allel loading of the data storage module becomes the core of the whole plat-
form. The Hadoop distributed technology provides the platform, the model, the
method of data storage and the data processing, thereby the technology of the
platform based on the big data has the following core:

1. Using the Hadoop distributed file system to store huge amounts of teaching
source data;

2. Dealing with the huge amounts of data with the Map Reduce distributed
computing model;

3. Using Sakai distributed database to store the processed huge amounts of data,
in order to realize the mass of teaching data storage management.

The learning community is integrated into the application layer, and this sys-
tem can integrate the students and the teachers in interaction with huge data
exchange which can transfer freely on cloud computing.

5 Conclusions

Integration is the most relied function in the learning community, the exchanged
huge data processing requiring the Oracle server on big data and cloud comput-
ing to upgrade the original teaching resource. The frame of the learning com-
munity is put forward, and the existing resource should be updated to fit the
huge data exchanging requirement, the key technology to integrate the modules
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is the distributed cloud computing technology. The cloud computing platform
construction is provided, treating the existing database as the part of the appli-
cation layer. It provided the connection between the existing module and the
basic cloud layer, being the approach to cloud learning community realization.
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Abstract. The dynamic energy consumption of the multi-core on-chip
data bus is more and more large in the whole system energy consump-
tion. With the reduction of the technology size the bus dynamic energy
consumption, which is brought by the coupling switching activity (SA)
is increasing, and the effect of one single bus encoding on the bus energy
saving is not significant. To settle the problems, we propose a new method
for energy saving of on-chip data bus, which is based on bit SA percep-
tion, and four bus encoding schemes are introduced. By means of hard-
ware structures and algorithms, the number of bit SA in each encoding
scheme is perceived, and the encoding scheme with the minimum SA
number is automatically selected to encode the value to be transferred.
The simulation results show that the method can effectively optimize
dynamic energy saving of on-chip data bus.

Keywords: Bus energy saving · Switching activity · Coupling capaci-
tance · Invert encoding

1 Introduction

With the development of the program complexity and the gradually increased
integration of the chip, the energy consumption of per unit area and per unit time
is significantly increased, which brings many problems. Firstly, the rapid increase
of energy consumption is bound to hinder the performance further improved,
studies have shown that now in multi-core especially in on-chip bus design,
the urgent problem to be solve is dynamic energy consumption control [1,2].
Secondly, the high on-chip bus energy consumption will increase the cost of the
chip design, such as additional cooling devices and heating protection circuits are
need to bring in, making the package costs of the chip increased significantly [3].
Finally, the increase of the bus energy consumption makes the temperature of the
chip higher, which leads to a series of problems, such as the reduction of system
reliability, the shortening of the battery power supply time and the increase
c© Springer International Publishing AG 2017
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of the execution cost [4]. So optimizing the data bus dynamic energy saving
becomes the research object for software and hardware designers.

Switching activity (SA) on data transmission gives the number of times the
bus lines are discharged and recharged between 0 and 1, and is directly responsi-
ble for the dynamic energy consumption on the data bus. The low power encoding
techniques [5–7] are widely used to reduce SA for dynamic energy consumption
and the effects of crosstalk (signal noise, delay) during data transmission on
buses. They aim to transform the data being transmitted on buses in such a
manner so that the self-SA and coupling SA on buses are reduced. The bus
encoding schemes can be classified three types [8]: Algebraic encoding, which
refers to the transformation of the original code into other forms of code, such
as bus invert encoding; Permutation encoding, which is the permutation of the
original code; Probability encoding, which is using statistical analysis of the pro-
gram, getting the probability of continuous data or instructions, then encoding
the data or instruction with high probability to make the number of SA as small
as possible.

Bus invert encoding [9] proposed by M. Stan et al. is the most well-known
to perform very well in the arena of energy reduction over the data bus. In bus
invert encoding, a value is sent as it is, or in a bit-inverted form, depending on the
state of the bus during the previous transaction. The main idea is to reduce the
dynamic energy consumption by reducing the SA of the bus. Based on this, the
researchers presented the odd/even invert encodings, the partial invert encoding
and other extended forms [10–12]. However, an encoding scheme is used alone
will cause the inactive or unrelated bits unnecessary switching, which reduces
the effects of data bus energy saving. Due to the data characteristic is different
in different stages of applications and changing with different applications, the
single encoding scheme is insufficient to meet the goal of optimizing the data
bus energy saving. These encoding schemes have some flaws as follows: (a) They
aren’t considered the influence of coupling SA, which accounts for a large pro-
portion of total SA and leads to large number of bus energy consumption in
deep sub-micron (DSM) technology. (b) The ratio of energy incomings to the
introducing cost is not high with one encoding scheme alone. (c) The scope of
the encodings is limited.

To solve these problems, in this paper we design a method named SAPME
(Switching Activity Perception Multi-Encoding), which can perceive the SA
number of the bus. The SAPME method introduces four encoding schemes:
swap encoding, invert encoding, odd invert encoding and even invert encoding,
which has some advantages compared with other bus energy saving encodings
as follows: (a) Its structure is simple and the energy consumption of itself is low;
(b) The coupling SA and energy consumption introduced by it are considered;
(c) It can automatically select the encoding scheme according to the SA number
of different applications and different stages of the same application.

The remainder of the paper is organized as follows. Section 2 describes the
platform and energy model. The SAPME encoding scheme is described in Sect. 3.
Section 4 presents the experiments and evaluation. We conclude this work in
Sect. 5.
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2 The Used Platform and Bus Energy Model

2.1 Multi-core Platform with SAPME

Figure 1 shows our on-chip multi-core platform with SAPME connected by bus.
The details of the structure as follows: four cores, each core has a private 4-way
set associative first level data (DL1) cache and first level instruction (IL1) cache
with a size of 32 KB, respectively, 16-way second level (L2) shared cache with
a size of 1 MB, the cache line size of both cache levels is 64 B, five SAPME
modules - one at each of the cores and one at the L2 end as shown in Fig. 1.
The data bus is alternately used by different cores, so as to achieve the purpose
of access the shared L2 cache. When different cores access the L2 cache at the
same time, a conflict is produced, then an appropriate arbitration mechanism is
needed to select the access order to ensure the consistency of the data.

Fig. 1. On-chip multi-core platform with SAPME

2.2 Dynamic Energy Model

The DSM bus capacitance model is shown in Fig. 2, where CL is the self-
capacitance between a bit line and ground, and CI is the coupling capacitance
between adjacent bit lines. The capacitance factor λ is defined as the ratio of
the coupling capacitance to the self-capacitance; that is, λ = CI/CL, it highly
depends on the manufacturing and layout details. The value of λ becomes high
when the technology shrinks. As the technology continuing scaled-down, the
value of λ will become larger in the future [13]. In this paper, we investigate the
bus with 70 nm technology and the λ is about 5.

As mentioned earlier SA makes the bus lines discharge and recharge between
0 and 1, and is responsible for the bus dynamic energy consumption. In this
paper we mainly use the value optimization of data transmission to optimize the
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Fig. 2. Capacitance model of a DSM bus

on-chip bus data dynamic energy consumption. The SA, which is the source of
dynamic energy consumption, mainly consists of two parts: the self-SA (caused
by self-capacitance) and the coupling SA (caused by coupling capacitance). The
on-chip data bus dynamic energy consumption E can be calculated by (1). Equa-
tions (2) and (3) describe the energy consumption due to self-SA (ES) and
coupling SA (EI), respectively. In (2), X (named vertical distance) is the cor-
responding total number of self-SA, which can be calculated by summing up
Xi,j . Thus, X is given by: X =

∑n
i=1

∑t−1
j=1 Xi,j , where Xi,j represents the SA

for bit line i from cycle j to cycle j + 1. It is equal to one if there is a 0 to 1
switching, otherwise, Xi,j is equal to zero; t is the total number of clock cycles
needed for the data transmission, n is the bit-width of the bus and VDD is the
supply voltage. In (3), Y (named horizontal distance) is the total number of
coupling SA, which can be calculated by summing up Y(i,i+1),j . Thus, Y is given
by: Y =

∑n−1
i=1

∑t−1
j=1 Y(i,i+1),j , where Y(i,i+1),j represents the coupling SA from

cycle j to cycle j +1 between bit line i and its adjacent bit line i+1. We use the
similar coupling bus model employed in [14], which is summarized in Table 1.

E = ES + EI (1)

ES = CL · V 2
DD · X (2)

EI = CI · V 2
DD · Y (3)

Put (2), (3) and λ = CI/CL into (1), we can get

E = (X + λ · Y ) · CL · V 2
DD (4)

We denote Denc is the total SA distance and Denc is given by

Denc = X + λ · Y (5)

From (4) and (5), to obtain a minimum value of E, we just make the value of
Denc minimum.

3 SAPME Encoding Scheme

3.1 Design of the Proposed Encoding Scheme

Our encoding method is added to multi-core system as shown in Fig. 1. There are
five SAPME modules - one at each of the cores and one at the L2 end. According
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Table 1. The value of Y(i,i+1)

Y(i,i+1) Bit line i at time j → j + 1

Bit line i + 1 at time j → j + 1 SA 0 → 0 0 → 1 1 → 0 1 → 1

0 → 0 0 1 0 0

0 → 1 1 0 2 0

1 → 0 0 2 0 1

1 → 1 0 0 1 0

to their functions, SAPME module can be divided into two parts: encoding and
decoding (Figs. 3 and 4 show their structures, respectively). SAPME method,
using algebraic and permutation encoding schemes, introduces four encoding
schemes: Swap encoding, Invert encoding, Odd invert encoding and Even invert
encoding, which can effectively reduce the data bus SA total distance of a data
transmission, and so the bus dynamic energy consumption is effectively reduced.
For the value entering the SAPME encoder, the encoder calculates the total SA
distance according to (5) and automatically selects the encoding scheme, which
can obtain the minimum SA distance, and generates the encoded value and
coding number to be sent. In order to ensure the receiver can correctly decode
the transmitted data, our method needs two extra control indication lines, which
indicate the scheme to be used.

Fig. 3. SAPME encoder schematic diagram

3.2 SAPME Encoding Structure and Algorithm

We denote Bj is the value to be sent on the n-bit width data bus at cycle j, and
it can be expressed as Bj = (bj

n, bj
n−1, b

j
n−2, · · · , bj

1). B(j−1)enc represents the
encoded value at cycle j − 1. Four encoding schemes of SAPME are expressed
as: Swap B(swap), Invert B(inv), Odd Invert B(odd), Even Invert B(even) with
the coding number 00, 11, 01, 10, respectively. Swap the adjacent bits of Bj

and append its coding number, we get the encoded value Bj(swap). The encoded
value that all the bits of Bj are inverted then appended its coding number is
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Fig. 4. SAPME decoder schematic diagram

defined as Bj(inv). The encoded value that the odd bits of Bj are inverted then
appended its coding number is defined as Bj(odd). The encoded value that the
even bits of Bj are inverted then appended its coding number is defined as
Bj(even). The coding number indicates which encoding scheme is used to encode
the sending value. The function ST n(d1, d2) is used to calculate the vertical
distance X between the two n-bit width values, the function CT n(data) is used
to calculate the horizontal distance Y of n-bit width value, and Dtotal represents
the minimum total SA distance of the encoded value.

Algorithm 1 is SAPME encoding algorithm, which demonstrates how the
encoder selects the encoding scheme with minimum total SA distance according
to (5) and returns the encoded data value and its coding number. Figure 3 shows
the SAPME encoder schematic diagram. The input value with n-bit width is
entered the four encoding components at the same time and they produce four
types (n + 2)-bit encoded values. And subsequently, the encoded values are sent
to distance estimator, in which obtained their total SA distance, respectively.
In order to reduce the delay, each encoding process and distance evaluation are
treated with at the same time. Finally, the distance comparator is responsible for
selecting the encoded value Bj(enc) which has the minimum SA distance Dtotal

and producing coding number codenum.

3.3 SAPME Decoding Structure and Algorithm

Algorithm 2 is SAPME decoding algorithm, which demonstrates how the decoder
returns the original value using coding number. Figure 4 shows the SAPME
decoder schematic diagram. The SAPME decoder is mainly consisted of one 2–4
decoder and four decoding circuits. The input of the 2–4 decoder is the control
signal coding numbers a and b. The output of the 2–4 decoder produces one
of the four decoding signals controlling one following decoding component to
be valid. The valid component decodes to obtain the n-bit original value Bj .
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Algorithm 1. SAPME Encoding Algorithm
Require: Input value, n;
Ensure: Output encoded value, codenum.

1: B(swap) ← swap(value);

2: B(inv) ← invert(value);

3: B(odd) ← odd invert(value);

4: B(even) ← even invert(value);

5: Dswap ← ST n(B(swap), B(j−1)enc) + λ · CT n(B(swap));

6: Dinv ← ST n(B(inv), B(j−1)enc) + λ · CT n(B(inv));

7: Dodd ← ST n(B(odd), B(j−1)enc) + λ · CT n(B(odd));

8: Deven ← ST n(B(even), B(j−1)enc) + λ · CT n(B(even));

9: Dtotal ← min(Dswap, Dinv, Dodd, Deven);

10: if Dtotal == Dswap then

11: encoded value ← B(swap);
12: codenum ← 00;
13: end if
14: if Dtotal == Dodd then
15: encoded value ← B(odd);
16: codenum ← 01;
17: end if
18: if Dtotal == Deven then
19: encoded value ← B(even);
20: codenum ← 10;
21: end if
22: if Dtotal == Dinv then
23: encoded value ← B(inv);
24: codenum ← 11;
25: end if
26: return encoded value, codenum;

Algorithm 2. SAPME Decoding Algorithm
Require: Input encoded value, codenum;
Ensure: Output original code.
1: if codenum == 00 then
2: original code ← swap(encoded value);

3: end if
4: if codenum == 01 then
5: original code ← odd invert(encoded value);

6: end if
7: if codenum == 10 then
8: original code ← even invert(encoded value);

9: end if
10: if codenum == 11 then
11: original code ← invert(encoded value);

12: end if
13: return original code.

The four decoding components are: Swapper for swapping adjacent bits of the
encoded value Bj(swap), Inverter for inverting all the bits of the encoded value
Bj(inv), Odd inverter for inverting all the odd bits of the encoded value Bj(odd)

and Even inverter for inverting all the even bits of the encoded value Bj(even).
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4 Evaluation

4.1 Simulation Environment and Benchmarks

To quantify the effect of dynamic bus energy saving with our method, we have
carried out simulation experiments under the structure of shown in Fig. 1 on the
Archimulator [15], which is a multi-core architectural simulator of our research
group. The default simulation parameters that have been used in the simula-
tion experiments are given in Table 2. We have used three memory-intensive
benchmarks with helper threads (ht) from the Olden [16] and CPU2006 [17]
suites: mst ht, em3d ht, and 429.mcf ht, representing typical tasks that might
be present in a multi-core system. All applications were executed with the default
input sets provided with the benchmarks suites. All three benchmarks are cross-
compiled using GCC at O3 optimization level.

Table 2. Default simulation parameters

Parameter Value

Number of cores 4

IL1, DL1 size 32 KB

L1 associativity 4-way

Bus width 32 + 2

Bus energy/line 11.6 pJ

Coupling factor λ 5

4.2 Analysis of Dynamic Energy Saving Effect

Through the simulation experiments, we compare the effect of reducing bus
energy consumption under different measures. The measures we have conducted

Fig. 5. Dynamic energy saving ratio comparison chart under different measures (λ = 5)
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Table 3. The ratio of dynamic energy saving with different measures (%)

δ SWAP δ ODD δ EVEN δ INV δ SAPME

mst ht 3.24 5.21 5.11 4.40 10.12

em3d ht 4.02 5.72 5.86 4.96 11.30

429.mcf ht 3.35 5.31 5.34 4.87 10.18

Average 3.54 5.41 5.44 4.74 10.53

are: exclusively using swap encoding (SWAP); exclusively using invert encod-
ing (INV); exclusively using odd invert encoding (ODD); exclusively using even
invert encoding (EVEN) and our method (SAPME). We use (6) to measure the
energy saving effect of each measure. With 70 nm technology, we compare the
effect of the above various measures on the dynamic energy saving when coupling
factor λ is equal to 5.

δ =
(

1 − Eenc

Eorg

)
× 100% (6)

The results are shown in Fig. 5. From Fig. 5 we can see that the effect of
energy saving is not obvious when each of other measures is used, whose maxi-
mum ratio of energy saving is 5.44%, this is because the incomings from using a
single measure offsets its own energy consumption. However, when the SAPME
method is used, we can get the maximum energy saving ratio is 11.3% (em3d ht),
and the average energy saving ratio can be reached 10.53%. This is because
the SAPME encoder can perceive the SA number and automatically select the
encoding scheme for minimizing the total SA distance, which makes the SA be
reduced more greatly. According to (4) and (5), the percentage of the reduced
SA distance directly determines the dynamic energy saving effect of the data
bus. And the SAPME method, which has obtained the maximum reduction of
bus total SA distance, makes the energy saving effect the best. In this paper
we also carry out some other experiments, which are introduced more encod-
ing schemes than SAPME, the results show that their effect is not significantly
improved than SAPME on bus dynamic energy saving. However, they need to
add more hardware units and control lines than SAPME which will increase the
on-chip area cost and their own energy consumption. So the SAPME composed
of four encoding schemes is a better option for on-chip data bus energy saving.
The energy saving detailed results are shown in Table 3.

5 Conclusion

In this paper we investigate the dynamic energy saving of on-chip multi-core data
bus with the influence of coupling capacitance in DSM technology. We design
an on-chip multi-core structure with bus energy saving modules, and present a
new method called SAPME to optimize the dynamic energy saving of data bus.
The SAPME method can perceive the SA number and automatically select the
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encoding scheme for minimizing the total SA distance. The results of simulation
experiments show that our method can significantly reduce the total SA distance
and effectively improve the bus dynamic energy saving ratio by about 10.53%
in 70 nm CMOS technology. Compared with other methods, the SAPME can be
always obtained a better effect on data bus dynamic energy saving.
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Abstract. Multi-core processors have been the mainstream in computer archi‐
tecture. It also provides the enhancement of the parallelism degree of multiple
tasks. An emerged challenge is how to schedule the multiple tasks to the cores
for high efficiency. In this paper, a novel task scheduling algorithm is proposed
for multi-core systems. This algorithm is based on optimized particle swarm
algorithm, which is used to find the optimal solution for the task scheduling. The
experimental results have showed that the proposed algorithm can improve the
efficiency of task scheduling for multi-core systems.

Keywords: Optimized particle swarm algorithm · Multi-core systems · Task
scheduling introduction

1 Introduction

More and more transistors are integrated onto the single chip, which provides huge
potential to improve the performance of the processors [1]. When CPU with a single
core confronts with the great challenge in system performance and power-consuming,
multi-core processors have been taken as a promising diagram [2–4]. More cores on a
single chip can improve the performance and cut down the power consumption by
reducing the frequency of each core. Multiple tasks can execute in parallel on multiple
cores. The high parallelism of the tasks can enhance the performance of the systems.
However, a new challenge is emerging for multi-core processors [5]. When more tasks
are running in parallel, they may communicate with some other cores. It plays an impor‐
tant role in the system performance on how to schedule these tasks to the different cores.
The scheduler should consider the performance of the multiple cores while making the
scheduling decision. When the tasks are scheduled to different cores, the communication
relationship will also be different. The key is to reduce the communication penalty,
scheduling time and improve the performance of the multi-core processors [6].
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Recent works have proposed to address this challenge of the scheduling schemes for
multi-core processors. Partitioned hierarchical real-time scheduling was proposed for
multi-core processors [7]. In this design, the applications are considered as well-defined
components in a hierarchical manner. The scheduling could be operated in the different
hierarchies. Preemptibility-aware scheduling (PAS) was proposed as a responsive
scheduling algorithm to reduce the scheduling latency in multi-core systems [8]. One
core prepared for the urgent interrupt by both of interrupt-enabled and being in preemp‐
tible sections. And other approaches were also proposed to schedule the tasks for high
performance. In this paper, a PSO (Particle Swarm Optimization) based task scheduling
algorithm is proposed for multi-core processors. The optimized particle swarm algo‐
rithm is used to find the optimal solution for the task scheduling. It provides a novel
approach to improve the performance of multi-core processors.

This paper is organized as the follows. Section 2 provides the related works.
Section 3 describes the system model and the PSO based task scheduling algorithm. The
experiments and result analysis are discussed in Sect. 4. And at last, we give the conclu‐
sions in Sect. 5.

2 Related Work

When there is only a single core on chip, the scheduling algorithm aims to manage this
core with high efficiency. The system cannot have the parallelism in thread level. No
threads can share this core at the same time. However, the tasks can run in parallel on
multiple cores on the same chip. The communication among the tasks will consume
more time. How to map the tasks to the cores is one of the key paths to solve the above
problem. There are existing works on this problem to provide better solutions [9–12].

There are different types of scheduling algorithms. When multiple tasks are mapped to
the multiple cores, the efficiency is the main target. Static scheduling algorithms were
proposed to complete the mapping between the tasks and the cores. Heuristic mapping
algorithm [13], genetic mapping algorithm [14], QoS guaranteed mapping algorithm [15]
and multi-target mapping method for mesh network [16] were typical such algorithms. The
scheduling was determined before the execution of the tasks. It means that such algorithms
could obtain a well optimization of the scheduling. However, the scheduling could not be
adjusted at run-time. When the situations were changed, the algorithms had to re-calculate
the scheduling approach. Dynamic scheduling algorithms could manage the scheduling of
tasks at run-time according to the instant proofing [17–20]. Such algorithms could reduce the
traffic on-chip. Some specific hardware or software units could be added for the efficient
management. When the traffic was heavy, these units were the bottleneck. A different algo‐
rithm was proposed in [21], which was a scenario based mapping method. The scenarios
were set as the states in a state machine. When the states changed, the scheduling would be
triggered.

When more cores are available, many algorithms focuses on both of the scheduling
and the power consumption. DVS/DVFS (Dynamic Voltage Scaling/Dynamic Voltage
Frequency Scaling) are traditionally used on single core chip. Now they are also used
in multi-core processors for both efficiency and power consumption [22–24]. [25]
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focused on how to detect the idle time of the cores to put the shared memory into sleep
to save energy. [26] proposed an approach for task scheduling based on the run-time
characteristics of individual tasks, which were considered as the critical factor in making
decisions for the scheduling. [27] presented the concept that the tasks with the same run-
time features could be dispatched a clustered region of the cores. Such algorithms could
provide new designs to take into account the efficiency and energy consumption.
However, it also means the compromise of the efficiency.

The task scheduling itself should be improved to find a fast approach to complete the
task dispatching. The potential optimal scheduling sequence should be provided to the system
for the improvement of the performance. In this paper, PSO is used for this target.

3 PSO Based Task Scheduling Algorithm

3.1 System Model

The technical advantages of multi-core processor is to support the multiple tasks running
in parallel on multiple cores. It is parallelism in thread level. The cores have relatively
simple structure. The tasks will communication with each other through the bus, wires
between cores or shared memory. A system model is proposed to abstract and simplify
the multi-core systems.

For a multiprocessor system, assuming that there are n identical processors. The number
of tasks to be scheduled is m. The directed acyclic graph (DAG) is used to represent the
tasks in the system. DAG can be represented by quintuple G = (V, E, R, C, W).

V = {Vi} is the set of vertices, which is the collection of the tasks. Vertex Vi is used to
represent a task. (Vi, Vj) is used to represent the edge between the two vertices Vi and Vj.

E = {e} is the set of the edges. e(i, j) is the edge between the two vertices Vi and Vj,
i.e. (Vi, Vj). All edges in E are directed ones.

R = {Ri} is the set of execution time of the tasks. Ri is used to represent the execution
time of a task Vi.

C = {c} is the set of the weight of the edges. The weight is a compound factor, which
is the coupling degree of the traffic and control between the tasks.

W = {w(Vi, Vj)} is the set of communication overhead between the tasks Vi and Vj.
W is an additional information of the edges. When the two tasks are running on the same
core, their communication overhead is at the minimum and the corresponding w is also
at the minimum.

Figure 1 shows the DAG with ten tasks. The values of the edges are the overhead of
communication between tasks. They are just the weights of the edges.

3.2 Algorithm Design

PSO algorithm is proposed for the simulation of a simple social model. In the PSO
algorithm, each optimization problem of potential solutions is search in the space of a
bird, known as “particles”. All particles have an adaptive value (Value Fitness) deter‐
mined by the optimized function, and each particle has a velocity that determines the
direction of their flight and the displacement of each step. Then the particles follow the
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current optimal particle in the solution space. PSO algorithm needs to initialize a group
of random particles (random solution), and then to find the optimal solution through the
iteration. In each iteration, the particle tracks two “extreme” to update them. The first
one is the optimal solution of the particle itself, which is called the individual extremum.
The other is the optimal solution for the whole population, which is called the global
extremum. The two basic formulas of particle swarm optimization algorithm are as
follows.

vk+1
ij

= w ∗ vk

ij
+ c1 ∗ r1 ∗

(
pBestk

ij
− xk

ij

)
+ c2 ∗ r2 ∗ (gBestk

ij
− xk

ij
) (1)

xk+1
ij

= xk

ij
+ vk+1

ij (2)

In (1) and (2), the particle velocity is vk+1
ij

; w is the inertia weight, and xk
ij
 is the position

of the particle. pBestk
ij
 and gBestk

ij
 are defined as optimal solutions of the particle itself

and the whole group respectively. r1 and r2 is random values (0 or 1). c1 and c2 is the
learning factors. k is the number of iterations; i is the number of particles; and j is the
dimension of the target space.

This algorithm is designed for multi-core processors with multiple tasks. In this
optimization, the positions of the particles are represented by X which is a binary value:
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Fig. 1. DAG with direction and edge weights
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X =

⎡
⎢
⎢
⎣

X11 ⋯ X1n

⋮ ⋱ ⋮

Xm1 ⋯ Xmn

⎤
⎥
⎥
⎦

(3)

Each Xij in X is 0 or 1. Xij = 1 means task i is dispatched to core j. If a row in the
matrix X is zero, it means this task can be dispatched to any core.

The speed of the particles S can be normalized as:

S =

⎡
⎢
⎢
⎣

S11 ⋯ S1n

⋮ ⋱ ⋮

Sm1 ⋯ Smn

⎤
⎥
⎥
⎦

(4)

At this time, the original location in (2) are unable for the situations. After the initializa‐
tion, the algorithm starts to search for the optimal solution. It goes through the V matrix of
each line, to find the maximum value of the location of each row, and the location of the xij

is set to 1. And then, the following (5) is used to replace the position in (2):

if
(
rand() < sig(sij)

)
xij = 1 else xij = 0 (5)

In (5), rand () is a random number between [0,1]; sig(sij) is the Sigmoid function
shown as follows:

sig
(
sij

)
= 1∕(1 + e−sij ) (6)

In order to ensure that the group can move evenly, the speed range of particles is set as
[−4,4]; and the s(vij)’s range is closer to the middle value, rather than near from 0 to 1.

The weight w in (1) has a great influence on the global search ability and local search
ability of the algorithm. When w is very small, the PSO algorithm is easy to fall into
local extreme value. When the w is large, the convergence of PSO algorithm is low. So
the weight w range is set in [0.6, 1.0]. In this range, the balance of the algorithm is
suitable, and it is easy to find the global optima through the iterations.

The weight w is got by using the linear decreasing:

w = wmax −
wmax − wmin

kmax

∗ k (7)

In (7), wmax is the maximum weight; wmin is the minimum weight; kmax is the number
of iterations of the algorithm; k is the number of iterations of the algorithm. Such
approach can improve the convergence rate of the algorithm, and has a significant good
effect to find the optimal solution.

After each update of the position, the fitness values will be recomputed. The edge
sets are traversed. If two tasks are scheduled to the same core, the adaptive value is set
to 1, which is the minimum value. The communication overhead is represented by
F(i), which the communication time of each pair of tasks. The number of edges at system
initialization is represented by num. Then F(i) can be calculated as follows:
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F(i) =
{

b ∗ w(i) ∗ c(i), different cores.
b ∗ c(i) ∗ 1, on the same core. (8)

In (8), b is the coefficient of the scheduling time; w(i) is the weight on the edge of
the DAG; c(i) is the data control correlation between tasks. The fitness function of the
system is:

f(s) =
∑num

i=1
F(i) (9)

The flow of discrete particle swarm algorithm is as follows:

Step 1. In this step, the following works will be completed including the initialization
of the original DAG, the initialization of the particle position and velocity, and setting
the number of cycles t = 0.
Step 2. In this step, the particles’ fitness values are calculated, and the pBest and gBest
are set up.
Step 3. In this step, the particles’ velocity V and position X are updated.
Step 4. In this step, the particles’ fitness values are calculated, the pBestand gBest are
setup, and t = t + 1.
Step 5. If the maximum cycle times are completed, the optimal solution is output;
otherwise the algorithm goes to step 3.

The diagram of this algorithm is shown in Fig. 2.

Start Init DAG,S,X,t=0

Calculate 
fitness,pBest,gBest

Update S,X,t++

If t==max

Output

Stop

Yes

Calculate 
fitness,pBest,gBest

No

Fig. 2. Algorithm flow diagram
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4 Experimental Results and Analysis

In order to obtain the efficiency of the algorithm, the experiments are set up with a series
of random characteristic parameters of the tasks to generate the DAG. The generated
DAG is used as the input set of the algorithm. The population size and iteration param‐
eters are set up for the experiments.

For each given number of on-chip cores, 100 DAG are generated randomly. The
genetic algorithm based task scheduling is used for the comparison. The setup of the
experimental environment is based on the system with Intel(R) Core(TM) i3-3240 CPU
(3.40 GHz), 8 GB main memory and Windows 7 Professional operating system. The
tests are implemented by MATLAB 7.0. The main parameters of the algorithm are:
particle population size is 30; learning factors c1 and c2 are both 2; the maximum iter‐
ation number is 100; the maximum velocity is 4; w(i) and c(i) are 1 to 10; b is set as the
natural coefficient e.

Fig. 3. Particle swarm optimization algorithm curve

Table 1. Comparison of simulation results

Number of processor cores Number of threads The shortest time to obtain the global optimal
solution (ms)
DPSO GA

4 30 39 48
60 71 81
80 66 97

6 30 32 40
60 58 73
80 61 89

8 30 26 31
60 52 61
80 59 82
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As Table 1 shows, the efficiency of the algorithm will be improved when the number
of cores increases. But the amplitude of the improvement is reduced until the algorithm
is stable. when the number of tasks increases, the efficiency of the algorithm is gradually
improved. Figure 3 shows another improvement of this algorithm. This algorithm is
stable in the iteration number of 27 times, and this PSO based algorithm can find the
global optimal solution quickly (Fig. 4).

Fig. 4. Performance comparison of GA algorithm and improved particle swarm optimization
algorithm under different processing cores and number of threads

5 Conclusions

When more cores are integrated onto a single chip, the tasks can run in parallel to achieve
better performance and cut down the power consumption. However, how to improve
the scheduling efficiency is emerging as a new challenge. In this paper, a novel PSO
based task scheduling algorithm is proposed for this problem. Optimized particle swarm
algorithm is used to find the optimal scheduling solution based the system model. The
experimental results show that this algorithm can improve the efficiency of the task
scheduling for multi-core processors.
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Abstract. Artificial Bee Colony (ABC) algorithm is a relatively new
swarm-based optimization algorithm, which has been shown to be better than or
at least competitive to other evolutionary algorithms (EAs). Since ABC gen-
erally performs well in exploration but poorly in exploitation, ABC often shows
a slow convergence. In order to address this issue and improve its performance,
in this paper, we present a novel artificial bee colony algorithm with hierarchical
groups, named HGABC. In employed bee phase of HGABC, the population is
divided into three groups based on the fitness values of the food source posi-
tions, and three solution search strategies with different characteristics are cor-
respondingly employed by different groups. Moreover, in onlooker bee phase,
onlooker bees conduct exploitation in the most promising area of search space,
instead of around some good solutions. In order to demonstrate the performance
of HGABC, we compare HGABC with four other state-of-the-art ABC variants
on 22 benchmark functions with 30D. The experimental results show that
HGABC is better than other competitors in terms of solution accuracy and
convergence rate.

Keywords: Artificial bee colony algorithm � Hierarchical group � Exploitation
in the most promising area � Global numerical optimization

1 Introduction

Global optimization problems (GOPs) always arise in almost all of science research and
engineering fields. population-based random optimization algorithms, such as genetic
algorithm (GA) [1, 2], ant colony optimization (ACO) [3], particle swarm optimization
(PSO) [4] and artificial bee colony algorithm (ABC), have been becoming a popular
and promising way to handle these GOPs. ABC was developed by Karaboga [5] firstly,
inspired by the collective foraging behavior of honey bee colony. The performance of
ABC was demonstrated by comparing ABC with other evolutionary algorithms (EAs).
Due to its simple structure, easy implementation and good performances, ABC has
successfully attracted numerous researcher’s attention and been applied to solve many
practical engineering optimization problems [6–9].
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However, like other EAs, ABC often shows a slow convergence speed [10] since its
solution search equation does well in exploration but poorly in exploitation. The search
equation is the core operator of ABC, which significantly affects the performance of
ABC. Therefore, in order to keep a better balance between exploration and exploita-
tion, many new search equations were proposed. Inspired by PSO, Zhu and Kwong
[11] introduced the information of the global best solution into the solution search
equation to improve the exploitation ability of ABC (GABC). The experimental results
showed that GABC is better than ABC on most benchmark functions. Karaboga and
Akay [13] introduced two new parameters i.e., modification rate (MR) and scaling
factor (SF), into the solution equation to control frequency and magnitude of pertur-
bation, respectively. In order to combine the advantage of different solution search
equations, Kiran et al. [14] proposed a new method, which integrates five search
equations to generate candidate solutions by the way of cooperation and competition.
Moreover, Wang et al. [12] proposed the MEABC algorithm to improve the local and
global search capability of the ABC, in which a pool of three distinct solution search
strategies coexists throughout the search process and produces new solutions com-
petitively. Recently, Karabaga et al. [15] proposed a new search equation for onlooker
bees (qABC), which uses the valuable information of the best solution among the
neighbors to improve the search efficiency of ABC. At the same time there are some
improvements that blend with other operations [16, 17], and so on.

According to above considerations, the performance of ABC mainly depends on its
solution search equation. Therefore, it is a promising way to improve the performance of
ABC by introducing new search equation or integrating multiple search equations. In this
paper, we follow this basic idea and propose an improvedABC algorithm, namedHGABC.
In employed bee phase of HGABC, all employed bees are divided into three groups
according to the quality of their food source positions (fitness values), and different groups
use different solution search equations. Moreover, to enhance the local exploitation ability
in a promising area, in onlooker bee phase of HGABC, the most promising area is firstly
recognized based on the quality of all food source positions, and onlooker bees conduct
exploitation only around the positions located in themost promising area. The experimental
results on 22 benchmark functions show that HGABC performs more competitively and
effectively when it is compared with the other ABC variants.

The rest of this paper is organized as follows. Section 2 introduces ABC algorithm
briefly. The proposed algorithm is presented detailedly in Sect. 3. Section 4 discusses
and analyzes the experimental results. Finally, Sect. 5 concludes this paper.

2 Artificial Bee Colony Algorithm

Inspired by the waggle dance and foraging behaviors of honey bee colony, ABC
algorithm has been developed. In ABC algorithm, the position of a food source rep-
resents a possible solution to the optimization problem, and the nectar amount of a food
source position corresponds to the quality (fitness value) of the associated solution. The
number of the employed bees or the onlooker bees is equal to the number of food
sources. The basic ABC algorithm consists of four basic phases, namely initialization
phase, employed bee phase, onlooker bee phase and scout bee phase.
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2.1 Initialization Phase

In the initialization phase, the necessary parameters, i.e., the number of food source
position SN, the termination condition and the parameter limit, should be initialized
firstly. Then, the initial food source positions are randomly produced in the whole
search space by Eq. (1) as follows,

xi;j ¼ xmin;j þ rand 0; 1ð Þðxmax;j � xmin;jÞ ð1Þ

where i ¼ 1; 2; � � � ; SN, j ¼ 1; 2; � � � ;D, SN is the population size, and xi;j is the jth
dimension of the ith solution. xmin;j and xmax;j are the lower and upper bounds of the jth
dimension of the problem, respectively. rand 0; 1ð Þ is a random number in the range of
[0,1]. The fitness value of the food source positions are calculated as follows,

fit xið Þ ¼ 1= 1þ f xið Þð Þ if f xið Þ� 0ð Þ
1þ abs f xið Þð Þ else

(
ð2Þ

where f ðxiÞ is the objective function value of the ith food source position, and fitðxiÞ is
the fitness value of the ith food source position.

2.2 Employed Bee Phase

In this phase, each employed bee flies to a distinct food source position to search for
better food source position, and the candidate food source position is generated as
follows,

vi;j ¼ xi;j þ/i;j xi;j � xk;j
� � ð3Þ

where i ¼ 1; 2; � � � ; SN and j ¼ 1; 2; � � � ;D; k 2 1; 2; . . .; SNf g and it is different from i;
D is the dimension of the problem; /i;j is a random number in the range of [−1,1]. After
the generation of the candidate solution vi, if the candidate solution is better than the
old one, the old solution will be replaced by the candidate solution. Otherwise, the old
solution will be kept.

2.3 Onlooker Bee Phase

After all employed bees complete their search process, they will share the information
(quality and position of food source) of their food source position to onlooker bees by
assigning each food source position a selection probability, which is calculated as
follows,

pi ¼ fitðxiÞ
,XSN

i¼1

fitðxiÞ ð4Þ
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where pi is the selection probability of the ith food source position, and each onlooker
bee selects a food source position to perform search according to the selection prob-
ability of each food source position. The same search strategy and greedy selection
method are employed by onlooker bees to perform further exploitation.

2.4 Scout Bees Phase

In the scout bee phase, if a certain food source position (solution) fails to be updated
during a predetermined cycle (defined as “limit”), the corresponding employed bee
becomes a scout bee and the food source position should be replaced by a new one,
which is generated randomly according to Eq. (1).

After the initialization, ABC enters a loop of employed bee phase, onlooker phase
and scout bee phase until the terminal condition is satisfied.

3 Artificial Bee Colony Algorithm with Hierarchical Groups
(HGABC)

In the original ABC or other ABC variants [11], only one search strategy is employed
by employed bee and onlooker bee, which may result in that the search ability of these
methods are limited. Inspired by the observation in the team work of human being,
since each member in the team has different characteristics, such as knowledge, attitude
and skill, the whole team usually is divided into multiple groups according to their
abilities, and each group takes different responsibilities or tasks. By this way, the work
efficiency can be significantly improved. In original ABC, although the colony contains
three types of bees, i.e., employed bee, onlooker bee and scout bee, different types of
bees are responsible for different search abilities. However, ABC treats all employed
bees (or onlooker bee) equally because all employed bees (or onlooker bees) employ
the same search strategy. While in real bee colony, each employed bee (or onlooker
bee) is a unique individual, and the search ability of them may be different from each
other. Therefore, different employed bees (and onlooker bees) may adopt different
search strategies in fact.

According to above consideration, in this paper, we propose a novel artificial bee
colony algorithm with hierarchical groups, named HGABC. To be specific, in
HGABC, the employed bees are divided into three groups based on the quality of their
food source positions, and different groups employ different search strategies so as to
be responsible for different search abilities. Moreover, in order to pay more attention to
the exploitation in the most promising area, all onlooker bees only search around the
food source positions which locate in the most promising area. Similarly, three search
strategies could be used by onlooker bees in a random manner. The proposed strategies
are described in detail as follows.
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3.1 Division of Employed Bees and Search Strategies

In ABC, each employed bee occupies a food source position. Since each employed bee
has distinct ability and should adopt different search strategy, in order to differentiate
employed bees, we firstly divide the employed bees into three group based on the
quality of their own food source positions. To be specific, the employed bees firstly sort
from best to worst based on the quality of their food source positions. The first a � SN
employed bees, the medium b � SN employed bees and the last c � SN employed bees,
respectively constitute the high group, medium group and low group, where a; b; c 2
½0; 1� and aþ bþ c ¼ 1.

The high group includes some current good solutions, which may be located in the
local optimal areas or the global optimal area. Therefore, its employed bees should
learn the beneficial information from the current best solution and conduct exploitation
toward the current best solution. The employed bees belonging to the high group adopt
the search strategy as follows,

vi;j ¼ xk;j þui;jðxbestj � xk;jÞ ð5Þ

where xbest is the current best solution; xk is randomly selected from the population,
which is different from xi and xbest; ui;j is a random number in the range of [0,1]; j is a
randomly selected dimension.

With respect to the medium group, it consists of some neither better nor worse
solutions that are not far from or close to the global optimal area. Their employed bees
should take the responsibility of obtaining balance between the exploitation and
exploration. Therefore, the employed bees in the medium group use the search strategy
as follows,

vi;j ¼ xk;j þ/i:jðxk;j � xq;jÞþui;jðxbestj � xk;jÞ ð6Þ

where xbest is the current best solution, and xk and xq are randomly selected from the
population, which are distinct from each other and different from xi and xbest. ui;j is a
random number in the range of [0,1], and /i;j is a random number in the range of [−1, 1].
j is a randomly selected dimension.

Regarding to the low group, it contains the current bad solutions that may be far
from the local optimal areas or the global optimal area with a high probability, and its
employed bees should be responsible for exploration by exploiting new areas ran-
domly. Therefore, the third kind of employed bees employ the search strategy as
follows,

vi;j ¼ xk;j þ/i:jðxk;j � xq;jÞ ð7Þ

where xk and xq are randomly selected from the population, which are distinct from
each other and different from xi. /i;j is a random number in the range of [−1, 1]. j is a
randomly selected dimension.

Overall, in our proposed algorithm, all employed bees are divided into three groups,
namely the high group, the medium group and the low group. The employed bees in
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different groups adopt different search strategies and undertake different search tasks.
More specifically, the high group’s employed bees pay more attention to exploitation,
the low group’s employed bees focus on exploration, and the medium group’s
employed bees are responsible to balance between exploration and exploitation.

3.2 Search Strategy of Onlooker Bee

In original ABC, after all employed bees complete their search tasks, the onlooker bees
start to work depending on the information provided by the employed bees. To be
specific, each onlooker bee will select a food source position to conduct exploitation by
the roulette wheel method, which is a time-consuming procedure. Moreover, the better
the quality of the food source position is, the bigger the selection probability is. In order
to pay more attention to the promising area and accelerate the convergence, in this
paper, we present a most promising area search strategy for onlooker bee. The details
are described as follows.

In order to recognize the most promising area, each food source position denotes an
area. To be specific, for the ith food source position, if the Euclidean distance between
food source position xi and xj (j ¼ 1; 2; � � � ; SN and j 6¼ i) is less than the radius r, the
position xj belongs to the area located by the position xi. Moreover, the radius r is
calculated as follows,

r ¼
PSN�1

i¼1

PSN
j¼iþ 1 dðxi; xjÞ

SNðSN � 1Þ=2 ð8Þ

Fig. 1. The pseudo-code of onlooker bee phase
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where dðxi; xjÞ is the Euclidean distance between xi and xj, and SN is the number of the
food source positions.

Obviously, there are SN areas in the search space and the best quality area based on
the average fitness value of its members is treated as the most promising area. After the
most promising area is identified, the onlooker bees only fly to a randomly selected
food source position located in the most promising area to search.

Moreover, to make the onlooker bees show different search abilities and keep a
better balance between exploration and exploitation, the above three search equations
(Eqs. (5), (6) and (7)) are employed by onlooker bees in a random manner based on
two control parameters s1 and s2.

Fig. 2. The pseudo-code of HGABC
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According to the proposed modifications, the pseudo-code of onlooker bee phase is
shown in Fig. 1 and the completed pseudo-code of the proposed algorithm HGABC is
shown in Fig. 2.

4 Experiments

In order to demonstrate the performance of our proposed algorithm HGABC, we
compare HGABC with four ABC methods, i.e., the basic ABC [5], GABC [11], qABC
[15] and MEABC [12] on 22 benchmark functions with 30D, which are listed in
Table 1. To make a fair comparison, for all compared algorithms, SN and limit are set
to 50 and SN � D, respectively. Other parameters are set the same as the original papers.
For HGABC, a, b and c are respectively set to 0.2, 0.3 and 0.5; s1 and s2 are set to 0.25
and 0.75, respectively. The maximal number of function evaluation (maxFES) is used
as the termination condition, which is set to 5000 � D. All algorithms conduct 25 times
independent runs on each function. The experimental results are given in Table 2. For
the sake of clarity, the best results are marked in boldface. Moreover, the Wilcoxon’s
rank sum test at 5% significance level on results gained by two competing algorithms is
also conducted to show the significant differences between HGABC and other ABC
methods. The results of the test are represented as “+”, “−”, “=”, which mean that the
compared algorithm is significantly better than, worse than, equal to HGABC,
respectively.

As shown in Table 2, the metric of mean and std respectively denote the average
value and standard deviation of the best objective function value of 25 independent
runs. According to these metrics, HGABC successfully gets the best results on all
functions except that f4, f10 and f14. To be specific, HGABC is better than ABC, GABC,
qABC and MEABC on 18, 12, 18 and 9 functions, respectively. On the contrary,
HGABC is only beaten by GABC and MEABC on 1 and 1 function, respectively.
Moreover, ABC and qABC is unable to perform better than HGABC on any cases.

In addition, in order to clearly show the convergence speed and robustness of
different algorithms, more experimental results about the average FES (AVEN) and
success rate (SR) are also given in Table 1. AVEN represents the average FES needed
to reach the threshold defined in Table 1. In Table 1, “NAN” denotes that the algorithm
cannot get any solutions, whose objective function is smaller than the acceptable value
in 25 independent runs. SR represents the ratio of the number of success runs in the 25
independent runs. The success run means that algorithm can find the solution, whose
objective function value is less than the acceptable value. Obviously, the search
accuracy of HGABC is better than or equal to other algorithms on all functions,
excluding f4, f10 and f14. Similarly, the SR of HGABC is 100% on all functions except
f10, on which all algorithms are unable to get a 100% success rate. Overall, HGABC is
better than the competitors in terms of solution accuracy, convergence speed and
robustness.
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Table 2. Comparison results on 22 test functions with 30D

Alg ABC
mean(std)
AVEN(SR)

GABC
mean(std)
AVEN(SR)

qABC
mean(std)
AVEN(SR)

MEABC
mean(std)
AVEN(SR)

HGABC
mean(std)
AVEN(SR)

f1 8.05e−18
(6.08e−18) −
100/82934

6.97e−33
(4.93e−33) −
100/50130

1.60e−15
(1.32e−15) −
100/72618

3.45e−40
(4.66e−40) −
100/44910

2.18e−57
(2.33e−57)
100/32314

f2 4.77e−10
(3.76e−10) −
100/135230

1.92e−26
(2.12e−26) −
100/76150

1.53e−10
(3.87e−10) −
100/123870

6.17e−37
(6.37e−37) −
100/55908

7.59e−55
(1.12e−54)
100/40498

f3 1.55e−19
(1.31e−19) −
100/75366

2.98e−34
(2.38e−34) −
100/45478

3.14e−16
(2.92e−16) −
100/63946

2.74e−41
(2.06e−41) −
100/41710

2.91e−58
(2.97e−58)
100/30186

f4 2.41e−31
(9.09e−31) −
100/23266

1.83e−52
(6.33e−52) −
100/14106

3.01e−21
(1.31e−20) −
100/13342

4.93e−86
(1.20e−85) +
100/12014

5.32e−76
(1.81e−75)
100/10022

f5 6.55e−11
(2.12e−11) −
100/125030

5.95e−18
(1.76e−18) −
100/77478

1.09e−08
(3.89e−09) −
48/148340

1.47e−21
(6.87e−22) −
100/66784

5.85e−30
(3.45e−30)
100/48882

f6 4.35e+00
(8.60e−01) −

0/NAN

2.55e−01
(1.30e−01) −
100/109060

9.36e−02
(1.79e−02) −
100/35898

3.00e+00
(1.37e+00) −
4/131500

4.57−03
(3.39−03)
100/58034

f7 0.00e+00
(0.00e+00) =
100/11314

0.00e+00
(0.00e+00) =
100/10314

0.00e+00
(0.00e+00) =
100/6482

0.00e+00
(0.00e+00) =
100/18974

0.00e+00
(0.00e+00)
100/11962

f8 7.18e−66
(4.37e−73) =

100/150

7.18e−66
(9.22e−77) =

100/150

7.18e−66
(2.98e−72) =

100/150

7.18e−66
(3.63e−79) =

100/100

7.18e−66
(7.66e−80)
100/150

f9 6.42e−02
(1.37e−02) −
100/93186

2.80e−02
(6.51e−03) −
100/41966

2.78e−02
(8.01e−03) −
100/11018

2.98e−02
(8.07e−03) −
100/45748

1.26e−02
(2.78e−03)
100/20674

f10 6.79e−02
(5.93e−02) =
72/120030

8.21e−01
(3.73e+00) =
68/77515

5.56e−01
(6.12e−01) −
36/75828

9.34e−02
(1.17e−01) =
80/115880

1.99e−01
(2.77e−01)
56/98729

f11 2.68e−14
(1.03e−13) −
100/99214

0.00e+00
(0.00e+00) =
100/68134

1.23e−10
(1.68e−10) −
100/112510

0.00e+00
(0.00e+00) =
100/51876

0.00e+00
(0.00e+00)
100/36926

f12 4.25e−13
(1.57e−12) −
100/110050

0.00e+00
(0.00e+00) =
100/76642

4.95e−10
(5.78e−10) −
100/119730

0.00e+00
(0.00e+00) =
100/55650

0.00e+00
(0.00e+00)
100/39794

f13 3.08e−04
(1.54e−03) −
96/96783

4.51e−08
(2.25e−07) =
96/61688

2.48e−12
(6.35e−12) −
100/95790

0.00e+00
(0.00e+00) =
100/53762

0.00e+00
(0.00e+00)
100/38790

f14 4.51e−12
(1.59e−12) −
100/84338

2.18e−13
(6.03e−13) +
100/65670

3.88e−10
(1.46e−09) −
100/112170

2.76e−12
(1.50e−12) −
100/53292

3.64e−12
(0.00e+00)
100/40506
(continued)

82 L. Cui et al.



To clearly show the advantages of HGABC, the convergence curves of the mean on
some representative functions are plotted in Fig. 3. It can be seen from Fig. 3 that
HGABC converges faster than ABC, GABC, qABC and MEABC on both unimodal
functions and multimodal functions. In conclusion, the experimental results demon-
strate that our modifications of employed bee phase and onlooker bee phase can ontain
a better balance between exploration and exploitation, and effectively improve the
performance of ABC.

Table 2. (continued)

Alg ABC
mean(std)
AVEN(SR)

GABC
mean(std)
AVEN(SR)

qABC
mean(std)
AVEN(SR)

MEABC
mean(std)
AVEN(SR)

HGABC
mean(std)
AVEN(SR)

f15 3.83e−09
(2.27e−09) −
96/144000

1.49e−14
(2.92e−15) −
100/89178

1.61e−06
(8.36e−07) −

0/NAN

6.79e−15
(1.97e−15) −
100/76954

3.84e−15
(9.84e−16)
100/55678

f16 1.29e−18
(1.76e−18) −
100/79398

1.57e−32
(5.59e−48) =
100/45786

4.12e−15
(7.77e−15) −
100/63282

1.57e−32
(5.59e−48) =
100/40080

1.57e−32
(5.59e−48)
100/28266

f17 8.19e−18
(1.71e−17) −
100/84730

4.06e−33
(2.30e−33) −
100/49750

1.83e−15
(1.51e−15) −
100/75322

1.50e−33
(0.00e+00) =
100/44876

1.50e−33
(0.00e+00)
100/30854

f18 3.15e−06
(1.85e−06) −

0/NAN

3.88e−07
(6.54e−07) −
16/129980

1.43e−05
(3.92e−05) −

0/NAN

1.78e−17
(6.15e−17) −
100/68064

7.80e−31
(1.20e−30)
100/49198

f19 8.23e−14
(1.25e−13) −
100/91734

1.39e−31
(1.41e−32) =
100/50934

9.29e−10
(9.59e−10) −
100/123530

1.35e−31
(2.23e−47) =
100/42450

1.35e−31
(2.23e−47)
100/32006

f20 3.06e−02
(3.75e−02) −

0/NAN

3.60e−02
(4.19e−02) −

0/NAN

8.71e−03
(8.44e−03) −

0/NAN

0.00e+00
(0.00e+00) =
100/89724

0.00e+00
(0.00e+00)
100/68534

f21 −7.83e+01
(4.10e−15) =
100/26934

−7.83e+01
(5.02e−15) =
100/15986

−7.83e+01
(7.11e−15) =
100/6838

−7.83e+01
(5.80e−15) =
100/12760

−7.83e+01
(2.90e−15)
100/7666

f22 −2.999e+01
(8.26e−04) −
100/25362

−2.999e+01
(1.01e−03) −
100/21778

−3.00e+01
(1.12e−05) =
100/2310

−3.00e+01
(2.19e−07) =
100/17126

−3.00e+01
(3.29e−06)
100/9530

+/
=/−

0/4/18 1/9/12 0/4/18 1/12/9
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5 Conclusion

This paper presents a new ABC algorithm, called HGABC. In HGABC, in order to
differentiate the employed bees, the employed bees are divided into three groups
according to the quality of their food source positions. The employed bees belonging to
different groups employ different search strategies and are responsible for different
search abilities. Moreover, to speed up convergence and pay more attention to the most
promising area, the onlooker bees using three search strategies in a random manner
only exploit in the most promising area. The comparison results on 22 benchmark
functions show that HGABC can significantly improve the performance of ABC and
outperform other ABC methods in terms of solution accuracy, convergence speed and
robustness. In future, we can apply HGABC to handle real world engineering
problems.

Acknowledgments. This work is supported by the National Natural Science Foundation of
China under Grant 61402294, Major Fundamental Research Project in the Science and Tech-
nology Plan of Shenzhen under Grants JCYJ20140509172609162, JCYJ20-140828163633977,
JCYJ20140418181958501, and JCYJ20160310095523765.

Fig. 3. Convergence curve of all ABCs on some representative functions

84 L. Cui et al.



References

1. Holland, J.H.: Adaptation in natural and artificial systems: an introductory analysis with
applications to biology, control, and artificial intelligence. U Michigan Press (1975)

2. Yang, C., Gui, W., Kong, L., et al.: A genetic algorithm based optimal scheduling system for
full-filled tanks in the processing of starting materials for alumina production. Can. J. Chem.
Eng. 86(4), 804–812 (2008)

3. Dorigo, M., Birattari, M., Stutzle, T.: Ant colony optimization. IEEE Comput. Intell. Mag.
1(4), 28–39 (2006)

4. Kennedy, J.: Particle swarm optimization. In: Encyclopedia of Machine Learning, pp. 760–
766. Springer US, Heidelberg (2011)

5. Karaboga, D.: An idea based on honey bee swarm for numerical optimization. Technical
report-tr06, Erciyes university, engineering faculty, computer engineering department (2005)

6. Karaboga, D., Basturk, B.: A powerful and efficient algorithm for numerical function
optimization: artificial bee colony (ABC) algorithm. J. Global Optim. 39(3), 459–471 (2007)

7. Karaboga, D., Akay, B.: A modified artificial bee colony (ABC) algorithm for constrained
optimization problems. Appl. Soft Comput. 11(3), 3021–3031 (2011)

8. Singh, A.: An artificial bee colony algorithm for the leaf-constrained minimum spanning tree
problem. Appl. Soft Comput. 9(2), 625–631 (2009)

9. Li, G., Niu, P., Xiao, X.: Development and investigation of efficient artificial bee colony
algorithm for numerical function optimization. Appl. Soft Comput. 12(1), 320–332 (2012)

10. Karaboga, D., Akay, B.: A comparative study of artificial bee colony algorithm. Appl. Math.
Comput. 214(1), 108–132 (2009)

11. Zhu, G., Kwong, S.: Gbest-guided artificial bee colony algorithm for numerical function
optimization. Appl. Math. Comput. 217(7), 3166–3173 (2010)

12. Wang, H., Wu, Z., Rahnamayan, S., et al.: Multi-strategy ensemble artificial bee colony
algorithm. Inf. Sci. 279, 587–603 (2014)

13. Akay, B., Karaboga, D.: A modified artificial bee colony algorithm for real-parameter
optimization. Inf. Sci. 192, 120–142 (2012)

14. Kiran, M.S., Hakli, H., Gunduz, M., et al.: Artificial bee colony algorithm with variable
search strategy for continuous optimization. Inf. Sci. 300, 140–157 (2015)

15. Karaboga, D., Gorkemli, B.: A quick artificial bee colony (qABC) algorithm and its
performance on optimization problems. Appl. Soft Comput. 23, 227–238 (2014)

16. Qiu, M., Ming, Z., Li, J., et al.: Phase-change memory optimization for green cloud with
genetic algorithm. IEEE Trans. Comput. 64(12), 3528–3540 (2015)

17. Gai, K., Qiu, M., Zhao, H.: Cost-aware multimedia data allocation for heterogeneous
memory using genetic algorithm in cloud computing. IEEE Trans. Comput. (2016) doi:10.
1109/TCC.2016.2594172

Artificial Bee Colony Algorithm with Hierarchical Groups 85

http://dx.doi.org/10.1109/TCC.2016.2594172
http://dx.doi.org/10.1109/TCC.2016.2594172


An Buffering Optimization Algorithm
for Cooperative Mobile Service

Lei Hu1,2, Huan Shen1,2(&), Qingsong Shi3, Jiajia Xu1,2, Wei Hu1,2,
and Peng Ke1,2

1 College of Computer Science and Technology,
Wuhan University of Science and Technology, Wuhan, China

{huwei,ke_peng}@wust.edu.cn,

ShenHuan201620@outlook.com,

{lylehu,double2hao}@foxmail.com
2 Hubei Province Key Laboratory of Intelligent Information Processing and

Real-Time Industrial System, Wuhan, China
3 College of Computer Science, Zhejiang University, Hangzhou, China

zjsqs@zju.edu.cn

Abstract. With the development of wireless network technology and embed-
ded technology, mobile devices have more powerful hardware and are used
wildly than before. However, mobile services have different features compared
with the traditional desktop services. Different types of wireless networks can
provide different network widths for the mobile services. When images are
transferred to mobile devices. The performance will be affected by network
circumstances. This makes it necessary to adjust the buffering strategy for local
data to improve the user experiences. In this paper, a novel buffering opti-
mization algorithm is proposed for cooperative mobile service. The buffering
optimization model is constructed as basis and the algorithm can adjust the
buffering strategy according to the real-time network width. The traffic will be
reduced to achieve better response to users and save the limited network width.
The experimental results show that this algorithm can improve the performance
without loss of the user experiences.

Keywords: Mobile devices � Buffering optimization algorithm � Network
width model

1 Introduction

With the rapid development of wireless network technology and embedded technology,
mobile devices have been widely used than ever [1]. Mobile service is flourishing in
different areas for its portability and flexibility. Multimedia is one of the most important
data form in more and more mobile services [2, 3]. Images are almost the basic data
form in mobile applications. The users of mobile services need fast response for their
requests. The time-lasting responses will deplete the users’ patience. However, there
are also some limitations when images are used under different wireless network cir-
cumstances. Firstly, the basic networks are determined before the mobile services.
There are different types of the wireless networks [4]. When the mobile devices are
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moving, they will change among these networks. Different networks will provide
different network widths to these devices. Secondly, wireless network can not provide
the same stable network width as the traditional network with lines. The mobile devices
may have to tolerate the changing network width. The above limitations make it
necessary to adjust the buffering strategy for local data to improve the user experiences.

The existing researches focused on different impact factors to improve the perfor-
mance [5–9]. As a typical optimization design, on-chip memory was used to provide the
fast access to memory to obtain fast responses [10]. And some other optimization
approaches were proposed to improve the performance of the wireless network [11, 12].
However, what the wireless networks provide to the related devices can not guarantee
the stable widths under different circumstances. In this paper, a novel buffering opti-
mization algorithm is proposed to improve the performance of the image buffering on
mobile devices. The buffering model is constructed as the basis. The traffic is adjusted
by compressing the images according the network widths.

This paper is organized as the follows. Section 2 depicts the background for the
optimization. Section 3 describes this algorithm. Section 4 provides experimental
results and analysis. And at last, we give the conclusions in Sect. 5.

2 Background

2.1 Basic Mobile Data Access Structure

When wireless networks become the mainstream, B/S (Browser and Server) structure is
also used as the main one to construct the service model for the mobile services. The
typical structure is showed in Fig. 1. The mobile devices send their http requests to the
web server including a data block with the request in information. The request has three
parts including the request approach with URI protocol and its version, the request
header and the request body. The web server will send the data block back to the
mobile devices as the response if the network is available. The data in the response will
be analyzed and showed to the users. Mobile devices will also send data to the servers
for long-term storage.

Fig. 1. Mobile data access structure
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When mobile devices fetch data from the servers frequently, such processes will
consume much time. The data being fetched will be buffered in the local memory for
the upcoming utilization. The network width plays an important role in the response
speed. Wireless networks provide shared widths among many mobile devices. A single
mobile device may obtain enough width for the transmission or it can only obtain
limited width according to the total number of mobile devices shared the same wireless
network. The images with bigger size will be affected by the network width.

2.2 Basic Buffering Mechanism Analysis

Mobile devices fetch data from web server. However, fetching data through network
will consume much time especially the frequent accessing and the limited network
width. All the fetched data should be buffered for the future utilization. Buffering
mechanism is used to cache the fetched data and reduce the network operations to
improve the performance and cut down the power consumption.

There are two typical buffering strategies. They are memory buffering and file
buffering respectively. Memory buffering uses the main memory as the buffer. The
system will assign some special areas to the applications for the data buffering.
However, mobile devices have limited main memory compared with the desktop
computers. The buffers always have not enough space. Furthermore, memory buffering
may result in the memory leakages. File buffering uses the spare hard disk space as the
buffer. When the applications need the data, they can fetch them from the buffer without
network accesses. However, hard disk is very slow compared with the main memory.
When more data are placed on such space, it’s slow to fetch them. The compromise is to
combine the memory buffering and file buffering, which is as Fig. 2 shows.

Data buffering mechanism for mobile devices can improve the performance.
However, such mechanism is used to increase the local efficiency. The network traffic
is not reduced and it has close relationship with the network and the size of the buffered
images. If the images can be pre-processed on web server, the size of the images can be
adjusted for the transmission. The combination can have better performance through
local buffering on mobile devices and dynamic adjusting on web server.

3 Buffering Optimization Algorithm

3.1 Buffering Optimization Model

The buffering optimization model is establish to take various factors into account. The
total traffic w consumed by one network request is represented as:

w ¼ a �
Pn

1 fn � ð1� PtÞ
N

ð1Þ

Here, f is the size of the buffered data object; N is the number of buffering oper-
ations; Pt is the hit rate of the buffer; a is the impact factor of the network state. If w is
the target for the reduction, three factors should be considered according to (1).
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The replacement algorithm will affect the hit rate. There are four popular algorithms
including soft reference/weak reference algorithm, first in first out algorithm, least recent
used algorithm and least frequent used algorithm. Soft reference/weak reference is used
as a lazy replacement approach. It is applicable to the following circumstance. When
some data objects having long lifecycle have occupied large memory space, this algo-
rithm is adopted to avoid the memory leakage. But it will consume more traffic. First in
first out algorithm is simplest one. It uses one queue to track all the data objects with
high efficiency. But the data objects don’t have the same features. Least recent used
algorithm is the best one. But it is almost impossible to obtain the related information
before the operations. This algorithm is difficult to implement in real systems. In this
paper, least frequent used algorithm is adopted as the basic replacement algorithm.

Pt and a have close relationship. When the size of the buffered data object is large
enough and the network cannot provide available width, the response of the data fetching
will be slow. The network cannot be adjusted by the mobile devices. The network state

Memory Buffering?

Fetching Resource 
Address by Calling 
Request Interface

Obtaining Buffered 
Resource from Memory

Yes

Output

File Buffering?
Fetching Disk Buffer to 

Memory

Fetching Resource 
Address by Calling 
Request Interface

Request 
Successful?

Writing Fetched Data 
into Memory Buffer

Buffering Failed

No

No

Yes

Fig. 2. Combined buffering mechanism
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can be obtained at run-time. The size of the buffered data object can be adjusted according
to the network state to achieve better performance.

3.2 Optimization Algorithm Design

The network state may be changed under the different circumstances. But it cannot be
adjusted by web server or the mobile devices. The optimization algorithm aims to
change the image compression algorithms according to the network state. The general
wireless networks are divided into three types including robust network, common
network and weak network. Robust network can provide broad width to the users with
almost no delay. Wifi based wireless network is the typical robust network. Common
network can provide enough width for texts and general media data. But it can support
images and other multimedia data well for the shared width. 3G and 4G based wireless
network is the typical common network. Weak network cannot provide enough width
for most multimedia data. 2G based wireless network is the typical weak network.

The compressed quality of the images is represented as b as showed in (2).

b ¼
1

0:9�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2

1�n1 þp2
2�n2
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n1 þ n2
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Fig. 3. Processing flow of the images
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Here, p1, p2 and p3 is the ratios of request times of data access to the total request
times under robust network, common network and weak network respectively. n1 and
n2 are the total requests of the former two network types respectively. The request times
are counted through the network interfaces statistically. If it’s robust network, a ¼ 0
and the images will not be compressed. If it’s common network, a and β are linear
correlation. Namely the smaller compression is, the lower traffic loss is. The value of β
is adjusted dynamically. And the advantage of such operations is that the compression
of the images can reduce the network traffic when the users send more requests to the
web server. When β is higher, it means the images can have broader width and they can
avoid the compression. The process is showed in Fig. 3. The compression will lose
some information from PNG file with 32 bit depth for Alpha channel to JPEG. The
Alpha information should be removed from the original images. At the same time, if
the size of the images is less than 20 KB, these images will not be compressed to avoid
the following situation: the size of the images may increase by the forced compression
and the network traffic also increases.

4 Experimental Results and Analysis

The compression quality parameter of the image resources is ranged from 0 to 1. It
represents the compression quality of the related images. 100% means the best com-
pression effect. The lower the compression quality is, the smaller the file size is. At the
same time, the display effect of the images on mobile devices changes smoothly with
the reduction of the file size. When the algorithm is tested, an image with 212 KB size
is selected as the test object. The effects of the compression are showed in Fig. 4. The
new file sizes are 212 KB, 40 KB and 10 KB respectively. Though the file size is
reduced, the display effect of the images has no obvious decline in quality.

The buffering optimization algorithm is tested under different network states. The
compression quality parameters are obtained through providing the parameters to the
network interface. The web server will calculate the related parameters and return them
back. Each request will fetch 20 images from the web server. The results will be

Fig. 4. Effect after compression
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analyzed. 15 images are uploaded images to the web server and the total size of the
images is 2.05 MB. The values of β are 1, 0.9 and 0.31 for three different types of the
network. The comparison is based on the four larger images in the 15 ones. The size of
the compressed images is compared with the original size as showed in Fig. 5 (RNET
means the robust network; CNET means the common network and WNET means the
weak network).

As Fig. 5 shows, when there is enough width provided by the network for the
transmission of the images with different sizes, the images will not be compressed.
When the width is not enough, the images will be compressed and then transferred
through the network. The compressed images are small enough to be transferred under
the corresponding network states. And the compressed images will be buffered quickly
by local applications in mobile devices.

Figure 6 Shows the traffic comparison of three types of network. The images aren’t
compressed under RNET for the width enough. Though the images may have large
size, RNET can support the fast transmission and the local applications can process the
images. The images are compressed under CENT and WNET. Though the images have
been compressed for the fast transmission, the image quality will not affect the display
effect according to the quality effect experiments. The compression improves the
transmission speed and local buffering.

Figure 7 shows the compression ratios of the different network states. The com-
pression ratio is determined by the value of β. When the value of β is small, it means
the network cannot afford enough width for recent requests. And the images will be
compressed for the responses. However, the images cannot be compressed without
limitation. So when the value of β is very small, the images are compressed almost
under a fixed compression ratios.
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Fig. 5. Comparison under three types of network
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5 Conclusions

With the development of wireless technology and embedded technology, mobile
devices are more powerful than before. However, their resources are still limited
compared with the traditional desktop computers. Such devices are connected to the
servers through wireless network. The users of mobile devices have more requirements
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for the fast responses. When different types of data are used as the support to the
contents, it is necessary for the systems to consider the optimization of the algorithm to
improve the performance of the data fetching and buffering. This paper presents a
mobile device and the web server cooperative optimization algorithm to ensure the user
experience. The images will be compressed for the transmission according to the
different widths provided by the wireless network. The experimental results shows the
improvement of the optimized algorithm. In this paper, images are the target for the
optimization. More data types can be considered in the future work.
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Abstract. With so many users and applications handled by the Internet
infrastructure, the Internet has to evolve continuously to meet the requirement.
Separation of control plane and management plane has been studies as a new
architecture model in recent years by Internet community. Software Defined
Network (SDN is just one of the most influential models in this field. But there
lack the rigor formal analysis of the protocol behavior with SDN. In this paper, a
formalization method with algebra to analysis SDN protocol is proposed. The
method is self-contained and universal to any protocol analysis. With the
method we can formally analysis the detail of SDN protocol to find the uncertain
and shortcoming aspects.

Keywords: Software Defined Network � Protocol analysis � Process algebra �
Formalization method

1 Introduction

With the overwhelming success in mobile app and Internet service, the Internet has
become a huge cyberspace. Mass network services have a deep influence on our daily
life. But the popularity of Internet breeds huge challenge to the transmission capability,
network security, and network management. With billions of transactions streaming on
Internet, the Internet has to deal all of these efficiently. A trustworthy network and
services infrastructure are extremely important. Many future network or next genera-
tion network projects has been going on in the past ten years. For example, the 7th
Framework Programme for research and technological development in EU.
OpenFlow-based Software Defined Network comes into being under this background.
Just as the other network protocol, there lack the rigor formal analysis of the protocol
behavior with SDN. Formalization method with process algebra to analysis SDN
protocol is necessary under this situation. Using process algebra as formalization is
different from other means because of its mathematical rigor. So, a formalization
method with process algebra to analysis SDN protocol is proposed in this paper. The
method is self-contained and universal to any protocol analysis. With the method we
can formally analysis the detail of SDN protocol to find the uncertain and shortcoming
aspects.

The rest of the paper is organized around our main topic, which include the fol-
lowing: Sect. 2 reviews related works and discusses some background materials about
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the process algebra protocols analysis; Sect. 3 presents operational semantics of the
method with process algebra; Sect. 4 gives conclusions and future work.

2 Protocol Analysis with Process Algebra

Process Algebra is an algebraic approach that is used for formulating problems [1].
Hoare’s Communicating Sequential Processes [3], Bergstra & Klop’s Algebra of
Communicating Processes [4]. Labeled transition systems, behavioral equivalences,
operational semantics, congruence, and bisimulation equivalence are the most impor-
tant concepts in the Process Algebra. The important one in these concepts is behavioral
equivalences. In this paper we focus on the specification and verification of SDN
protocols.

Protocol validation and analysis with process algebra is studied for a long time
[5–9]. Process algebra can be used to analyze and evaluate protocols or support pro-
tocol design from the beginning [10]. Analysis with process algebra is unambiguous,
which can dramatically avoid the misunderstandings, clarify the protocol details. In
recently years the process algebra is mostly used to analysis of Mobile Ad Hoc
Wireless Networks (MANETs) and their protocols [11]. For example, W-calculus is
presented for formally modeling and reasoning about MANETs [12]. Generally
speaking, in recently year Process algebra is just used as a tool for supporting protocol
design, verification and analysis.

3 SDN Protocol Analysis Based on Process Algebra

3.1 SDN Architecture

In this section we will discuss the problem of the SDN protocol analysis based on
process algebra. SDN is an approach to computer networking that allows network
administrators to manage network services through abstraction of lower-level func-
tionality [13–17]. SDN architectures decouple network control and forwarding func-
tions, enabling network control to become directly programmable and the underlying
infrastructure to be abstracted from applications and network services [18]. This means
that network programming languages is the hot topic to support the SDN. Now, in
network community, the emerging SDN specific programming languages include
Frenetic [19], NetCore [20], Pyretic [21], and NetKat [22]. The common SDN pro-
tocols include OpenFlow, Open Network Environment, and Network virtualization
platform et al. And the OpenFlow is used by many platforms. With these program
languages sand protocols, we can define the behavior of the network infrastructure with
abstract model, just like advanced programming languages to the computer architec-
ture. So the rigorous semantic description and analysis of the protocol are dramatically
important to the network security and network management ability of these program
languages.
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3.2 SDN Protocol Analysis

Why should we analyze the SDN Protocol? Formal verification of the SDNwith rigorous
mathematics logic can examine the requirements and properties system should meet.
Especially for SDN, as programmable network architecture, we should design the SDN
protocol with detail enough. Misunderstanding or malicious using of SDN based plat-
form can break-down the underlying networks infrastructure. For example,
Frenetic-OCaml and Pyretic are designedwith a plenty of the formal verification [23–33].

3.3 Removing the Flow in SDN Flow-Table

According OpenFlow protocol, there are three methods to delete entries stream:

• The controller issued a delete request flow table entries;
• OpenFlow switch entries expire mechanism;
• Flow entry remaining lifetime.

Among them, the first two methods to remove the switch in terms of a certain
passivity. The following description of the flow table entries deletion process is given.
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4 Conclusion and Future Work

We give a formal operational semantics of SDN protocol in detail with labeled tran-
sition systems. After a succinct description of the SDN protocol, we prove the cor-
rectness and analyses the complexity of SDN protocol with process algebra. The area
of formal methods to SDN protocol is very difficult because of no mature tools and
techniques available. How to assure the correct behavior of SDN network protocol can
be summarized them below:

• Using the universal mathematical calculus symbol to all aspect of SDN protocol is
very important.

• Large scale network data streams should be verified by formal operational
semantics.

• A variety of network scenarios should be modeled to validate.

All these directions should be pursued in next work.
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Abstract. Many learning algorithms can suffer from a performance bias for
classification with imbalanced data. This paper proposes the pre-training the
deep structure neural network by restricted Boltzmann machine (RBM) learning
algorithm, which is pre-sampled with standard SMOTE methods for imbalanced
data classification. Firstly, a new training data set can be generated by a
pre-sampling method from original examples; secondly the deep neural network
structure is trained on the sampled data and all unlabelled data sets by RBM
greedy algorithm, which is called “coarse tuning”. Then the neural networks are
fined tuned by BP algorithm. The effectiveness of the RBM pre-training neural
network (RBMPT) classifier is demonstrated on a number of benchmark data
sets. Compared with only BP classifier, pre-sampling BP classifier and RBMPT
classifier, it has shown that pre-training procedure can learn more representa-
tions of data better with unlabelled data and has better classification performance
for classification with imbalanced data sets.

Keywords: Semi-supervised learning � Classification � Deep learning �
Restricted boltzmann machine � Deep neural network

1 Introduction

Deep learning is a new field of Machine learning technology and powers many aspects
of modern society. Deep learning methods allow multiple processing layers neural
networks structure to learn intricate representations with levels of abstraction, which
have dramatically improved the state-of-the-art in speech recognition [2], visual object
recognition [1], nature language processing [18] and many other domains [8, 10, 17].

Although the most common form of machine learning is supervised learning, the
semi-supervised or unsupervised learning had a catalytic effect in reviving interest in
deep learning. In the late 1990s, neural nets and backpropagation being largely for-
saken is mainly due to the commonly thought that simple gradient descent would get
trapped in poor local minima and hard being trained in the deep neural networks.
However, the expression Deep Learning was actually breakthrough around 2006 [6],
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when unsupervised pre-training of deep FNNs helped to accelerate subsequent
supervised learning through BP algorithm [4], which introduced more efficient learning
methods RBM that allow it to pre-train deep nets by layer-by-layer way.

Another problem suffering researchers more years is that data sets are imbalanced
when at least one class is represented only a small number of training examples (called
the minority class) while the other classes made up the majority. Imbalanced data
learning is of great important and challenge in many real application, such as image
recognition [10] and oil spills detection [11], etc.

In general, imbalanced data learning involves two main aspects [19]. The first uses
various sampling techniques to create an artificially balanced distribution of class
examples for training. Among these techniques, random over-sampling [12] and ran-
dom under-sampling [20] are the simplest ones to be applied by duplicating or elim-
inating instances randomly. SMOTE is proposed by Chawla [13], which creates
synthetic instances by interpolating between similar known examples. It is a better one
in pre-sampling approaches not losing some important information in the original
data sets.

Negative Correlation Learning (NCL) has been introduced by Liu and Yao [15]
with the aim of negatively correlate the error of each network within the ensemble. In
this method, instead of training each network separately, a penalty term is introduced to
minimize the correlation between the error of network and the error of the rest of the
ensemble [14].

The second aspect uses cost adjustment(penalty term) within the learning algo-
rithms so as to tend minority training, such as instead of the overall classification
accuracy, using the weighted average accuracy of the minority and majority classes for
training target function, or adding a negative correlation penalty term (NCL) in the cost
function, etc.

Furthermore, for smaller data sets, unsupervised pre-training procedure helps to
prevent over-fitting [7], leading to significantly better generalization when the number
of labelled data is small.

In this paper, we study the pre-training the deep structure neural network by
restricted Boltzmann machine (RBM) learning algorithm, which is pre-sampled with
standard SMOTE methods for imbalanced data classification. First, a new training data
set can be generated by a pre-sampling method from original examples; secondly the
deep neural network structure is trained on the sampled data and all unlabeled data sets
by RBMs, which is called “coarse tuning”. Then the neural networks is fine-tuned by
BP from top three layers while the regularized negative correlation penalty terms were
participated into the cost function of neural network in order to overcome over-fitting
and promote generalization ability.

The rest of this paper is organized as follows. Section 2 introduces the
pre-sampling method, BP-MLP classifier, neural nets with RNCL algorithm and RBM
learning process. Section 3 provides the results of the RBMPT classifier on a bench-
mark data sets and compared with no-sampling and standard SMOTE-sampling
BP-MLP classifier. Finally, Sect. 4 concludes the paper.
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2 The Model

2.1 Pre-sampling Algorithm

Let the training data set,

X ¼ fxi; tigni¼1; n ¼ np þ nN

Where n is the overall number of examples, np and nN is the number of minority
class and majority class respectively, ti is the target value corresponding xi. After
pre-sampling, generating a set of new examples X0 ¼ fx0i; t0igni¼1; n

0 ¼ n0p þ n0N ,
Where n0 is the number of pre-sampling training data set, n0p and n0N is the number

of minority and majority class respectively, t0i is target value corresponding x0i.
The pre-sampling algorithm can be included as following steps:

(a) Extract samples randomly from majority class sets according to the rate of a, make
n0N ¼ a � nN ;

(b) Extract a sample xi randomly from minority class np;
(c) Find out the k number of samples nearest the xi and randomly extract a sample xn

from the k samples and generate a random number vran 2 ½0; 1�;
(d) Generate required synthetic instances xs by interpolating between the seeds and

minority nearest neighbor examples xs ¼ xi þ vran � ðxn � xiÞ;
(e) do repeat from (b) to (d) until generating ns ¼ b � np; b is the rate of minority data,

ns is number of man-made data sets.
(f) Randomly mix up the instances of to n0N ; np; ns, generate the new training data sets

as following:x0 ¼ fx0i; tgn
0
i¼1; n

0 ¼ n0N þ np þ ns.

2.2 BP-MLP Classifier

Three-layers neural network is used for based classifier, it is the most widely used
neural network model, in which the connection weights training is normally completed
by back-propagation (BP) learning algorithm [3]. In BP algorithm, the error is mini-
mized when the network outputs match the desired outputs. The mean square error
(MSE) for the neural network is defined as:

MSE ¼
Xn

i¼1
O xið Þ � Ti ð1Þ

Where OðxiÞ is the network output for input vector xi, while xi as its target value.
The cost function (MSE) is the function of the connection weights and is minimized

when the network outputs match the desired target values.
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2.3 Semi-supervised Pre-training Procedure

The Restricted Boltzmann Machine (RBM) is a network of symmetrically coupled
stochastic binary units [9]. The undirected graphical model of an RBM is illustrated in
Fig. 1, showing that the hi are independent of each other when conditioning on v and the
vj are independent of each other when conditioning on h. RBM contains a set of visible
units v 2 {0,1}D, and a set of hidden units h 2 {0,1}P, the energy of the state{v,h}
is defined as:

E v; hð Þ ¼ �b0v� c0h� vTWh ð2Þ

The probability that the model assigns to a visible vector v is:

p v; hð Þ ¼ 1
Z hð Þ

X
h
expð�Eðv; h; hÞ ð3Þ

Z hð Þ ¼
X

v

X
h
exp �E v; h; hð Þð Þ; ð4Þ

ZðhÞ is the partition function. h ¼ fW; b; cg are the model parameters. The con-
ditional distributions over the hidden and visible units are given by:

pðhj ¼ 1jv; h�j ¼ rð
XD

i¼1
Wijvi þ cjÞ; ð5Þ

p vi ¼ 1jh; v�ið Þ ¼ rð
XP

j¼1
Wijhj þ biÞ; ð6Þ

where r ¼ 1=ð1þ expð�xÞÞ is the sigmoid logistic function. The parameters
updates, which are needed to perform gradient ascent in the log-likelihood, can be
obtained from function (3).

Fig. 1. A restricted Boltzmann machine with no hidden-to-hidden and no visible-to-visible
connections
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DW ¼ aðEdata vhT
� �� Emodel vh

T
� �

; ð7Þ

Dbi ¼ aðEdata vvT
� �� Emodel vv

T
� �

; ð8Þ

Dbj ¼ aðEdata hhT
� �� Emodel hh

T
� �

; ð9Þ

Where a is a learning rate, Edata denotes an expectation with respect to the com-
pleted data distribution, and Emodel is an expectation with respect to the distribution
defined by the model(Eq. 3). We will sometimes refer to Edata as the data-dependent
expectation and Emodel as the model’s expectation.

Although exact maximum likelihood learning in RBM’s is still intractable, learning
can be carried out efficiently using Contrastive Divergence. We use Gibbs sampling to
approximate both expectations.

Now, the RBMPT classifier can be described as following:

(a) Generate a set of new data sets using an improved SMOTE over-sampling
method;

(b) Initialize each individual network weights, negative correlation term k and reg-
ularization parameter am;

(c) Use an RBM unsupervised learning algorithm to learn every level initial weights.
(d) For each network and corresponding training example set, adjust the weight Wm

and regularization parameter am.
(e) Repeat from (c) for a desired number of iterations (epochs).

In above algorithm, weights and regularization of each network are evolved
simultaneously and converged to the optimal solution while the error function of the
networks is minimized.

The neural network we use is trained by the greedy layer-wise procedure in which
each added layer is trained as RBM. The algorithm is showed as follows:
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3 Experimental Results

3.1 Datasets Selection

In this section, we will study some experimental results of RBMPT classifier and
compared with no-sampling and standard SMOTE sampling BP-MLP classifier on a
number of benchmark data sets. Six imbalanced data sets come from the UCI machine
learning repository [16]. In these data sets, the maximum imbalanced ratio ranges from
9:1 to 19:1, the feature dimensions from 4 to 10, involving many applications. Their
main characteristics are shown as Table 1.

The main implementation parameters of the based classifier are presented in
Table 2. The neural networks have two hidden layers, each layer with 20 nodes.
The BP training epochs are 1000 while the pre-training epochs with RBM are from
1000 to 1500 for different class samples.

3.2 Performance Comparison of Classifiers

Compared RBMPT classifier with no sampling and standard SMOTE-sampling
BP-MLP classifier, the average values of G-mean and F-measure are shown in Table 3.

Table 1. Main characters of samples

Data sets Examples Features Imb. ratio Application

Abalone_7 4175 8 9.7:1 Life
Balance 625 4 12:1 Social
Yeast_ME3 1480 8 9.1:1 Life
Flare 1065 10 19:1 Physics

Table 2. Main parameters of the based classifier

Data sets Learning rate Hidden Nodes BP_epochs RBM_epochs

Abalone_7 0.001 20 1000 1500
Balance 0.01 20 1000 1300
Yeast_ME3 0.001 20 1000 1300
Flare 0.001 20 1000 1000

Table 3. Main parameters of the based classifier

Data sets RBMPT SMOTE-sample MLP
G Fmin G Fmin G Fmin

Abalone_7 0.483 0.334 0.483 0.359 0.218 0.011
Balance 0.926 0.762 0.789 0.444 0.703 0.356
Yeast_ME3 0.874 0.788 0.838 0.784 0.846 0.739
Flare 0.693 0.286 0.506 0.200 0.196 0.067
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Table 4 Notes:
T1: RBMPT use pre-sampling and pre-training with all data;
T2: RBMPT without pre-sampling; T3: RBMPT pre-training without unlabelled

data;
T4: Only pre-sampling test with BP-MLP; T5: BP-MLP;

Seen from Table 3, FMINCLASS is F-measure of small class datasets. According to
G-mean value, the performance of pre-sampling neural network is better than BP-MLP
neural network. Specially, the BP-MLP is hard to classify the small class datasets of
Abalone_7 and Flare. Except the equal value between RBMPT and SMOTE-sampling
classifiers on Abalone_7, the performance of RBMPT is the best of all. Being com-
pared with according to F-mean can get the same results except Abalone_7 data set.

The experimental results show that pre-sampling method is beneficial to the
imbalance datasets classification. By ‘pre-training’ several layers of progressively more
complex feature detectors using learning every layer by RBM greedy learning method,
the weights of the network could be initialized to sensible value. Seen from Table 4,
the Balance dataset was classified with five situations by three classifiers. Being
compared with test results, we can easily find the only BP-MLP classifier is the worst
of all test targets, the RBMPT classifier test results without using unlabeled data
because pre-training are unsurprisingly similar with that of pre-sampling BP-MLP
classifier for semi-supervised learning classifier should be fed in enough data to learn
the representation of network structure. It is very interesting findings that the RBMPT
classifier can still get enough good results through only pre-training procedure without
pre-sampling procedure. Using pre-sampling data and unlabeled data together to
pre-train the networks and find the sensible globe initial weights shows the best test
results of all. However, we also find sometimes the RBMPT classifier without
pre-sampling does not classify on some datasets when the ratio of class samples is
considerable large and pre-training data are not enough.

Another finding in the test results shows that the classification performance depends
on the proportion of majority class datasets and man-made datasets to the extents,
which majority dataset parameter (a) is set from 0.5 to 1.0 while man-made parameter
(b) is set from 0.1 to 0.5. This is caused by the reasons that turning the parameter
(a) smaller will lost the classification information of the original datasets while turning
the parameter (b) larger will touch on the performance majority class with excessively
unnecessary man-made data.

Table 4. Balance dataset test analysis

Test item Different classification tests
T1 T2 T3 T4 T5

Allscore 96.00 95.2 92.00 92.00 91.20
FMAXCLASS 0.9782 0.9737 0.9558 0.9569 0.9500
FMINCLASS 0.7619 0.7273 0.5833 0.4444 0.3556
G-mean 0.9264 0.8787 0.7462 0.7886 0.7028
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4 Conclusion

In this paper, we have study an RBMPT classifier with pre-sampling and its application
for imbalanced data classification. Firstly a new training data set can be generated by
pre-sampling from original examples and it improves the imbalanced ratio in training
examples, the RBMPT is pre-trained on the both new training examples and unlabeled
data to get sensible initial weights of nets. The unsupervised pre-training procedure here
can learn the representation of intricate network structure and prevent from over-fitting,
leading to significantly better generalization for the imbalance datasets. We propose a
hybrid pre-sampling and pre-training classifier for imbalanced data classification. The
effectiveness of RBMPT classifier is demonstrated on a number of benchmark data sets.
Compared with no-sampling MLP and standard SMOTE-sampling BP-MLP classifier,
it has shown that the RBMPT classifier has better classification performance for clas-
sification with imbalanced data.
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Abstract. If a secure and efficient fully homomorphic encryption algo-
rithm exists, it should be the ultimate solution for securing data privacy
in clouds, where cloud servers can apply any operation directly over the
homomorphically encrypted ciphertexts without having to decrypt them.
With such encryption algorithms, clients’ data privacy can be preserved
since cloud service providers can operate on these encrypted data without
knowing the content of these data. Currently only one fully homomor-
phic encryption algorithm proposed by Gentry in 2009 and some of its
variants are available in literature. However, because of the prohibitively
expensive computing cost, these Gentry-like algorithms are not practical
to be used to securing data in clouds. Due to the difficulty in devel-
oping practical fully homomorphic algorithms, partially homomorphic
algorithms have also been studied in literature, especially for those algo-
rithms homomorphic on arithmetic operations over integers. This paper
presents a secure variant algorithm to an existing homomorphic algo-
rithm over integers. The original algorithm allows unlimited number of
arithmetic additions and multiplications but suffers on a security weak-
ness. The variant algorithm patches the weakness by adding a random
padding before encryption. This paper first describes the original algo-
rithm briefly and then points out it’s security problem before we present
the variant algorithm. An efficiency analysis for both the original and
the variant algorithms will be presented at the end of the paper.

Keywords: Homomorphic encryption · Non-deterministic encryption ·
Cipher equality test · Big data privacy · Data privacy in clouds

1 Introduction

The amount of information that companies and governments are collecting is
growing exponentially: 90% of all the world’s digital data were collected in just
the last two years [1]. The term “big data” refers to a new generation of massive
datasets, which contain information that can be searched for commercial pur-
poses or stockpiled for subsequent mining. Storing these datasets in clouds allows
users to exploit the data without having to maintain their own large systems.
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However, storing valuable data on another entity’s equipment exposes it to theft
and unauthorized use. This threat can slow down companies from realizing the
benefits of cost-efficient cloud computing and big data.

Most cyber-security efforts aim to prevent security breaches by outsiders;
indeed, most cloud service providers do have greater resources to protect against
outsider attacks than do their clients. Ironically, authorized system administra-
tors inside the cloud pose a more significant threat. Because of curiosity or
financial motivation, insiders who actually manage the data could become mali-
cious and steal sensitive information. Recent surveys and research suggest that
insider attacks are a widespread threat to cloud computing [2–4].

To protect data privacy against insider attacks, the ideal solution will be
to have a Fully Homomorphic Encryption (FHE) algorithm that allows cloud
servers (insiders) operate on the encrypted data without having to decrypt the
data. However, for more than 30 years, cryptographers have tried to find FHE
algorithms, in which any operation can be directly applied to ciphertexts without
messing up the results. Mathematically, an FHE algorithm can be described
as f(m1,m2, . . . ,mn) = D(f(E(m1), E(m2), . . . , E(mn))), where each mi is a
plaintext ∀1 ≤ i ≤ n, f is any operation with n inputs, and E and D are the FHE
encryption and decryption functions, respectively. Not until recently, Gentry was
the first person to propose a workable FHE algorithm in 2009 [5]. Following
Gentry’s paper, several other variant algorithms [6–9] were also proposed in
literature. However, none of these Gentry-like algorithms is practical for real
world applications because of their expensive computational cost.

One can imagine how difficult it is to design an efficient FHE algorithm
that is homomorphic on any operation. Rather than developing a practical FHE
algorithm, researchers have tried to develop partially homomorphic encryption
algorithms that target at specific data types with homomorphic property on
specific operations. The author has proposed an efficient probabilistic homomor-
phic encryption (PHE) algorithm over integers in [10]. Comparing to Gentry’s
algorithm, the PHE algorithm is simple and very efficient. The trade-off is that
the PHE algorithm is not homomorphic to all operations but only on arith-
metic additions and multiplications. Though the PHE algorithm has only homo-
morphic property on arithmetic operations, it is still very useful for protecting
numeric data in clouds. Unfortunately the PHE algorithm has a security weak-
ness. A variant PHE algorithm is proposed in this paper to patch the security
problem by applying random padding to the plaintext before encryption. Let’s
name this variant algorithm PPHE (Padded PHE). Comparing to the PHE algo-
rithm, the PPHE algorithm is more secure but losing the capability of testing
the equality of two ciphers. Two ciphers are said “equal” if they are ciphers of
the same plaintext. Without the security weakness suffered by the PHE, the
proposed PPHE algorithm is highly useful for real world applications in cloud
computing.

Both the PHE and PPHE algorithms use a random number as an input to
the encryption process. Thus, these two algorithms are non-deterministic, which
is a property that can hide the equality relationship among ciphertexts and
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thus enhance the data privacy protection against adversaries who are able to
eavesdrop encrypted data. The difference between PHE and PPHE is that PHE
ciphers can be tested whether they are “equal” if someone knows the equality
test key, whereas the PPHE ciphers cannot be tested for equality.

The paper is organized as follows. Section 2 describes related work in liter-
ature - partially homomorphic encryption algorithms on arithmetic additions
and multiplications, followed by the Gentry-like algorithms and their compu-
tational cost. Section 3 describes the original PHE algorithm and its security
weakness. Section 4 presents the PPHE algorithm and argues that why it is free
from the security weakness suffered by the PHE algorithm. Section 5 analyzes
the efficiency of both algorithms. Finally the paper is concluded in Sect. 6.

2 Related Work

Unlike the PHE and the proposed PPHE algorithms, some traditional encryp-
tion algorithms are partially homomorphic on either additions or multiplications
but not both. For example, the unpadded RSA [11] and ElGamal [12] algorithms
are homomorphic on multiplications, whereas the encryption algorithms of Pail-
lier [13], and Okamoto and Uchiyama [14] are homomorphic on additions.

In 2009, Gentry proposed the first FHE algorithm using lattice-based cryp-
tography [5]. Following his paper, many different implementations or optimiza-
tions to Gentry’s algorithm have been proposed [6–9]. However, the reported
results are far away from being practical. In their reports, each bit of plain-
text requires ciphertext with thousands or even millions of bits [6–8,15]. An
implementation of Gentry’s algorithm that makes the system actually working
needs a public key with 2.3 GB, and taking two hours to generate it. In addi-
tion, the re-encryptions took 30 min each [8,15]. Re-encryption (called recrypt)
is an operation in the Gentry-like algorithms to reduce noises on ciphertexts
after homomorphic operations. Currently the most efficient implementation of a
Gentry-like algorithm has been done recently by Lauter, Naehrig and Vaikun-
tanathan [9] who managed to reduce the key sizes to roughly a megabyte!

3 PHE Algorithm

This section describes the PHE algorithm proposed in [10]. We extract some
sections from [10] and present them in this paper concisely. The security of the
PHE algorithm relies on a hard integer factorization problem.
Integer Factorization Problem: Given a product N of two large primes p
and q, the problem is to find the primes p and q from N.

No efficient algorithm is available in literature that is able to solve the prob-
lem in a reasonable amount of time. The security of the famous RSA algo-
rithm [11] is also based on this hard problem. The security model for both the
PHE and the PPHE algorithms are the same and described below.
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Security Model: Two parties are involved in the PHE or PPHE algorithm:

1. A data owner Do owns the data. To protect data privacy, only the data
owner can perform data encryption and decryption using an encryption
key only known to Do.

2. An authorized agent Da can perform homomorphic additions, multipli-
cations and/or equality tests on ciphertexts. Do issues an operational
key to Da. With the operational key, Da can only perform the homomor-
phic operations over ciphertexts, but cannot use it to decrypt data. From
data owner’s perspective, the agent Da is actually an adversary and the
homomorphic encryption algorithms used should preserve data privacy
from the agent. Thus, even if the operational key is revealed to public,
the data privacy is not compromised.

3.1 PHE Parameter Setup

If a data owner Do wants to use the PHE algorithm to encrypt data, Do needs
to set up several PHE parameters and keys.

1. Do randomly picks two large primes p1 and p2 repeatedly until q = 2p1 +1 is
also a prime. Do needs to choose p1 large enough so that all his application
data m < p1. Otherwise the cipher of m cannot be decrypted back to m.

2. Do computes N = p1 × p2. The encryption key of the algorithm is the pair
(p1, N), which will be used by Do to perform data encryption/decryption.

3. Do randomly picks another large prime p3 and computes T = q × p3. Do also
randomly picks a set of integers h1, h2, . . . , hk ∈ Z∗

T , and computes

gi = h
2(p3−1)
i mod T,∀i = 1, 2, . . . , k (1)

The equality test key is the set (g1, g2, . . . , gk, T ). The provided equality test
algorithm in Sect. 3.4 later is a probabilistic algorithm. Thus, if more gi are
provided by Do, the accuracy of the equality test is higher.

4. The homomorphic operational key of the algorithm is (N, g1, g2, . . . , gk, T ),
where authorized agents can use N to perform homomorphic add/multiply
operations and use (g1, g2, . . . , gk, T ) for equality testing.

3.2 PHE Encryption and Decryption

Only the data owner Do knowing the encryption key (p1, N) can encrypt and
decrypt data. The PHE encryption only consists of one modular operation.

EPHE(m, p1, N) = rp1 + m mod N (2)

where m < p1 is the plaintext and r is a random positive integer.
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To decrypt a ciphertext c, again only one modular operation is required.
Equation (3) below described the decryption.

DPHE(c, p1) = c mod p1 (3)

Since p1 is a factor of N , based on the Chinese Reminder Theorem, Eq. (3) can
recover the plaintext m < p1 from the ciphertext c, since
DPHE(c, p1) = c mod p1 = (rp1 + m mod N) mod p1 = (rp1 + m) mod p1 = m

3.3 PHE Homomorphic Additions and Multiplications

The authorized agent Da knowing the homomorphic operational key can perform
the PHE addition, which is just a modular addition as described in Eq. (4) below.

H+(c1, c2, N) = (c1 + c2) mod N (4)

where H+(c1, c2, N) denotes the homomorphic sum of two ciphers c1 and c2,
computed using an operational key N . We can verify the correctness of the
homomorphic addition in Eq. (4) if the decryption of the sum H+(c1, c2, N) is
m1 + m2, given that m1 + m2 < p1. By Eq. (3), we have
DPHE(H+(c1, c2, N), p1) = H+(c1, c2, N) mod p1 = (c1 + c2 mod N) mod p1

= (c1 + c2) mod p1 = (r1p1 + m1 + r2p1 + m2) mod p = m1 + m2

The authorized agent Da knowing the operational key N can perform the
homomorphic multiplication, which is just a modular multiplication of two
ciphers c1 and c2 as described in Eq. (5) below.

H×(c1, c2, N) = (c1 × c2) mod N (5)

We can show the correctness of the homomorphic multiplication in Eq. (5) if
H×(c1, c2, N) can be decrypted to m1 × m2, given that m1 × m2 < p1.
DPHE(H×(c1, c2, N), p1) = H×(c1, c2, N) mod p1 = (c1 × c2 mod N) mod p1

= (c1 × c2) mod p1 = ((r1p1 + m1) × (r2p1 + m2)) mod p1
= (r1r2p21 + r1m2p1 + r2m1p1 + m1m2) mod p1 = m1 × m2

3.4 PHE Homomorphic Equality Test

Since PHE uses a random integer in each encryption, the algorithm is non-
deterministic, where a same plaintext can be encrypted to different cipher each
time. This is a feature that the equality relationship among ciphers can be hidden
if only ciphers are presented. However, the agent Da, on behalf of the data owner
Do, might need to compare the equality of two ciphers in some applications. The
PHE provides a homomorphic equality test algorithm for Da (if knowing the
equality test key) to test whether two ciphers are actually “equal”.

The PHE’s equality test is an algorithm based on Euler’s theorem. It is
very similar to the famous primality test algorithm which is based on Fermat’s
Theorem. We describe both the Euler’s and Fermat’s theorems below.
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Euler’s Theorem: ∀g ∈ Z∗
N , gφ(N) = 1 mod N , where φ(N) is a totient of N .

Fermat’s Theorem: If p is prime and for all 1 < g < p, gp−1 = 1 mod p.
By the Fermat’s theorem, p is not prime if gp−1 �= 1 mod p. However, p is not
necessary but most likely a prime if gp−1 = 1 mod p. By [16], for a hundred digits
number p, the probability that p is not prime when gp−1 = 1 mod p is about
1

1013 . If this false positive risk is not acceptable, the primality test of p can be
more accurate by testing the Fermat’s formula with multiple g’s. For example, if
we use g1 and g2 to test the primality of p twice by Fermat’s formula and both
tests return 1, the chance of p not being prime will be reduced to 1

1026 .
Similarly, the accuracy of the PHE equality test below can be improved by a

few tests. Based on the PHE parameter setup in Sect. 3.1, the equality test key
T = q × p3 = (2p1 + 1) × p3. Thus, the totient of T is φ(T ) = 2p1(p3 − 1).

PHE Equality Test Theorem: Given PHE ciphers c1 and c2, and an
equality test key (g, T ) defined in Sect. 3.1, if c1 and c2 are homomorphically
equal (i.e., the corresponding plaintexts m1 = m2), the following test returns
true.

g|c1−c2| ?= 1 mod T (6)

Proof: Based on Eq. (2), let c1 = (r1p1 + m1) mod N and c2 = (r2p1 +
m2) mod N . Since
|c1 − c2| mod p1 = |r1p1 + m1 − r2p1 − m2| mod p1 = |m1 − m2|
Thus, |c1 − c2| = rp1 + |m1 − m2| with a random integer r. If c1 and c2 are
homomorphically equal (i.e., m1 = m2), by the Euler’s theorem, we have
g|c1−c2| = grp1+|m1−m2| mod T = grp1 mod T = (h2(p3−1))rp1 mod T

= (hr)2p1(p3−1) mod T = (hr)φ(T ) mod T = 1

From the above theorem, we can conclude that two ciphers c1 �= c2 if the
test in Eq. (6) returns false. However if the test returns true, c1 and c2 are
not necessary homomorphically equal but most likely they are! Similar to the
primality test, the chance of falsely reporting equality of two ciphers is very
small, probably comparable to the false positive chance in a primality test (i.e.,
1 in 1013). If the data owner cannot accept this false positive chance, k such tests
can reduce the risk to 1 in 1013k. In order for the agent Da to perform k equality
tests, the data owner needs to provide k equality test keys g1, g2, . . . , gk. The
following procedure describes the equality test algorithm with multiple tests.

PHE-Equality-Test (c1, c2, g1, g2, . . . , gk, T )
{ for i ← 1 to k

do if g
|c1−c2|
i �= 1 mod T

then return false;
return true; }
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3.5 Security Weakness of PHE

In this section, we describe the security weakness of the PHE algorithm.

PHE Security Weakness: If the agent Da collects two PHE homomor-
phically equal ciphers c1 and c2, Da can derive the encryption key p1 by

1. Da computes |c1 − c2|, which is actually a PHE ciphertext of 0 and thus
|c1 − c2| = 0 mod p1. In other words, |c1 − c2| = rp1 for some integer r.

2. Da computes gcd(|c1−c2|, N), where the gcd result is actually the encryp-
tion key p1 since both |c1 − c2| = rp1 and N = p1p2 have a prime factor
p1 unless r is multiple to the large prime p2.

4 Padded PHE (PPHE)

In response to the security weakness of the PHE algorithm described in the
previous section, a padded PHE or PPHE algorithm is proposed as a variant
algorithm. PPHE is more secure, but the equality test algorithm will be no
longer working. It allows an unlimited number of arithmetic operations until the
sum/product m �< 2w or m′ �< p1, where m and m′ are the original plaintext
and the padded plaintext respectively, and w is a predefined maximal bit-size of
allowed data (represented as integers) in the application.

4.1 PPHE Parameter Setup

The PPHE has the same parameter setup as the PHE except two additional
parameters w and z. The selection of w and z has impact to the selection of p1.

1. w should be selected based on the application requirement. If the maximum
data (integer) in an application is Imax, then w must be big enough so that
Imax < 2w. That is, w is the maximum bit size of all data in an application.

2. z is the number of random bits to be left padded to the data so that two
encryptions of the same data m will be encrypting two different padded data.
Typically, z = 64 would be big enough for real world applications.

3. The padded data m′ is the size of w + z bits. Recall that m < p1 in PHE
encryption. Similarly, in PPHE encryption, m′ < p1. This implies that if the
data owner would like to have k consecutive homomorphic multiplications on
ciphertexts, then choosing p1 with a size at least (k + 1)(w + z) bits.

4.2 PPHE Encryption and Decryption

The PPHE algorithm encrypts the padded m′ rather than m. We use an example
to demonstrate the padding procedure. Given a data m = 13, the padded m′ is
m′ = rz−1 . . . r1r0|0 . . . 00|1101, where m = 13 = 11012 with leading 0’s to the
w-th bit, followed by z padded random bits. Mathematically,
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m′ = R × 2w + m (7)

where R is the value of the z padding bits. The equation below shows how to
PPHE encrypt a data m.

EPPHE(m, p1, N) = rp1 + m′ mod N (8)

where (p1, N) is the encryption key and r is a random number.
To decrypt a PPHE cipher c, the decryption process in Eq. (3), i.e., c mod p1,

would recover the padded data m′. The original data m can then be recovered
by m = m′ mod 2w. From the above two steps of PPHE decryption, in order
to recover the original data m, the following two conditions must hold: (1) The
padded data m′ < p1; and (2) The original data m < 2w.

4.3 PPHE Homomorphic Additions and Multiplications

The homomorphic additions/multiplications in the PPHE are the same as those
in the PHE algorithm as described in Eqs. (4) and (5) respectively.

4.4 The Equality Test Does Not Work in the PPHE

The PHE equality test algorithm described in the previous section does not work
for the PPHE. Consider two PPHE ciphers c1 and c2 of plaintexts m1 and m2.
If m1 = m2, then c1 and c2 are homomorphically equal. However, the test in
Eq. (6), g

|c1−c2|
i mod T , most likely will not return 1 since |c1−c2| mod p1 is now

equal to |m′
1−m′

2| rather than |m1−m2|. This implies |c1−c2| = rp1+ |m′
1−m′

2|
for some random number r. Thus,

g
|c1−c2|
i = (grp1+|m′

1−m′
2|

i ) mod T = ((h2(p3−1)
i )rp1+|m′

1−m′
2|) mod T

= (hrφ(T )+2(p3−1)|m′
1−m′

2| mod φ(T )
i ) mod T = (h2(p3−1)|m′

1−m′
2| mod φ(T )

i ) mod T
= 1 if m′

1 = m′
2

With z random padding bits, if m1 = m2, there is only 1 in 2z chance that
m′

1 = m′
2 and thus the above test most likely will not return 1.

Even without the equality test procedure available in the PPHE, the algo-
rithm is still a valuable homomorphic encryption algorithm since it is secure and
can be used for applications without the need for equality matching.

4.5 A Walk Through Example for the PPHE

1. Choose p1 = 32451533, q = 2p1+1 = 64903067, p2 = 103 and p3 = 179, where
p1 is 2 × (w + z) = 24-bit prime and it is large enough to support w = 8-bit
data, z = 4-bit random padding and one homomorphic multiplication. For
demonstration purpose, we use small primes p2 and p3.

2. Compute N = p1 × p2 = 3342507899 and T = q × p3 = 11617648993.
3. The encryption key is (p1, N) = (32451533, 3342507899).
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4. Let h = 6 be a random number selected. The equality test key is (g, T ), where
g = h2(p3−1) mod T = 6356 mod T = 2628786245. We give the equality test
key used in PHE here to show that it is no longer working in PPHE.

Assume the PPHE algorithm encrypts two data m1 = 13 and m2 = 8 to
two ciphers c1 and c2. First, the algorithm constructs two padded data m′

1 =
1010 00001101 = 2573 and m′

2 = 0010 00001000 = 520, where the four rightmost
bits are random padding. Secondly, the algorithm encrypts m1 and m2 by Eq. (8)
as follows: c1 = 12571 × p1 + 2573 mod N = 162260238 and c2 = 8431 × p1 +
520 mod N = 2855735424, where 12571 and 8431 are random numbers.

Now let’s verify the PPHE decryption on c1. The decryption has two
mod operations, i.e., (c1 mod p1) mod 2w. In this example, (162260238 mod
32451533) mod 28 = 13, which recovers m1. Thus, the decryption works cor-
rectly.

For homomorphic addition (c1+c2) mod N = 3017995662 and multiplication
(c1 × c2) mod N = 1656366143, PPHE works correctly since the decryptions of
the sum and product, (3017995662 mod p1) mod 2w = 21 and (1656366143 mod
p1) mod 2w = 104, equal to the sum and product of m1 = 8 and m2 = 13.

Finally, let’s show that the equality test does not work in PPHE. Let m′′
1 =

0110 00001101 = 1549 be another padded data of m1. Assume the encryption of
m′′

1 is c′
1 = 2881 × p1 + 1549 mod N = 3245154849. The equality test g|c1−c′

1| =
g3082894611 mod T = 1041103470 �= 1, though both c1 and c′

1 are ciphers of m1.

4.6 Security of the PPHE

In this section, we argue that the PPHE will not have the same security weakness
suffered by the PHE algorithm. Assume the agent Da or an adversary has two
PPHE homomorphically equal ciphers c1 and c2, in which m1 = m2. Using the
same attack described in the previous section, the adversary performs
|c1 − c2| = rp1 + |m′

1 − m′
2| = rp1 + |R12w + m1 − R22w − m2| (See Eq. (7))

= rp1 + |(R1 − R2)2w| = rp1 + R′2w

where r, R1, R2 and R′ = |R1 − R2| are all random numbers. In each such
subtraction, all the adversary (including the authorized agent Da who might
be malicious) can get is a difference d = rp1 + R′2w, which is most likely not
multiple of p1 and thus the gcd(d,N) �= p1. The case for d being multiple of p1
is when the random numbers R1 = R2 and therefore R′ = R1 − R2 = 0.

Now let’s estimate how many homomorphically equal ciphers the adversary
needs to collect so that they can recover the encryption key p1. Let n be the
number of homomorphically equal ciphers collected by the adversary. There are a
total of (n

2 ) pairs of homomorphically equal ciphers and thus we have (n
2 ) possible

d’s. The odd for each such d being multiple of p1 is 1
2z , where z is the number

of random padding bits. If z = 64 and with n homomorphically equal ciphers,
the odd to recover p1 becomes (n

2 ) · 1
264 . In order to have a good odd of about

50% chance to recover p1, the adversary may need to know more than n = 232

homomorphically equal ciphers since It is unrealistic for the adversary to know
n = 232 homomorphically equal ciphers.
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5 Efficiency

Key size: PHE and PPHE algorithms have a modulus N which is similar to
the one in the RSA algorithm. If PHE uses a modulus N with 2048 bits, the
encryption key p1 will be roughly 1024 bits. With this key length, PHE can
support homomorphic additions and multiplications until the sum or product
(plaintext value) exceeds p1(� 21024). For the PPHE algorithm with 1024-bit p1,
if both w and z are 64 bits, it can support at least 7 homomorphic multiplications
and about 900 homomorphic additions (if the product/sum does not exceed 264).
With this key length setting, Gentry-like algorithms are not even possible to
be built. If we increase the key length to megabytes comparable to the best
implementation [9] of Gentry-like schemes, our PPHE algorithm can support
4,000 homomorphic multiplications even with both w and z set to 1024 bits.

Ciphertext size: The sharp growth of ciphertext after homomorphic opera-
tions is another obstacle preventing Gentry-like algorithms from being practical.
This is not an issue in PHE/PPHE since all homomorphic additions and multi-
plications are mod N operations. The ciphertexts are always less than N .

Computation: Encryption, decryption, and homomorphic operations only
need one/two modular operations in both PHE and PPHE. The PHE equality
test needs one modular exponentiation, which is similar to an RSA operation.

6 Conclusion

In this paper, we proposed a secure and efficient homomorphic encryption algo-
rithm PPHE over integers, which is a variant to an existing PHE algorithm.
PPHE adds random padding technique to its encryption process to eliminate the
security weakness presented in the PHE algorithm. Both the PHE and the PPHE
algorithms are extremely efficient since all operations are just a few modular
additions and/or multiplications. The proposed homomorphic encryption algo-
rithms enable the cloud servers to perform arithmetic operations over encrypted
data. With such encryption algorithms, the ciphers stored in clouds will never
need to be decrypted and thus the privacy of these data can be preserved.

References

1. Top ten big data security and privacy challenges (2012). https://downloads.
cloudsecurityalliance.org/initiatives/bdwg/Big Data Top Ten v1.pdf

2. The notorious nine - cloud computing top threats in 2013. https://downloads.
cloudsecurityalliance.org/initiatives/top threats/The Notorious Nine Cloud
Computing Top Threats in 2013.pdf

3. Cunsolo, V.D., Distefano, S., Puliafito, A., Scarpa, M.L.: Achieving information
security in network computing systems. In: The 8th IEEE International Conference
on Dependable, Autonomic and Secure Computing (2009)

4. Linthicum, D.: Afraid of outside cloud attacks? You’re missing the
real threat (2010). http://www.infoworld.com/d/cloud-computing/
afraid-outside-cloud-attacks-youre-missing-real-threat-894

https://downloads.cloudsecurityalliance.org/initiatives/bdwg/Big_Data_Top_Ten_v1.pdf
https://downloads.cloudsecurityalliance.org/initiatives/bdwg/Big_Data_Top_Ten_v1.pdf
https://downloads.cloudsecurityalliance.org/initiatives/top_threats/The_Notorious_Nine_Cloud_Computing_Top_Threats_in_2013.pdf
https://downloads.cloudsecurityalliance.org/initiatives/top_threats/The_Notorious_Nine_Cloud_Computing_Top_Threats_in_2013.pdf
https://downloads.cloudsecurityalliance.org/initiatives/top_threats/The_Notorious_Nine_Cloud_Computing_Top_Threats_in_2013.pdf
http://www.infoworld.com/d/cloud-computing/afraid-outside-cloud-attacks-youre-missing-real-threat-894
http://www.infoworld.com/d/cloud-computing/afraid-outside-cloud-attacks-youre-missing-real-threat-894


A Secure Homomorphic Encryption Algorithm 121

5. Gentry, C.: Fully homomorphic encryption using ideal lattices. In: The 41st ACM
Symposium on Theory of Computing (STOC) (2009)

6. van Dijk, M., Gentry, C., Halevi, S., Vaikuntanathan, V.: Fully homomorphic
encryption over the integers. International Association for Cryptologic Research
(2009). http://eprint.iacr.org/2009/616

7. Smart, N., Vercauteren, F.: Fully homomorphic encryption with relatively small
key and ciphertext sizes. http://www.info.unicaen.fr/M2-AMI/articles-2009-2010/
smart.pdf

8. Gentry, C., Halevi, S.: Implementing gentry’s fully homomorphic encryption
scheme. In: EUROCRYPT 2011, pp. 129–148 (2011)

9. Lauter, K., Naehrig, M., Vaikuntanathan, V.: Can homomorphic encryption be
practical? In: 3rd ACM Workshop on Cloud Computing Security, pp. 113–124
(2011)

10. Yeh, J.H.: A probabilistic homomorphic encryption algorithm over integers - pro-
tecting data privacy in clouds. In: 12th International Confenerce on Advanced and
Trusted Computing (2015)

11. Rivest, R., Shamir, A., Adleman, L.: A method for obtaining digital signatures
and public-key cryptosystems. Commun. ACM 21(2), 120–126 (1978)

12. ElGamal, T.: A public-key cryptosystem and a signature scheme based on discrete
logarithms. IEEE Trans. Inf. Theory 31(4), 469–472 (1985)

13. Paillier, P.: Public-key cryptosystems based on composite degree residuosity
classes. In: Stern, J. (ed.) EUROCRYPT 1999. LNCS, vol. 1592, pp. 223–238.
Springer, Heidelberg (1999). doi:10.1007/3-540-48910-X 16

14. Okamoto, T., Uchiyama, S.: A new public-key cryptosystem as secure as factoring.
In: Nyberg, K. (ed.) EUROCRYPT 1998. LNCS, vol. 1403, pp. 308–318. Springer,
Heidelberg (1998). doi:10.1007/BFb0054135

15. Hayes, B.: Alice and Bob in cipherspace. Am. Sci. - Mag. Sigma Xi 100, 362–367
(2012). Computing Science

16. Pomerance, C.: On the distribution of pseudoprimes. Math. Comput. 37(156),
587–593 (1981)

http://eprint.iacr.org/2009/616
http://www.info.unicaen.fr/M2-AMI/articles-2009-2010/smart.pdf
http://www.info.unicaen.fr/M2-AMI/articles-2009-2010/smart.pdf
http://dx.doi.org/10.1007/3-540-48910-X_16
http://dx.doi.org/10.1007/BFb0054135


Big Data Management the Mass Weather Logs

Hao Wu(&)

Department of Computer Science,
JLUZH, Zhuhai College of Jilin University, Zhuhai, China

haowu_mouse@hotmail.com

Abstract. The log generated by the software system becomes bigger and
bigger, which are including many important and valuable information, so it will
have a very high commercial value in the future. Because the log information is
complex, it is difficult to mine numerous relative data and receive valuable one
by means of the traditional technology. The capability of the big data process on
Hadoop is much faster than that of traditional modus. This research is primary to
analyze the weather log apace, taking advantage of the parallel process on
Hadoop. It forms the B/S structure system and utilizes the High charts plug-in to
generate charts to display to the user, in the light of that people may forecast the
temperature change and make a decision. By applying a test it shows a perfect
application, a good graphical interface and an elevated operability and inter-
activity, so it is more convenient and much faster, and much simpler to show the
results of the analysis directly.

Keywords: Mapreduce � Log � Hadoop

1 Introduction

Because any system can produce a lot of logs in the operation process, Internet
becomes one of the biggest driving the rapid growth of the big data progressively. The
mass log data can obtain a lot of valuable information, so processing, analyzing and
mining that become essential. On analyzing and processing the big data Hadoop is
much more effective than the traditional means. Hadoop theory is applied to the
finance, the education, social aspects and so on. The log format is various sorts and
varieties. Sometimes that makes users be dazzled, but some regular patterns can be
followed. In any systems the log is significant extremely, on account of the process
recorded from starting to perishing, even the operational procedure of every functions
and uses can be minute in detail. Owing to preserving the log to become mounting
more and more, it is indispensable to propose a patulous system to deal with the log
more efficaciously and more apace. Hadoop is a distributed storage system, which
means to reserve the data on the different place. It can handle the terabytes of data
parallel in high efficiency and saving time. It would be better commercial value in
future, taking advantage of the Hadoop distributed system to discover the useful
information on the log.

Taking advantage of the management mass weather logs system, it can get the
maximum and the minimum annual temperature through analyzing the mass weather
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logs, so as to help people to grasp the change of temperature and to predict the future
tendency and make decisions. Because the type of log information is character, which
also contains a lot of unnecessary information, it is much more difficult to mine
numerous relative data and receive valuable one by means of the traditional technol-
ogy. The capability of the big data process on Hadoop is much faster than that of
traditional modus, and its coding is uncomplicated. The capability of the big data
process on Hadoop is much faster than that of traditional modus, and its coding is
uncomplicated. This research is primary to analyze the weather log apace, taking
advantage of the parallel process on Hadoop. Hadoop consists of two core simulations,
which is the distributed file system (HDFS) and the other is MapReduce mathematical
framework, making use of that can implement the weather log. It forms the B/S
structure system and utilizes the High charts plug-in to generate charts to display to the
user, in the light of that people may forecast the temperature change and make a
decision. By applying a test it shows a perfect application, a good graphical interface
and an elevated operability and interactivity, so it is more convenient and much faster,
and much simpler to show the results of the analysis directly.

2 Main Methodology

2.1 Linux Fedora

Fedora is a Linux distribution, which is a fast, stable, and powerful operating system.
Fedora Project task is to serve as a cooperative community to lead the free and open
source software and its spiritual progress. Three elements of the task are as follows.

• Fedora Project is always to strive to a leadership, rather than following.
• Fedora Project consistently tries to create, to improve, and to spread freedom and

the spirit of free code.
• Fedora Project succeeds through collaboration and sharing of community members.

2.2 Hadoop

Hadoop Distributed File System (HDFS) has a high fault tolerance features, and is
designed to be deployed in low-cost hardware, and it provides high through putto
access the application data for those with large data sets applications. The core of the
design framework Hadoop is HDFS and MapReduce. HDFS provides storage of vast
amounts of data, and the MapReduce provides calculations for the vast amounts of
data.

2.3 MapReduce

MapReduce is a programming model for large datasets (greater than 1 TB) of parallel
computing. The concept of “Map” and “Reduce,” is its main thoughts that are bor-
rowed from the functional programming language, and borrowed from the vector
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programming language features. It is designated a Map function for a group of
key-value pairs that are mapped to a new set of key-value pairs specified concurrent the
Reduce function to ensure that all key mappings share the same key for each a group.

As shown as Fig. 1, the starting is from the top of the user program that links
MapReduce library to achieve the most basic functions of Map and Reduce functions.
MapReduce library inputs user program file divided into m parts at first, and then uses
the fork to copy user process to other machines in the cluster. A copy of the user
program is called as a master, the rests called workers. The master is responsible for
scheduling jobs assigned to idle workers. The worker assigned with Map job starts
reading input the data corresponding slice. Map job extracts the key from the input
data, for each key-value pairs are passed to map function as parameters, in the middle
of which generate keys to be cached in memory. The intermediate key cached will be
written to the local disk on a regular basis, and is divided into R zones that each zone
corresponds to a Reduce job. Positions of these intermediate key-value pairs are
communicated to the Master, which is responsible for forwarding information to the
Reduce worker. The Master notifies the worker assigned with the Reduce job which is
responsible for the district in the position. When the Reduce worker being responsible
for all the intermediate key-value pairs are read, ordering them at first, the same key
value pairs are get together. The Reduce worker passes the key and the value associated
to a Reduce function whose output function generated will be added to the partition of
the output file. When all of the Map and Reduce jobs are completed, the master wakes
the genuine user program, MapReduce function call the user program code returned.

3 Deploying the Server Environment

It adopts the Hadoop distributed completely, and the user names are all Hadoop.

Fig. 1. MapReduce execution overview
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3.1 Installing the Fedora-14

The minimum requirements for processor speed depend on the end use, installation and
specific hardware. Fedora’s Anaconda installation tool using the default will start the
graphical interface and ACPI support, so that when to install the required hardware can
improve the compatibility.

3.2 Installing the Centralization

Environment directions. Hadoop cluster includes three nodes. One is Master, the
other two are Workers. Nodes are connected by the local area network (LAN), and can
ping each other.

These three nodes are the same operating system (Fedora-14), and have the same
user on Hadoop. The Master is mainly on two roles of NameNode and JobTracker, to
undertake the main distributed data and decomposition of the task execution. Two
Workers deploy the role of DataNode and TaskTracker, to be responsible for the
distributed data storage and the task execution.

In the cluster, Hadoop must be installed on each machine. To install and to con-
figure Hadoop need the supreme authority identity of “root”. To deploy the file of
“hadoop-env.sh”, the file of “core-site.xml” which attributes are HDFS address and the
port number, the file of “hdfs-site.xml” which copies of the configuration is three, the
file of “mapred-site.xml” which attributes are JobTracker address and the port number,
the file of masters and to remove “localhost”, then to join the Master node IP
(192.168.1.67), and the file of Workers and to remove “localhost”, then to join the
Worker node IP (192.168.1.65 and 192.168.1.66).

Deploying the hosts file. The hosts file is used to configure the information on the
DNS server host, and to record the connection of the host LAN corresponds to the host
name and IP. When the user finds the file in the network link at first, it gets the
configuration of the corresponding host name (or the domain name) to the IP address,
such as Fig. 2:

Deploying the verification of password-less on SSH. The operational process need
distal the daemons on Hadoop. After starting Hadoop, the NameNode is controlled by
SSH on the DataNode to start and stop. It requires password-less to log in to perform
the corresponding commands between nodes, so as to configure the SSH password-less
in the form of the public key authentication. The NameNode uses the SSH
password-less to login and to start the Data Name process. As the same principle, the
DataNode can also use the SSH password-less to login the NameNode on the Master.

Fig. 2. Host file configration
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It performs the command of “ssh-keygen-tras-P”, which creates a password-less
key pair, such as Fig. 3:

It examines whether there is a folder of “.ssh” below “/home/hadoop/” and if there
are two password-less keys to produce id_rsa and id_rsa.pub, such as Fig. 4:

Then to input the command of “cat*/.ssh/id_rsa.pub≫*/.ssh/authorized_keys” on
the primary node, it appends id_rsa.pub to the authorized key, so the Master node can
login this machine in password-less.

Now the Master node in password-less can login the Worker node. It just need copy
the public key to these two nodes machines and is appended to the authorized key.

In the same way, the Worker node in password-less login to the Master node. It just
need copy the generated public key on the Worker node to the Master node and be
appended to the authorized key.

4 The System Analysis

4.1 System Requirements

The requirement of the mass weather log management system on Hadoop is to combine
small files into a large file and to process, that can analyze the annual maximum and the
minimum temperature. The graphical interface is good and can improve the operability
and interactivity, which is to reduce the burden of operators and the operation to be
risen more convenient, faster and simpler. It can display the analysis results objectively
and directly, and can be downloaded to view.

Fig. 3. Key generated

Fig. 4. File of key pairs
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4.2 The System Function Analysis

The system function is consists of three parts, which are “Select a data range”, “Upload
the Log analysis” and “Display graphical data”.

5 Overall Design

5.1 The System Structure

At the client the user uploads the data wanted to view on the Hadoop cluster, and the
backend code analysis is to be stored in HBase. The background code reads the data
from that database to return the client that is showed in the form of chart at the client.
Such as Fig. 5.

5.2 The Overall Functional Design

The overall goal of the system development is to use the Hadoop platform analysis and
process the weather Log, to find out many years and the temperature corresponding to
the maximum and the minimum temperature in annual and to display the data objec-
tively. It realizes the systematic, standardized, scientific and automatic objective, so as
to improve the temperature prediction. The function is comprehensive, and the interface
is simple, easy to be operated.

5.3 Algorithm Thought

The data is cut according to certain rules, and then to take out the year and the
temperature. The year is set as a key, and the temperature is set as a value, that is <year,
temperature>key/value pair as the value of temperature. The value of the same year will
be merged before the output is reduced, and it compares the maximum and the min-
imum value in Reduce at this time.

5.4 Uploading and Merging Data Idea

That HDFS provides API can be used to realize to upload local files to HDFS. When
uploading, it can read the data of each small file, and then write to one file. So it can put
the small file merged into a large file.

Fig. 5. System structure diagram
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5.5 Database Design

HBase is a column database and need not set the data type. The line key in HBase can
be sorted automatically, and so as MapReduce, that is shows that HBase can be
combined with Hadoop very well, so the year value is to be the line key which will
be sorted from small to large and these data is intuitive. The highest temperature is to
be column name and the lowest one is to be value. That data is sent back to customers
in a short time can reduce the network I/O request, thus to improve the transmission
speed (Table 1).

6 Detailed Design and Implementation

6.1 Data Preparation

To open the file to check the data format, the characteristics of the data can be found
that “year-month-day hour-minute-second temperature”, and it is to record a temper-
ature in every two hours. Such as Fig. 12 (Table 2).

The graphic design uses plug-in High charts generate mainly on the page refer-
ences. Such as Fig. 6.

6.2 Algorithm Design

According to the log format, this code will add the space into the inputting data value as
“year-month-day hour-minute-second temperature” that is deposited into an array. The
first part is to be the year cut up “-”, so the year can be got. The third can get the
temperature, then the year and the temperature composite the new key/value pair
<key,value> will be passed to Reduce. For example, the inputting data is 2005-01-01
00:00:00 13, 2005-07-02 12:00:00 29, 2005-12-01 02:00:00 6, 2006-03-01 00:00:00 12,

Table 1. Datastructure

Linekey Column cluster

Year The highest temperature The lowest temperature

Table 2. Datacontents

Year-month-day Hour-minute-second Temperature

2001-01-02 00:00:00 15
2001-01-02 02:00:00 19
2001-01-02 04:00:00 20
2001-01-02 06:00:00 15
2001-01-02 08:00:00 16
…. …… ……

Fig. 6. References plugin highchair
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2006-06-01 08:00:00 16, 2006-09-01 14:00:00 30 which is sent into Map will become
<2005,13>, <2005,29>, <2005,6>, <2006,12>, <2005,16> and <2005,30> (Fig. 7).

These six groups of data sent to Reduce will be merged in to two sets of data of
<2005,13 29 6> and <2006,12 16 30>, which is a mechanism of graphs framework.
According to the same key, it is merged into the value automatically. The temperature
in 2005 will not appear in 2006, so as to the same that which in 2006 doesn’t appear in
2005. The Reduce will get the value from that two groups of data and compare their
value, so as to determine the maximum and the minimum value. So the outputting data
after Reduce will become <2005,629> and <2006,12 30>. At this time it need only put
the value into the database one by one (Fig. 8).

6.3 Running Process and Results

The System will merge the content according to the data accepted. In the file of Log the
user can select the date range of merger.

In Hbase “peak” is the highest temperature and “value” is the lowest one. The result
analyzed in the database is as following (Fig. 9):

Fig. 7. Map algorithm

Fig. 8. Reduce algorithm

Fig. 9. Database analysis results

Big Data Management the Mass Weather Logs 129



In the log folder the time interval files will be uploaded to HDFS and be handled
with MapReduce, to analyze the annual maximum and the minimum temperature.

The data in HBase will read in the background, and be sent to the front desk. That
result will display in the form of line chart, to let it objectively and readable (Fig. 10).

7 System Testing and Implementation

The purpose of the system performance testing is that the efficiency of processing and
analyzing files in the same size and different copies. The design and result of the testing
case is as follows (Table 3).

7.1 Testing Process and Methods

Accessing the system can view the status of the cluster, as well as the information
detailed in each of MapReduce, including the running time, the size of the file, the
utilization rate of CPU and the memory usage, etc. Using its own regulatory mecha-
nism, it can be used to detect the efficiency of the system on the same file size and
different copies.

• Usecase1: To upload 5 files of the weather log as 5 M, it is to check the processing
time of running and opening the web page.

• Usecase2: To upload 5 files of the weather log as 25 M, it is to check the processing
time of running and opening the web page.

To compare with these two operational time, it shows that the efficiency of the
usecase2 is higher than the usecase1 obviously. The results are as follows (Table 4).

Fig. 10. Displaying the system data diagram

Table 3. Testing case designing

Cases The size of files Uploaded The copy of files Uploaded

1 5 M 5
2 25M 1
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After testing, it is found that the processing speed of the less copies of file is faster
than these in the same file size and different copies. The conclusion is that Hadoop is
not suitable for processing a large number of small files, but to process large files,
which spends less time and the efficiency is higher. It is because that the Hadoop is
chunking for data processing, which default is 64 M. If there are lots of small data files,
such as a file of 2–3 M, which a small data file is far less than the size of a block of data
has to process as a block of data. Storing a large number of small files occupies storage
space, so its storage efficiency is not high and the retrieval speed is slower than a large
file. Such small files consume the calculable capacity in MapReduce, because it is to
allocate the Map tasks in a block.

8 Conclusion

In the process of the study, it uses Hadoop technology in the era of the cloud. After
building a Hadoop platform, it adapts the core technology of HDFS and the operational
framework of MapReduce to handle the analysis of the weather log. Combining with
the programming techniques and ideas of Java Web, it forms a B/S structure and uses
the plug-in High charts to generate charts.

After testing it finds that Hadoop is not good at handling small files, especially a
large number of small files. The size of the file is bigger than HDFS block size, because
of MapReduce computing in such a small file consumes the calculable capacity, which
default is allocated on the Map tasks in a block. To let programmers modify them in
purpose, it will make the system perfectly.
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Abstract. Finite State Machine (FSM) is widely applied to parsing the html
pages in WebKit browser. In the traditional WebKit kernel, single thread is used
to parse web pages, therefore cannot make full use of multi-core processors and
page analysis in kernel is not granular down to html paragraphs, resulting in the
browser working serially in each page. Our research is about realizing the page
parallel parsing in WebKit, aiming at improving the browser’s parsing speed.
Made some optimizations on the method proposed in [13], we put forward a
novel parsing model named PFBE (Parallel FSM Browser Engine) from the
aspect of data parallelism, realizing the preliminary parser to load network
resources and parsing string in parallel, thus using multi-core processors to
improve browser’s performance. PFBE carved up the input data into multiple
segmentation which contained public characters for processing, through com-
paring the public characters to determine whether to merge the segmentation.
PFBE utilized original serial FSM which has highly optimized, compatible with
HTML5 standards and technology. We used Chromium web engine to present
PFBE in detail and the result proved the improvement of PFBE comparing with
serial FSM, and the page loading time has been reduced by 12.36%.

Keywords: Parallel computing � FSM � Web page parsing � HTML5

1 Introduction

Finite State Machine is aimed at studying the calculation of the limited memory and
some kinds of abstract computational model [1]. In the process of loading page, the
main task of web browser is to process html pages locally. On the one hand, if the
speed of downloading is slower than processing web page, the network will become
the bottleneck of browser performance. However, the network bandwidth has improved
in recent years, such as some countries have already put 4G LTE mobile networks to
use, which can provide tens of Mbps bandwidth [2]. In addition, the network cache
technology, such as the classic HTTP cache buffer deposit and the new proposed
web-based content caching scheme [3, 4]. On the other hand, with the enhancement of
web standards, the browser needs to consume kinds of computing resources to parse,
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lay out, and render the web page, and running the Sunspider JavaScript Benchmark [5].
The most widely used technology to improve the efficiency of JavaScript engine is
instant compiled Just-In-Time technology [6]. Smart Caching project can avoid the
redundant computing through reusing style sheets matching and the result of the page
layout calculation to enhance performance [7]. Redundant CSS rules can be detected by
CILLA [8]. Current browser can accelerate the page processing by taking advantage of
the hardware of the PC and mobile devices, such as using the graphics processor to
accelerate the page rendering process [9]. Furthermore, on the basis of practice, the web
programmer summed up the rules of efficient HTML code [10, 11] and JavaScript code
[12] to reduce the amount of computation of the client page processing.

According to different stages in page processing, researchers put forward many
parallel algorithms, such as web analytic parallel algorithm [13], parallel script engine
[14], parallel computing and laying out style sheets matching algorithm [15]. However,
web language as HTML, CSS, JavaScript and so on, its internal data structures such as
DOM, have not considered the needs for parallel processing at the beginning of design,
so the current page parallel parsing algorithm needs to change the web standards, such
as JavaScript was substituted by Flapjax language [14]; or restricting some web lan-
guage, for example, only a subset of the CSS can be used [15]. DOHA accomplished a
self-adapting web application runtime layer by using JavaScript [16], among which the
parallel execution of multiple JavaScript tasks are realized through Web Workers [17];
OP and OP2 browser proposed task parallel method between modules through dividing
the modules of the web browser [18]; Adrenaline [19] divided its structure at server
according to the structure of html page, so that the client browser can load multiple
sections of the page in parallel. These algorithms [16, 19] are only suitable for opti-
mizing the processing efficiency of some web applications mostly, and the programs
proposed in the paper need to modify the html page or web server, so it is difficult to be
widely used. There are also some algorithms for parallel processing, such as parallel
web analytic algorithm [13], our research is based on its thought to improve, without
modifying the original FSM serial program but setting the pre-scanner in advance to
download network resources.

The paper presents a new parallel web analytic algorithm, and its main innovation
is parsing page from the perspective of data parallelism. The article focuses on the
parallel web analytic algorithm and HTML5 technology, and our thought can be
extended to other stages of processing the page, such as matching style sheets or
rendering web pages. We named the new algorithm with Parallel FSM. Different with
the existing parallel algorithms, Parallel FSM preserved the serial processing algorithm
and achieved parallel processing on its basis. On the one hand, it inherited the opti-
mization techniques of the serial processing algorithm; on the other hand, it has a good
compatibility as serial-processing algorithm for web standards. The second part
describes the model of the page and issues; the third part is to explain the parallel
parsing algorithm steps and two detailed optimization techniques; fourth part is the
experiment results; then we conclude final experiment and summary.
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2 Web Analytic Model

In the mathematical model, the formal definition of Finite State Machine is a quintuple
(Q, Σ, δ, q0, F), wherein: Q is a finite set, called the set of states; Σ is a finite set. It is
called the alphabet; δ called the state transition function; q0 is the initial state; F is the
set of accepting states.

FSM set has dozens of various types corresponding to the label, which is mentioned
above Q. The input string, the output string and string these three events are the parser
alphabet, which is mentioned above Σ. Parser in its current state, in response to an
event, causes changes in the character state, which the state transition function is δ. The
string in the initial state of parser is usually character “<”, so it is the initial state of the
parser. q0 is the start state, that has not been processed automatically (q0 2 Q). F is
terminated state set, also known as acceptance set (that is F � Q). In the ideal case, the
parser will always run, so it did not accept the state and the set F is empty.

From the above definition, FSM has three features:

(1) S is a finite number, so the transfer number of state is limited.
(2) F � S, that is at any time in the corresponding to F, only has one state.
(3) Σ and δ determine F, under certain premise, its transmission is from the current

state to another state based on transferring function.

And Meyerovich [13], who summed up the fourth feature of FSM, which assumes
an different initial state q0 strings, and in the same (S, δ, Σ) condition, while the
accepting state set F may be different, but the status of the collection will gradually be
stable.

FSM parsed the input data and expressed as a DOM tree in memory according to
web standards. Figure 1 shows the basic flow of modern web browsers when it pro-
cesses the web page.

Fig. 1. Workflow of webpage processing
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Our idea is to divide the html document into multiple fragments, each containing one
ormore of the html element, and then use traditional serial parsing algorithmwhile parsing
a plurality of segments, the last the analytical results obtained for the fragment when put
the final analysis results document together, pseudo-code description is as follows:

3 Current Design

This section introduces the parallel web analytic algorithm at first, and then introduces
two important optimization techniques for the algorithm.

Given a html page w, in order to resolve it concurrently into a DOM tree, download
the external data which was cited in w and then execute the JavaScript code blocks, the
running algorithm is divided into four steps:

The pre-parse and pre-load is high priority loading mechanism, if browser kernel
found resources on the page references, then the HTML-Resource-Pre-loader Class will
request and execute script code. The pre-parse and pre-load mechanism is targeted at
scanning img node; after that, html interpreter formally process web pages and run
JavaScript code.
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A Sub-algorithm l (Preload Network Resources): Pre-parse segment and scan the
input character one by one in w, and find out all the “<” characters, if the script
encountered img node or nodes, call HTML-Resource-Pre-loader Class to download
pages, or JavaScript, etc.

All html tags, including the start tag, end tag, comments, etc., start with the character
“<”, so the parallel algorithm use “<” as the segment basis. It treats each “<” as a
possible starting portion of the html tag. It is worth noting that the “<” character is not
necessarily the starting html tags. For example, “<” may also be a “less than” com-
parison operator in JavaScript code. This error will be identified in the subsequent steps.

A Sub-algorithm 2 (Segment): Scanning w one by one and find all the “<” character.
Split w into N segments F1, F2, F3, …, FN, among them each FN starts with “<”.

The process of parsing a fragment is irrelevant with others, thus multiple html
fragments can be resolved in parallel. Each html fragment may contain one or more
html units and illegal html units, as previously described “<” operator as a start script.
Illegal html units will make the FSM incorrect, which can be detected. In addition, if
the parsed html tag cites the external content, then the citation will be downloaded.

A Sub-algorithm 3 (Parse in Parallel): Parallel parsing the fragments F1, F2, F3, …,
FN, which were parsed from sub-algorithm, and put the parsed html unit into global
collection R (initially empty). Among them, the process of parsing a fragment is as
follows:

(1) Create and initialize a blank Finite State Machine FSMk.
(2) From the starting position SFK of FK, use FSMk to parse the HTML text and join

it into R.

It is worthy that, JavaScript code will not execute in the process of parallel parsing,
thus ensuring a correct order to execute JavaScript code blocks.

Resolution process is terminated at the following cases:
It has been resolved to the last character of w; FSMk happened wrongness; FSMk

finish parsing a html unit, and the position of the next character is greater or equal to
the starting position SFk+1 of next html fragment Fk+1; matching sub-algorithm frag-
ment obtained in F1, F2, F3 …, FN, needs two adjacent matching, matching their total
character m:

(1) If the state of m characters in Fi and Fi+1 are matched, then label Fi and Fi+1 can
be placed in R

(2) Otherwise, change the value of m and resegment Fi and Fi+1 for matching;

Merge is a process of combining and parsing the html unit in sequence to construct
the DOM tree, and running the JavaScript block. In order to ensure correctness of the
final results, the merge is a serial process.

A Sub-algorithm 4 (Merge): Sort the html unit in R, according to the order appeared
in html page, then successively merge the html units to construct DOM tree, and run
the html blocks. In the process, it will use a stack SU to maintain the nested relationship
between DOM nodes, and use a marker CUR to maintain the end position of the last
unit which was merged. For an html unit Ui, the merging process is as follows:
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(1) If the start position Si ≤ CUR, then skip merging Ui;
(2) Otherwise, make the corresponding merge to Ui depending on the different types

of Ui;

• If Ui is the start tag, then construct the node N according to the types, attributes, etc.
of Ui. If SU is not empty, then push the SU stack node NT, and put N as a sub-node
of NT, if Ui needs to have a corresponding end tag, then N will be pressed into SU;

• If the Ui is end tag, then pop up the top node of the SU;
• If the Ui is the text content, then construct a text node called N with the contents.

Take the NT of SU and make the N as the child node of the NT. If NT is script node,
then run the script code of N.

• If Ui is other type of HTML element, such as annotations, then does anything.
• After completion, set the CUR to the end position Ei of the Ui.

4 Optimization Technology

The algorithm make all the “<” characters as the start of fragment. In order to realize
the maximize of parallelism, which will cause each thread can only parse a smaller
fragment every time, and it requires frequently switching analytic fragments, thus will
increase the probability of data competition between multiple threads. It will bring a
large additional overhead. In reality, if merge the html fragment according to the length
of the html document and hardware conditions of the equipments, it will make the
adjacent Fi, Fi+1, …, Fm merged into a relatively large section Fk for parsing, balancing
the additional overhead. When the CPU kernel is more, make full use of the parallel
abilities of the equipment with smaller section; When the CPU cores are less, avoid too
much additional overhead by using larger segments.

In Sect. 3, the merge of the algorithm happens after the completion of parallel
parsing, and it needs a single merge thread, thus limits the parallelism of algorithm and
also brings unnecessary computation and synchronization overhead. Situ merging can
be used in the process of parallel parsing, completing the merge in the parallel parsing
thread.

The algorithm is as follows:

A Sub-algorithm 5 (in Situ Merge): Maintain a single set Ri (initially empty) for each
html fragment Fi, which is used to store the parsing html element of Fi. Put the parsing
html element into Ri rather than global R; Maintain flag Pi for Fi and use it to identify
whether the parse has been completed; preserve a global symbol WF (initialize to 0),
which aimed at identifying the next html fragment to merge in the parsing process. If
complete the interpretation Fi:

• if WF is not equal to i, don’t do anything;
• Otherwise, from Fi, traverse Fi, Fi+1, …, Fm, and merge the html element from the

parsing of Ri, Ri+1, …, Rm, until it has already reached the end of the html
document;
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If Pm+1 is false, then Fm+1 is not finished parsing yet. At this time, set the value of
WF is i + 1.

5 Implementation and Results

This section introduces the algorithm implementation and experimental platform, and
then analyze the results, finally discuss the difficulties and challenges in the process of
achieving the algorithm.

5.1 Experiment Platform

Based on the widely used Chromium browser engine to achieve the parallel html
parsing algorithm. In the experiment, invoke parallel algorithm Chromium engine or
unmodified engine. The performance test focused on page load. When the page finished
loading, Chromium engine evokes a load-finished signal. When the signal is received,
Chromium automatically shut down. The experiment used 2 GB DDR2 memory in
HuaWei tablet which has four QUALCOMM core processor (1.2 GHz), running
Android 4.4.4 version of the operating system and installing all system patches.

5.2 Experiment Results

Firstly test the time of pre-parser completing downloading network resources by
Chrome browser. The inspect remote monitor observed network resources by accessing
google site.

  (a) Pre-parser loads network resources 

(b) The original version loads network resources 

Fig. 2. Inspect tool to test network resource loading time (Color figure online)
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In Fig. 2(a), the blue vertical line represents the created time of building DOM tree,
and the red vertical line records the time of loading network resources. The pre-parser
loads network resources by 751 ms, while the unmodified version consumes 857 ms;
the pre-parser loads network resources improving 12.36%. When building DOM tree,
JavaScript will be in the barriers described in Chap. 2, and pre-loading of network
resources can prevent from blocking DOM tree, which constructed DOM time rela-
tively reduced 19.47%.

In order to measure the efficiency of the parallel algorithm in Sect. 3, the experi-
ment measured the consumed time in web page parsing by using different number of
analytical thread. Experiments used three popular web site home page, which is: MSN
News, Amazon.com and Sina.com.cn. It shows the parsing speed of the page by using
different number of analytical thread (1–8), in order to measure the efficiency of
Parallel parsing algorithm accurately.

Figure 3 considered the time of parsing html page into a DOM tree and down-
loading the network. In order to maximize the use of parallel processing hardware, the
experiment did not merge segments and enable merging algorithm. The data was
normalized to the parsing speed in single thread. As can be seen from Fig. 3, parallel
algorithm effectively accelerated the parsing process.

Using 8 parsed parallel threads can enhance the parsing speed of Amazon.com
Website by 5.13 times; enhance the Sina.com.cn by 5.57 times; for MSN News can
improve 2.01 times. Among them, the algorithm on MSN News, reasoning for its
acceleration is relatively low on this page containing the large size of the JavaScript
blocks.

In addition, it can be seen from Fig. 3, when using fewer threads to resolve, the
parsing enhance speed of the web has nearly linear trend with the number of threads.
However, when using five or more parallel parsing threads, page parsing speed showed
a slight decline, mainly because of the hardware platform used in the experiment with
four core processor. With multiple cores cache be shared, communicating with each
other is via a bus between multiple cores. When the numbers of threads are more than

Fig. 3. Efficiency of the parallel algorithm
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four, these threads will be scheduled on a multi-CPU, thus increasing the cost of
communications and data synchronization. In a nutshell, use four parallel threads can
achieve the best analytic parallel efficiency.

The situ merging algorithm can effectively improve the overall parallelism of the
algorithm. Figure 4 showed loading Amazon.com alone or in situ merge and its
comparison of page parsing speed. The experimental data used a separate thread to
merge the parse and single thread was normalized according to the use, which
demonstrated the situ merge algorithm efficiency. When merging using one thread,
with the growth in the number of threads in parallel parsing, web analytic performance
grows slowly. For example, use six parallel threads to resolve before they can reach
twice the speed of parsing the page, while using up to eight threads parsing speed
improved only 2.22 times; situ merge algorithm significantly improves parallel algo-
rithm. The use of three parallel parsing thread can reach twice the speed of parsing the
page, while using up to eight threads to enhance the speed of 5.13 times.

5.3 Difficulties and Challenges

In the beginning of design don’t consider the demand of the parallelism, and original
algorithm is designed and optimized for the serial processing, so many difficulties are
faced in the process of design and realization of parallel algorithm. The main diffi-
culties are listed below:

Although conceptually, web process can be divided into download, parse and
JavaScript execution process, but in the concrete implementation, close coupling
relationship is between the various modules. For example, in the process of web
parsing, JavaScript block will be passed to the JavaScript engine, but the code can
contain html code through the inner HTML attributes. Therefore it would trigger html
parsing in the process of the execution of JavaScript code. Parallel algorithms must be
synchronized across the invocation of the module properly.

Fig. 4. Compare separate merge and situ merge (Amazon.com)
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6 Summary

This article focuses on the parallel processing for pages parsing algorithm to adapt to
the current development trend of multi-core systems. Comparing with existing parallel
algorithms, parallel FSM based on the data parallelism divided the rational html input
data and processed in parallel, which can make full use of existing highly optimized
serial FSM algorithm, compatible with web standards and technology, thus can be
applied to parsing characters or web crawlers. Our follow-up studies will be based on
highly structured data, such as DOM tree and render tree, realizing more targeted and
efficient division, without dividing the input data entirely based on the “<” character.
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Abstract. RFID (Radio Frequency Identification) technology, with its
multiple advantages, such as low power consumption, non-line-of-sight,
non-contact, has been playing an important role in large-scale storage
systems, underground parking systems, exhibition halls, supermarkets,
construction sites and other scenarios. Many of those scenarios also
require indoor positioning technologies, for example, warehouse goods
positioning, item positioning in production assembly lines, worker posi-
tioning in construction sites. However, related researches about indoor
positioning using RFID system has been having trouble in improving
positioning accuracy, especially when tracking a randomly moving tar-
get. In this paper, we propose PTrack, a track prediction algorithm for
tracking moving targets in indoor positioning systems which is based on
RFID technology and the correspondences between the RSSI (Received
Signal Strength Indicator) changes and the moving status of the target.
Results show that the proposed algorithm effectively improves the posi-
tioning accuracy and achieves 1.7 m localization error in indoor environ-
ments, which makes a promising technology to support future pervasive
RFID-based tracking applications.

Keywords: Indoor locationing · RFID · RSSI · PSO · Trajectory
tracking

1 Introduction

Since the beginning of the 21st century, automatic positioning technology has
gathering more and more attention of the public for its wild-rang benefits, and
related technologies have developed increasingly rapidly. Among those technolo-
gies, indoor positioning technologies are urgently demanded in many fields of
our daily lives. With the improvement of the performance of embedded chips,
it is possible to process more complex signals on embedded devices while meet-
ing the request of real time, which laid a foundation for the indoor positioning
service [15].

Based on indoor positioning technologies, indoor tracking technologies have
more and more applications. Tracking indoor moving targets in real time has
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also showed a good future in logistics management, construction workers man-
agement, navigation in parking lots, etc. In these situations, outdoor positioning
technologies like GPS and Compass which work well outdoors and in the wide-
range positioning service, can’t perform satisfyingly, because of complexity of
indoor structures and significant signal attenuation. RFID is an identification
and tracking technology using the radio signal propagation characteristics and
tagging targets [6]. Because of its advantages such as low cost and fast response,
it has become a focus of many research institutions and enterprises of indoor
positioning research and a lot of researches have been conducted and different
solutions have been proposed during the last decades [7,16]. But many current
approaches are either too costly or not accurate enough, and low-cost and accu-
rate ones can only work under limited or specific situations. There needs to be
a inexpensive, accurate and generic solution to indoor positioning.

The rest of this paper is organized as follows. In Sect. 2, we discuss several
former indoor positioning technologies. In Sect. 3, the technical background and
main algorithms of PTrack are introduced. And We present a experimental sys-
tem to evaluate PTrack in Sect. 4. We conclude the work in Sect. 5.

2 Related Works

Wireless location technologies can be divided into two categories based on differ-
ent working scenarios: outdoor and indoor. After years of development, outdoor
positioning systems have been able to meet the required accuracy, quality of real
time and acceptability of cost for human activity. For example, the Global Posi-
tioning System (GPS), the Galileo satellite positioning system (Galileo), and the
BeiDou Navigation Satellite System (BDS) are mature positioning systems [12].
However, due to the unacceptable signal attenuation of the those systems when in
situations where targets are indoor, the positioning accuracy is greatly reduced.
And the complexity of the indoor environment makes it necessary to adopt other
technologies depending on certain circumstances. For now, there are already a
number of indoor location solutions proposed.

– Distance-based Positioning
Distance Based Positioning technologies are developed to figure out the dis-
tances between the target and multiple conference points whose positions are
previously known. Based on those distances, the position of the target can be
easily worked out. The following approaches are typical examples. Tagoram
(RF hologram) is a complete RFID-based ind oor positioning system, designed
by a Tsinghua University team [16]. Tagoram can deal with the interference
from the diversity of RF tags by a method based on the phase angle of RF
waves. However, due to the high computational complexity of its algorithm
and the high error rate when locating a target with a random path (for exam-
ple, construction workers places), its future remains limited.

– Fingerprint-based Positioning
Position fingerprint based positioning technology, first proposed in Radar [2],
takes a RSSI value as a position fingerprinting matching against a database
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to determine the location of the target. In Horus [17], the author introduced a
probabilistic fingerprint matching scheme and achieves a much higher localiza-
tion accuracy. LANDMARC [7] introduces this technique to RFID localization
with the help of multiple reference tag. Later on several other improvements
over RSSI fingerprinting have been proposed [1,10,11], and extending to out-
door scenarios [11]. But RF fingerprinting based techniques require too much
data fetching, database building and maintaining work. What’s worse is when
it comes to an environment, all those work will need a redo.

– Vision-based Positioning
Machine vision based positioning technologies require the help of real-time
images capturing and recognizing. Heesung Chae and Kyuseo Han proposed
an method for global localization incorporating signal detection from artifi-
cial landmark consisted of RFID tags, and for fine localization incorporating
feature descriptor derived from a view of scene [3]. The system incorporates a
RFID reader on a mobile robot checking the signal from RFID tags to localize
the robot with respect to global position. After determining the global position
of the robot, the feature matching can be used to checking the local position
of it in a predetermined global position.

3 PTrack Algorithm

3.1 Signal Noise Reduction

In the experiments, we found that when repeatedly measuring the same signals
with the same receiving device, the measurement values will wave in a certain
range, but only few values which are considered as bad measurements are close to
the bounds of that range. Here, we find and abandon those bad measurements by
using minimum variance of the measurement values and take the average value
of the remaining values.

First, assuming the raw data set gained from original signals during a time
interval of Δt seconds as X = {x1,K, xn}, we define its average value as x̄.

Then we define a new data set as X1 = {x2,K, xn} by removing the first
element x1 from X. In this way, we defined n new data sets to form a bigger
data set {X1,K,Xn}. For an element data set Xn in {X1,K,Xn}, we define x̄n

as its average value, n′ = n − 1 as its capacity and DXn as its variance, and
DXn are calculated in the following way:

DXn =

{
0 n = 1
1
n′

∑n′

i=1 (xi − x̄n)2 n ≥ 2
(1)

An element xk with a big DXk value will be regarded as a bad measurement
and removed from the data set X.

3.2 Mutating Probability Function

PSO (Particle Swarm Optimization) [5] Algorithm works by finding a best
position gbest in a iteration for every particle to approach to in the next
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Algorithm 1. PSO Algorithm Advanced With Mutating Probability Function
for i = 1 to size do

V [i] = randV ();
X[i] = randP ();
pbest[i] = X[i];

end for
gbest = bestF itness(pbest);
σ2 = convergence();
while σ2 ≥ Δ && other loop conditions do

for i = 1 to size do
V [i] = V [i] + c1r1(pbest[i] − X[i]) + c − 2r2(gbest − X[i]);
X[i] = X[i] + V [i];
if fitness(pbest[i]) > fitness(X[i]) then

pbest[i] = X[i]
end if
if fitness(pbest[i]) < fitness(gbest) then

gbest = pbest[i]
end if

end for
σ2 = convergence();
P = 0
if σ2 ≥ Δ&&fitness(gbest) ≥ f̂ then

P = 2
1+eωx − 1

end if
[X, V ] = mutate(X, V, P );

end while

iteration [8,14]. Since many intelligent algorithms have well applied in many
fields [4,9], we take advantage of PSO Algorithm into our approach to get bet-
ter result. It is logically possible that the gbest is merely the best position in
a certain range of its neighborhood but not the best position that is really the
closest to the target, because the initial positions of all particles are randomly
generated. That is how a local optimum occurs and it can cause a wrong result.

The fitness function plays an important role in PSO Algorithm. We define the
fitness of a certain particle as fi, i ∈ {1, 2,K, n} (Given the swarm has n parti-
cles), and the average and the variance of all fi as f̄ and σ2. σ2 shows the degree
of convergence of all particles. When σ2 is close to 0, a optimum is generated,
but it may not be the global optimum, which may lead us to a wrong result. To
solve that problem, we need find out a way to make it possible to search other
areas when it is stuck in a local search. That is where the mutating probability
function functions. Here we define the probability controlling function P:

P =

{
2

1+eωx − 1 x ≤ φ & f(gbest) ≥ f̂

0 others
(2)

In the formula above, x is the independent variable of P and stands for the
variance σ2, ω is an adjusting parameter, φ is the threshold for the variance
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Fig. 1. Mutating probability function Fig. 2. System overview 2D

which is much less than the maximum of the variance, and f̂ is the theoretical
optimal value of the fitness. When the value of the probability function P is not
zero, P is a monotonically-increasing bipolar sigmoid function whose domain and
range is [−∞,+∞] and [−1, 1]. When ω = 0.02, the function image is shown as
the Fig. 1. As indicated by the function image, when the global fitness meets the
conditions of mutating, the mutating probability P decreases as the variance σ2

decreases. With the mutating function’s joining, the improved PSO algorithm
process is as follows:

3.3 Dynamic Trajectory Tracing Algorithm

In the paragraphs above, we’ve talked about how to locate a non-moving target,
which can provide the initial position of the target as a basic reference informa-
tion when tracking a moving target. Due to the data of signal read from devices
may contain errors, we need to correcting the trajectory timely.

We use 4 antennas to gather the signal strength of the target tag, as showed
in Fig. 2. According to the changes of the signal strength each antenna, we can
figure out whether the target is approaching to or moving further from the
antenna. That’s how the moving direction of the target is determined. We assume

Fig. 3. Directions of tag Fig. 4. Direction determining
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Fig. 5. Flowchart of the tracking algorithm Fig. 6. System overview 3D

that the target only go in the 8 directions showed in Fig. 3. Determining the
moving direction depends on all changes of the signal strength read from all
4 antennas, whose detail is shown in Fig. 4 where a plus sign “+” indicates an
increase of signal strength read from a certain antenna, which means the target is
approaching the antenna; whereas a minus sign “−” has the opponent meaning.
When in 3-dimensional space, an auxiliary antenna is needed to measure the
change of height which is planted as shown in Fig. 6. With the moving direction
determined, the trajectory will be able to be tracked. Given that the reading
rate of the reader is F (Hz) and the moving speed of the target tag at direction
i is defined as ν, the two factors should fit the following formula:

|ν| =
1

εF
, i = 1, 2, 3, . . . , 8 (3)

where ε is a parameter which can be determined when in an actual scene. For
the reading rate of readers current available in the market is about 2 to 3 times
per second, ε ranges from 1 to 2.

Tracking algorithm flow is shown in Fig. 5. The details of the algorithm are
described as follows: The original position and moving speed are defined as O
and ν̀, then the location is updated in the following way:

Onext = O + ν̀, i = 1, 2, 3, . . . , 8 (4)

After each update, we should calculate the fitness function which determines
whether we should operate the update. The fitness function f is defined as
formula (5) where dji is the distance between particle i and antenna j and dj0
is the distance between the target and antenna j.

fi =

√√√√
m∑
j=1

(dji − dj0)2 (5)

If m antennas read data for n times, we can get a matrix about information
of distance:

D =

⎡
⎣

D11 K D1n

M O M
Mm1 L Dmn

⎤
⎦ (6)
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Dmn is the distance between the target tag and the mth antenna during
the nth reading process. In actual situations, the value of m usually is 4 in the
2-dimensional space, or 4 or 5 whereas in 3-dimensional space. To judge the
accuracy of the detected trajectory, we define a deviation function Δ:

Δ =
n∑

i=1

√√√√
m∑
j=1

(Dij − D̂ij)2 (7)

Where D̂ij is the theoretical distance between each antenna and the target
tag after each reading. We can set a threshold for Δ to determine whether the
new position is invalid and a re-determining of the initial position is needed.

4 Implementation and Evaluation

4.1 Hardware and Software Design

Devices used in the experiment are active RFID tags and readers, as shown in
Figs. 7 and 8, and the parameters are listed in Tables 1 and 2.

Due to the RSSI of RFID system reduced greatly when tags and reads are
getting further from each other, we choose a 5m × 4m × 3m 3-dimensional

Table 1. Parameters of RFID tags

Type Active, read-only

Operating frequency 391MHz–464 MHz

Recognition range 100m (depending on its antenna)

Sending rate 2 times/s

Modulating mode MSK GDSK

Communication speed 500Kbps

Data security AES encryption and link layer encryption

Size 87 × 56 × 5

Fig. 7. Sample tag Fig. 8. RFID reader
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Table 2. Parameters of RFID tags

Type Active, directional

Operating frequency 391–464 MHz, ISM, Microwave band

Antenna Built-in, −112 dBm

Communicating interface RS-232, TTL

Reading capacity 500 tags at the same time

Operating range 0–100 m

space and 5 readers for the experiment. 4 readers are placed in same horizontal
plane and an auxiliary antenna is planted on the ceiling above the other 4, as
shown in Fig. 6. The exact positions of all 5 antennas are A(0, 0, 1.5), B(5, 0, 1.5),
C(5, 4, 1.5), D(0, 4, 1.5), AUX(2.5, 2, 3). To test the tracking of moving tar-
gets, we move the target tag between certain specified positions whose coor-
dinates are previously known: M0(0, 0, 1.5) → M1(1, 2, 1.5) → M2(4.5, 2, 1.5) →
M3(4.5, 0.5, 1.5) → M4(0, 0.5, 1.5). The target tag follows a straight line when
moving between every 2 of those 5 positions. For the reading rate of the devices
used in the experiment is about 3 time per second, so the value of the moving
speed ν̂ is 0.15 m/s, according to Formula (3).

4.2 Results of the Experiment

The result track and the planned route of the target tag in the experiment were
drawn in the 3-dimensional space, as shown in Fig. 9. The real track is hardly as
straight as the planned route, for we moved the tag by attaching it to a moving
person who can not walk that straightly. We can see from the figure that the
result track generally shows the movements of the person the tag was attached to.
And when the result track went a little far from the real track, it could returned
back to the real track gradually, owing to the functioning of the algorithm: when
the parameter Δ is greater than a certain threshold, a re-determining of the
initial position will emerge to fix the track.

After testing a variety of trajectories, such as straight-line routes, poly-line
routes and back-and-forth routes, we found that the more complex the real
trajectory was, the worse the result would be. When there are only straight lines
and poly-lines, the results are better than when there are back-and-forth routes
or standstills among the routes or when the moving speed is getting faster. The
instability of the signal strength is main factor to be blamed to. Because when
the tag moves back and forth, signal strength changes so obviously that it may be
treated as noise when preprocessing the data. And when the tag moves too fast,
readers may not be able to get enough data during the tag’s trip. Solving the
above problems requires a further optimization of the pre-processing algorithm
and a hardware upgrading.
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Fig. 9. The detected track and the real
track

Fig. 10. Average experimental error
(Color figure online)

We compared 3 kinds of positioning algorithms talked about in this paper
in Fig. 10: PTrack, the algorithm similar to the first one but without data pre-
processing, and the traditional tracking algorithm based on single point posi-
tioning. The blue line, representing PTrack, shows the positioning error gen-
erally waves around 1 m when tracking a random track. But the accuracy of
former algorithms, such indoor door tracking algorithm using “dead reckoning”
method [13], is 1.7 m at a 80% probability. We improves the positioning accuracy
by 50%.

5 Discussion and Conclusion

In this paper, we discussed an indoor positioning system in which RFID technol-
ogy was applied to detect the target, and the RSSI was chosen to measure the
distances. In order to reduce system errors and increase positioning accuracy, we
performed a pre-processing to the original data acquired from the devices and
optimized PSO Algorithm for indoor positioning. And we took a further increase
in positioning accuracy when it came to track a moving target. This paper may
contribute to the field of indoor positioning and tracking systems using RFID
technology. However, there are still unignorable shortcomings which also show
us something for our future work. First, it doesn’t work properly when tracking
multiple targets because of the existence of electromagnetic interference between
RFID tags. Second, the universality problem of RSSI technology that the signal
strength of RFID is so easily affected by many factors of the environment and
requires too much preparation before positioning. Those are also a meaningful
future research directions.
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Abstract. Stock market is definitely one of the common choices for
investment throughout the world. Stock market index is well known as
the composite of several representative stocks and reflects the trends
of future stock market. Predicting the change of stock market index
becomes crucial for individual investor, companies and stock hold-
ers. Recent research from behavioral finance implies that emotions of
investors from social media can also influence stock market index in addi-
tion to the commonly used financial factors. Taking the advantages from
the development of modern network and the age of big data, we are able
to obtain information from different sources. More specifically, accessing
user data from social media is no longer a challenge. Thus we apply data
mining methods and propose to use the key words of emotions of market
participates obtained from social media through text mining to predict
the change of stock market index. Compared with traditional methods,
we are able to utilize full information from the social network. We apply
the propose approach in a dataset collected from Xueqiu forum, and the
results show that linear discriminant analysis could give relatively good
predictions of stock market index.

Keywords: Classification · Data mining · Emotions · Social Media
Analysis

1 Introduction

Stock market is definitely one of the common choices for investment and attracts
the attention from both individual investors, companies and stock holders. As
we all know, the price of a stock is highly influenced by the financial status
of the corresponding company, and the possible profits obtained by investors
are determined by the difference between their buying price and the current
price of a particular stock. Thus correct prediction of stock price is curial for
purchasing stocks obviously. Normally, investors tends to invest several stocks
simultaneously to reduce the risk of holding only one stock. Therefore, the trend
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 154–162, 2017.
DOI: 10.1007/978-3-319-52015-5 16
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of stock market index which is a composite of representative stocks becomes
more important than individual stock. Consequently, predicting the change of
Stock Market Index occupies a vital position in investors’ decision making.

Due to the nature of stock market index, it is reasonable to treat the stock
market index as time series data. Thus time series analysis becomes one of the
typical ways to predict the stock market index in the literature. As mentioned
above, the stock market index is the intergraded information for a set of represen-
tative stocks, so the methods for predicting the price of stocks could be applied
for the prediction of stock market index theoretically. Numbers of research stud-
ies have been done along this direction, examples can be found in Fama [1],
Campell and Shiller [2], Chang et al. [3], Frino et al. [4] and Pai and Lin [5].

Although the above research results are appealing, there are two major draw-
backs. The first drawback is due to the information used in the model. The
above research use time and financial related factors as the predictor variables
in their studies. Although financial factors definitely affect the value of stock
market, other factors still have influence on it. From the prospective of behav-
ioral finance, investors as human being tends to make emotion-based decisions [6]
and affect the stock price consequently. With the development of internet, social
media provide a wide platform for investors to express their emotions on the
topic they are interested and offer a fast communication environment for them
to exchange ideas. Consequently the potential impact of emotions on stock is
enhanced.

The second drawback is related with the response variables in the model.
Common research focus on predicting the true value of stock price or the stock
market index. However, most of the time the trend of stock market index is
more important, so predicting the change of stock is desirable. As we mentioned
above, there are very few studies on predicting the change of stock market index
by using classification methods based on emotions data from social media. Moti-
vated by this research gap, we get started by investigating an empirical case.
More specifically, we collect user generated contents from Xueqiu forum, and
extract the emotion keywords by text mining. These original key words related
to emotions are treated as the predictor variables for prediction purpose, and
we apply popular classification methods to predict the change of stock market
index, which fully utilize the information of emotions keywords compared with
traditional methods.

The rest of this paper is organized as follows. In Sect. 2, five popular clas-
sification methods are discussed. In Sect. 3, an empirical analysis is given to
illustrate the effectiveness of the above classification methods with a focus on
predicting the SSE Composite Index in China. Furthermore, details about the
entire case will be illustrated, including raw data, feature selection, sampling
methods and the results. In Sect. 4, a concluding remark is given and limitation
of this research is discussed.
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2 Description of Methods

In this section, we will review 5 popular used classification methods which will
be applied in our empirical analysis. We provide a very brief explanation for each
of the method below, and one could find detailed information from the reference.

1. k-nearest neighbor(KNN) is a simple classification method. The predicted
class of a new testing observation belongs to the majority group of the k
nearest data point in the training set. “Nearest” is usually defined as the
distance between the new observation and the training data point [7].

2. Logistic regression(LR) is a method based on regression. The classification
results of LR are according to the probability that the new data point belongs
to each class. Normally, LR applies to binary classification problem and its
fundamental assumption is that the nature logarithm of the ratio on the
probability between each class has a linear relationship with the predictor
variables. Such idea could be written as the following equation.

log(
qi

1 − qi
) = X

′
iβ, (1)

where qi = P (yi = 1|Xi) is the probability that yi = 1 given Xi.
3. Linear discriminant analysis(LDA) is a classification method derived from

normal distribution and Bayes theorem. Normally, the model assumes that
the distribution of predictor variables from different classes follows multivari-
ate normal distribution with different means. Based on the prior probability
distribution of different classes, one could derive the probability belongs to
each class for a new data point [7].

4. Classification tree(TREE) is proposed according to the idea of splitting. The
fundamental motivation is to split each variable so that the classification error
is minimized for each split, which is known as the gain ratio idea. Thus Gini
index or cross-entropy is applied to determine the size of a tree [8].

5. Support vector machines(SVM) is developed based upon the concept of a
maximal margin hyperplane. A test observation is assigned a class depending
on which side of the hyperplane it is located [9].

In our research, we are going to apply each of the 5 methods to the empirical
case in the following section. To make it simple, we do not discuss the parame-
ter selection in this case, rather we use the default settings in R program for
implementation.

3 Empirical Analysis

In this section, we will illustrate the entire details on implementing and compar-
ing the 5 classification methods based on a real example for predicting the stock
market index.
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3.1 Description of Data

As we all know, there are many different stock market index. In this research,
we focus on the prediction for the SSE Composite Index in China. The ups and
downs of the SSE Composite Index on time t becomes the response variable in
our study. The predictor variables are the emotion information we obtained from
social media on time t−1. In particular, we extract the contents generated by the
potential stock investors through Xueqiu which is a popular forum in China with
a particular focus on stocks and financial related products. Then we manually
selected the keywords sets for emotions and count the number of occurrence for
these keywords. These numbers becomes the predictor variables in our model.
More specifically, The raw data are collected from December 2015 to February
2016 and the effective time duration is 50 days. The keywords we selected are
manually collected from the first three days and the number of keywords is 57
finally. The curve of SEE Composite Index within the above time duration is
shown in Fig. 1.

3.2 Feature Selection Method

As we mentioned before, we have 57 keywords, so there are 57 predictor variables
in the model. To better fit the model and avoid over fitting, we need to select
a subset of influential variables from the total. A intuitive idea is to select the
variables which can separate the response variable effectively. So the commonly
used approach is to order the important of each variables by a t-test value and
choose the final variables according to their variance inflation factor (VIF) [10].
Suppose Xi is the ith variable in the model and Y ∈ {0, 1} is the corresponding
response variable the t-test value is calculated below:

ti =
|X̄1

i − X̄2
i |√

v1
i

n2
+ v2

i

n2

, (2)

where X̄1
i = mean(Xi|Y = 1) and X̄2

i = mean(Xi|Y = 0). Furthermore,
v1i = var(Xi|Y = 1) and v2i = var(Xi|Y = 0) represent the variance of the
corresponding group of data. Finally, n1 and n2 are the number of observations
in each group.

After calculating the t value for each variable X, we sort the variables in
descending order according to their t value. Then the first value is included in
the model. After that we add the second variable in the model and calculate
the corresponding VIF value. If the VIF is larger than 10, we omit this variable,
otherwise we keep this variable in the final model. By repeating this process, we
stop the feature selection process until we got the desired number of variables.
In our study, the number of variables we chose is from 5 to 15.

3.3 Sampling Method

In order to compare the performance of different methods, we apply two schemes
to divide the original data set. The first scheme is just to split the data set into
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two sets. One set is for training and the other is for testing. In particular, we
select the first 20, 30 and 40 days as the training set respectively. The second
scheme is cross validation. More specifically, we choose 5 folds cross validation
and 10 folds cross validation in our case.

3.4 Results

The results of our research are presented based on the two sampling scheme. All
results are measured by the classification error in the testing set. In particular,

Table 1. Classification errors for the 5 methods with different numbers of selected
variables based on 20 training samples

Numbers of variables LDA SVM TREE KNN LR

5 0.467 0.433 0.467 0.433 0.467

6 0.467 0.500 0.467 0.367 0.500

7 0.500 0.467 0.467 0.367 0.467

8 0.500 0.467 0.467 0.400 0.467

9 0.500 0.467 0.467 0.400 0.500

10 0.500 0.400 0.467 0.400 0.500

11 0.533 0.400 0.467 0.400 0.533

12 0.533 0.367 0.467 0.400 0.533

13 0.533 0.400 0.467 0.367 0.533

14 0.533 0.400 0.467 0.367 0.533

15 0.533 0.400 0.467 0.367 0.533

Table 2. Classification errors for the 5 methods with different numbers of selected
variables based on 30 training samples

Numbers of variables LDA SVM TREE KNN LR

5 0.250 0.400 0.300 0.400 0.250

6 0.350 0.400 0.400 0.500 0.350

7 0.450 0.500 0.400 0.500 0.450

8 0.450 0.550 0.400 0.500 0.450

9 0.500 0.500 0.400 0.450 0.550

10 0.450 0.550 0.400 0.500 0.450

11 0.450 0.550 0.400 0.450 0.450

12 0.450 0.500 0.500 0.450 0.450

13 0.450 0.500 0.500 0.350 0.500

14 0.400 0.500 0.500 0.350 0.550

15 0.400 0.450 0.500 0.450 0.550
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Table 3. Classification errors for the 5 methods with different numbers of selected
variables based on 40 training samples

Numbers of variables LDA SVM TREE KNN LR

5 0.400 0.400 0.500 0.500 0.500

6 0.400 0.400 0.500 0.500 0.400

7 0.400 0.400 0.500 0.500 0.500

8 0.500 0.400 0.500 0.500 0.500

9 0.500 0.300 0.500 0.500 0.600

10 0.300 0.300 0.500 0.400 0.500

11 0.400 0.400 0.500 0.400 0.500

12 0.400 0.700 0.500 0.500 0.600

13 0.400 0.400 0.400 0.500 0.600

14 0.600 0.400 0.400 0.500 0.600

15 0.300 0.400 0.400 0.500 0.400

the results obtained by the first sampling scheme are shown in Tables 1, 2 and 3.
In Table 1 the KNN method provides the smallest classification errors among
the 5 methods. For all the 5 methods the classification errors are affected by the
number of variables in the model, but there is no straight forward trend for it.
However, if we increase the number of training samples from 20 to 30 and 40.
We could discover that the LDA method tends to outperform the other methods
in Tables 2 and 3.
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For the second sampling scheme, the results are presented in Figs. 2 and 3.
We could still find that the LDA method provides relatively stable performance
and give reasonable classification error in most scenarios. Consequently, the LDA
method is generally preferable according to the current research results.

4 Concluding Remarks

Stock market is definitely one of the common choices for investment throughout
the world. Predicting the change of stock market index becomes crucial for indi-
vidual investor, companies and stock holders. Recent research from behavioral
finance implies that emotions of investors from social media can also influence
stock market index in addition to the commonly used financial factors. Thus we
apply data mining methods and propose to use the key words of emotions of mar-
ket participates obtained from social media through text mining to predict the
change of stock market index. We apply the propose approach in a dataset col-
lected from Xueqiu forum, and the results show that linear discriminant analysis
could give relatively good predictions of stock market index.

In this paper, we only consider 5 popular used classification methods and it
could be interesting to include more new methods to solve this problem. Fur-
thermore, for each of the 5 methods we do not touch the issue for parameter
selection to highlight a direct application of the empirical case and this is a lim-
itation of our current research. We are going to extent this studies by discussing
the parameter effects in the further research.

For the current study, we collect data from a time duration of 3 months. In
the future, it is reasonable to collect more data to ensure the capabilities of each
method and quantify the errors for each method. If one is interested in prediction
with very limited number of observations, the current problem will lead to a high
dimensional analysis problem which is worth future research as well.
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Abstract. With the rapid development of smartphone, human activ-
ity recognition based on acceleration sensors attracts much attention
in the academic and industry recently. However, the recognition accu-
racy is not ideal due to the diversity of human activities and other
environmental factors. A real-time user activities monitoring system is
developed on android, and comparison of several feature extraction and
classification algorithms is carried out. Based on the monitoring system,
a feature called (TF4+FFT10) is proposed. Experiment result shows that
the recognition accuracy rate of feature (TF4+FFT10) with the adopted
KNN algorithm is 98.6%.

Keywords: Acceleration sensor · Android · Human activity
recognition · KNN

1 Introduction

Recently, the sensor technology has developed rapidly. 3-axis acceleration sensor
becomes smaller, lower power consumption and remains quiet during operation.
Almost every smart phone is quipped with 3-axis acceleration sensors. Since
smart phone is widely used in modern life, human activity recognition based on
smart phone’s 3-axis acceleration sensors have a promising future. For example,
if smart phones can recognize users’ motions and activities correctly, they can
interact with humans more intelligently and improve users experience.

Each person has different characteristics of acceleration while walking, run-
ning or jumping etc. Further experiment has shown that environmental factors,
such as uneven road or rainy days can dramatically affect the characteristics of
acceleration of the same person doing the same activity. Thus the recognition
accuracy of human activity is rather low and needs to be improved.

c© Springer International Publishing AG 2017
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2 Data Collection

2.1 Chosen of Data Collection Device

Collecting sample data from 3-axis acceleration sensor is the first step to recog-
nize human activities. In most past research, researchers design some simple
circuits with an acceleration sensor to realize a wearable device in the data col-
lection section. Some of these data collection devices are in the size of a mobile
phone, and some are as small as a coin. However, since 3-axis acceleration sensor
has been embedded in almost every today’s mobile phone, there is no need to
design an additional data collection devices. Mobile phone’s operating systems,
such as Android and iOS, provide expedient way to access the data of accelera-
tion sensors. Its convenient to carry out the human activity recognition research
based on mobile phones acceleration sensors.

2.2 Device Placement and Coordinate Axis Adjustment

Trouser pocket is the most common place where cellphone is kept. In order to
minimize the restrains, this paper selects trouser pocket as the place for data
sampling.

In reality, cellphone is not always positioned in the same direction in trouser
pocket. And it is impossible to regulate that all cellphones should be positioned
in the same direction every time. Therefore, the coordinate axis must be adjusted
and an absolute coordinate axis needs to be selected. The flip angles of cellphones
can be determined with the built-in direction sensors of cellphones, so as to adjust
the axis.

2.3 Sampling Frequency and Window Size

By concluding a large number of documents and physiological laws of human
activities, this paper has adopted 50 Hz as the sampling frequency for the data
sampling.

In order to facilitate the processing of data, the samples need to be cut,
namely windowed. The size of the time window depends on the types of actions
to be recognized. If the adopted time of the sliding window is too short, the
window data may not have covered the information of a complete action. If
the width of the sliding window is too long, it will not only make the data
sophisticated and increase the amount of calculation, but also lead to delays,
dispossessing the real-time character of the system. Through multiple tests and
considering the coming calculations, the window selected is 2.56 s, which means
every 128 points are considered as one data sample in the data analysis.

2.4 Sampling Procedure

The Flow Diagram of Sampling Procedures formulated according to the above
settings is shown in the Flow Diagram Figure (see Fig. 1). In the sampling pro-
cedure, user start the application, select the activity, such as stand still, walking,



Human Activity Recognition 165

Fig. 1. Flow diagram of sampling procedure Fig. 2. UI of sampling system

running etc., then perform the selected activity in the following a few seconds.
When the sampling application is started, it will start the sampling service,
determine the direction of the cell phone and adjust the coordinate axis, then
read the acceleration sensor’s data in every 0.02 s after a 2 s delay. The purpose
of the 2 s duration is to allow user to put the cellphone in pocket and start activ-
ity. After every 2.56 s, which means 128 points of acceleration sensor’s data are
read, a data processing service is started. The UI Figure of the activity selection
stage is shown in the UI of Sampling System Figure (see Fig. 2).

3 Data Feature Extraction

The data of acceleration sensor are not intuitive, the following figure (see Fig. 3)
has listed the 3-axis time domain diagram of 8 actions. If the initial data are
directly adopted to conduct the comparison, it needs to be guaranteed that the
starting point of every datum sampled is the same. As we can see that the start-
ing point of every action is different, the initial data cannot be directly catego-
rized as the feature. Therefore, we must process the initial data and extract some
sample characteristics which are not relevant to the time but can be adopted to
distinguish these actions.

3.1 Recognition Accuracy of 4 Simple Time Domain Features

It can be clearly figured out from the curves in all axes that the curves of running
is relatively dense, and its peak values in all axes are much larger than those of
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(a) Walking (b) Going downstairs

(c) Going upstairs (d) Running (e) Marking time

(f) Riding vehicles (g) Jumping in place (h) Brisk walking

Fig. 3. Tree-axis time domain diagram of 8 actions

other actions. The most evident features are the average value and the peak-to-
peak value. The standard deviation can well distinguish the dispersion degree of
actions, and such distinguishment is even more significant on actions of strenuous
exercise. Also, the abruptness of some curves has well reflected the variability of
actions, and this feature has never been seen in other similar documents. The
characteristic of this feature reflects the suddenness and intensity of actions.
Therefore, the 4 features of time domain which are finally determined are:

(1) Average value;

(2) Standard deviation σ =

√
1
N

N∑
i=1

(Xi − X)2 (in which N is an average value

representing the number of samples)
(3) Peak-to-peak value: the difference between the peak and the trough;
(4) Abruptness: the maximum value of the intervals between all samples.

After the 10-fold cross-validation has been conducted with KNN, Bayes
and decision tree respectively, the following table is obtained: The experi-
ment has proved that these four time-domain features are relatively effective in
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Table 1. Result of the time domain features

Still Walk Run Go down Go up Shake Brisk
walk

Jump Brush
teeth

Average

KNN 0.98 0.88 1 0.82 0.80 0.7 0.93 0.75 1 0.89

Bayes 0.97 0.93 1 0.86 0.83 0.79 0.94 0.2 1 0.89

DTree 0.96 0.88 1 0.86 0.87 0.75 0.87 0.7 0.94 0.92

distinguishing these actions. However, the accuracy has not achieved the desired
result (Table 1).

3.2 Recognition Accuracy of 4 FFT Features

When the FFT transformation is carried out on the time-domain values of the
samples, Fig. 4 represents the three-axis frequency domain feature of four actions.
It can be known from the physical meaning of FFT that the coefficient of every
dimension of FFT represents a trigonometric function. In this paper, the data of
the first dimension of FFT is direct component, which represents the component
of gravitational acceleration the accelerometer bears, therefore, this value can
be eliminated. And it can be figured out from the features of FFT that the
data obtained should be symmetric, which can also be seen from the figure.
Therefore, it is feasible to take half of the FFT coefficient as the feature. The
diagram drawn with fft results through matlab has shown that all movements
vary greatly in triaxial fft phase, especially for the ones placed at the front

Fig. 4. Diagram of the frequency domain features
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Table 2. Result of frequency domain features

Dimensions Still Walk Run Go

down

Go

up

Shake Brisk

walk

Jump Brush

teeth

Average

KNN 5 .98 .95 .92 .92 .85 .92 .90 .64 1 .92

10 .98 .99 .98 .96 .91 .94 1 .88 1 .97

20 .98 .99 .98 .96 .93 .94 .97 .88 1 .96

30 .98 .93 .97 .97 .89 .92 .97 .88 1 .94

40 .98 .92 .98 .95 .91 .95 .93 .88 1 .94

Bayes 5 .97 .91 .89 .91 .89 .84 .90 0 .95 .84

10 .97 .92 1 .96 .96 .89 1 .70 .95 .91

20 .97 .94 1 .99 .96 .8 1 .6 .91 .90

30 .95 .91 1 .98 .95 .84 1 .706 .91 .90

Dtree 5 .95 .91 .79 .90 .8 .88 .81 .47 .92 .86

10 .93 .88 .82 .89 .90 .91 .87 .70 .88 .89

20 .90 .91 .90 .93 .89 .91 .87 .5 .91 .89

30 .95 .90 .83 .89 .89 .91 .90 .64 .87 .88

with greater difference. As the motion frequency of all human bodies is very
low, the differences mainly arise at the front. 5 dimensions, 10 dimensions, 20
dimensions and 30 dimensions are selected respectively as features for another
10-fold verification.

In Table 2, the accuracy first increases progressively and then keeps decreas-
ing. It reaches the peak around 10-dimension feature. Compared with time-
domain features, all sorting algorithms of the frequency domain have gone up,
and KNN algorithm is the best one, reaching 97%.

3.3 Recognition Accuracy of TF4+FFT10

Cross validation is performed again by combining previous time-domain features
with features of the first ten dimensions in the paper. Various accuracies still rise
somewhat after TF4+FFT10 features are used and new movements are added.
The overall accuracies stay good, and the average accuracy of KNN remains the
top and comes to 98.6%. And the accuracies have improved a lot than those of
algorithms simply using frequency domain analysis methods. KNN algorithm is
1.6% and Bayesian algorithm reaches 2%. Decision tree algorithm is up to 5%.

4 Real-Time Forecasting Results Under Daily
Circumstances

All the results above come from a series of modeling validation of data collected
in advance. Under the daily environment, there are many interfering factors and a
real-time prediction system needs to be completed by cellphone for the real-time
detection. According to the methodology thought of feature extraction of data
collection mentioned in the previous chapter, prediction parts are finished and
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Table 3. TF4+FFT10 feature results

Human activity KNN Bayesian Decision tree

Stay still 0.98 0.97 0.93

Walking 0.99 0.96 0.95

Running 1 1 1

Go upstairs 1 0.99 0.95

Go downstairs 0.99 0.96 0.94

Shaking phones 0.97 0.94 0.95

Brisk walking 1 1 0.93

Jumping in place 0.89 0.7 0.66

Brushing teeth 1 0.95 0.91

Elevator up 0.92 0.7 0.88

Elevator down 0.93 0.67 0.8

Taking bus 0.98 0.69 0.95

Marking time 1 0.94 0.94

Squat jump 0.77 0.78 0.5

Average value 0.986 0.93 0.94

the flow chart is shown in Fig. 5. While current samples are collected, the previous
sample is processed and predicated with a model which should be established
beforehand. The design of testing movements is listed in the table (see Table 4).
Training data come from the acquisition system. There are 73 still data, 130
walking data, 68 running data, 200 data of going upstairs, 165 data of going
downstairs, 53 jogging data, 30 data of jumping in place, 35 data of boarding
the elevator, 35 data of leaving the elevator and 62 data of taking a bus. All
the data above are collected while cellphones are placed in the back pockets.
During the test, movements are performed in line with the rules of the table
after cellphones are put in the back pockets of pants, and results are obtained
as below:

Table 5 shows that the accuracy is very high. For misclassifications of going
upstairs and downstairs, it is understandable to misclassify them as walking
because there is a certain length of gap. However, misclassification happens a
lot while the test is performed in an elevator. People also always put cellphones
in the front pockets of their pants, so the accuracy of testing front pockets is
attempted through the training model for back pockets in the paper. The table
below is drawn by repeating the movements in the Table 6:

Since the training model does not have any datum collected from the front
pocket, the result is similar to that of back pockets regardless of relatively higher
accuracy. However, the accuracy of handheld ones has sharply decreased, so for
the software there is plenty of room for improvement.
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Table 4. Testing movements standard

Human activity Descriptions

Running Keeps running in 30 s

Walking Keeps walking in 60 s

Brisk walking Keeps brisk walking in 60 s

Teeth brushing Keeps teeth brushing in 30 s

Going upstairs Keeps going upstairs in 30 s

Going downstairs Keeps going downstairs in 30 s

Jumping in place Keeps jumping in place in 30 s

Elevator up Taking elevator from 1st floor to 14th floor

Elevator down Taking elevator from 14th floor to 1st floor

Marking time Keeps marking times in 30 s

Fig. 5. Flow diagram of prediction system
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Table 5. Accuracy of back pocket data

Human activity Sampling
data

Correct data Failed data Correct rate

Running 16 15 Brisk walking 93%

Walking 23 23 / 100%

Brisk walking 23 23 / 100%

Going upstairs 16 15 Walking 93%

Going downstairs 16 15 Walking 93%

Jumping in place 16 16 / 100%

Elevator up 10 8 Elevator down, stay still 90%

Elevator down 10 9 Elevator up 90%

Marking time 16 15 Walking 93%

Table 6. Accuracy of front pocket data

Human activity Sampling
data

Correct
data

Failed data Correct rate

Running 16 16 93%

Walking 20 18 Going upstairs and talking 86%

Brisk walking 23 20 Going upstairs 86%

Going upstairs 16 16 / 93%

Going downstairs 16 16 / 93%

Jumping in place 16 16 / 100%

Elevator up 10 9 Elevator down, stay still 90%

Elevator down 10 9 Stay still 90%

Marking time 16 14 Walking 93%

5 Conclusion

An analysis of body activity features collected by cellphone sensors and multiple
verifications is made in the paper to prove that FT4+FFT10 feature extraction
method which is put forward in the paper can effectively recognize 14 move-
ments such as walking, running, going upstairs and downstairs, taking a bus
and brushing teeth with an average accuracy over 98.6% under the testing envi-
ronment. And a real-time predication system is realized on the Android system.
The accuracy is relatively ideal while front or back pockets of pants are not
analyzed separately. However, the accuracy of the handheld version is lower, so
the system is expected for further improvement.

Acknowledgements. This work is supported by the National Natural Science Foun-
dation of China under Grants NSFC 61672358.
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Abstract. Smart phones have occupied an irreplaceable place in our
daily life. As software in mobile systems is a far cry from software in
traditional computer operating systems, we can’t directly use existing
technologies to verify the correctness and reliability of mobile applica-
tions. JPF (Java Pathfinder) is a tool to make model detection of Java
programs, but it doesn’t support the detection of Android programs.
This paper proposes a method which can make JPF support Android
in bug detection, especially in the detection of no sleep bugs of energy
leak. Using this tool, we analyzed ten open-source Android applications
and successfully detected common bugs and no sleep bugs of energy leak,
which means we have made progress in enhancing detection speed and
in lowering down misjudgement rate.

Keywords: Java pathfinder · JPF · No-sleep bugs of energy leak ·
Android · Automated testing

1 Introduction

Smart phones have occupied an important place in our daily life and the power
consumption of mobile phones has become a problem. Technology in batteries
of mobile phones doesn’t develop as fast as other hardware devices batteries’
endurance is entering a straitened circumstance. In order to solve this problem
so as to make use of limited battery resources in a more reasonable and effective
way, we set out using a set of flexible power management strategies in mobile
operation systems to manage the operation of functional devices. This set of
default strategies tends to keep functional devices in a dormant state or in a
state of low power consumption, unless an application actively applies to the
mobile operating system for letting it remain in an operating state of high power
consumption.

It is commonplace that a smart phone system will be added with a set of
API during SDK development so that the developer of an application can apply
this set of API to informing the system not to put a device into the sleep state
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 173–182, 2017.
DOI: 10.1007/978-3-319-52015-5 18
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when the device is in operation, and also apply this set of API to informing the
system to put the device into the sleep state after its tasks complete. As Wake
Lock mechanism is adopted in Android systems to ban them from entering the
sleep state [2], developers use specific wake locks to awake devices or put them
into the sleep state. This programming mode, in which application programs are
needed to manage the awaking and sleeping of devices, is referred to as Power
Encumbered Programming [1]. Obviously, this mode gives higher requirements
to developers. If a developer fails to put the devices into the sleep state in time
after their tasks complete, it will lead to energy waste, which is called no sleep
bug in general [4]. No sleep bug is defined as one of smart phones’ bugs of energy
leak, which is caused by developers’ incorrect operation of API for power control
and will lead to a great amount of electrical leak [5].

Thus a JPF (Java Pathfinder)-based bug detection method of Android appli-
cation is proposed in this paper. This method is good at detecting no sleep bugs
of energy leak and experiments shows that we have made progress in enhancing
detection speed and in lowering down misjudgement rate.

2 Related Work

At present, research on detection of energy consumption and on tests of mobile
platforms mainly concentrate on two aspects: One is static analysis technology,
and the other is dynamic analysis technology.

Static analysis refers to a kind of theory and technology through which
researchers analyze behavior of a program under the circumstance that the pro-
gram is not running. At the very beginning, static analysis was applied to ver-
ifying and analyzing Java programs. But with the requirements of quality and
safety for Android applications getting raised gradually, checking whether an
Android application has no bug or won’t throw exceptions by using appropriate
approaches has become particularly important. For this reason, some researchers
apply static analysis technology to Android to adapt to different requirements
of testing and validation. Abhinav Pathak et al. from Purdue University car-
ried out a detailed analysis on the types of no sleep bugs and applied reaching
definitions dataflow analysis a classic algorithm, to detecting no sleep bugs in
applications. They analyzed 500 Android applications, where 42 no sleep bugs
were found, 13 bugs were misjudged, and 31 no sleep bugs failed to be detected
[4]. Gottschalk et al. applied GReQL (Graph Repository Query Language) to
checking codes of energy leaks and reconstructed the codes with reconstructing
tools [6]. Applying static analysis approach may lead to misjudgment and over-
look of bugs of energy leak. There were two reasons caused misjudgments. One
was that the method to awake and release a wake lock was packaged by other
“helper” methods or the mobile devices were operated through variables, and
the other was that the device operation was taken over by a highest level of code
logic [4]. Applying dynamic analysis technology is more advantageous in terms
of precision of detection.

Dynamic analysis technology dynamically executes application codes by sim-
ulating device contexts and makes real-time analysis related to loopholes of
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energy consumption according to the results of operation. Yepang Liu et al.
developed GreenDroid, which helps developers diagnose and locate codes that
may cause energy leaks [7] by monitoring the situations of data being used
under different circumstances. Lide Zhang et al. developed ADEL, which helps
developers find places where energy leaks by using dynamic stain technique [8].
ADEL dilates through Dalvik virtual machine and TaintDroid [9]. which sup-
ports all-system stain trailing by virtue of sustainable storage. It will mark the
data coming from the Internet and track the situations of data being used in
the end. If the data is not used, it means that the request on the Internet is
meaningless. Jindal et al. discovered a new energy loophole, known as “sleep
conflicts”. The loophole refers to mobile devices (such as sensors) being unable
to enter the sleep state from the state of high power consumption. Jindal et al.
analyzed the cause of this loophole and developed HYPNOS a running system
to avoid “sleep conflicts” by analyzing the driving of hardware [10].

3 No Sleep Loophole

“No Sleep” loophole is the most prominent loophole among energy loopholes
related to applications [5], and it is also the main content that this chapter needs
studying on and solving. Loopholes of this type mostly result from developers’
negligence of manually capturing anomalies that may appear or their failing to
deal with situations which need judgement. These loopholes are likely to lead to
the collapse of the applications or cause a lot of electrical waste although they
may not affect the normal operation of applications. Therefore, detecting and
repairing such loopholes is an important means to reduce anomalies and errors
of applications and to lower down energy consumption.

3.1 No Sleep Code Path

The fundamental cause of most “no sleep” loopholes that have been found is
that there exists a code path in the single threaded activity where a mobile
component has been awoken. For example, a component was supposed to be
awoken by a “wake lock”, but the wake lock failed to be released afterwards.
There are three causes that may lead to the existence of such a code path [4],
where a component is started but can’t enter its sleep state. The first reason: the
programmer forgot to release the wake lock in the code, or the leasing statements
were set in an “if” conditional judgment branch, which failed to run in actual
operation. The second reason, the programmer released the wake lock in the
code (such as Fig. 1), but before the release code was executed, an anomaly
occurred to the program which caused the release to fail to be executed, and the
programmer forgot to release the wake lock in anomaly capturing statements.

Then Fig. 1 caused a no sleep loophole due to its escape from anomaly
capturing. The third reason, a higher level of conditional statements (such as
deadlocks for applications) stopped the execution statements for releasing the
wake lock.
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Fig. 1. Example of a no sleep loophole

3.2 No Sleep Race Condition

It is a problem of race condition caused by the second type of no sleep loopholes
in multi-threaded applications. In a multi-threaded program, one threaded part
turns on a component and the other threaded part is responsible for turning off
the component under a certain condition. In extreme cases, if the two threaded
parts have a problem of race condition in operating the wake lock, the threaded
part responsible for turning on the component is likely to operate following the
other part responsible for turning off the component, which will then cause a
no sleep loophole. Such as the no sleep loophole caused by Fig. 2 due to race
condition.

Fig. 2. Example of a no sleep loophole caused by race condition
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3.3 No Sleep Dilation

There is a circumstance existing in the running of an application, where the
wake lock is released after a long waiting time rather than within expected time.
For example, the “net sync ()” in Fig. 2 is supposed to complete within several
seconds in general, but its actual operating time is far beyond expected. During
this time, a great amount of power is consumed. When a critical task is being
executed, no matter how long the operating time is, no matter whether it is the
programmer’s intention or not, literature [4]. categorizes such problems into the
third type of no sleep loopholes, namely, no sleep dilation.

Table 1. Callback locations for releasing the wake locks

Android components Callback function of exit point

Activity onPause

Service (Bound) onUnbind

Service (Started) onStartCommand

IntentService onHandleIntent

BroadcastReceiver onReceive

Runnable run

4 Means for Detecting No Sleep Loopholes

The four components in Android system, which are Activity, Services, Broad-
castReceivers and ContentProviders, will cause electrical waste or extra energy
consumption caused by no sleep loopholes if their wake locks fail to be released
in time. Literature [13] holds that the components must release the wake locks at
the several exit points of the applications, otherwise they should be considered
as causing a no sleep loophole.

Behavior of Android components can be seen as a series of callback func-
tions, including onCreate(), onStart(), onPause(), onResume(), onStop() and
onDestory(). These callback functions decide the time of the components being
set up, activated and turned off. Classifications of components in this paper are
shown in Table 1. The method of exit point callback is based on the completion
of a component’s operation. For example, “Services” has completed its tasks at
onUnbind, and “Activity” exits from OnPause. So, it can be considered that this
type of exit point callback function is the final position of the wake lock which
must be released by the assembly. The strategy of this paper can be summarized
as: Dynamically analyze Android application through JPF, so that exit point
function of each assembly can be detected. If the exit point function still holds
a wake lock, then it is regarded that a nondormant bug is found.
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Fig. 3. Flow chart of detection algorithm

Detection algorithm of the process is shown in Fig. 3, and the entire algorithm
mainly includes two stages: Firstly, reload the instructionExecuted of instruction
calling method in JPF listening class; monitor execution code; conduct update
to lock count value when the execution reaches releasing the lock or applying the
lock; determine whether the exit point releases all wake locks. Secondly, print
and output the result of nondormant bug detection.

JPF (java pathfinder) is a java model detection tool, which does not support
Android program itself. The jpf-android plug-in developed by Heila and others
[14] is used to support JPF to detect Android application program.

Figure 4 describes the general bug detection process. First of all, the tester
needs to write a script file describing the UI event according to the UI in the
program be tested, and the format of the script file is inherited from the jpf-
awt plug-in. Among them, the variable name begins with the symbol @, and
the variables can be used to express most of the Intent objects as shown in
Fig. 5. In addition, the test script also supports the fields REPEAT and ANY
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Fig. 4. Jpf-android testing process

in JPF-AWT. REPEAT can construct a set of repeated events sequences, and
ANTY uses the ChoiceGenerator in JPF as well as the status and backtracking
mechanism of JPF to construct a set of non-deterministic events sequences.
After the completion of writing detection script, JPF can be used to test the
application program, and detect the resource competition of whole program,
deadlock, abnormalities and other bugs in run-time.

5 Experiment Results and Future Work

This paper has downloaded 10 open resource Android applications from Google
Code website and Github website, and the tests are conducted according to the
detection scheme put forward in this paper. Table 2 gives the codes number of
application program, the number of abnormality found in run-time, the number
of nondormant bugs and the time consumption of nondormant bugs detection.

The detection method of this paper is assessed from the following three
aspects:

(1) False Positive. In the experiment, regarding abnormality detected in run-
time, after one by one investigation and repair, then detect nondormant
bugs again. The detected nondormant bugs are indeed due to that they are
not released at the location of exit point, with error rate of 0. Compared
with the static detection method in literature [4], great progress has been
made. In the manual written test script, totally 11 nondormant bugs are
detected, among which, 2 fail to be released in onPause method, 4 fail to
be released in onReceive method, 2 fail to be released in onHandleIntent
method and 3 fail to be released in onUnbind method.

(2) False Negative. In the experiment, although it is difficult to accurately detect
the existing number of nondormant bugs or abnormal situation in applica-
tions, false negative situation does exist in the scheme put forward by this
paper. It is because that the written test script inevitably cannot cover
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Fig. 5. Detection script file

Table 2. Detection result (time is nondormant bug detection time)

App LOC Exception Loopholes Time (s)

Andoku 11059 1 0 25

DealDroid 2364 1 0 8

GuessTheNumber 2036 2 0 8

CMIS 10984 0 1 22

Opensudoku 9707 3 1 24

Rokon 17157 8 3 55

Skylight 3743 10 3 15

MonolithAndroid 7313 2 0 28

ConnectBot 52161 12 2 149

Delicious 2634 0 0 11

Scientific calculator 395 2 1 1

Summary 119553 41 11 346

all the detection path owing to negligence, thus making part of the events
not triggered. Therefore, this part of codes will not be run, and it cannot
guarantee if there are any existing bugs, which are not detected in the code.

(3) Detection time. It can be seen from Table 2 that with the increase in
the number of lines of codes, the detection time increases correspondingly.
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In addition, the detection time is also related to the complexity of the detec-
tion script. The more detailed the detection script is, the more coverage of
the detection path is, and the longer corresponding detection time is Table 2
test script per thousand lines of detection time is 2.89 s (346*1000/119553).

Although the research of this paper has achieved preliminary results, there
are still some problems to be solved, such as detection needs application source
code to complete the detection and the whole testing framework is still combined
together with jpf-android without forming an independent test tool yet. For these
detects, the next step of the work mainly includes the following aspects:

(1) Release the testing tool of this paper in the form of JPF plug-in. Independent
release of the plug-in is conducive to the use and dissemination of the tool.

(2) Support the detection of android setup program (.apk file). The detection in
this paper still needs program source code, which cannot directly detect apk
files, and in most cases, program source code cannot be obtained. In apk
file, Dalvik byte code file is compressed, so the tool is needed to decompile
Dalvik byte code into Java source code, such as the use of ded. and other
tools.
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Abstract. As the task load of cloud system grows bigger, it becomes very
important to design an efficiency task scheduling algorithm. This paper proposes
a task scheduling algorithm based on genetic algorithm and ant colony optimi‐
zation algorithm. The hybrid task scheduling algorithm can help the cloud system
to complete users’ tasks faster. Simulation experiment results in CloudSim show
that, comparing with genetic algorithm and ant colony optimization algorithm
alone, the hybrid algorithm has better performance in the aspects of load balancing
and optimal time span.

Keywords: Cloud computing · Task scheduling · Ant colony algorithm · Genetic
algorithm

1 Introduction

The applications in cloud environment have a great variety [1, 2]. The users’ tasks and
tasks’ execution time keep changing. It’s difficult yet valuable to tackle the task sched‐
uling challenge in cloud environment. Currently, task scheduling in cloud computing
mainly include first-come-first-service, load balancing, energy consumption minimiza‐
tion and so on. Along with the expanding of the scale of data center, it’s extremely
important to increase the efficiency of task scheduling.

However, task scheduling is an NP complete problem in the cloud computing envi‐
ronment [3]. Intelligent optimization algorithms such as simulated annealing algorithm,
genetic algorithm, ant colony algorithm and particle swarm optimization are very suit‐
able for solving NP problems [4]. This paper proposes a genetic-ant-colony hybrid
algorithm to deal with the task scheduling problem. The hybrid algorithm has rapid
convergence and optimization searching capacity features, which shortens the sched‐
uling time of carrying out task scheduling and makes the load of virtual machine
balanced as much as possible, greatly increases the efficiency of task scheduling in cloud
computing.
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2 Task Scheduling in Cloud System

The research on task scheduling can be divided into online mode and batch processing
mode. Online mode is to produce a mapping relation of user task as soon as it arrives
and carries out scheduling [5]; batch-processing mode is to carry out the mapping of
distribution relation till the tasks are accumulated to a certain number. The research of
this paper is conducted in the batch-processing mode, which means there are N tasks
waiting for scheduling in the unit time.

In order to reduce the complexity of experiment and centralize the research on the
algorithm itself, the experiment we conducted has following constraints on the relation
between user task and virtual node resource:

1. There is no dependency relationship between tasks.
2. Node resources are unshared and independently occupied. Only when tasks finish

(success or fail), other tasks can invoke the resource.

The problem of task scheduling can be described as: to assign m tasks
Task =

{
T1, T2,…Tm

}
 to n virtual node resources Vm =

{
vm1, vm2,… vmn

}
, m > n in the

cloud environment. ETC (Expected time to completion) shows the expected executive time
of user task and virtual node, and ETCij represents the handling time spent by task Ti to get
exclusive access to virtual node resources vmj, with the unit is millisecond; all relationships
between ETCij form a ETC matrix. Matrix (1) can be used to represent the distribution
relationship comprised by m user tasks and n virtual node resources [6]:

⎡
⎢
⎢
⎣

x00 ⋯ x0n

⋮ ⋱ ⋮

xm0 ⋯ xmn

⎤
⎥
⎥
⎦

(1)

Wherein, xij ∈ (0, 1) represents the mapping relation between user task and virtual

node resource and 
m∑

i=1
xij = 1, j ∈ {1, 2,… n}, if the user task j chooses virtual node

resources i to run, then xij = 1, otherwise, xij = 0. ETC is the execution time that task
run on the node which can be comprised by ETC matrix in Formula 2:

⎡
⎢
⎢
⎣

ETC00 ⋯ ETC0n

⋮ ⋱ ⋮

ETCm0 ⋯ ETCmn

⎤
⎥
⎥
⎦

(2)

The procedure of solving the scheduling problem by ant colony algorithm is to solve the
set s =

{
x1, x2,… , xm

}
 and get decision variable Xi. M in the set indicates the user’s task

number; set {T , Vm} can be worked out by the Cartesian product through m tasks{
t1, t2,… , tm

}
 and n node resources 

{
vm1, vm2,… , vmn

}
. The set {T , Vm} means the

specified virtual node map set that the assignment of user’s task. T in each tuple of the set
{T , Vm} only has one chance to assign; the derived solution is
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{
Xt11, Xt22,… , Xtjj

,… , Xtmn

}
, tj ∈ {1, 2,… , m}, solution set should be as reasonable as

possible and make the execution time span

timespane =
∑m

i=1

∑n

j=1
Xij × ETCij

as short as possible.

3 The Genetic-Ant-Colony Hybrid Algorithm

Genetic algorithm has remarkable effects on global searching ability but often causes
low efficiency and large quantities of redundancy iteration [7]. Ant colony algorithm
converges to optimal solution quickly in later stage but don’t work very well in earlier
stage due to the lack of pheromone. This paper combines advantages of two algorithms,
and puts forward task scheduling algorithm called genetic-ant-colony hybrid algorithm.
The basic idea is using genetic algorithm at the earlier stage and ant colony algorithm
at the later stage.

3.1 Genetic Algorithm at Earlier Stage

(1) Rapid Global Search Based on Genetic Algorithm

In this algorithm, Ti(0 ≤ i ≤ m − 1) and Vn(0 ≤ j ≤ n − 1) respectively represents
ID number of user tasks and ID number of virtual node resources. In initial time, the
chromosome of each individual in the population will randomly create equivalent
numbers of virtual node resources Vj. When the chromosome trough crossover, mutation
and iteration, the task Ti will be distributed to any virtual node Vj. When many users are
distributed to the same virtual node resources, the tasks will be carried out according to
its sequence, while others will be ready to wake up in the waiting lines. The final goal
is to get an optimal service quality solving scheme which is compliant with users’
defines.

Let’s assume that there are 15 user tasks to be distributed and 5 free virtual node
resources in the cloud environment, so that the length of chromosome in the genetic
algorithm model is 15, the value of single gene ranks from 1 to 5, shows the user tasks
will be distributed to one of these 5 virtual nodes randomly. For example, {2 2 3 4 1 1
2 0 3 0 1 2 4 0 3} represents randomly generated code form of one chromosome, after
decoding, it represents that the ID 1 user task reflects ID 2 virtual machine, while the
second user task reflects ID 2 virtual machine too. The genes in chromosome are saved
in the form of array.

(2) Crossover operation of genetic algorithm

Crossover operation means the pairwise coupling process of chromosomes
according to a certain rate. In this process, some chromosome’s place changed and
creating two new chromosomes.
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Fig. 1. PMX diagram

The crossover algorithm this paper used is Partially Matching Crossover (PMX).
And the crossover parts are limited to smaller than one fifth of the original length of the
chromosome. A simple example is illustrated in Fig. 1.

(3) Mutation operation of genetic algorithm

Mutation operation means that genes in one or a number of places in chromosome
changed and then generate a new chromosome. Mutation operation can help population
create different individuals to keep diversity. It determines directly local search ability
of genetic algorithm.

In this paper, the Genetic Algorithm’s operation to mutation is based on Displace‐
ment Mutation (DM). As Fig. 2 shows, replacement variation firstly chooses one starting
point in parent generation, then randomly chooses an ending point in the following gene
sequence, and insert gene segment into that substring.

Fig. 2. Replacement mutation diagram

To avoid the chromosome variation causing the offspring inferior to the parent, this
paper don’t distribute one node to current user task randomly in the field of mutation
operator design, but wipe out the original virtual node it occupied in the nodes set and
choose the virtual node which makes current user task solved at the soonest. Choose
virtual resource node which costs least time to finish current user task, then reflect this
task to current virtual node, which can ensure that offsprings come from parents.

Crossover ratio function and mutation ratio function are:

Pc =

⎧
⎪
⎨
⎪
⎩

k1
(
fmax − f ′

)

fmax − favg

, f ′ ≥ favg

k2, f ′ < favg

(3)

Pm =

⎧
⎪
⎨
⎪
⎩

k3
(
fmax − f

)

fmax − favg

, f ≥ favg

k2, f < favg

(4)
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Wherein, fmax is the maximum colony evaluation value among the group, favg is the
average colony evaluation value of each generation, f ′ is the bigger colony evaluation
value of the two crossover individuals, f  is the colony evaluation value of the individual
to mutate. Calculate the crossover ratio and mutation ratio respectively and choose the
bigger one as the final result Pc, Pm.

3.2 Ant Colony Algorithm at Later Stage

(1) Initialization of pheromone

Connect the user task i to virtual node resources j with pheromone cumulant 𝜏ij. Set
the pheromone value at each side as a quite small positive constant 𝜏0.

(2) The rule of user task assigning virtual node resource

In each iteration of ACO, is every ant k, k = 1, …, m, (m is the quantity of ants)
choose proper node resources, we need to calculate the dealing ability of pheromone
density of other nodes’ resources, then calculate the ratio they would be chosen by
Formula (5). According to “roulette” selection to assign proper virtual node resources
for next user task. After a node assigned, the node included this task will be added into
Tabu and delete this node from Allowed list. Execute this process repeatedly until all
the virtual nodes have been traversed and the quantity of element in Allowed list is 0.
Then calculate the ETC matrix value according to Formula (6). Choosing the best
mapping set between virtual node and user task at last, compare each ant’s solution, then
compare to the best fitness [8]. If this iteration fitness is smaller than the best fitness,
this fitness should be seemed as the best one, and the chosen ordered mapping relation
should be seemed as the best distribution relation in Tabu.

Pk

ij
(t) =

⎧
⎪
⎨
⎪
⎩

[
𝜏ij(t)

]𝛼
∗
[
𝜂ij

]𝛽

∑
s∈allowedk

[
𝜏is(t)

]𝛼
∗
[
𝜂is

]𝛽 , if j ∈ allowedk

0, else

(5)

Wherein, 𝜏ij shows the pheromone concentration of user task i and mapping relation
of virtual resource Vj; allowedk means the virtual node resources ant k can arrive in the
next step and the virtual node resources records stored in Tabu of ant k; 𝜂ij = 1∕dij is
heuristic information, representing the visibility of ant t, thus it can be seen that the
smaller dij is, the bigger 𝜂ij is, i.e., the higher visibility of ant is; dij shows the execution
time and transferring time of user task i on virtual node resources Vj which can be calcu‐
lated by Formula (6), which TL_Taski represents the total length of user task i submitted
to virtual node resource Vj; InputFileSize means the length of other information besides
the execution part, VM_bwj means the corresponding network bandwidth of virtual node
resource j; EVj means the calculating ability of virtual node resource Vj, its calculating
method shows as Formula (7), pe_numj means the CPU core quantity of virtual node
resource j, pe_mipsj means the MIPS of per core CPU of virtual node resource Vj.
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dij =
TL_Taski

EVj

+
InputFileSize

VM_bwj

(6)

EVj = pe_numj × pe_mipsj (7)

(3) Update of pheromone

The update of pheromone on virtual machine will vary with the change of disaggre‐
gation of ant colony search [9, 10]. If the pheromone density of virtual node resource Vj

at t is 𝜏ij(t), then at t + 1, the pheromone cumulant of virtual node resource Vj needs to
update, and the updating formula is as follows:

𝜏ij(t + 1) = (1 − 𝜌)𝜏ij(t) + Δ𝜏ij(t) (8)

Wherein, ρ ∈ [0, 1) is pheromone volatility coefficient, 1–ρ means residual coeffi‐
cient of information, value of ρ is bigger, the sooner pheromone volatilized, then the

influence of the searched path on choosing present path will be smaller, Δ𝜏ij(t) =
m∑

k=1
Δ𝜏k

ij

means the mapping (i, j) information quantity of the virtual node and the user i’s task
ant k allocated in this cycle.

The value of ρ is adjusted as follows:

ρ(t) =
{

0.95 × 𝜌(t − 1), 𝜌min ≤ 0.95 × 𝜌(t − 1)
𝜌min, else

(9)

Wherein, 𝜌min is the minimum value of ρ, in order to avoid algorithm stagnation when
it is too small, this method can not only improve the rate of convergence of the algorithm,
but also guarantee the ACO won’t get locally optimal solution because of premature
convergence, which is helpful to find better solutions and helpful to the dimension of
the problem.

After ant k finishing a journey, leaving the iteration value of pheromone on each line
(i, j) the ant went by user task and virtual node resource mapping. As the formula (10)
shows:

Δ𝜏k

ij
(t) =

⎧
⎪
⎨
⎪
⎩

Q

Lk(t)
, if (i, j) ∈ Tk(t)

0, else
(10)

Wherein, Tk(t) represents the collection of virtual nodes ant k visited, Lk(t) is the
summary of fitness value, and Q is a control parameter.

188 Z. Wu et al.



3.3 Links Genetic Algorithm to Ant Colony Algorithm

Set the initial parameter 𝜏s of pheromone as 𝜏s = 𝜏C + 𝜏G, 𝜏C is an assigned pheromone
constant, 𝜏min can be seen as in MMAS algorithm, its value is up to the degree of problem,
and 𝜏G is the pheromone density transformed from the result of genetic algorithm.

The proposed hybrid task scheduling algorithm:

(1) Set the maximum and minimum value of the circulation times of genetic algorithm.
(2) According to the process of searching optimal solution of genetic algorithm, record

the best fitness value of the present circulation and replace with the present best
solution when better solution occurred in iteration process.

(3) In assigned algebra, if the fitness values of continuous generations are greater than the
present fitness value, it can be considered that the execution efficiency of genetic algo‐
rithm starts to decrease, meaning this algorithm can be ended and AOC can start.

4 Implementation of the Hybrid Algorithm

The basic execution steps of task scheduling algorithm based on AOC and genetic algo‐
rithm are as follows:

Step 1 Define the goal function of task scheduling of cloud computing.
Step 2 Set related parameters and end conditions of this scheduling algorithm.
Step 3 Code the population of genetic algorithm.
Step 4 Calculate the fitness value of each chromosome and choose the best individual

among the chromosomes.
Step 5 Run the crossover and variation calculation on chosen individual.
Step 6 When arriving assigned end condition, end the calculation of genetic algorithm

and save this scheduling result and redirect to Step 7. Otherwise, redirect to Step 4.
Step 7 According to the scheduling result of genetic algorithm, initialize the phero‐

mone of AOC with pheromone transform formula.
Step 8 M ants are placed on n virtual machines. According to the state transition proba‐

bility formula (5), the suitable virtual node resource is selected for the next user task.
Step 9 Every task selected is placed in the taboo table. When the table is filled up, it

indicates that the ants have finished one generation’s search. According to the formulae, the
positions of the virtual machines that the ants pass in the pheromone matrix are updated.

Step 10 When the scheduling of all the tasks is completed, according to the task
scheduling list, the evaluation value of the scheduling result is calculated, and according
to formulae (8), (9) and (10), the global pheromone is updated.

Step 11 The iterative algebra is auto-incremented 1, gen = gen +1; the optimal solu‐
tion set is derived and stored in the list.

Step 12 If the iterative algebra satisfies the termination condition, namely,
gen > MAX_GEN, then the algorithm is terminated and the optimal solution is output;
otherwise, it hops to Step 8 to continue the implementation until the algorithm satisfies
the termination condition.

The overall block diagram of the scheduling idea is as indicated in Fig. 3.
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Fig. 3. Flow chart of the genetic-ant-colony hybrid algorithm

5 Simulation Experiment and Result Analysis

Cloudsim is the cloud calculation simulation emulator developed by the team led by
Doctor Rajkumar Buyya of the University of Melbourne, Australia. It not only schedules
the service model, but also the applications that change dynamically. Cloudsim makes
a large-scale comparison and quantification of the allocation strategy of the resource
integrity, and realizes the objective of controlling the cloud computation resources.

Fig. 4. The average optimal span

The realize of experiment is to simulate one data center under the Cloudsim simu‐
lation platform, including 10 virtual machines and 100 to 1000 different user tasks. The
length of a user task varies from 300 MI (Million Instructions) to 20,000 MI, the values
of parameters that directly or indirectly influence the algorithm 𝛼, 𝛽, 𝜌, tmax, the ant
number m and the value of Parameter Q, and the values of the default parameters are
𝜕 = 1, 𝛽 = 1, 𝜌 = 0.5, Q = 100, tmax = 150 and m = 20. The parameter values for the
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solutions to the crossover probability and mutation probability in the genetic algorithm
are k1, k2, k3, k4, the values are 0.39, 0.85, 0.096, 0.056 respectively.

The follow-up experiment in this paper compares the average optimal span of the
task scheduling under different user tasks. In the Cloudsim environment, we carry out
50 simulation experiments on the ant colony algorithm and the genetic algorithm in the
task scheduling, and the ant colony genetic hybrid algorithm respectively. The mean
values of the optimal span obtained are shown in Table 1 and Fig. 4:

Table 1. Execution times of different algorithms under the same task number (Unit: ms)

Algorithm Tasks Timemin Timemax Timeavg

Ant colony algorithm 100 936.3 1681.7 1030.86
200 1712.9 2684.3 2115.99
300 2863.5 3515.8 3264.35
400 3923.6 4725.2 4283.07
500 4983.9 5913.4 5520.07

Genetic algorithm 100 1003.2 1417.5 1161.42
200 1915.8 2794.1 2213.84
300 2860.4 3771.9 3365.25
400 4108.7 4651.3 4337.24
500 5157.3 6108.1 5758.93

Hybrid algorithm 100 941.5 1321.6 991.29
200 1623.5 2438.2 2070.32
300 2481.7 3121.8 3056.17
400 3653.9 4584.3 4035.49
500 4347.2 5506.8 5130.35

From the figure, it can be seen that with the increase of the user task number, the
optimal span continuously increases as well. This is because in the situation of a certain
virtual node number, as the nodes are exclusive and the user tasks are relatively inde‐
pendent, so greater task number leads to more tasks that line up for the virtual nodes to
deal with, resulting in the increase in time. It can be seen in the figure that under the
same user task, the ant colony genetic hybrid algorithm designed in this paper is better
than the ant colony algorithm, whose execution is better than that of the genetic algo‐
rithm. This also reasonably accounts for the characteristic that the solutions of the colony
algorithm are better than those of the genetic algorithm in the case of a specified algebra,
and further demonstrates the plausibility of the algorithm in this paper.

DLB (I) is used to evaluate the load balancing degree of the task allocation plan “I”. We
set the following formula for calculation:

DLB(I) =

∑M

j=1 vmTime(VMj)

M × completeTime(I)
(11)
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wherein vmTime(VMj) =
n∑

i=1
Time

(
Ti, VMj

)
, n is the number of sub-tasks allocated to the

virtual machine VMj, Time
(
Ti, VMj

)
 indicates the time needed for the completion of the ith

sub-task Ti allocated to the virtual machine VM. The computation for Time
(
Ti, VMj

)
 is shown

in the Formula (6). Due to the parallelism that cloud computation deals with the sub-task
sequence, I indicates the solution provided for the user task by genetic algorithm and ant
colony, completeTime(I) is the maximum value of vmTime in the above calculations, and
expressed by the formula completeTime(I) = max

(
vmTime

(
VMj

)
, j ∈ [1, m]

)
.

Bigger load balancing factor indicates higher utilization rate of all the virtual
machines in the system. The more balanced the system load is, the higher the balancing
degree of the load is. The average load factor distributions of the genetic algorithm and
the hybrid algorithm are shown in the following figure when the number of user tasks
is between 100 and 500.

It can be seen from the figure that the load balancing factors of the ant colony hybrid
algorithm proposed in this paper are all lower than those of task scheduling algorithm.
From the analysis of Formula (11), it is known that the load balancing degree of DLB
gets poorer and poorer with the increase of user task number. Taken together with
Fig. 5, it is concluded that under the same task, the less the time of the scheduling
execution, the greater the load balancing degree is, which fully demonstrates that the
system’s load is more balanced and the utilization rate of the system is higher. Through
the above analysis, it is concluded that from the perspective of time and load balancing
degree, the ant colony hybrid scheduling algorithm has more excellent performance than
the ant colony algorithm and the genetic algorithm under the cloud environment.

Fig. 5. Load balancing factor

6 Conclusion

This paper proposes a cloud computation hybrid genetic algorithm and ant colony based
on the genetic algorithm and the ant colony optimization algorithm to solve the issue of
task scheduling in the cloud environment. Through the experiment simulation, this paper
demonstrates that this algorithm has good effect in terms of load balancing degree and
optimal time span and is an effective scheduling algorithm. To verify the validity of the
experiment algorithm, this paper conducts the simulation experiment. Although the
platform can simulate the task scheduling scene of cloud computation to a maximum
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degree, it can be problematic in the actual cloud environment. Therefore, performance
test of this algorithm in the actual cloud environment in the follow-up study can more
accurately verify the accuracy, practicality and effectiveness of the algorithm.

Acknowledgement. This work is supported by the National Natural Science Foundation of
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Abstract. This paper proposes two deep learning modes which combine sparse
auto-encoder with extreme learning machine (ELM) and kernel extreme learning
machine (KELM), namely as Stacked Sparse Auto-encoder-Extreme Learning
Machine and Stacked Sparse Auto-encoder-Kernel Extreme Learning Machine.
The proposed models are applied to the image recognition task. To learn features
from the original input data, SSAE with deep architecture is employed. Then, to
construct a unified neural network learning model, ELM and KELM are selected
to classify the extracted features. To evaluate the performance of the two pro-
posed models, we carry out experiments on three different image data sets
respectively. The results show that the proposed models’ performance can be not
only superior to the shallow architecture models of Support Vector Machine,
ELM and KELM but also better than the deep architecture models, such as
Stacked Auto-encoder, Deep Belief Network and Stacked Denoising
Auto-encoder.

Keywords: Deep learning � Extreme learning machine � Sparse Auto-encoder
image recognition � Stack denoising Auto-encoder

1 Introduction

Recent rapid development of Internet-related technologies has facilitated the significant
growth of novel research fields, such as cloud computing [1] and deep learning. In May
of 2015, LeCun et al. pointed out that deep learning has dramatically improved the
state-of-the-art models in speech recognition, object detection, genomics etc. [2].
Because of the discovery of novel approaches demonstrated successful at learning
parameters, the neural networks which are deep architectures with good generalization
capability have attracted more and more attentions [3–5]. For example, Hinton, et al.
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has showed that restricted boltzmann machine (RBM) and auto-encoders well per-
formed feature engineering [4]; Stacked auto-encoder (SAE) [6] and stacked denoising
auto-encoder (SDAE) [7] also achieve good generalization performance on classifi-
cation problems.

A stacked sparse auto-encoder is a deep neural network, which consists of multiple
layers of sparse auto-encoders. A sparse auto-encoder is an artificial neural network.
A sparsity constraint on the hidden units is imposed, and then the data’s interesting
structure will be discovered in spite of the large number of the hidden units [4, 8].
Extreme learning machine is proposed by Huang et al. [9, 10], which is an efficient
learning algorithm of single hidden layer feed-forward neural networks (SLFNs) with
extremely fast learning speed. And kernel extreme learning machine is a further
improved version proposed by Huang et al. [11] combining the kernel method with
ELM, which can achieve fast learning speed and good generalization capability.

In this paper, we firstly proposed a unified deep learning model which is applied to
the image recognition problem, namely Stacked Sparse Auto-encoder Extreme
Learning Machine (SSAE-ELM). The extracted features are learned by multiple-layer
sparse auto-encoders and used by ELM to perform the classification. Moreover, to
remove the impact of the number of hidden neurons and achieve a better performance
based on kernel learning, we propose a Stacked Sparse Auto-encoder Kernel Extreme
Learning Machine (SSAE-KELM). The paper is organized as follows: the second
section introduces the model of ELM, KELM and sparse auto-encoder. Section 3
shows the proposed algorithms of SSAE-ELM and SSAE-KELM in details. The fourth
section represents the experiment results and the conclusions. Future works are given in
the last section.

2 Brief of Relevant Algorithms

2.1 Extreme Learning Machine

Extreme learning machine (ELM) is proposed by Huang et al. in [9]. It shows that its
hidden nodes can be randomly generated. The input data is mapped to L dimensional
random feature space and the network output is given by:

fL xð Þ ¼
XL
i¼1

bihi xð Þ ¼ h xð Þb ð1Þ

where b ¼ bi; � � � ; bL½ �T is the output weight matrix between hidden and output nodes,
h xð Þ ¼ g1 xð Þ; � � � gL xð Þ½ � are the outputs of hidden nodes. With randomly assigning the
weights for input x, gi (x) is the output of the i-th hidden node. Given N training
samples {(x1, t1),…, (xN, tN)}, the ELM equation can be shown by:

Hb ¼ T ð2Þ
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where T ¼ t1; . . .tN½ �T are the target labels of input data and H ¼ hT x1ð Þ; � � � ;½
hT xNð Þ�T . In order to achieve better generalization, ELM minimizes the training errors
as well as the norm of the output weights according to:

Minimize :
XN
i¼1

h xið Þb� tik k ð3Þ

The output weights can be calculated by:

bb ¼ HyT ð4Þ

Where H† is the Moore-Penrose generalized inverse of matrix H.

2.2 Kernel Extreme Learning Machine

In order to make the output of ELM classifier h(x)β be close to the class labels, a
constrained-optimization-based ELM can be formulated as [11]:

Minimize : LPELM ¼ 1
2

bk k2 þC
1
2

XN
i¼1

n2i

subject to : h xið Þb ¼ tTi � nTi ; i ¼ 1; . . .;N ð5Þ

where C is the regularization constant, ti ¼ ti1; ti2; . . .; tim½ �T and ni ¼ ni1; . . .nim½ �T is
the training result of the m output nodes with respect to the training sample xi. Based on
the Karush–Kuhn–Tucker (KKT) conditions, ELM training is equivalent to solving the
following dual optimization problem:

LDELM ¼ 1
2

bk k2 þC
1
2

XN
i¼1

n2i �
XN
i¼1

Xm
j¼1

aij h xið Þbj � tij þ nij
� � ð6Þ

where ai ¼ ai1; . . .; aim½ �T is the vector of Lagrange multipliers and βj is the vector of
the weights of hidden layer to the jth output node. The output function of ELM
classifier can be shown based on KKT corresponding optimality conditions:

fL xð Þ ¼ h xð Þb ¼ h xð ÞHT I
C

þHHT

� ��1

T ð7Þ

If a feature mapping h(x) is unknown to users, we can apply Mercer’s conditions on
ELM. The kernel matrix XELM can be constructed and the output function of ELM
classifier can be shown as:
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fL xð Þ ¼
K x; x1ð Þ

..

.

Kðx; xNÞ

2
64

3
75
T

I
C

þXELM

� ��1

T ð8Þ

2.3 Sparse Auto-Encoder

Sparse auto-encoder is a feed-forward neural network with unsupervised learning using
back propagation and batch gradient descent algorithm. It tries to learn an approxi-
mation to one identity function between the input and output data [4, 8]. A sparse
auto-encoder neural network is constructed with one hidden layer in this paper.

Suppose we have m fixed training examples {(x(1),y(1)),…,(x(m),y(m))}, the overall
cost function of sparse auto-encoder can be defined by:

Jsparse W ; bð Þ ¼ 1
m

1
2

hw;b xðiÞ
� �

� yðiÞ
��� ���2� �	 


þ k
2

Xnl�1

l¼1

Xsl
i¼1

Xslþ 1

j¼1

wðlÞ
ji

� �2
þu

Xsl
j¼1

KL q q̂j
��� � ð9Þ

where W lð Þ
ji denotes the parameter of the connection between unit j in layer l + 1 and

unit i in layer l; b lð Þ
i is the bias of the units i in layer l + 1;hw;b xð Þ is the network output;

nl is the number of layers and sl is the number of units in layer l. k is the weight decay
parameter. φ controls the weight of the sparsity penalty term; ρ is a sparsity parameter
and q̂j is the average activation of hidden unit j, which can be calculated by:

q̂j ¼
1
m

Xm
i¼1

a 2ð Þ
j x ið Þ
� �h i

ð10Þ

where aj
(2) denotes the activation of unit j in the network. Sparsity penalty term is used

to approximate q̂j to ρ which is a small value close to zero. It is based on the concept of
Kullback-Leibler divergence which measures the difference between two probability
distributions.

Our goal is to minimize Jsparse(W,b) as a function of W and b. For each training
example (x,y), a feed-forward round is firstly performed to compute all activations.

Then, for each node i in layer l, we compute an “error term” d lð Þ
i that measures how

much that node was “responsible” for the errors in the output [9]. For each output unit
i in layer n, the following equation can be given:

d nlð Þ
i ¼ @

@z nlð Þ
i

1
2

y� hW ;b xð Þ�� ��2¼ � yi � a nlð Þ
i

� �
� f 0 z nlð Þ

i

� �
ð11Þ

where z lð Þ
i denotes the sum of inputs weights to unit i in layer l. f �ð Þ is the activation

function of each layer. The error term of each node i in hidden layer can be expressed
after taking sparsity into account:
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d lð Þ
i ¼

Xslþ 1

j¼1

W lð Þ
ji d

lþ 1ð Þ
j þu � q

q̂i
þ 1� q

1� q̂i

� � !
� f 0 z lð Þ

i

� �
ð12Þ

Then, the desired partial derivatives for each layer can be calculated by:

@

@W lð Þ
ij

Jsparse W ; b; x; yð Þ ¼ a lð Þ
j d lþ 1ð Þ

i þ kW lð Þ
ij ð13Þ

@

@b lð Þ
i

Jsparse W ; b; x; yð Þ ¼ d lþ 1ð Þ
i ð14Þ

where the weight decay term is applied to W but not b, Jsparse ¼ ðW ; b; x; yÞ is the
overall cost function with respect to a single training example x; yð Þ, then by referring
to Eq. (9), we can use gradient descent to update parameters W and b.

3 Proposed Approach

For our new proposed model (SSAE-ELM), stacked sparse auto-encoder (SSAE) is
employed to initialize the model and learn useful features from input data. The stacking
procedure of unsupervised training part is used to train SSAE. The hidden layer units’
outputs of the first sparse auto-encoder are used as the inputs of the second one. Instead
of adding a logistic regression on the top of the encoders and using fine-tuning strategy
for all parameters at last in [8], we introduce the extreme learning machine (ELM) as
the classifier. The inputs of the ELM are the extracted features from hidden layer units
of the sparse auto-encoder and its outputs are the labels of the target pattern. The
features extraction effectiveness of SSAE-ELM can be easily observed from the result
of ELM. The training procedure of SSAE-ELM is illustrated in Fig. 1, where Hn

denotes the n-th hidden layer units, Wn and Wn’ are the n-th sparse auto-encoder
weights, x is the input, Rec is the reconstructed input data of this layer’s sparse
auto-encoder and y is the output of the proposed deep network.

From the Fig. 1, it can be seen that a sparse auto-encoder is firstly initialized. Then,
an ELM is added on the encoder layer to train the whole network. After obtaining
SSAE-ELM with one layer sparse auto-encoder, we start to train SSAE-ELM with two
layers sparse auto-encoder with the same training strategy. Figure 1(c) and (d), we add
another one layer sparse auto-encoder based on the previous training procedure. Then,
ELM is added on the encoder layer of the second sparse auto-encoder. The second
sparse auto-encoder and ELM are trained at the same time. But the weights of the first
layer sparse auto-encoder keep fixed while we train SSAE-ELM for the second layer
sparse auto-encoder. Then, to take the advantage of KELM’s good generalization
capability, SSAE-KELM model is constructed. The saved parameters learned from
SSAE-ELM are used as the weights of SSAE to SSAE-KELM, which is illustrated by
Fig. 2, where Wn is the n-th sparse auto-encoder weights learned by SSAE-ELM and
y is the output target label.
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4 Experiment Details

4.1 Data Sets and Simulation Environment

Three benchmark data sets are considered in our experiment. Table 1 lists the details
about them. They are 28 × 28 gray-scale image classification tasks and the input
dimensionality is 784. Reference [7] shows the further details on these data sets.
Figure 3 illustrates image examples of the three data sets. The experiments are carried
out in MATLAB 2013a environment running in Intel(R) Xeon(R) 3.07-GHz CPU with
70-GB RAM.

4.2 Experiment Description

All the three datasets are divided into training set, validation set and testing set with the
same standard used in [7]. Table 2 lists the SSAE-ELM parameters that would be
chosen based on grid search method.

The epoch numbers in sparse auto-encoder, we tried 50 intervals from 50 to 1500.
For each epoch sweeping through the training set, rect was randomly divided into 50
mini-batches, convex was randomly divided into 120 mini-batches and basicmnist was
randomly divided into 200 mini-batches to train SSAE of the network using the batch
gradient descent algorithm. To reduce the searching space, we keep the same number of
hidden units, sparsity parameter, sparsity penalty term control weight, and learning rate
for all hidden layers of SSAE. Sigmoid activation function is used for ELM to train
SSAE-ELM model. The hidden layer unit numbers of ELM, we tried 500 intervals
from 500 to 5000. For each specific experiment, we search the optimal parameter from

Table 1. Description of data sets

Name Description Classes Train-Valid-Test

rect Discriminate between white tall and wide
rectangles

2 1000-200-50000

convex Discriminate between convex and
non-convex

2 6000-2000-50000

basicmnist Smaller subset of MNIST 10 10000-2000-50000

Fig. 3. From top to down image examples of the rect, convex and basicmnist data sets
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the following sets: {0.001, 0.01, 0.1, 1, 5, 10, 100, 1000, 10000, 100000, 1000000} is
used for the selection of regularization parameter and {0.0001, 0.001, 0.01, 0.1, 0.5, 1,
5, 10, 100, 1000, 10000} for kernel parameter. The RBF and linear kernel is used for
KELM of SSAE-KELM. For each dataset, we also simulate the individual ELM and
KELM for comparison. In our experiments, the test data set classification performance
is reported with a 95% confidence interval.

4.3 Performance Evaluation

The comparison results are presented in Tables 3, 4, 5 and 6 based on the testing error
rates (in percentages). The best results are in bold. RBF kernel and linear kernel based
KELM are listed in Tables 4 and 5, respectively. Figures 4 and 5 show the sensitivity on
the number of hidden layer nodes in ELM. Error bars show 95% confidence interval. In
this paper, SSAEn-ELM and SSAEn-KELM denote SSAE-ELM and SSAE-KELM
model with n layers SSAE, respectively. As shown in Table 3, Figs. 4 and 5, the results
of SSAE-ELM improve gradually with the increase of the SSAE layer. Clearly, the
performance of SSAE-ELM can benefit significantly from the features learned by SSAE.
The testing error rates of SSAE-ELM decrease, respectively, by 52.68% and 45.97% on
convex and basicmnist data set. For rect data set, SSAE-ELM’s testing error rate can get
the most significant reduction of 89.63% compared with other two cases.

From Tables 4 and 5, it can be concluded that SSAE-KELM outperforms KELM
on each data set. It shows that using kernel KELM, the testing error rates decrease
66.1%, 22.06% and 18.80% on rect, convex and basicmnist data set, respectively.
And the testing error of the models using linear kernel KELM decrease 96.97%,
38.70% and 82.18% on rect, convex and basicmnist data set, respectively.

Table 2. Parameters for SSAE-ELM

Parameters Description Considered value

SSAE Number of hidden layers {1,2}
Number of units in each hidden layer {1000,2000,3000}
Learning rate {0.005,0.05,0.1}
Number of epochs (passages through the whole
training set)

{50,100,…,1500}

Weight decay parameter {0.0001,0.01}
Sparsity parameter {0.01,0.05}
Weight of the sparsity penalty term {2}

ELM Number of hidden layers {500,1000,…,5000}

Table 3. Comparison results of SSAE-ELM

Data sets ELM SSAE1-ELM SSAE2-ELM

rect 17.36 ± 0.33 2.74 ± 0.14 1.80 ± 0.12
convex 36.05 ± 0.42 25.08 ± 0.38 17.06 ± 0.33
basicmnist 5.83 ± 0.21 3.87 ± 0.17 3.15 ± 0.15
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Table 4. Comparison results of SSAE-KELM (RBF kernel)

Data sets KELM SSAE1-KELM SSAE2-KELM

rect 2.92 ± 0.15 0.99 ± 0.09 1.01 ± 0.09
convex 22.84 ± 0.37 18.76 ± 0.38 17.78 ± 0.34
basicmnist 2.81 ± 0.14 2.39 ± 0.13 2.31 ± 0.13

Table 5. Comparison results of SSAE-KELM (Linear kernel)

Data sets KELM SSAE1-KELM SSAE2-KELM

rect 29.99 ± 0.40 1.06 ± 0.09 0.91 ± 0.08
convex 46.84 ± 0.44 38.54 ± 0.43 28.71 ± 0.40
basicmnist 16.61 ± 0.33 3.51 ± 0.16 2.96 ± 0.14

Fig. 4. Experiment results of rect data set

Fig. 5. Experiment results of convex and basicmnist data set
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In Table 6, we use the two proposed deep network algorithms in this paper to
compare with Support Vector Machine (SVM), Stacked Auto-encoder (SAE), Deep
Brief Network (DBN) and Stacked Denoise Auto-encoder (SDAE). As observed from
Table 6, the experimental results show that the new proposed models’ performance can
not only be superior to classical ELM, KELM and SVM but also better than deep
learning algorithms, such as SAE, DBN and SDAE.

5 Conclusions and Future Work

In this paper, we propose SSAE-ELM and SSAE-KELM, which are the combination of
a deep network and ELM. The experiments on image recognition tasks show that they
achieve competitive classification accuracies. While this paper shows the performance
using only partial SSAE-ELM and SSAE-KELM parameter cases, we are going to try
more different activation functions of ELM and more different kernel functions of
KELM in our proposed model in the future.

Acknowledgement. The authors are grateful to the support of the National Natural Science
Foundation of China (61602207, 61572228, 61272207, 61472158, 61373067, and 61373050),
the National Key Basic Research Program of China (2015CB453000), and Science Technology
Development Project from Jilin Province (20140520070JH).

References

1. Gai, K., Qiu, M., Zhao, H.: Cost-aware multimedia data allocation for heterogeneous
memory using genetic algorithm in cloud computing. IEEE Trans. Cloud Comput. 99,
1–2 (2016)

2. LeCun, Y., Bengio, Y., Hinton, G.: Deep learning. Nature 521, 436–444 (2015)
3. Hinton, G.E., Osindero, S., Teh, Y.-W.: A fast learning algorithm for deep belief nets.

Neural Comput. 18, 1527–1554 (2006)
4. Hinton, G.E.: Reducing the dimensionality of data with neural networks. Science 313,

504–507 (2006)
5. Bengio, Y., LeCun, Y.: Scaling learning algorithms towards AI. Presented at the MIT Press

(2007)
6. Larochelle, H., Erhan, D., Courville, A., Bergstra, J., Bengio, Y.: An empirical evaluation of

deep architectures on problems with many factors of variation. In: Proceedings of the 24th
International Conference on Machine Learning, pp. 473–480. ACM, New York (2007)

Table 6. Comparison results of different algorithms

Data sets SVM SAE DBN SDAE SSAE-ELM SSAE-KELM

rec 2.15 ± 0.13 2.41 ± 0.13 2.60 ± 0.14 1.99 ± 0.12 1.80 ± 0.12 0.91 ± 0.09
con 19.13 ± 0.34 18.41 ± 0.34 18.63 ± 0.34 19.06 ± 0.34 17.06 ± 0.33 17.80 ± 0.34

basicmnist 3.03 ± 0.15 3.46 ± 0.16 3.11 ± 0.15 2.48 ± 0.14 3.15 ± 0.15 2.31 ± 0.13

A Hybrid Algorithm 203



7. Vincent, P., Larochelle, H., Lajoie, I., Bengio, Y., Manzagol, P.-A.: Stacked denoising
autoencoders: learning useful representations in a deep network with a local denoising
criterion. J. Mach. Learn. Res. 11, 3371–3408 (2010)

8. UFLDL Tutorial. UFLDL. http://deeplearning.stanford.edu/wiki/index.php/UFLDL_
Tutorial

9. Huang, G.-B., Zhu, Q.-Y., Siew, C.-K.: Extreme learning machine: theory and applications.
Neurocomputing 70, 489–501 (2006)

10. Huang, G.-B., Zhou, H.-M., Ding, X.-J., Zhang, R.: Extreme learning machine for regression
and multiclass classification. IEEE Trans. Syst. Man Cybern. Part B Cybern. 42, 513–529
(2012)

11. Huang, G.-B.: An insight into extreme learning machines: random neurons. Random
Features Kernels Cogn. Comput. 6, 376–390 (2014)

204 Y. Lin et al.

http://deeplearning.stanford.edu/wiki/index.php/UFLDL_Tutorial
http://deeplearning.stanford.edu/wiki/index.php/UFLDL_Tutorial


Bank Card and ID Card Number Recognition
in Android Financial APP

Shubin Cai1,2(✉), Jinchun Wen1,2, Honglong Xu3,4, Siming Chen1, and Zhong Ming1,2,3

1 Shenzhen University, Shenzhen, Guangdong Province, China
{shubin,mingz}@szu.edu.cn, wenion@qq.com, 631941319@qq.com
2 Engineering Research Center of Mobile Internet Application Middleware, Shenzhen,

Guangdong Province, China
3 Guangdong Province Key Laboratory of Popular High Performance Computers, Shenzhen,

Guangdong Province, China
longer597@163.com

4 School of Mathematics and Big Data, Foshan University, Foshan  528000, Guangdong, China

Abstract. In almost every financial management related Android application,
users should input bank card and ID card number before transferring money
between their financial accounts. In order to reduce user-input and improve user
experience, a bank card and ID card number recognition method is proposed. The
method consists of image preprocessing, numeral segmentation and numeral
recognition. All the procedures are performed based on OpenCV and run on
Android platform. Test results show that the correctness rate is 80% and its useful
in practice.

Keywords: Numeral recognition · OpenCV · Convenient financial APP

1 Introduction

There’s never a better time than now to start thinking about how you manage your
money. Today, mobile banking is a service provided by a bank or other financial insti‐
tution that allow us to conduct a range of financial transactions remotely using a mobile
device. There are many stock market app provided us more convenient commercial
business. Most financial app would request you to fill in your card number and ID number
for a sequence of follow steps. However, because of the irregularity and much of
numerals, some people may make a mistake in the first input and were required to input
once more. The process of registering of a new account is not easy job. Here we want
to use the camera of smartphone and image processing technology to simplify the
process.

Currently, most approaches can segment and recognize the numeral [1]. Optical
character recognition (OCR) [2] is one of the most successful applications of automatic
pattern recognition in this field. Although the vast number of papers published on OCR
every year, research on the application of numeral recognition to financial Apps is rare.

Despite little attention and the challenge involved, there are still some difficulties of
this work. Below are a few points about the challenges:
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1. There are two printed categories of card, one’s numerals are printed and the other
are embossed, we need to design a recognition algorithm suited for these two kinds,
especially in pre-processing segmentation;

2. Due to the principles image formation of camera, the intensive and direction of light
has an important influence on the image effect. Such as image pixel value of two
characters after the reduction in character location failure and so on [3]; and

3. Bank card’s background is a good way to show their feature, so they designed to
attractive picture to the background. Some bank card background color and character
color is very similar, they will also influence the segmentation and numeral recog‐
nition.

The focus on this paper is an approach practiced in financial and image processing
to provide an efficient way. We propose a flexible numerals recognizer which will be
applied to automatic numeral recognition of both card and ID card. The result shows
that this method is a flexility of controlling the trade-off between accuracy and compu‐
tational complexity.

2 The Overall Processing Procedure

ID card is designed to uniform background and explicit symbol of information while
the bank cards are more complicated because of different bank. As an example, Fig. 1
is a pattern of credit card. It is noteworthy that the character form of id numeral is OCR-
B, the embossed numeral of card is Farrington-7B-Qiqi and printed numeral is Arial [4].

Fig. 1. Credit card sample

The typically consists of the following processing steps and shown in Fig. 2.

1. Data collection. The images of card are collected by smartphone, which is data
source. In this step, the images are required to take photographs parallel;

2. Image preprocessing. This step includes operations of image gray processing, binar‐
ization, tilt correction, image denoising, imaged dilation. This step is an important
step in achieving good performance;

3. Numeral location, which can be used to enhance the recognition accuracy in accord‐
ance with some specified conditions;

206 S. Cai et al.



4. Segmentation. Image segmentation is the task of finding groups of pixels that “go
together”. In this paper, the numeral image segmentation algorithm based on method
of outline extraction is recommended [5]; and

5. Numeral recognition. Before this step, the individual images need to be normaliza‐
tion to keep its invariance. Because of different type of numeral and getting best
performance, we take advantage of Artificial Neural Network to train dataset and
recognition. Through ANNs model-based method [6], only the matching similarity
up to 80% will be considered to this numeral.

Fig. 2. The processing

3 Image Preprocessing

A card contains a lot of information, including background, name, number, validity and
so on. How to extract the key is our concern. The results of image preprocessing are raw
materials to follow steps.

3.1 Image Graying and Tilt Correction

With different weight of R, G, B three kinds of components, pictures show varieties of
color. However, it is not practical to use RGB representation features. While color
images can be treated as arbitrary vector-valued functions or collections of independent
bands, it usually contains more information and needs to have a larger memory space
[7]. Instead, the depth of the gray-scale image is only 8 bits, which will improve the
working efficiency of the whole recognition process.

This step using the common method of image preprocessing, transforms the color‐
ized image to gray and then makes it only two values by a critical point threshold.
Figure 3 is the result handled by image graying.

Sometimes, the images already are a little skew, but people probably don not realize
it. The skew image will affect the positioning of the late segmentation and recognition.
So it is required to judge whether the image is tilted. Typically, we follow this process:
Canny edge detection, Hough transformation, find the longest line, calculate tilt and
rotation image according to the tilt.
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3.2 Binarization

In order to highlight the text area, we transform grayscale image into binary image. A
binary image is a digital image that has only two possible values for each pixel. It often
arise in digital image processing as masks or as the result of certain operations such as
segmentation, thresholding, and dithering.

We set a threshold, where the pixel value is 1 or 0 depends on that it greater than or
less than threshold.

G(x, y) =

{
0, f (x, y) < threshold

1, f (x, y) ≥ threshold

}
(1)

Otsu’s method [8], which named after its inventor Nobuyuki Otsu, is one of many
binarization algorithms. Otsu’s method involves iterating through all the possible
threshold values and calculating a measure of spread for the pixel levels each side of the
threshold, i.e. the pixels that either fall in foreground or background. The aim is to find
the threshold value where the sum of foreground and background spreads is at its
minimum.

Suppose we have N pixels in image, t is the threshold. There is different number of
foreground N0 and background N1. The average gray value μ as follow:

𝜇 = 𝜔0 × 𝜇0 + 𝜔1 × 𝜇1 (2)

The next step is to calculate the ‘Within-Class Variance’. This is simply the sum of
the two variances multiplied by their associated weights.

σ2(k) = 𝜔0 ×
(
𝜇0 − 𝜇

)2
+ 𝜔1 ×

(
𝜇1 − 𝜇

)2 (3)

This same calculation needs to be performed for all the possible threshold t values
0 to N. To sum up, we choose the Otsu’s method as approach of binarization step.

Fig. 3. A gray-scale images each of bank card and ID card
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4 Numeral Location

Although we got a binary image and it looks like easy to search the text area, there are
still noises. There is a way to improve the quality of image by denoising algorithm. In
addition, we use inflation algorithm to make the characters connection. So we can more
easy to locate the text area and then to segregation.

4.1 Image Denoising

The most commonly used type of neighborhood operator is a linear filter, in which an
output pixel’s value is determined as a weighted sum of input pixel values. A better
filter to use in this case is the median filter [9], which selects the median value from each
pixel’s neighborhood. Since the shot noise value usually lies well outside the true values
in the neighborhood, the median filter is able to filter away such bad pixels.

4.2 Image Dilation

After the binarization image processed by smoothing operation, the numeral is not
continuous, but independent. It is difficulties that locate the text area position by methods
of finding outline directly. The numeral should be dilated so that they link together for
segregation.

Figure 4 shows that dilation repeats 10 times for ID card and 13 times for bank card
make best result.

Fig. 4. Images from binarization, denoising and dilation

4.3 Numeral Area Location

One primary reason why dilate image is that locate the candidate numeral area. We can
use function findContours() to obtain its enclosed outline position’s information and
then cut it according to its position and size. For more precisely, the outline must be:
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• The width of area is bigger than 70% of image’s;
• The ratio of width to height is more than 10; and
• The y of area is between 40% to 80% of image (bank card) and upon 70% of image

(ID card).

5 Numeral Segmentation

The numeral should be divided into individuals before the recognition process. There
are a lot of methods to segregate the image [10]. These involve a lot of related algorithms
which are based on projection, active contours and level sets, normalized cuts.

5.1 Improved Active Contours Method

In order to avoid losing the pixel detail and incomplete image, we need to dilate the
image twice with the kernel 2 × 1. After that we should segregate the numeral by method
of outline extraction [11]. If there is more than one numeral in separate image, we should
determine whether it is meet the condition and do once again until each separate image
have single numeral.

The first segmentation
We invoke function findContours() to segmentation with condition that the area’s

width is longer than 10% and the height of area is larger than original’s 80%. However,
some numerals still have adhesion together. For more precisely, the unqualified images
need to second segmentation.

The second segmentation
Our ID number is 18 digits while the bank card number is uniform, likely from 16

to 19 digits. There is reasonable assume to 20 digits. With this condition, if the length
of images divided by d is greater than 2, it should be segregated once again and as follow:

length∕d > 2σ2(k) = 𝜔0 ×
(
𝜇0 − 𝜇

)2
+ 𝜔1 ×

(
𝜇1 − 𝜇

)2 (4)

The steps are as follow:

• use the length of individuals divide by standard width and the result will be rounding;
• segregate the image averagely according to the precious result; and
• locate the position for the new coordinate of image.

The result of improved method was showed in Fig. 5.

Fig. 5. The result of improved active contours method
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6 Numeral Recognition

Numeral recognition is the last step of the process and very crucial. In this part, there
are series of process, which consisted of normalization, recognition. The method of data
recognition is based on ANN, which includes feature detection, obtaining datasets,
training dataset and numeral recognition [12].

6.1 Image Normalization

The numeral images need to be normalization before recognition because of the uniform
style will be benefit to recognition. The normalization may change the size of images,
the blank pixel should be filled by interpolation. In this paper we invoke bilinear inter‐
polation function to calculate the blank pixel value [13].

The bilinear interpolation is an extension of linear interpolation for interpolating
functions of two variables on a rectilinear 2D grid. The formula is as follow:

f (i + u, j + v) = (1 − u)(1 − v)f (i, j) + (1 − u)vf (i, j + 1) + u(1 − v)f (i + 1, j) + uvf (i + 1, j + 1) (5)

where i and j are the Integer part of floating point coordinate, u and v are Decimal part
of floating point coordinate, f is the value of this pixel. There is a function resize()
provided by OpenCV.

6.2 Features Extracted

For each numeral, the pixel of it is different features. A common method utilizes the
histogram and low resolution sampling image from vertical and horizontal axes of image
as numeral features [14].

During the normalization processing, each image are set to 28 × 41 pixels. The
histogram data comes from the number of nonzero pixel value from each column or each
row. On the other hand, we use low resolution image to sample in order to improve the
result.

6.3 Data Training

The network has 11 output nodes, one for each of the ten digit classes “0”–“9” and letter
“x” that the network tries to recognize. Three intermediate layers were used. Each node
in a layer has connections from a number of nodes in the previous layer and during the
training phase, connection weights are learned [15]. The output at a node is a function
of the weighted sum of the connected nodes at the previous layer. One can think of a
feedforward neural network as constructing decision boundaries in a feature space and
as the number of layers and nodes increases, the flexibility of the classifier increases by
allowing more and more complex decision boundaries. However, it has been shown that
this flexibility must be restricted to obtain good recognition performance.
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Based on completed histogram and feature matrix of low resolution, we invokes the
function predict() to make a classification of feature matrix, the best of similarity is the
predicted numeral.

7 Result

This paper has shown the result of numerals (Table 1). Here we collected 10 samples of
embossed bank card, 10 samples of printing bank card and 20 ID card. The initial proce‐
dure of pre-processing and feature extraction is done. This is used for classification and
recognition of numerals.

Table 1. The result of the improved active contours method

Class Samples Average running time Recognition correctly Recog rate
Bank card 20 3.21 s 14 70%
ID 20 3.72 s 18 90%
Total 40 3.465 s 32 80%

From the table, because of complex background, preprocessing stage is not able to
work well. In the other hand, the light is another factor, the reflective would influence
the photo.

8 Conclusion

From our work we presents that the method used for the pre-processing as well as
segmentation of numeral characters are more correct. Compared to the other method,
the ANN allows more flexible application. In future we are going to improve robustness
of algorithm to adapt more bank card with complex background and speed of operation.
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References

1. Oliveira, L.S., Sabourin, R., Bortolozzi, F., Suen, C.Y.: Automatic recognition of handwritten
numerical strings: a recognition and verification strategy. IEEE Trans. Pattern Anal. Mach.
Intell. 24(11), 1438–1454 (2002)

2. Trier, Ø.D., Jain, A.K., Taxt, T.: Feature extraction methods for character recognition-a
survey. Pattern Recogn. 29(4), 641–662 (1996)

3. Jain, A.K., Topchy, A., Law, M.H.C., Buhmann, J.M.: Landscape of clustering algorithms.
vol. 1, pp. 260–263 (2004)

4. Pujol, O., Escalera, S., Radeva, P.: An incremental node embedding technique for error
correcting output codes. Pattern Recogn. 41(2), 713–725 (2008)

212 S. Cai et al.



5. Kim, K.K., Suen, C.Y., Jin, H.K.: Recognition of unconstrained handwritten numeral strings
by composite segmentation method. In: International Conference on Pattern Recognition,
Proceedings, vol. 2, p. 2594 (2000)

6. Zhang, G., Patuwo, B.E., Hu, M.Y.: Forecasting with artificial neural networks: the state of
the art. Int. J. Forecast. 14(1), 35–62 (1998)

7. Hsu, R.L., Abdelmottaleb, M., Jain, A.K.: Face detection in color images. IEEE Trans. Pattern
Anal. Mach. Intell. 1(5), 696–706 (2008)

8. Ohtsu, N.: A threshold selection method from gray-level histograms. IEEE Trans. Syst. Man
Cybern. 9(1), 62–66 (1979)

9. Wang, Z., Zhang, D.: Progressive switching median filter for the removal of impulse noise
from highly corrupted images. IEEE Trans. Circ. Syst. II Analog Digit. Sig. Process. 46(1),
78–80 (1999)

10. Seo, W., Cho, B.: Efficient segmentation path generation for unconstrained handwritten
hangul character. In: Bussler, C., Fensel, D. (eds.) AIMSA 2004. LNCS (LNAI), vol. 3192,
pp. 438–446. Springer, Heidelberg (2004). doi:10.1007/978-3-540-30106-6_45

11. Li, N., Gao, X., Jin, L.: Curved segmentation path generation for unconstrained handwritten
Chinese text lines. In: IEEE Asia Pacific Conference on Circuits and Systems, APCCAS 2008,
pp. 501–505 (2008)

12. Armano, G., Chira, C., Hatami, N.: Ensemble of binary learners for reliable text categorization
with a reject option. In: Corchado, E., Snášel, V., Abraham, A., Woźniak, M., Graña, M., Cho,
S.-B. (eds.) HAIS 2012. LNCS (LNAI), vol. 7208, pp. 137–146. Springer, Heidelberg (2012).
doi:10.1007/978-3-642-28942-2_13

13. Hussain, F., Cowell, J.: Character recognition of arabic and latin scripts, pp. 51–56 (2000)
14. Naz, S., Hayat, K., Razzak, M.I., Anwar, M.W., Akbar, H.: Arabic script based language

character recognition: Nasta’liq vs Naskh analysis. In: Computer and Information
Technology, pp. 1–7 (2013)

15. Lin, Y., Lv, F., Zhu, S., Yang, M., Cour, T., Yu, K., et al.: Large-scale image classification:
fast feature extraction and SVM training. In: IEEE Computer Society Conference on
Computer Vision & Pattern Recognition, IEEE Computer Society Conference on Cvpr, vol.
1, pp. 1689–1696 (2011)

Bank Card and ID Card Number Recognition in Android Financial APP 213

http://dx.doi.org/10.1007/978-3-540-30106-6_45
http://dx.doi.org/10.1007/978-3-642-28942-2_13


Mining Association Rules from a Dynamic
Probabilistic Numerical Dataset Using
Estimated-Frequent Uncertain-Itemsets

Bin Pei(&), Fenmei Wang, and Xiuzhen Wang

Computer Research and Teaching Section,
New Star Research Institute of Applied Technology, Hefei, China
pei_ice@aliyun.com, wangfenmei205@126.com,

18149394@qq.com

Abstract. In recent years, many new applications, such as location-based
services, sensor monitoring systems, and data integration, have shown a growing
amount of importance of uncertain data mining. In addition, due to instrument
errors, imprecise of sensor monitoring systems, and so on, real-world data tend to
be numerical data with inherent uncertainty. Thus, mining association rules from
an uncertain, especially probabilistic numerical dataset has been studied recently.
However, a probabilistic numerical dataset often grows as new data append.
Thus, developing a mining algorithm that can incrementally maintain discovered
information is quite important. In this paper, we have designed an efficient,
incremental mining algorithm to mine association rules from a probabilistic
numeric dataset using estimated-frequent uncertain-itemsets. By using a
user-specified support threshold, estimated-frequent uncertain-itemsets could act
as a gap to avoid small itemsets becoming large in the updated dataset when new
transactions are inserted. As a result, the algorithm has execution time faster than
that of previous methods. An illustrated example is given to demonstrate the
procedures of the algorithm.

Keywords: Association rule � Dynamic probabilistic numerical dataset �
Estimated-frequent uncertain-itemsets � Data mining � Uncertain data

1 Introduction

Association rule mining (ARM) is a popular and well-researched method for discov-
ering interesting relations between attribute values of objects (data records) especially
in transaction datasets. Thus, it becomes one of the most important research fields in
data mining. Traditionally, ARM is applied to data that are certain and precise.
Existing ARM algorithms, such as the well-known Apriori algorithm [1] and other
variants, were designed for mining “certain” data.

However, uncertainty is prevalent in many application domains, since imprecision
usually exists in collecting, transmitting, storing and understanding data. Several
algorithms of discovering association rules from uncertain, especially probabilistic
database have been proposed by several authors [2–5]. This problem has recently
become a hot topic in database and data mining domains [6–8].
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As described in [5], all above algorithms have been focused on handling proba-
bilistic database with asymmetric binary attribute values. These kinds of algorithms can
be labeled as Boolean Association Rules from Probabilistic Database. Yet, this is not
always the case. In lots of real-world applications, the existence of numerical attribute
values in a transaction is best captured by a likelihood measure or a probability.
Considering the following example.

Example. Table 1 shows a probabilistic dataset with values of attributes coal con-
sumption, transport density and SO2 concentration in the air of a city reported by
sensor readings. In fact, the sensor readings are inherently uncertain due to the factory
accuracy, the environmental erosion, its reduced power consumption, et al. To model
this phenomenon, we put these readings in a dataset under the existential uncertain data
model, in which each numerical attribute value is associated with an existential
probability that indicates the likelihood of its presence in a transaction. For instance,
the value of attribute Coal Consumption in transaction 1 is represented as “(0.6) 0.8”.
This value describes that the sensor reading value is 0.6, and the probability that the
real value in that place at that time is true is 0.8. Here, the true value is unknown
because of the uncertainty of the sensor which measures and collects data in an
imprecise way.

The problem of mining fuzzy association rules from a probabilistic numerical
dataset (PND) was first studied in [9]. By transforming the original PND to a proba-
bilistic dataset with fuzzy sets, reference [9] introduces new definitions of support and
confidence suitable for a dataset with both fuzziness and randomness. Based on these
new measures, the paper then develops an Apriori-based algorithm, called FARP, to
mine fuzzy association rules (FARs) from a PND.

In [9], the rules discovered from a PND only reflect the current state of the data-
base. In fact, a PND is frequently updated than static. When new transactions are
appended frequently, association rules discovered in the previous PND possibly no
longer valid and interesting rules in the updated dataset. One possible approach is to
re-run FARP algorithm again in order to find FARs in the total updated PND. This
method has obvious disadvantages. All the information of old frequent FARs given by
initial running FARP are wasted, and all frequent itemsets have to be computed from
the very beginning. This leads to the inefficiency of the processing time.

Table 1. A sample probabilistic numerical dataset

TID Coal consumption Transport density SO2 concentration

1 (0.6)0.8 (3)0.7 (0.02)0.8
2 (0.7)0.9 (15)0.8 (0.06)0.7
3 (2.5)0.6 (9)0.3 (0.09)0.7
4 (1.2)0.6 (10)0.6 (0.02)0.8
5 (2.1)0.7 (40)0.8 (0.11)0.7
6 (1.7)0.8 (10)0.3 (0.03)0.7
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In this paper, we propose a new incremental association rule discovery algorithm,
called FARP_D (Fuzzy Association Rules mining from a Dynamic PND), for the
dynamic PND. The algorithm is capable of dynamically discovering new association
rules when a number of new records have been added to a PND. In our approach, we
propose the notion of estimated-frequent itemsets that are capable of being frequent
itemsets after a number of new records have been added to a PND. Our algorithm could
reduce the number of times to scan the original database. As a result, the algorithm has
execution time faster than that of previous methods.

2 Preliminaries

In this section, we give the PND model used in this paper. We then briefly introduce
the framework of algorithm FARP described in [9], which is used to mine fuzzy
association rules from a static PND.

The attribute is called a probabilistic numerical attribute because the value type of
an attribute is numerical. A probabilistic numerical item (p-item) is defined as ðv; pÞ,
where v is the numerical value of item and p is probability associated with this value
(0� p� 1). A probabilistic numerical dataset (PND) in a collection of p-items

D ¼ ft1; . . .; tl; . . .; tng, where tl ¼ f v1l; p1lð Þ; . . .; vjl; pjl
� �

; . . .; ðvml; pmlÞg, and

ðvjl; pjlÞ (1 ≤ j ≤ m, 1 ≤ l ≤ n) is a p-item.
An uncertain item (u-item) is denoted as ðf=FÞp, where p indicates the probability

of fuzzy event (f/F), and f represents degree of fuzzy set F. So a u-item aggregates fuzzy
uncertainty with random uncertainty.

Another kind of uncertain item is rule uncertain item (r-item) defined as
Ij : Fjk
� �ð1� j�m; 1� k�KÞ, where Fjk is one of the fuzzy sets related to attribute Ij.
A rule uncertain itemset (r-itemset) is denoted as UI ¼ Ij : Fjk

� �� �ð1� j�m;

1� k�KÞ, where Ij : Fjk
� �

is a r-item.
Problem Statement. Given an original PND DB with its frequent r-itemsets and

fuzzy association rules discovered already, and an incremental PND db, which is newly
added to DB, find all FARs having support ≥ minsup and confidence ≥ minconf in
DB+=DB[ db. This problem is called mining FARs from a dynamic PND.

PARP, a modified version of the Apriori algorithm, was presented in [9] as a
baseline algorithm to solve the problem of mining association rules from a static PND.
FARP first converts a PND to a probabilistic database with fuzzy sets (i.e., mapping
numerical data to its corresponding fuzzy sets). Next, new support and confidence
measures for the probabilistic database with fuzzy sets are introduced. FARP then gives
an Apriori-like algorithm to mine FARs from a PND. One can refer to reference [9] for
more details (Table 2).
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3 Maintaining Frequent and Estimated-Frequent r-Itemsets

According to Tasi et al. [10], an itemset X is categorized into four cases (shown in
Table 3).

Case 1, 2: The support of r-itemsets in case 1 and 2 in DB+ can be easily computed,
because we just need to scan db to find Supdb Xð Þ, while SupDB Xð Þ is already
computed initially. So for r-itemset X in case 1 and 2, SupDBþ Xð Þ ¼
Supdb Xð Þþ SupDB Xð Þ.
Case 3: The support of r-itemset X in case 3 is the hardest work because it needs to
re-execute FARM_S algorithm and scan DB[ db to get SupDBþ Xð Þ.
Case 4: The r-itemset X in case 4 cannot become frequent r-itemset in DB+ and
generate new FARs, because X is infrequent in both DB and db.

Therefore, how to efficiently discover the support of r-itemsets in case 3 is the most
important task in the incremental algorithm.

In order to make full use of the old information and avoid scanning original dataset,
we hope less r-itemsets in case 3 are to be processed. Thus, we propose a support for
estimated-frequent r-itemsets and maintain estimated-frequent r-itemsets, which have
promise to be frequent when an updated probabilistic dataset are inserted into original
PND. Obviously, the more estimated-frequent r-itemsets stored in the original dataset
processing procedure, the less time we will re-scan the original dataset, thus greatly
reducing the cost time spent on mining FARs from the total dataset. In this way,
discovering FARs in the total dataset is efficient and costs less processing time because
it can use the information from frequent and estimated-frequent r-itemsets in the
original dataset.

Table 2. Notations used in the paper

Symbol Definition and description

|D| The number of transactions in dataset D

LDB
k The set of FRIs from DB

Ldb
k The set of FRIs from db

LDBþ
k The set of FRIs from DB+

EDB
k The set of ERIs from DB

Edb
k The set of ERIs from DB

EDBþ
k The set of ERIs from DB+

Table 3. Four cases of a r-itemset

Frequent r-itemset Infrequent r-itemset

Frequent r-itemset Case 1 Case 2
Infrequent r-itemset Case 3 Case 4
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Given a lower support threshold σm (σm < σs), a r-itemset UI is said to be
estimated-frequent if rm � SupDBðUIÞ\rs. We call UI as estimated-frequent r-itemset
(ERI).

A lower support threshold σm for ERI can be defined as rm ¼ 1þ cð Þrs � c, where
rs is the support threshold for frequent r-itemset (FRI), and c ¼ dbj j=jDBj. The support
threshold for ERI defied here grantees support degree of r-item below σm cannot
become ERI or FRI.

Theorem: Let UI be a r-itemset such that SupDB UIð Þ� 1þ cð Þrs � c, then UI
62 LDBþ , where rs is the support threshold for FRI, and c ¼ dbj j=jDBj.
Proof:

SupDBþ UIð Þ ¼ SupDB UIð Þ � DBj j þ Supdb UIð Þ � dbj j
dbj j þ DBj j

�
1þ dbj j

DBj j
� 	

rs � dbj j
DBj j

� 	
� DBj j þ 1 � dbj j

dbj j þ DBj j
¼ DBj j � rs þ dbj j � rs � dbj j þ dbj j

dbj j þ DBj j ¼ rs:

This theorem proves that any infrequent r-itemset in the original dataset will not
become frequent in the updated dataset. Also, the theorem shows that FRIs and ERIs
probably become FRIs in the updated dataset. Because these two kinds of r-itemsets
were computed and stored in the initial mining algorithm, the incremental algorithm
uses the existing information and avoids the additional re-scanning the original dataset,
which will reduce the processing time of the total updated dataset.

Lemma: Let UI be a r-itemset such that UI 62 ðLDB [EDBÞ, then UI 2 LDBþ [EDBþ

only if UI 2 ðLdb [EdbÞ.
Proof: Since UI is not in LDB [EDB, SupDBðUIÞ�rm � jDBj. If SupdbðUIÞ�
rm � jdbj, then SupDBþ UIð Þ�rm � DBj j þrm � dbj j ¼ rm � ð DBj j þ dbj jÞ. That is,
UI cannot be FRI or ERI. Thus, we have the lemma.

4 Mining FARs from a Dynamic PND

In this section, we design FARP_D algorithm to discover interesting FARs from a
dynamic PND.

4.1 FARP_D Algorithm

Similar to FARP in [9], the main algorithm of FARP_D consists of three sub-functions:
Dataset Mapping, FRIs and ERIs Generation, and FARs Generation. The first and third
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Fig. 1. Update_FreqRuleItemsets-gen function
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procedures are similar to corresponding steps in FARP. Figure 1 shows FRIs and ERIs
Generation procedure in detail.

First, FRIs and ERIs are computed in incremental dataset db using FARP-like
algorithm. Of course, in order to get ERIs in db, FARP should be modified a bit to
compute and store ERIs and their supports values in addition to FRIs. Simultaneously,
we also count the support values for those r-itemsets in LDB SEDB in db.

For a UI2 LDB SEDB, we can easily get its support count in DB+, because we get
the support count of UI in db in the previous step, and we have the support count of UI
in DB. Then if the support of UI is greater than minimum support in DB+, it is added to
LDBþ ; similarly, if the support of UI is greater than lower support threshold for ERIs in
DB+, it is then added to EDBþ . On the other hand, there could be some new r-itemsets
which become FRIs and ERIs in the updated dataset DB+. Let t be a r-itemset that gets
added to FRIs and ERIs in DB+. By lemma, we know that t has to be Ldb [Edb. In
order to get support count of t in DB+, we should know the support of t in DB and db.
Therefore, the original dataset DB should be re-scanned to get its support in DB. The
same procedure is repeated until no FRIs and ERIs are found.

Based on the above discussions, we give Update_FreqRuleItemsets-gen procedure
(see Fig. 1) to discover FRIs in the updated dataset efficiently.

4.2 Algorithm Analysis

From the algorithm aforementioned, we find ERIs can act as a pool to avoid infrequent
r-itemsets becoming frequent in the updated dataset when the incremental dataset is
added to the original dataset. For all r-itemsets in LDB SEDB, we just scan db and get
FRIs in the updated dataset DB+. For those r-itemsets that not in LDB SEDB but
become frequent in DB+, we grarantee that these r-itemsets must be in Ldb [Edb, and
scan them on DB. By using ERIs that are expected to become frequent when new
transactions are inserted to the original dataset, less r-itemsets are scanned on DB, thus
avoiding re-scanning the original dataset only when required and reducing the pro-
cessing time dramatically.

5 An Illustrated Example

An illustrated example is given to show how FARP_D algorithm is used to generate
FRIs when the incremental dataset is added to the original dataset. When all FRIs in
DB+ have been discovered, fuzzy association rules are easily mined using the proce-
dures described in [9]. Assume the original PND DB is shown in Table 1. Suppose an
incremental PND db containing one transaction shown in Table 4 is inserted after the
original PND is processed.

Table 4. An incremental PND db

TID Coal consumption Transport density SO2 concentration

7 (0.6)0.7 (10)0.6 (0.12)0.7
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According to the definition of rm, we get rm ¼ 1þ cð Þrs � c ¼
1þ 1

6

� � � 0:25� 1
6 ¼ 0:125. The proposed FARP_D algorithm proceeds as follows.

Step 1: Finding all FRIs and ERIs in db. The method of finding FRIs and ERIs is
similar to step 1 and 2 of FARP algorithm using support values rs and rm. Tables 5, 6,
7, 8, 9 show the procedures and results.

Step 2: Getting all supports of those r-itemsets in ðLDBk [EDB
k Þ \CDBþ

k in updated
dataset DB+. Since all support degree of r-itemsets in LDB

k [EDB
k have already been

computed and stored when DB has been processed, we just need to scan db once to get
support degree of these r-itemsets in db. Finally, we get support degree of these
r-itemsets. Tables 10, 11, 12, 13 show the procedure and results.

Table 5. Transformed dataset after mapping

TID Coal consumption Transport density SO2 concentration

7 (0.33/EL)0.7 + (0.67/L)0.7 (1/EL)0.6 (1/EH)0.7

Table 6. The temporary dataset with SL value of each u-item

TID Coal consumption Traffic density SO2 concentration

7 (EL, 0.271) + (L, 0.378) (EL, 0.654) (EH, 0.696)

Table 7. Ldb
1 itemsets and their supports in db

Ldb
1 (CC : EL) (CC : L) (TD : EL) (SC : EH)

Support in db 0.271 0.378 0.654 0.696

E1 itemsets and their supports in db: null

Table 8. Ldb
2 itemsets and their supports in db

Ldb
2 (CC : EL)

(TD : EL)
(CC : EL)
(SC : EH)

(CC : L)
(TD : EL)

(CC : L)
(SC : EH)

(TD : EL)
(SC : EH)

Support
in db

0.271 0.271 0.378 0.378 0.654

E2 itemsets and their supports in db: null

Table 9. Ldb
3 itemsets and their supports in db

Ldb
3 (CC : EL) (TD : EL) (SC : EH) (CC : L) (TD : EL) (SC : EH)

Support in db 0.271 0.378

Table 10. LDB
1 itemsets and their supports (≥0.25) in DB+

LDB
1 (CC : EH) (TD : EL) (SC : EL)

Support in DB+ 0.237 0.561 0.262
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Table 11. EDB
1 itemsets and their supports (≥0.125) in DB+

EDB
1 (CC : L) (SC : EH)

Support in DB+ 0.237 0.245

Table 12. LDB
2 itemsets and their supports in DB+

LDB
2 (TD : EL, SC : EL)

Support in DB+ 0.231

Table 13. EDB
2 itemsets and their supports in DB+

EDB
2 (CC : EH, SC : EH) (CC : L, TD : EL)

Support in DB+ 0.146 0.171

Table 14. Itemsetsthat are in Ldb
1 but not in LDB

1 and their supports in db

Ldb
1 (CC : L)

Support in db 0.237

Itemsets that are in Edb
1 but

not in EDB
1 and their

supports in db: null

Table 15. Itemsetsthat are in Ldb
2 but not in LDB

2 and their supports in db

Ldb
2 (CC : EL)

(TD : EL)
(CC : EL)
(SC : EH)

(CC : L)
(TD : EL)

(CC : L)
(SC : EH)

(TD : EL)
(SC : EH)

Support
in db

0.086 0.039 0.171 0.054 0.131

Itemsets that are in Edb
2 but not in EDB

2 and their supports in db: null

Table 16. Itemsetsthat are in Ldb
3 but not in LDB

3 and their supports in db

Ldb
3 (CC : EL) (TD : EL) (SC : EH) (CC : L) (TD : EL) (SC : EH)

Support in db 0.039 0.054

Table 17. All frequent r-itemsets in DB+

LDBþ
1 (TD : EL) (SC : EL)

Support in DB+ 0.561 0.262
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Step 3:Getting all supports of those r-itemsets that are not in ðLDBk [EDB
k Þ \

CDBþ
k but in Ldbk [Edb

k

� � \CDBþ
k in updated dataset DB+. For those r-itemsets that

are not in ðLDB
k [EDB

k Þ \CDBþ
k but in Ldb

k [Edb
k

� � \CDBþ
k , we need to re-scan DB

to get support degree of these r-itemsets in DB. Finally, we get support degree of these
r-itemsets. Tables 14, 15, 16 and 17 show the procedures and results.

6 Conclusion

In this paper, we have proposed the concept of estimated frequent itemsets, and
designed an efficient, incremental mining algorithm, called FARP_D, to mine associ-
ation rules from a dynamic probabilistic numeric dataset. Using a user-specified sup-
port threshold, estimated-frequent r-itemsets could act as a gap to avoid small itemsets
becoming large in the updated dataset when transactions are inserted. In the future,
further researches and experiments on the proposed algorithm will be presented.
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Abstract. This paper proposes an optimized scheme of Mel Frequency Cep-
stral Coefficient (MFCC) and Deep-learning for sign language recognition using
gyroscopes, accelerometers and surface electromyography, explores the possi-
bility of building a sign language translation system by using these algorithms.
Meanwhile, MFCC was compared with the traditional feature extraction
methods, Linear Predictive Coding (LPC), Linear Predictive Cepstral Coefficient
(LPCC), wavelet transform etc., in order to verify the effectiveness and supe-
riority of MFCC for extracting characteristics of the surface of muscle. With
continuous acquisition of surface electromyogram signals, an optimized scheme
of MFCC was proposed to extract feature points. Then we cluster and classify
the gesture features to match with the sign language words. The sign language
words which can be matched successfully adjusts the language model training to
be more consistent with the communication habits. This method provides a
feasible way to realize a sign language recognition system which translates signs
performed by deaf people into text/sound. The experimental results show that
the accuracy of the feature extraction gesture recognition based on MFCC is
about 90%, which is at least 4% higher than that of LPC, LPCC and wavelet
transform. For translation of a complete statement, Bilingual Evaluation
Understudy (BLEU) scores increases 5% after the adoption of the language
model adjustment.

Keywords: Sign language recognition � MFCC � Sensor fusion �
Deep-learning � Feature extraction gesture recognition

1 Introduction

Sign language is a language based on simultaneously combing hand shapes, orientation
and movement of the hands, arms or body, and facial expressions to express a
speaker’s thoughts, as opposed to acoustically conveyed sound patterns [1]. Wherever
communities of hearing impaired (i.e., a deaf, hereinafter referred to as hearing
impaired people) exits, sign language have developed, and are ‘the important assistant
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tool of sound language’ for mutual communication and exchange of ideas of hearing
impaired people.

Sign language recognition is one depth and wide application of hand gesture
recognition. With the development of hardware and technology, human computer
interaction plays a more and more important role in our daily life [2]. Hand gesture is a
more natural and convenient interactive mode comparing with traditional mouse and
keyboard devices. Hand gesture recognition has been successfully applied to various
types of consumer electronics.

Nowadays the human body motion recognition can mainly be divided into three
categories: (1) The identification technology based on the motion sensor parameters. It
uses all kinds of acceleration sensors to get the users’ various related physical index
when performing any actions. The acceleration sensor generally is a three-dimensional
acceleration sensor and can feel objects in three dimensions. This technology allows
the users and the sensors be together, so a number of wearable devices emerge as the
times require. The representative of this technology used in gesture recognition is smart
gloves which can capture a lot of the finger gestures’ details. The smart gloves usually
have very high precision of recognition, but they are more cumbersome and limit the
freedom of users’ fingers. (2) The identification technology based on computer vision.
It uses images or videos to capture human body movements, to obtain the expression
and gestures of the graphic information. In theory, computer vision technology can
obtain the amount of information as much as human eyes. So it has been widely applied
in detection, tracking and orientation analysis of human body and facial recognition etc.
Kinect and Leap Motion are excellent products which use computer vision to get a
good interactive function. The complexity of the algorithm and the portability and cost
of the products are the challenges in the future. (3) The multi-sensor fusion technology
based on electromyography transducer and other biological information. The human
body action is much more complex with multiple joints. It has many hybrid patterns,
high degree of freedom and continuity so on. The exploring the fusion of multi sensors
and introducing of biological information has become one of the breakthrough in the
field of human body motion recognition. In this paper, the surface electromyography
(sEMG) is mainly discussed and investigated. sEMG [3–6] signal is weak biological
electrical signal of neural muscle system relating with action information which can be
obtained by surface electromyography electrodes recorded from the human skin. Dif-
ferent actions need different groups of muscle to participate in. Different body move-
ments correspond to different muscle contraction modes and different sEMG. So it can
be inferred that actions which users performed by recognized different patterns of
sEMG. Portable sensor of sEMG acquisition and processing can provide a better user
experience of wearable devices under the premise of ensuring the accuracy of human
body motion recognition.

In recent years, domestic and overseas scholars have taken large-scale research on
using sEMG for the gesture identification. The researchers have done a lot of work and
obtained tremendous analyze results on this filed. Many algorithms and methods have
been proposed and discussed mainly including hidden Markov model method (HMM),
fuzzy pattern recognition method, Support Vector Machines [7] (SVM) and so on. Two
vision-based real-time ASL recognition systems which are both tested for 40 signs and
achieve 92% and 98% accuracy are studied for continuous American Sign Language at
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sentence level using Hidden Markov Model (HMM) [8]. In the first system, the camera
is mounted on the desk while in the second system, the camera is mounted on a cap
which is worn by the user. Another vision-based SLR system is proposed for Chinese
Sign Language in vocabulary level [9]. Also one system is studied for German sign
language using an accelerometer and one channel sEMG, which achieve a 99.82%
accuracy for seven sign words [10]. In 2009, sign language recognition using
intrinsic-mode sample entropy on sEMG and accelerometer data with an accuracy of
93% in recognizing 60 Greek sign words is proposed. Three years later, a
sign-component-based framework for Chinese sign language recognition using an
accelerometer and 4-channel sEMG is proposed. The main differences between our
work and the previous works are as follows: (1) An optimized strategy of MFCC and
Deep-learning for sign language recognition. (2) Using different modalities (6-channel
sEMG, 3-D accelerometer, 3-D gyroscope) to get more feature information.

The contribution of this paper is a part of the design and implementation of Chinese
sign language real-time translation device. This paper mainly studies the application of
MFCC and neural network algorithm in gesture recognition. The rest of this paper is
structured as follows: Firstly, Sect. 2 describes each step of our method. Then, Sect. 3
discusses the results of our experiments with more details given. Finally, conclusions
and more discussions are presented.

2 Proposed Method

This section focuses on the extraction of surface EMG signal, the real-time filtering and
processing and the classification and recognition algorithms.

A. Signal extraction

Surface electromyography signal is a kind of non-stationary and time-varying
signal depending on the states of motion units. When people do not perform any action,
the surface EMG signal will remain in a relatively stable and within a small range.
Once the sign language action is performed, the surface EMG will have a larger
amplitude signal increase.

Figure 2 shows a 6-channel Bluetooth-enabled physiological signal acquisition
system.

Fig. 1. The acquisition device
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Generally, sEMG signals are in the frequency range of 0 Hz–500 Hz depending on
the space between electrodes and muscle type [11]. In our system, the sample data from
SEMG, 3-D ACC and 3-D GYRO is sent to a PC via Bluetooth.

B. Preprocessing

Surface EMG signal intensity is usually weak, so the signal always need be amplified
and noise filtered, then the useful signal is extracted. The energy mostly distributes in
frequency band between 10 and 500 Hz. The following picture is the time-filed picture
of surface EMG signal in the case that acquisition frequency is 200 Hz (Figs. 3 and 4).

Fig. 2. Raising the arm

Fig. 3. The wrist turning inward

Fig. 4. The wrist turning outward
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• One-dimensional Gauss filter

Gaussian filter is usually used for processing image signals, removing the noise signal
in the images. The disturbance noise is always existence in data collection process,
which would be confused with the Surface EMG signal and the analysis and the
research. So we firstly processed the signals using Gaussian Filter.

We used 1D masks in this paper, the processing procedure is shown below (Fig. 5):

Three convolution kernels have been contained. Then a number will be inserted
before the first number, and those two have to be equal to each other. The last element
is changed in the same way. This method ensures that the signal stays the same length.

• Pre-emphasis, sub-frame, plus windows on signals after filtered

The purpose of pre-emphasis is to highlight high frequency signals and to avoid the
signal to noise ratio is too low in high frequency band. The equation to calculate phase
values is as follows:

H zð Þ ¼ 1� l � z ð1Þ

During the 10–30 ms, the surface EMG signal can be considered as a stationary
signal, therefore, the formula for calculating frame length is

Length ¼ fs � ts ð2Þ

Some of the symbols is as follows: Fs is sampling frequency, ts is sampling time. In
this experiment, fs = 200 Hz, ts = 0.03 s, so frame length is six, that means one frame
includes six sampling points.

After the surface EMG signal is divided into frames, then each frame as a smooth
signal is processed. We use Fourier series function to expand each coefficients to get
the Mel frequency cepstral features.

As the Fourier series expansion of the periodic functions (such as rectangular
pulses) with discontinuous points, the finite terms are selected for synthesis. When the
number of selected items is larger, the peaks appearing in the synthesized waveform are
closer to the discontinuous points of the original. When the number of selected items is
enough large, the peak value tends to a constant, approximately equal to 9% of the total
jump value. The phenomenon is known as the Gibbs effect.

The frame in our experiment is not so continuous at the beginning and the end of
the time. So after frame processing, the signal will become more and more deviated
from original signal. To avoid this, we need to increase the continuity of both ends of

Fig. 5. The processing procedure
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the frame through the dispose adding window. After adding windows, there will be
some characteristics of periodic function in the surface EMG signals. The most com-
monly used method is every single frame multiplied by Hamming window.

Assuming per frame as S nð Þ; n ¼ 1; 2; 3. . .:n, n is the frame length. Then the
processed signals can be described as

S
0
nð Þ ¼ S nð Þ �W n; að Þ ð3Þ

W n; að Þ ¼ 1� að Þ � a � cos 2pn
N � 1

� �

a ¼ 0:46; 0� n�N
ð4Þ

• Dispersed Fourier Transform

The frequency signal is transformed from time-domain signal by dispersed Fourier
transformation. The formula is as follows:

X(k) ¼ DFT xðnÞ½ � ¼
XN�1

n¼0

xðnÞ e�jkn�2pN ; 0� k�N � 1 ð5Þ

In the formula, x nð Þ is the input sEMG signal, N is the number of points in Fourier
transform.

C. Feature Extraction

• Triangular Bandpass Filters

On one hand, the first purpose of the Triangular Bandpass Filters is the continuous
processing of spectrum and the removal of harmonics. In this way, the formant fre-
quency of the surface EMG signal is emphasized. On the other hand, the Triangular
Bandpass is performed to reduce the data dimension in domain.

Gesture is mainly produced by the movement of the arm, wrist and finger.
According to the experiment’s data, the power spectrum of the arm movement is far
larger than that of the finger movement, and the power of the wrist movement is
somewhere in between.

In our experiment, it is concluded that the frequency components of arm movement
is concentrated in the low frequency band (0–50 Hz), the frequency spectrum of wrist
movement is distributed in the middle frequency band (50 Hz–100 Hz), and the fre-
quency spectrum of finger motion is occurs at the high frequency (100 Hz–500 Hz).
Since the frequency components of sEMG beyond the range of 5 Hz–450 Hz are
negligible [12], the low frequency noise in sEMG will be removed by a 5 Hz IIR high
pass filter.

Our experiment assume that from the perspective of the amount of information that
is expressed, the finger is more important than the arm, and the arm is more significant
than the wrist.
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The formula of filter frequency response is defined as

Hm kð Þ ¼

0; k\ f ðm� 1Þ
2 k�f m�1ð Þð Þ

f mþ 1ð Þ�f m�1ð Þð Þ f mð Þ�f m�1ð Þð Þ ; f ðm� 1Þ� k� f ðmÞ
2 f mþ 1ð Þ�kð Þ

f mþ 1ð Þ�f m�1ð Þð Þ f mð Þ�f m�1ð Þð Þ ; f ðmÞ� k� f ðmþ 1Þ
0; k� f ðmþ 1Þ

8>>><
>>>:

ð6Þ

The symbols is as follows: f mð Þ is center frequency, m ¼ 1; 2; 3. . .:M. M is the
number of filter in the filter bank.

Then we need calculate the logarithmic energy of each filter:

S mð Þ ¼ ln
XN�1

k¼0
xaðkÞj j2Hm kð Þ

� �
; 0�m�M ð7Þ

• Dispersed Fourier Transform

The logarithmic energy above is brought into the discrete Fourier transform to obtain
the L-order Mel-scale Cepstrum parameters.

C nð Þ ¼
XN�1

m¼0
sðmÞ cos pn m� 0:5ð Þ

M

� �
; n ¼ 1; 2; . . .; L ð8Þ

• Output Feature Vector

The standard Mel-scale Cepstrum [13] parameters can only reflect the static charac-
teristics of sEMG signal. Experiments show that the dynamic and static features can
effectively improve the recognition performance. So we use the difference spectrometer
of the static features to replace the dynamic features. The calculation of difference
parameters can be calculated by the following formula:

dt ¼
Ctþ 1 � Ct; t\KPK

K¼1
K Ctþ k�Ct�kð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
PK

K¼1
k2

q

Ct � Ct�1; t�Q� K

8>><
>>:

ð9Þ

In the formula, dt stands the first rank difference. Ct is the Mel-scale Cepstrum
parameter. Q is the order of Mel-scale Cepstrum parameter. K is the time difference of
first derivative, and here it can equal 1 or 0. Using this formula, we can get the
second-order difference parameter.

MFCC is a commonly method of feature extraction in speech recognition. This
method combines the hearing characteristics of human ears and sets up a group f Mel
filter banks, which are characterized by the closely spaced low frequency and high
frequency sparse. For sEMG signal, we cannot determine the distribution character-
istics of the main frequency at first, so we set equal-phase interval filters in the
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5 Hz–500 Hz frequency region. In the training process, the training various
deep-learning models will be compared through adjusting the filter number. Finally,
this paper will give a model which is most suitable for Chinese Sign Language
recognition according to our samples.

D. Classification

In order to obtain a higher recognition rate, this paper makes simple classification of
sign language gestures. There are single-hand gestures and double-hand gestures. For
the single-hand gesture, they can be divided into gestures based thumb, gestures based
forefinger, gestures based middle finger and so on. Also there are several gestures
mixed different fingers. This decision tree [14] is based primarily on the signals of 3-D
ACC and 3-D GYRO (Fig. 6).

• Logistic Regression

Logistic regression [15] is one of the most widely used algorithms of deep-learning.
This paper uses it in the sub-segment after the decision tree. The logistic regression
model is described by the weight matrix and bias vector, and the probability that the
sample X belongs to the category Y is

P Y ¼ ijx;W ; bð Þ ¼ softmaxi Wxþ bð Þ

¼ eWixþ bi
P

jeWixþ bi

ð10Þ

The equipment trains the model by maximizing the likelihood function. That means
the opposite of minimized logarithm likelihood function:

L h ¼ W ; bf g;Dð Þ ¼
XDj j

i¼0

log P Y ¼ y ið Þjx ið Þ
� �

;W ; b
� �

‘ h ¼ W ; bf g;Dð Þ ¼ �L h ¼ W ; bf g;Dð Þ
ð11Þ

The classification model can be built after the training of a large amount of gestures
samples.

Fig. 6. The decision tree
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3 Experiments

A. Data Collection

Data collection uses the device that made by our research group. The device is
referenced to Fig. 1 above. The device placements are referenced to the researches of
one group of Computer Science and Engineering, Texas A&M University [16] (Fig. 7).

The Chinese sign-language can involve not only fingers, but also the wrists and the
arms. And there are some gesture using two hands. In this paper, we chose the right
hand movements as study subject of Chinese sign-language. If two hands can be
studied in our experiment, the recognition will be increased. About this, we will
continue to explore in the future work.

This paper selects five Chinese sign-language gestures [17] that are used widely in
common life. 250 samples are collected from four individuals who are familiar with
sign-language, so each gesture has 1000 samples. The gestures and their corresponding
Chinese are showed in the below figure (Fig. 8).

1. Everyone/us/we… 2. Happy/fine/good… 

3.No/nobody/nothing 4. Bad/broken… 

5. Cheer/hold on…  

Fig. 8. Gestures and their meanings

Fig. 7. The placement of devices
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In our experiment, the sample time of each gesture is 3 s. The acquisition frequency
is 1000 Hz. So the sum of each gesture’s sample point is 3000. In the data processing,
we take the frame length as 300 sample points, and the overlapping area contains 100
sample points, so each sample has 14 frames. The order of MFCC coefficient is 5. Then
adding the first order and the second order difference coefficient, we can get a
15-dimension MFCC coefficient. Finally, each sample can be represented by a matrix
of 14 * 15. We expand the matrix into 210 dimensional vector for using the principle
components analysis (PCA).

After the original data is extracted by the feature, this paper divides it into two parts
which are the training set and the test set in the percentage 7:3. That is, the training set
contains 5 * 700 samples, and the test set contains 5 * 300 samples.

B. Experimental Results

Table 1 gives out the recognition results of 5 Chinese sign-language. In this table, P1,
P2, P3 and P4 stands for four subjects. The column “LPC” are the results using the
LPC algorithm. The column “LPCC” are the results using the LPCC algorithm. The
column “WT” are the results using the wavelet transform algorithm. The last column
are the results using optimized strategy MFCC which is presented in this paper.

From the result of experimental data, the correct rate of the feature extraction
gesture recognition based on MFCC is up to 91.2%, which is at least 4% higher than
that of LPC, LPCC and wavelet transform. For translation of a complete statement,
Bilingual Evaluation Understudy (BLEU) scores rose 5% after the adoption of the
language model adjustment.

Also this paper performs twice data processing. The first has the decision tree while
the second use logisitc regression directly without the decision tree. Changes in
recognition results are compared between the two groups based on the samples. The
results proves that the decision tree is a new classification method applied to uncertain
gesture data and shows good performance in improve the recognition accuracy. The
experiment result is given in the bar chart below (Fig. 9).

Table 1. Recognition results of 5 Chinese sign-language

LPC LPCC WT MFCC

P1 0.820 0.842 0.869 0.912
P2 0.816 0.837 0.861 0.903
P3 0.793 0.827 0.848 0.906
P4 0.833 0.844 0.864 0.925
Aver 0.816 0.838 0.860 0.912
Stdev 0.017 0.007 0.009 0.009
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4 Conclusion

In this paper, we propose a sign-language recognition algorithm based on the surface
electromyography, acceleration and angular velocity. An optimized strategy of MFCC
and Deep-learning for sign language recognition using gyroscopes, accelerometers and
surface electromyography is proposed in our paper. The experimental results validate
our proposed algorithm and show it promising to realize the high accuracy of wearable
system for Chinese sign-language recognition. Regarding the future work, we will
work on the basis of this paper to develop a translation equipment for hearing impaired
people to help them communicate with other people conveniently in daily life.

References

1. Stokoe, W.C.: Sign language structure: an outline of the visual communication systems of
the American deaf. J. Deaf Stud. Deaf Educ. 10(1), 3–37 (2005)

2. Barberis, D., Garazzino, N., Prinetto, P., Tiotto, G., Savino, A., Shoaib, U., Ahmad, N.:
Language resources for computer assisted translation from Italian to Italian sign language of
deaf people. In: Proceedings of Accessibility Reaching Everywhere AEGIS Workshop and
International Conference, Brussels, Belgium, November 2011

3. Liu, K., Chen, C., Jafari, R., et al.: Multi-HMM classification for hand gesture recognition
using two differing modality sensors. In: 2014 IEEE Dallas Circuits and Systems Conference
(DCAS), pp. 1–4. IEEE (2014)

4. Mebarkia, K., Bekka, R.E., Reffad, A., et al.: Fuzzy MUAP recognition in HSR-EMG
detection basing on morphological features. J. Electromyogr. Kinesiol. 24(4), 473–487
(2014)

5. Mane, S.M., Kambli, R.A., Kazi, F.S., et al.: Hand motion recognition from single channel
surface EMG using wavelet & artificial neural network. Procedia Comput. Sci. 49, 58–65
(2015)

6. Dhage, S.S., Hegde, S.S., Manikantan, K., et al.: DWT-based feature extraction and radon
transform based contrast enhancement for improved iris recognition. Procedia Comput. Sci.
45, 256–265 (2015)

7. Hong, J., Wang, L., Wang, C., et al.: Based on the artificial fish swarm algorithm to optimize
the SVM of the hand movement sEMG recognition. Transducer Microsyst. Technol. 35(2),
23–25 (2016)

Fig. 9. Recognition rate between twice processing

234 N. Wang et al.



8. Starner, T., Weaver, J., Pentland, A.: Real-time American sign language recognition using
desk and wearable computer based video. IEEE Trans. Pattern Anal. Mach. Intell. 20(12),
1371–1375 (1998)

9. Zhang, L.-G., Chen, Y., Fang, G., Chen, X., Gao, W.: A vision-based sign language
recognition system using tied-mixture density HMM. In: Proceedings of the 6th International
Conference on Multimodal Interfaces, pp. 198–204. ACM (2004)

10. Kim, J., Wagner, J., Rehm, M., André, E.: Bi-channel sensor fusion for automatic sign
language recognition. In: 8th IEEE International Conference on Automatic Face and Gesture
Recognition, FG 2008, pp. 1– 6. IEEE (2008)

11. De Luca, C.J., Gilmore, L.D., Kuznetsov, M., et al.: Filtering the surface EMG signal:
movement artifact and baseline noise contamination. J. Biomech. 43(8), 1573–1579 (2010)

12. Merletti, R., Di Torino, P.: Standards for reporting EMG data. J. Electromyogr. Kinesiol.
9(1), 3–4 (1999)

13. Imai, S.: Cepstral analysis synthesis on the mel frequency scale. In: IEEE International
Conference on Acoustics, Speech, and Signal Processing, ICASSP 1983, vol. 8. IEEE
(1983)

14. Nowozin, S., Rother, C., Bagon, S., et al.: Decision tree fields. In: 2011 International
Conference on Computer Vision, pp. 1668–1675. IEEE (2011)

15. Peduzzi, P., Concato, J., Kemper, E., et al.: A simulation study of the number of events per
variable in logistic regression analysis. J. Clin. Epidemiol. 49(12), 1373–1379 (1996)

16. Wu, J., Sun, L., Jafari, R.: A wearable system for recognizing American sign language in
real-time using IMU and surface EMG sensors. IEEE J. Biomed. Health Inform. 20(5),
1281–1290 (2016)

17. Yinlin, D.: Chinese Sign Daily Conversation Crash. Publishing House of Electronics
Industry, Beijing (2016)

An Optimized Scheme of Mel Frequency Cepstral Coefficient 235



Security and Privacy Issues:
A Survey on FinTech

Keke Gai1, Meikang Qiu1(B), Xiaotong Sun1, and Hui Zhao2

1 Department of Computer Science, Pace University, New York City, NY 10038, USA
{kg71231w,mqiu,xs43599n}@pace.edu

2 Software School, Henan University, Kaifeng 475000, Henan, China
zhh@henu.edu.cn

Abstract. As a new term in the financial industry, FinTech has become
a popular term that describes novel technologies adopted by the finan-
cial service institutions. This term also covers aspects in security and
privacy issues, such as threats, malicious behaviors, attacks, and adver-
saries, as well as the existing or potential solutions. This work aims to
produce a survey of FinTech by collecting and reviewing contemporary
achievements in security and privacy issues of the financial industry. The
findings of this work can be used for forming the theoretical framework of
FinTech in the security and privacy dimension, which will a fundamental
support for establishing a solid security mechanism in FinTech.

Keywords: FinTech · Security · Privacy · Data mining

1 Introduction

As an emerging technical term, Financial Technology (FinTech) has been consid-
ered a distinguishing taxonomy that mainly describes the financial technology
sectors in a wide range of operations for enterprises or organizations, which
mainly addresses the improvement of the service quality by using Information
Technology (IT) applications. Recent development of FinTech [1] has been pow-
ered by the advances of multiple technologies, such as mobile networks [2], big
data [3], mobile embedded systems [4,5], cloud computing [6], and data analytic
techniques [7]. However, security and privacy issues have been raised along with
the consistent emergence of novel FinTech in recent years.

A quantity of recent investigations have emphasized the significance of secu-
rity and privacy development in FinTech domains. Gartner’s statistical reports
[8] present that the investment of cybersecurity is expected to turn into $170
billion by 2020 globally. Moreover, only 35 % companies that highly rely on the
usage of technologies for their businesses are confident of their security, accord-
ing to the statistics done by Silicon Valley Bank [9]. The reality is that most
modern Financial Service Institutions (FSIs) are applying IT-related techniques
to support the delivery of financial services. Cyber threats often exist at multiple
layers throughout the technical process in the financial industry, from private
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 236–247, 2017.
DOI: 10.1007/978-3-319-52015-5 24
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to public sectors. An accurate awareness of FinTech, as well as its main issues
and solutions, is an urgent demand for most current enterprises that are using
finance-oriented technologies.

This paper concentrates on understanding the main security and privacy
issues of FinTech from a comprehensive survey on recent updated researches.
Two major aspects addressed by this survey are discerning primary concerns
of security and privacy in FinTech and the emerging solutions or protection
techniques. Throughout this survey, the principal research targets are appear-
ing objects in FinTech, including both new cyber challenges and novel security
techniques, even though traditional cyber risks are still seriously threatening the
financial industry, such as hack attacks and malicious actions.

The main contributions of this work include:

1. This work has a concise focus that researches on security and privacy issues in
FinTech and provides a solid survey. The major concentrations of this survey
covers both issues and solutions deriving from recent researches.

2. The findings of this work highlight the foremost factors and concerns of cyber
security in FinTech, which can be used as a reference for future researches.

The rest of this paper is organized by the following order. Section 2 synthen-
sizes security and privacy issues in FinTech domain. Next, Sect. 3 reviews recent
updated security solutions in FinTech. Furthermore, Sect. 4 represents a discus-
sion as well as main findings of our work. Finally, we give our conclusions in Sect. 5.

2 Security and Privacy Issues in FinTech

2.1 Risks in Business Operations

Cyber concerns in the financial industry used to be a business operation issue at
the early era of using electronic transactions and networking techniques [10]. A
variety of surveys had been done for forming solid IT security strategies [11,12].
One of the concerns for most financial firms was that the firms concerned about
business operations using updated techniques, since the return of the investment
on security was difficult to predicate and govern. To address this concern, a recent
investigation [13] showed that the return of the security investment had a positive
relationship with the level of the corresponding investment. Another study [14]
further proved that perceiving privacy concerns and building up a trust mecha-
nism were two critical tasks for securing transactions conducted electronically.

Meanwhile, some researches have addressed the threat sources in financial
business operations. Roumani et al. [15] completed a study on examining whether
the records of the financial organizations are associated with the security vul-
nerabilities. This investigation considered the potential impacts caused by the
assessed aspects, which included business scope, performance, markets, and sales.
More work [16] have proved that the level of the IT transparency could impact
on multiple business operations in financial advisory encounters from the per-
spective of trustworthiness. On the whole, most concerns of business operations
mainly derive from unknown technical details, masked implementation process,
and IT strategy-making.
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2.2 Threats in Cloud Computing

As a popular Web-based service model, cloud computing has been widely
accepted by numerous industries, including the financial industry [17,18]. For
example, Bank of America (BoA) has recently announced that the financial firm
is collaborating with Microsoft enterprise to improve financial transactions by
developing Blockchain technologies [19]. The benefits of using cloud-based solu-
tions are enabling financial businesses to closely connect to the target markets
by increasing system performances [20,21], but this paradigm also introduces
new threats due to outsourcing workloads. We converge major concerns of using
cloud-based solutions in the next paragraph.

First, the masked complexity leaves FSIs a great concern due to lack of
data controls in clouds [22], which makes private clouds a mainstream in the
financial industry. A typical example is that FSIs may not know the physi-
cal server locations when using public clouds. Next, the data stored in remote
cloud servers are still facing various threats, since the services settled on the
complicated networks and intercrossed service participantships bring a lot of
vulnerability opportunities. It is difficult for system designers and cloud vendors
to fully predict or prevent the happenings of cyber risks in a cloud-based oper-
ating environment. Finally, the complicated and unanticipated communications
between Virtual Machines (VM) can result in unpredictable vulnerabilities [23].
Ni et al. [24] pointed out that cloud data could be tampered due to the vulner-
abilities of active protocols, even though the solution had been explored by the
prior research. In summary, main threats of using cloud computing in FinTech
derive from the complexity of the Web-based systems, lack of data controls, and
uncertainty of technical details.

2.3 Emerging Fin-Privacy Issues

First, privacy protection is generally considered one of the most significant
aspects in the financial security domain and preserving data carrying privacy is a
critical task in producing a privacy protection strategy. A recent study evaluated
the trade-off between the data usage and privacy protection by implementing a
machine learning-based method [25]. This work used a K-means clustering algo-
rithm to discern data carrying privacy out of the multi-party clustering scenario.
Additionally, location-based services usually carry users’ movement privacy, such
that the applications or devices have become common attack targets [1].

Furthermore, new financial services bring new concerns in security and pri-
vacy. For example, implementing financial insurance is impacting on financial
service organizations in making IT-related decisions, such as cybersecurity insur-
ance [26]. Understanding cyber risks and discerning the relationships between the
cyber incidents and the insurance covered items are challenging issues for many
companies that are tightly attached to the Web-based applications. In addition,
using electronic approaches for financial frauds [27] is another emerging issue
in Fin-Tech. Traditional fraud detection methods usually relied on statistical
methods, which were insufficient to find out the continuous real-time deception
happenings.
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3 Solution Synthesis

Many scholars have accomplished a great amount of researches in securing data.
Some work exactly focused on the financial industry and some other stud-
ies addressed the universal solutions to security and privacy problems. In this
section, we aim to synthesize the updated achievements that are either FinTech-
oriented solutions or protection techniques that can be applied in the financial
industry.

3.1 Risk Detection Explorations

The implementations of cloud computing have powered the cyber risk manage-
ment by providing a flexible service deployment, either centralized or decentral-
ized manners. For instance, one of the recent researches [28] has proved that
cloud-based cyber risk management system could assist in classifying cyber-
related information in the financial industry. This approach classifies information
releases that can cause potential privacy leakage by using supervised learning
techniques, which are combined with taxonomy. The work provides a feasible
approach for classifying cyber incidents and align them with business items by
using semantic techniques.

Next, financial frauds are frustrating FSIs as well. Glancy et al. [29] devel-
oped a model for detecting financial frauds. The model used quantitative analy-
sis focusing on the frauds conducted by textual data. However, the quantitative
approach could not ensure a stable detection accuracy, which meant the model
could be only used as a supporting tool for distinguishing suspected transactions.
An additional research [30] suggested an method that used multiple criterion
decision making to select clustering algorithms for financial risk analysis. More-
over, analyzing correlation coefficients is an alternative approach for detecting
abnormal operation behaviors, which has been proved by the prior work [31,32].
Improper activities can be detected when the correlation coefficient values deriv-
ing from multiple elements are different from the coefficients obtained from the
clean dataset. In summary, most current work in financial risk detections intend
to apply state analysis techniques.

3.2 Authentication and Access Control Mechanisms

Many FSIs conduct authentications and access controls by using cryptography-
based approaches. Besides the data encryptions for protecting financial informa-
tion, a few novel security mechanisms are also alternations for securing financial
privacy. One solution direction was exploring the mechanism of strengthening
access controls throughout multimedia [33]. The semantic accesses are associated
with the service requestors’ features identified by ontology techniques. Financial
service acquisitions can be reached by creating semantic-based access controls
that are supported by multimedia. Another ontology-based solution [34] was pro-
posed to power up cybersecurity ecosystem by generating the knowledge graph
that showed the interrelations between cyber risks and their causes. However,
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ontology-based approaches usually has a limitation that the accuracy of access
controls can hardly reach a perfect when the amount of ontologies in the system
is large.

Moreover, some previous work addressed developing multiple constraints for
data accesses. One approach [35] was proposed to address strengthening bio-
metric authentication systems by considering three dimensional constraints in
creating protection strategies, which included security, privacy, and trust. The
researchers formulated the trade-offs from these three aspects in order to increase
the efficiency of the protection when biometric technologies are applied. However,
this approach is restricted in many application scenarios, since three dimensions
in criterion, including security, privacy, and trust, have vague boundaries in
practice. Adjusting the protection mechanism is also a challenging issue in that
forming an implementation strategy takes a long time and frequently switch-
ing the mechanism of biometric authentication systems is not applicable for the
demands of most financial services [36].

In addition, to improve the performance of the data encryptions, some schol-
ars have developed a few approaches for dynamically determining the strategy
of data protections. For example, one approach [37] was developed to selectively
encrypt data based on the privacy classifications with privacy weights under the
fixed timing constraint. This approach could produce optimal solutions to max-
imize the total privacy weight value. In summary, the main trade-off of access
security in FinTech is attached to the conflict between security and service per-
formance. Most current FSIs intend to maximize the level of security to protect
all transactions as well as financial customers’ privacy.

3.3 Data Usage Cycle Protections

Financial service institutions generally emphasize the importance of data usage,
since its performance has a direct relationship with the service quality. The
data governance may become dramatically complicated when the size the sys-
tem increases or new functions are added [38]. A research direction addresses the
critical concern of financial data protections, which is to prevent data from mali-
cious behaviors launched by the unexpected third party during the data usage
cycles. Many previous studies have explored a variety of methods to reduce the
risk level when data are shared, transmitted, or exchanged through different
parties. Chang et al. [39] proposed a mechanism that used Business Process
Modeling Notation (BPMN) to discern the processes and implementations of the
data usage. The outcome of this approach can point at the period or data range
that requires additional security protection operations based on the data usage
simulations. Another research [40] also considered the research perspective of
the business process but focused on payment systems. This work emphasized
the vulnerabilities caused by poor business process management in e-commerce,
such as improper control flows.

Furthermore, Xiao et al. [41] proposed a novel security system for delivering
location-aware services, which did not rely on techniques of key sharing. This
approach utilized the proximity-based authentications and temporal location
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tags for establishing the session key. However, this work did not reach a non-
error rate goal because of the radio propagation properties. Another research
attempt [42] focused on developing a privacy protection strategy of grouping
mobile users. By using this method, the data carrying location information are
not needed to frequently share or transmit, since mobile users are grouped based
on locations. Nevertheless, this method was hardly to be implemented because
the inputs and geographical locations are generally dynamic for most location-
oriented applications [43]. Therefore, hazards in data usage cycle mainly come
from a few dimensions, which include participations of the unexpected third
party, unclear business processes, and large-range distributed usage.

3.4 Secure Data Storage and Processing

Improving the security mechanism in data storage and processing is also vital
research direction in FinTech and many researches in this field have been done
in recent years. Gai et al. [44] proposed a solution to securing data by applying a
distributed data storage in cloud systems. This approach considers two potential
adversaries that include both internal and external attackers. The data carrying
sensitive data are divided into two parts before the data are sent out on the
network, so that the privacy can be protected even though the transmissions
are monitored by adversaries. This approach can be further strengthened by
adding a judgement process by which the data requiring distributive storage are
determined [45]. The improvement is an optimization of reducing workload when
the volume of data is large.

Next, some other scholars looked into privacy-assured searchable data storage
in cloud computing. One of the recent developed methods [46] used symmetric-
key encryption primitives and covered three functions, which included rank-
ing results, identifying similarities, and searching structured data. This method
allows users to share the encrypted data in the distributed service deploy-
ment. Moreover, prior privacy-related researches not only explored text-based
file storage but also investigated the image maintenance in cloud computing. For
example, one research [47] proposed a scheme that used Content-Based Image
Retrieval (CBIR) technique to encrypt images before they are stored in cloud
servers.

In summary, FSIs intend to obtain a higher level data protection no mat-
ter what technologies are selected. Centralized data storage and processing can
reduce the risks of the privacy release at server side, but it has a limited impact on
improving security level during the data transmissions. Meanwhile, a decentral-
ized data storage/processing is also facing challenges from various dimensions,
such as monitoring communications and database abuses. Therefore, securing
financial data is associated with protecting data within a network system and
all threats existing in a web should be addressed in this field.
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3.5 Risk Reduction and Prevention

In general, there are two basic types of methods for risk reductions and pre-
ventions, which include physical and application-based methods. The physical
method refers to the approach of securing data by conducting operations on
the physical infrastructure, such as preventing a jamming attack or avoiding a
network damage. An application-based method refers to the security solution
achieved by cryptographic methods, such as creating a secure protocol or con-
figuring access controls [48]. For example, using logical authorization language
is an alternative approach for forming an access control rule in social networks
[49]. Besides these two aspects, a number of new research directions in reduc-
ing financial cyber risks have been proposed along with the development of new
technologies.

First, developing a proactive protection approach is an alternative research
direction for reducing risks. One scheme was proposed to protect financial cus-
tomers’ privacy by using attribute-based access controls [50]. This approach only
allows those third parties that are configured as the trustable parties to decrypt
their data either fully or partially. The approach was improved by introducing
semantic web such that the relations between the data owners and unknown
third parities can be clarified [51]. However, this approach needs configurations
for defining trusted parties done by data owners, which means it may bring dra-
matical extra workloads when financial customers have the authentications for
establishing their own trust parties.

Next, the financial production selection can be influenced by various elements
when there exist a few alternative and available service choices. To address
a proper decision-making on determining financial productions, some recent
researches have tried to develop applicable solutions under certain constraints.
For example, a research weighted all available financial services and measured
coefficients in order to obtain the optimized solution to choosing services [52].
This method simply used an ordered sequence such that the weight values were
not well addressed. Another research had similar research focus on weighting
service items, which developed a method of classifying cyber risks [53]. This
research had stronger contribution to cyber risk classifications by using seman-
tic techniques to create knowledge representation graphs. The work was further
improved [54] by applying Monte Carlo (MC) simulations for efficient data ana-
lytics in forming security framework.

Moreover, many prior researches concentrated on reducing the risks related
to physical locations. Ma et al. [55] proposed a method of increasing the security
level for Radio-Frequency IDentification (RFID)-based applications. This app-
roach considered the geographical information-related data the constraints of
the data accesses; thus, a financial transaction will be denied when an abnor-
mal location-related movement is detected. The limitations of this approach are
that the mechanism highly relies on RFID techniques and the accuracy of the
adversaries detections is under debate. Another work [56] developed an authen-
tication protocol of RFID that used a hash function to reach mutual authenti-
cation between the data and databases. Using a hash function for the purpose
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of creating secure RFID protocols had been also used in other work [57]. The
crucial part of using RFID techniques in securing financial data/information is
to successfully protect hash tags.

In summary, it is difficult for FSIs and system administrators to perceive
potential cyber hazards from emerging technologies or applications until the
adversaries attack. Typical solution is to understand the active system and
reduce the rate of attacks by discerning technical details and business processes.

4 Findings and Discussions

Our work primarily focused on security and privacy issues in FinTech and com-
pleted a comprehensive survey on the target field. Traditional threats still exist
throughout all security dimensions in the financial industry. Moreover, FSIs were
always primary attack targets in a networking environment so that new cyber
risks kept coming out along with the emergence of new technologies. We sum-
marized our main findings addressing major appearing challenges and solutions
in this section, as given in the following statement.

1. An explicit perceptibility of financial business processes was a critical task
for formulating secure data flows and predicating user scopes. Cyber hazards
could be caused by the participations of unknown, untrusted, or unexpected
data users.

2. Using multimedia was a trend to strengthen the access controls in that multi-
ple constraints could be applied in validations. The logical restrictions defining
role authentications could increase the protections in network-based financial
systems.

3. Mobile financial services highly relied on the utilizations of mobile devices and
networks, such that cyber risks attached to distributed networking systems
should be addressed, such as monitoring communications and hacking cloud
storage.

4. New technologies could bring unanticipated cyber risks although the technolo-
gies were desired to introduce benefits. The challenges were generally attached
to technical vulnerabilities of new systems, uncertain business process designs,
and high complexity of governance.

5 Conclusions

This work accomplished a survey on major security and privacy issues in Fin-
Tech. The literature review not only covered the traditional threats but also
looked into new challenges in the field. We categorized the main issues into
three dimensions, including business operations, threats in cloud computing, and
emerging Fin-privacy issues. The solution synthesis was made in three aspects,
which included risk detections, authentication and access controls, data usage
cycles, and data storage/processing. The outcomes of this work provide a solid
theoretical support for future Fin-Tech strength in security and privacy domains.
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Abstract. Aimed at the calibration problem of multi-sensor system because of
cross-sensitivity, a novel approach based on forward-model and inverse-model
was proposed. For forward-model, measurants were taken as inputs, sensor
outputs were taken as outputs. For inverse-model, its inputs and outputs were
just the opposite. The forward-model was built with calibration samples by
interpolation at first. And with this model, “additional samples” were produced.
Then, inverse model was built with calibration samples and “additional sam-
ples” by training neural networks for every component of analyte. Finally,
spectral analysis of light alkane gas mixture was taken as an example to test the
calibration approach. The results showed that almost same accuracy, when the
approach was applied, could be obtained with only 200 sets of samples as that
obtained with 7000 sets of samples, which meaned the proposed approach could
reduce the number of calibration sample. And calibration cost could be reduced.

Keywords: Multi-sensor system � Cross-sensitivity � Calibration approach �
Neural network � Additional samples

1 Introduction

Most sensors are sensitive to not only their measurants. In other words, cross-sensitivity
exists in many measurement systems. For instance, most methane sensor made with
semiconductor is also sensitive to ethane and carbon monoxide beside methane [1, 2]. If
one measure the concentration of ethane using optical sensor at well-head, he may
doesn’t know the output change of the sensor is caused by ethane or propane because the
absorption spectrum of ethane overlap with that of propane [3]. In order to reduce
cross-sensitivity and obtain accurate measurement result, in this case, multi-sensor
system has to be designed and calibrated [4, 5].

In the past twenty years, many approaches such as Least Mean Square(LMS),
Neural Network(NN), Support Vector Machine(SVM), and so on, have ever been used
to build the static model of the multi-sensor system with calibration data [5–7].
However, every approach has its shortcomings. For LMS, it is hard to build a complex
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model because of its architecture. It is said that NN can fit any function with any
accuracy. But this object is based on such an assumption that the number of calibration
samples is enough large and even infinite. In practice, it is impractical to obtain so
many calibration samples in some cases. Then, either under-fitting or over-fitting
always bewilders the user. SVM is also used for multi-sensor system calibration in
recent years. It is said that SVM can overcome the problem of over-fitting when
calibration sample is not enough. But a new matter comes forth. There isn’t a reliable
rule for choosing the nonlinear function of the machine.

In this paper, a novel approach was presented to improve calibration accuracy of
multi-sensor system with limited number of training samples based on our previous
works [3, 4]. For this approach, the structure of the whole multi-sensor measurement
system was shown in Fig. 1. The models, yj = fj(x1, x2, ���, xn), shown in Fig. 1 were
called forward-model and were built through interpolation at first. Where, i = 1,2,
��, n, j = 1, 2, ���, m, m ≥ n. For the forward-models, measurants, xi(i = 1, 2, ���, n),
were taken as inputs of the models and the outputs of sensors were looked as outputs.
Then, forward-model was used to produce “additional samples”. Finally, NN was used
to build the measurement model called as inverse-model, x

0
i ¼ giðy1; y2; � � �; ymÞ, with

both “additional samples” and calibration samples.
In the end of this paper, the presented approach was applied in spectral analysis of

multi-component of gas mixture. In the measured gas mixture, methane, ethane, pro-
pane, iso-butane and n-butane were taken as analytes, iso-pentane and n-pentane were
taken as interferents, that have ever been analyzed with Fourier transform infrared
spectrometer (FT-IRS) and gas chromatography (GC) in our previous work [3].

2 Methodology

Because measurants are normally uncorrelated to each other, all the measurants and one
of the outputs of the multi-sensor system can be looked as a curve surface in an
orthogonal coordinate system. It is well known, a curve surface function is easy to be
fitted in such an orthogonal coordinate system rather in a nonorthogonal coordinate

Fig. 1. Structure of multi-sensor measurement system
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system. Furthermore, the output of every sensor is normally monotone increasing or
decreasing to every measurant. And high fitting accuracy may be obtained with the
forward-model built with calibration samples even using local linearization, spline
fitting, trigonometry or other interpolation approach [8]. Then, enough “additional
samples” can be produced with these forward-models. NN can be used to build the
measurement model called as inverse-model, x

0
i ¼ giðy1; y2; � � �; ymÞ, with both “addi-

tional samples” and calibration samples. Because the samples used to train the
inverse-model can be “produced” infinitely with forward-models, enough “samples”
can be gotten, and over-fitting will not happen.

However, conventional interpolation is only used for curve fitting in two-dimensional
plane or curve surface in three-dimensional space. The number of measurants may be
higher than 2. In order to extend the application of interpolation to high-dimensional
space, in this paper, an approach called as patulous-cross-section-interpolation (PCSN)
was proposed for getting forward-models, the transfer function fi(�), shown in Fig. 1.
The idea of this approach was introduced though density calculation of a cube shown in
Fig. 2. In this figure, a cube had been divided equally into 27 son-cubes. For the cube, the
density wasn’t well-proportioned, but the density of every vertex of every son-cube was
known. For example, the density of dot A(xA, yA, zA) was ρA, and the density of dot B(xB,
yB, zB) was ρB, where xA, yA, zA, xB, yB, zB, ρA and ρB were known. If the coordinate of a
random dot W(xW, yW, zW) in the object was given, where xW, yW, zW were known, the
density on dot W could be calculated with all the specimen dots or some of the specimen
dots through following process.

From Fig. 2, it was obvious that dot W was on line JM in plane HISV, line JM was
perpendicular to axis x (line OR) and axis y (line OC), so the coordinates of dot J, K, L
and M could be written as (xW, yW, zJ), (xW, yW, zK), (xW, yW, zL) and (xW, yW, zM)

Fig. 2. Sketch map of space splitting
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respectively. If the densities of these four dots, ρJ, ρK, ρL and ρM were also known, the
density of dot W could be calculated with the coordinates and densities of dots J, K, L
and M through curve interpolation such as 3-order spline. Similarly, in plane ABQP,
shown in Fig. 2, if the densities of dot V, U, T and S were known, the density of dot J
could also be calculated through curve interpolation. In Fig. 2, four dots, A, E, F and B,
were all vertex of son-cube, their coordinates and densities were known, so the density
of dot V could be calculated with the coordinates and densities of these four dots
through curve interpolation. In the same way, the densities of U, T and S could also be
calculated in plane ABQP. Then, set the densities of V, U, T and S as known quantities,
the density of dot J could be calculated through curve interpolation again. By the same
way of calculating the density of dot J, the densities of K, L and M were calculated.
Then, the density of dot W could be calculated with the densities of J, K, L and M by
curve interpolation. In this way, a curve surface in four dimensional space was fitted by
curve interpolation through splitting curve surface fitting in four dimensional space into
curve surface fitting in three dimensional space, and then splitting curve surface fitting
in three dimensional space into curve fitting in two dimensional space. The rest might
be deduced by analogy, curve surface fitting in higher dimensional space could be
performed with this reducing dimension method. Above idea induced, following the-
orem was concluded:

In a N + 1 dimensional space, there is a curve surface function: y = f(x0, x1, ���, xN−1).
For the curve surface, There are

QN�1

l¼0
Ml known discrete dots whose coordinates are

known. The lengths of X0, X1, ���, XN−1 are respectively. Then, Y, x0,i, x1,j, ���, Xl, ���, xN−1,
l are assumed to be known in the N + 1 dimensional space. Where Y is {Yl (x0,i, x1,j, ���,
Xl, ���, xN−1,k), 0 ≤ l ≤ N − 1}, vector Xl is made up of xl,h(h2[0,Ml − 1]), and vector Yl
is made up of yh(x0,i, x1,j, ���, Xl, ���, xN−1,k), Xl is in normal to vector r Yl (x0,i, x1,j, ���, Xl, ���,
xN−1,k) in the N + 1 dimensional space. The function for curve interpolation in plane x0,i,
x1,j, ���, Xl, ���, xN−1,k, Yl is written as

yðx0;i; x1;j; � � � ; xl;m; � � � ; xN�1;kÞ ¼ Gx0;i;x1;j;���;xl;���;xN�1;k½Xl; xl;m; Ynðx0;i; x1;j; � � � ;Xl; � � � ; xN�1;kÞ� ð1Þ

where xl,m is the interpolated point on the direction of vector xl, xl is the input vector for
curve interpolation, and Yl is the output vector for curve interpolation. Then, if a
random point whose coordinate is x0,a, x1,b, ���, xN−1,c, �y is given in the N + 1
dimensional space, where x0,a, x1,b, ���, xN-1,c are known, �y can be calculated by Eq. (2)

�yðx0;a; x1;b; � � � ; xN�1;cÞ ¼ Gx0;a;x1;b;���;xN�2;p;xN�1;c ½XN�1; xN�1;c; YN�1ðx0;a; x1;b; � � � ;XN�1Þ� ð2Þ

where XN−1 is {xN−1,p, p2[0, MN−1]}, xN−1,c is the interpolation point, and vector YN−1
(x0,a, x1,b, ���, XN−1) is {yN−1,0, yN−1,1, ���, yN−1,MN−1, 0 ≤ p ≤ MN−1}. For given p,

yðx0;i; x1;j; � � � ; xl;m; � � � ; xN�1;kÞ ¼ Gx0;i;x1;j;���;xl;���;xN�1;k½Xl; xl;m; Ynðx0;i; x1;j; � � � ;Xl; � � � ; xN�1;kÞ� ð3Þ

where xN−2,q is the interpolation on the direction of vector XN−2, and xN−2,q2XN−2;
vector YN−2(x0,a, x1,b, ���, XN−2, xN−1,p) can be calculated by the same method.
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3 Application Results and Discussion

3.1 Application

In this section, the presented approach in Sect. 2 was applied in spectral analysis of
multi-component gas mixture. Every absorbance was looked as a common sensor. In the
measured gas mixture, there were five components of analytes, methane, ethane, pro-
pane, iso-butane and n-butane were included, and two components of interferents,
iso-pentane and n-pentane were included. The spectrum resolution was 4 cm−1. Because
their molecular structures are close to each other, their absorption spectra overlap with
each other extensively, see Fig. 3. In other words, there may be high cross-sensitivity.

In our previous work [3], seven thousands of samples had ever prepared. In order to
test the performance of this approach presented in this paper, two hundred of samples
have been chosen from them and used to build analysis model by the method intro-
duced above. Firstly, “additional sample” was produced with these samples. Then,
baseline correction, feature extraction and model building were performed by the same
approaches used in our previous work. Finally, testing samples collected at well-head
of oil exploration were analyzed with the inverse models built in this paper1.

3.2 Results and Discussion

The analysis results of every component of analyte were shown in Fig. 4. In this figure,
curves marked with “FTIR0”, “FTIR1” and “GC” indicated analysis results in our
previous work [3], that obtained by the method introduced in this paper, and that gotten
with GC, respectively. GC have been widely used for a long time in the field of gas
well logging, its gas well log could be taken as the reference for testing the instrument
based on FT-IRS [3]. Here, “GC” was still taken as a reference.

From every sub-figure of Fig. 4, one could found that “FTIR1” almost overlapped
with “FTIR0”, especially for methane and propane. For ethane, from the 100th minute,
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Fig. 3. Absorption spectra of seven components of light alkane gas

1 All the samples can be downloaded from my network disk: http://pan.baidu.com/s/1hqrKdJe.
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“FTIR1” began to be less than “FTIR0”, the difference increased as time went on. But
for iso-butane and n-butane, the condition was almost the opposite. The maximum
relative error appeared in Fig. 4(d). At the 144th minute, denoted with an ellipse, the
analysis result of GC was 88 × 10−6 (88 ppm) while that of FT-IRS calibrated by the
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Fig. 4. Analysis results of light alkane mixture. (a) methane, (b) ethane, (c) propane,
(d) iso-butane, (e) n-butane
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approach proposed here was 107 × 10−6. According to the requirement of gas well
logging [3], the permitted error was 30 × 10−6 when the expected value was less than
100 × 10−6. So the analysis result still fitted the requirement. Although there were
some differences between “FTIR1” and “GC”, the differences were relatively higher
than that between “FTIR0” and “GC”, the variation tendency of “FTIR1” was always
the same of “GC”. And for most application cases where calibration cost was high, the
approach proposed here was still a good alternative.

Additionally, from Fig. 4, one could found that every component of gas could be
recognized from each other even when its concentration was only 30 ppm. So the
approach presented in this paper could overcome effectively the over-fitting problem of
NN applied in multi-sensor system calibration. Because the application example might
be one of the most complicated due to the high cross-sensitivity, one could believe that
it was possible to build any multi-sensor measurement model using this approach.

4 Conclusion

To overcome calibration problem of multi-sensor system where cross-sensitivity was
high, a calibration approach based on forward-model and invers-model was proposed.
Aimed to the disadvantage of conventional interpolation, an approach called as
patulous-cross-section-interpolation (PCSN) was proposed to extend interpolation to
high-dimensional space for getting forward-model. Finally, the multi-component of light
alkane mixture analysis with FT-IRS was taken as an example to test the performance of
the approach. From the results and analysis, following conclusion could be drawn:

(1) This approach can be used to reduce calibration sample number greatly, even in
the case of high cross-sensitivity. In case of that calibration cost is high, this
approach is a good alternative.

(2) Compared to analysis model calibrated with large number of samples, the accu-
racy of that calibrated by the approach proposed here is relatively less for a little.
So large number of samples may be still necessary if high accuracy is needed.
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Abstract. Renewable energy sources such as photovoltaic power gen-
eration is becoming a promising technology for modern computing and
communication systems. Current power stations integrate multiple smart
devices. Each of them uses a communication front-end computer to facil-
itate the data collection and transmission to the back-end servers. Com-
pared to conventional power stations that use fossil fuel, the number
of communication front-end computers in photovoltaic power station is
nearly doubled, which causes maintenance and pricing issues. This paper
presents a novel virtual communication strategy for smart photovoltaic
power generation systems. We use serial port servers to replace communi-
cation front-end computers and establish a virtual communication chan-
nel to transparently manage communication. We implement the proposed
communication strategy on a commercial photovoltaic power generation
system. The experimental results show that the proposed strategy can
reduce the costs by over 60% and achieve reliable performance.

Keywords: Communication strategy · Photovoltaic generation · Solar
energy · Virtual port · Relay protection

1 Introduction

The burning of fossil fuels, such as coal and oil, will release greenhouse gases
and other pollutants into the atmosphere. Solar energy is a typical renewable
energy, which becomes a clean alternative to fossil fuels [1,2]. In modern pho-
tovoltaic systems, many smart devices are integrated into the power generation
system. Most of current photovoltaic systems follow the distributed communica-
tion infrastructure in conventional fossil fuels powered system. In such systems,
every inverter chamber is configured with a communication front-end computer.
All the collected information will be transformed into standard format and sent
to the back-end server. Photovoltaic systems necessarily allocate much more
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communication front-end computers. The large number of communication front-
end computers causes high production costs and incurs difficulty in hardware
maintenance and software update.

In order to solve this problem, this paper presents a novel virtual port man-
agement strategy for photovoltaic systems. We utilize the properties of ethernet
communication protocols and Modbus protocol, to replace distributive commu-
nication front-end computers with serial port server. The serial port server builds
up a virtual communication channel on top of smart devices. Using this trans-
parent communication, it simplifies the connection of communications. Since
serial port server is relatively cheaper and the maintenance cost is much eas-
ier compared to the conventional distributive front-end computer, the proposed
strategy can effectively reduce the system cost and provide reliable performance.
We have implemented the proposed strategy in a commercial photovoltaic gen-
eration system. Experimental results proved our design concept. The prototype
can demonstrate reliable and efficient communication performance.

The remainder of this paper is organized as follows. Section 2 shows the
background and the motivation. Section 3 presents our proposed virtual data
communication strategy for photovoltaic generation systems. Section 4 shows
the experimental results. Finally, we conclude the paper and discuss the future
work in Sect. 5.

2 Background and Motivation

Serial port is a kind of communication process by sending data sequentially one
bit at a time. It normally transits through a communication channel or computer
bus. In modern relay protection systems, RS-485 and RS-232 are the typical stan-
dards for serial binary data transfer. These compatible serial interfaces define
connector pin-outs, cabling, signal levels and parity checking information. Con-
trollers can utilize the serial interface to recognize and use any types of networks
without realizing which they are actually communicating on.

Modbus protocol, which is designed by Modicon Inc., provides a protocol
with the predefined content structure. This open protocol can be used in Modi-
con controllers to communicate using a master-slave fashion, in which only one
master (i.e., a device) can initiate transactions. Other slaves have to respond by
taking the action requested in the query, or providing the demanded data to the
master.

During data communications, Modbus protocol can determine the way to
locate each device address to the associated controller. It will also determine the
consecutive actions to be taken and how to extract any data or other information
contained in the message. It builds up a common format for the content and the
layout of the message field.
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Fig. 1. The proposed network architecture of the photovoltaic monitoring system.

3 Design of Virtual Data Communication Strategy
For Photovoltaic Generation Systems

3.1 System Architecture

This section presents the system architecture of the proposed virtual data com-
munication strategy for photovoltaic generation systems. The system has the
multiple-level, distribute, and open network infrastructure. As shown in Fig. 1, it
consists of two functional layer, i.e., station control layer and site control layer.
Among them, station control layer is a centralized management layer, and it
adopts double-star ethernet infrastructure. All devices in the station, including
back-end computers, remote-control computers, and front-end computers, are
attached to station control networks. Site control layer handles network access.
It uses RS-485 bus to collect all the operation states of devices, and it commu-
nicates with station control layer through optical fiber ethernet.

In the photovoltaic system, all inverter cabinets compose of optical fiber ring
network. Serial port devices, including inverters, junction boxes, measurement
and control boxes, AC and DC voltmeters are connected to the ethernet via serial
port server in the chamber. Serial port server lets real serial ports map to virtual
serial ports in communication front-end machine through TCP/UDP protocols.
This step provides transparent translation between serial ports and network
ports. In this way, communication front-end machine can directly access smart
devices in inverter chamber, thereby reducing the number of communication
front-end machines and improving the debugging efficiency in communication.

3.2 System Analysis

In our design, the serial ports in the server are mapped to virtual serial port
channel in ethernet. The communication delay Tdelay in ethernet mainly consists
of queuing delay Tqueue, send delay Tsend, and transmit delay Ttrans.
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Fig. 2. The format of the UDP packet.

Tdelay = Tqueue + Tsend + Ttrans (1)

Among them, queue delay is due to the concurrent transition from multiple
nodes. This conflict will cause the resend of data, and it is related to the number
of conflicts. Modbus protocol is a query-based protocol. The query mechanism is
controlled by communication front-end machine and the message flow is stable.
Our experimental results also prove that this transition and scheduling mech-
anism will not cause queue delay, when the network budget is lower than the
communication bandwidth of the ethernet.

Send delay is determined by the frame length L and the transition rate V of
the ethernet. Then the send delay can be obtained by the following equation.

Tsend =
L

V
(2)

For a 100 Mbit/s ethernet, suppose L is 256 bytes (including the leading code
with 8 bytes), the send delay is 26.4µs.

Transmit delay is affected by transmission rate of the signal, the number
of repeaters, and the physical distance between the source and the destination
nodes. Suppose a 200 MW large-scale photovoltaic generation station has 200
inverter chambers and 200 serial port servers, and every serial port server has 4
RS-485 ports. Serial port transmit rate is 9600 bit/s; data bits are 8 bits; starting
bit is 1 bit; stop bit is 1 bit; and there is no correcting bit. Modbus sends 8 bytes
of data for each query, and the response from the device takes 100 bytes. The
utilization ratio of serial port channel is 90%. Therefore, the data flow of a single
serial port takes [9600/(8 + 1 + 1 + 0)] × 90% = 864 bytes/s, which corresponds
to [864/(8 + 100)] × 2 = 16 packages/s.

Figure 2 illustrates the frame format of an UDP packet. Based on this format,
every UDP package includes application data and the 42 bytes data header. Then
the corresponding data flow for virtual serial port channel is [(42 + 8) + (42 +
100)]/2 × 16 = 1536 bytes/s. The communication bandwidth is 12 kbit/s.

Based on the analysis, for a large-scale photovoltaic generation system with
capacity of 200 MW under very high serial port utilization ratio, the total com-
munication bandwidth is only 9.6 Mbit/s, which is less than 10% of the ethernet’s
100 Mbit/s bandwidth. Therefore, the bandwidth for communication front-end
computer is well under control. Using middle-end or even low-end centralized
communication front-end computer can satisfy the requirement.
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Algorithm 3.1. The Basic Process for Serial Port Server
Require: A number of Sport serial ports, network ports.
Ensure: Issue the data transaction and forward UDP package.
1: System initialization and bootup.
2: Read and configure parameters for serial ports and network ports.
3: Monitor the condition of ports 9001-9008.
4: while Ports 9001-9008 receive UDP package x do
5: Sx ← network port number Nx- 9000.
6: Forward the application data in UDP package x to serial port Sx.
7: for each serial port Sy among Sport do
8: if Serial port Sy received data then
9: if the received data is over-length or overtime then

10: Network port number Ny ← serial port number Sy + 9000.
11: Forward UDP package to network port Ny.
12: end if
13: end if
14: end for
15: Issue the data transaction.
16: end while

3.3 Design of Serial Port Server

Serial port server does not interpret specific application-level protocols. It only
implements the transparent translation between serial port data and network
data. This unique functionality makes serial port server feasible for various pho-
tovoltaic generation systems. Serial port server only needs to configure several
parameters to facilitate the data transmission between serial port and network.
Since the communication overhead should be carefully designed [3,4], this can
significantly minimize the workload for the system maintenance and debugging,
thereby reducing the communication error rate.

Our design for the serial port server has been implemented in the photo-
voltaic generation system. The basic process for serial port server is shown in
Algorithm 3.1. Serial port server will monitor network ports 9001 to 9008. In
our design, we allocate these eight network ports to serve the serial ports. It is a
general strategy that can be extended to the case with multiple network ports.
Serial port server will extract application data from the received UDP package,
and forward the package to the corresponding serial port (1 to 8).

Serial port server will also monitor the eight serial ports to ensure the com-
pletion of data transition. The received data will be stored in the corresponding
data buffer. When the data exceeds the maximum buffer length or the data
encounters time out, serial port server will send the package in data buffer as
UDP application data to the corresponding network port. In our prototype, the
timeout is set as 3 ms.
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3.4 Design of Communication Front-End Machine

Communication front-end machine creates a protocol thread for each virtual
serial port. It manages each single RS-485 bus, and multiple threads can be exe-
cuted in parallel. For one thread, only one protocol (e.g., Modbus protocol) can
be interpreted. Communication front-end machine uses IP address and network
port number to identify virtual serial port. Each virtual port will create a socket,
which can be used to send or receive specific IP address and the UDP package
of the network port number.

For the basic process for communication front-end machine, communication
front-end machine checks the status of smart device with the same virtual serial
port based on the round-robin manner. It sends UDP query through sockets.
Communication front-end machine simultaneously monitors whether the socket
received the UDP data package. If the socket received the data, it will extract
application data and store it into data buffer. When the message in data buffer
has been successfully assembled, protocol module will call analysis functions and
handle the data. A new round of query will be immediately started after this
step. If the serial port has been interrupted or the internet has encountered
package loss, this case will be treated as failure after a certain time of over-
time. Communication front-end machine will reset polling time and restart the
previous query.

4 Evaluation

4.1 Experimental Setup

We have implemented the prototype of our design in a commercial photovoltaic
generation system. We build and operate a solar power station with an initial
capacity of 20 MW in Xinjiang in the dry north-west of China, whose abundant
sunshine and deserts make it China’s prime location for solar power generation.
Figure 3 illustrates the prototype of the system. This photovoltaic power sta-
tion contains twenty inverter chamber. Each inverter chamber has two inverters,
twelve junction boxes, one measurement and control box, two AC voltmeters,
and two DC voltmeters. A total of nineteen smart devices are attached to four
RS-485 ports, and each RS-485 port handles about 4–5 devices. The query time
for each RS-485 bus is 200 ms, which can ensure that data can be updated within
one second. This setup is sufficient to satisfy the data refresh requirement for
modern photovoltaic power station.

We configured one communication front-end machine, and its IP address is
198.121.0.203. We also configured twenty serial port servers. The IP addresses
range from 198.121.0.101 to 198.121.0.120. Communication front-end machine
consists of eighty Modbus protocol modules. These eighty modules are commu-
nicated with virtual serial ports 9002 to 9005 of each serial port server. Com-
munication front-end machine can parallel process every protocol module, and
each machine can simultaneously query eighty virtual serial port channels.
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Fig. 3. The implementation of the prototype. (a) the photovoltaic monitoring system
that incorporates multiple smart devices. (b) the photovoltaic system that monitors
the radiation strength. (c) the back review of the photovoltaic system.

Table 1. Performance for virtual communication strategy for smart photovoltaic gen-
eration systems

Performance metrics Experimental results

Average network traffic 151 kbit/s

Peak network traffic 1.5 Mbit/s

Effective message length 28 bytes

4.2 Experimental Results

Table 1 illustrates the performance of virtual communication strategy for smart
photovoltaic generation systems. We test the average network traffic, and the
result is 151 kbit/s. In terms of effective message length, which denotes the trans-
mission of effective Modbus query and response messages, the average length is
28 bytes. Based on these results, even for the large-scale photovoltaic genera-
tion system with initial capacity of 200 MW, the actual network traffic is only
1.5 Mbit/s. This result is much lower than the theoretical bound presented in
the analysis in Sect. 3. This result shows that our implementation can satisfy the
design objective of the photovoltaic communication system.

In terms of communication costs, we have tested a set of experiments with dif-
ferent test cases. The experimental results are shown in Tables 2 and 3. For each
serial port server with specific IP address (e.g., 198.121.0.103), its network port
has a corresponding RS-485 port. Communication front-end machine will check
the smart devices one after another based on the round-robin manner. After
the response from the device, it will send the next query message. The com-
munication cost denotes that the time between the query from communication
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Table 2. Message interaction time and the total message length for virtual communi-
cation strategy

Test cases Message interaction time (ms) The total message length (bytes)

1 22.123 17

2 25.619 21

3 22.206 17

4 21.621 17

5 20.243 15

6 30.068 23

7 23.953 19

8 20.618 15

9 68.297 61

10 83.555 75

11 22.085 17

front-end machine and the request being serviced. The average communication
cost is 4.638 ms. Among them, the configuration for message timeout of serial
server is 3 ms. The rest of the costs belong to network communication delay and
device response cost, and this time is 1.638 ms. Based on the analysis in Sect. 3,
the network communication delay is less than 100µs. Therefore, the majority of
other time costs is caused by the response of the smart device itself.

In our implementation of photovoltaic generation system, we use only one
centralized communication front-end machine and twenty serial port server to
replace twenty distributed communication front-end machines. The price for

Table 3. Time costs for virtual communication

Test cases Serial communication time (ms) Other time costs (ms)

1 17.708 4.415

2 21.875 3.744

3 17.708 4.498

4 17.708 3.913

5 15.625 4.618

6 23.958 6.110

7 19.792 4.161

8 15.625 4.993

9 63.542 4.755

10 78.125 5.430

11 17.708 4.377
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centralized communication front-end machine is close to that for distributed one,
while the price for serial port server is only one-third of communication front-end
machine. As a result, the total budget of the system reduces about two-thirds.
Our experimental results show that the requested communication bandwidth is
far below the theoretical bound. Therefore, our virtual communication strategy
presents a feasible and reliable solution.

5 Conclusion

This paper presents a virtual communication strategy for photovoltaic generation
system. We jointly consider the unique characteristics of communications in pho-
tovoltaic system, and the property of TCP/UDP, RS-485 and Modbus protocols.
Different from the conventional design that uses the distributed communication
infrastructure, our solution uses a centralized communication infrastructure, and
it can significantly reduce the device expenses while achieving similar system
performance. Our communication strategy has been implemented in a commer-
cial 20 MV photovoltaic generation system. Experimental results show that our
solution can achieve reliable and satisfactory performance.

Advanced computing and communication systems adopt emerging technolo-
gies to reduce thememory usage andboost the systemperformance. It is possible to
integrate parallel and hybrid storage systems [5–8,21], flash memory [9–14], phase-
change memory (PCM) [15–17], spin-transfer torque RAM (STT-RAM) [18], and
3D memory hierarchy [19,20] for better scalability, which may require different
architectural support and communication optimization strategies.

Acknowledgements. The work described in this article is partially supported by
the grants from National Natural Science Foundation of China (61502309), Guang-
dong Natural Science Foundation (2014A030313553, 2013B090500055, 2014A0303
10269 and 2016A030313045), Shenzhen Science and Technology Foundation
(JCYJ20150529164656096 and JCYJ20150525 092941059), and Natural Science Foun-
dation of SZU (701-000360055905, 701-00037134, and 827-000073).

References

1. Wang, Y., Chen, R., Shao, Z., Li, T.: SolarTune: real-time scheduling with load tun-
ing for solar energy powered multicore systems. In: 2013 IEEE 19th International
Conference on Embedded and Real-Time Computing Systems and Applications,
pp. 101–110 (2013)

2. Li, C., Zhang, W., Cho, C.B., Li, T.: SolarCore: solar energy driven multi-core
architecture power management. In: 2011 IEEE 17th International Symposium on
High Performance Computer Architecture, pp. 205–216 (2011)

3. Wang, Y., Liu, D., Qin, Z., Shao, Z.: Optimally removing intercore communication
overhead for streaming applications on MPSoCs. IEEE Trans. Comput. 62(2),
336–350 (2013)



A Virtual Communication Strategy 265

4. Wang, Y., Shao, Z., Chan, H.C.B., Liu, D., Guan, Y.: Memory-aware task schedul-
ing with communication overhead minimization for streaming applications on bus-
based multiprocessor system-on-chips. IEEE Trans. Parallel Distrib. Syst. 25(7),
1797–1807 (2014)

5. Nijim, M., Qin, X., Qiu, M., Li, K.: An adaptive energy-conserving strategy for
parallel disk systems. Future Gener. Comput. Syst. 29(1), 196 (2013)

6. Qiu, M., Chen, L., Zhu, Y., Hu, J., Qin, X.: Online data allocation for hybrid mem-
ories on embedded tele-health systems. In: 2014 IEEE International Conference on
High Performance Computing and Communications (HPCC 2014), pp. 574–579
(2014)

7. Wang, J., Qiu, M., Guo, B.: High reliable real-time bandwidth scheduling for vir-
tual machines with hidden markov predicting in telehealth platform. Future Gener.
Comput. Syst. 49(C), 68 (2015)

8. Li, X., Xiao, L., Qiu, M., Dong, B., Ruan, L.: Enabling dynamic file I/O path
selection at runtime for parallel file system. J. Supercomput. 68(2), 996 (2014)

9. Guan, Y., Wang, G., Wang, Y., Chen, R., Shao, Z.: BLog: block-level log-block
management for NAND flash memorystorage systems. SIGPLAN Not. 48(5), 111–
120 (2013)

10. Wang, Y., Liu, D., Qin, Z., Shao, Z.: An endurance-enhanced flash translation layer
via reuse for NAND flash memory storage systems. In: 2011 Design, Automation
Test in Europe, pp. 14–19 (2011)

11. Huang, M., Liu, Z., Qiao, L., Wang, Y., Shao, Z.: An endurance-aware metadata
allocation strategy for MLC NAND flash memory storage systems. IEEE Trans.
Comput. Aided Des. Integr. Circ. Syst. 35(4), 691–694 (2015)

12. Zhang, Q., Li, X., Wang, L., Zhang, T., Wang, Y., Shao, Z.: Lazy-RTGC: a real-
time lazy garbage collection mechanism with jointly optimizing average and worst
performance for NAND flash memory storage systems. ACM Trans. Des. Autom.
Electron. Syst. 20(3), 43:1 (2015)

13. Chen, R., Qin, Z., Wang, Y., Liu, D., Shao, Z., Guan, Y.: On-demand block-level
address mapping in large-scale NAND flash storage systems. IEEE Trans. Comput.
64(6), 1729–1741 (2015)

14. Chen, R., Wang, Y., Hu, J., Liu, D., Shao, Z., Guan, Y.: Unified non-volatile
memory and NAND flash memory architecture in smartphones. In: 2015 20th Asia
and South Pacific Design Automation Conference (ASP-DAC 2015), pp. 340–345
(2015)

15. Qiu, M., Ming, Z., Li, J., Gai, K., Zong, Z.: Phase-change memory optimization
for green cloud with genetic algorithm. IEEE Trans. Comput. 64(12), 3528 (2015)

16. Zhao, M., Jiang, L., Shi, L., Zhang, Y., Xue, C.: Wear relief for high-density phase
change memory through cell morphing considering process variation. IEEE Trans.
Comput. Aided Des. Integr. Circ. Syst. 34(2), 227 (2015)

17. Pan, C., Xie, M., Hu, J., Qiu, M., Zhuge, Q.: Wear-leveling for PCM main memory
on embedded system via page management and process scheduling. In: 2014 IEEE
20th International Conference on Embedded and Real-Time Computing Systems
and Applications (RTCSA), pp. 1–9 (2014)

18. Li, J., Shi, L., Li, Q., Xue, C.J., Chen, Y., Xu, Y.: Cache coherence enabled adap-
tive refresh for volatile STT-RAM. In: Proceedings of Design, Automation Test in
Europe Conference Exhibition (DATE 2013), pp. 1247–1250 (2013)

19. Wang, Y., Shao, Z., Chan, H., Bathen, L., Dutt, N.: A reliability enhanced address
mapping strategy for three-dimensional (3-D) NAND flash memory. IEEE Trans.
Very Large Scale Integr. (VLSI) Syst. 22(11), 2402 (2014)



266 J. Yang et al.

20. Wang, Y., Zhang, M., Dong, L., Yang, X.: A thermal-aware physical space allo-
cation strategy for 3D flash memory storage systems. In: Proceedings of the 2016
International Symposium on Low Power Electronics and Design, ISLPED 2016,
pp. 290–295. ACM, New York (2016)

21. Liu, M., Liu, D., Wang, Y., Wang, M., Shao, Z.: On improving real-time interrupt
latencies of hybrid operating systems with two-level hardware interrupts. IEEE
Trans. Comput. 60(7), 978–991 (2011)



Hybrid One-Class Collaborative Filtering
for Job Recommendation

Miao Liu1, Zijie Zeng1, Weike Pan1, Xiaogang Peng1(B), Zhiguang Shan2,
and Zhong Ming1(B)

1 College of Computer Science and Software Engineering, Shenzhen University,
Shenzhen, China

mloud.vip@gmail.com, zengzijie1991@gmail.com,

{panweike,pengxg,mingz}@szu.edu.cn
2 Information Research Department, State Information Center, Beijing, China

shanzhiguang@263.com

Abstract. Intelligent recommendation has been a crucial component
in various real-world applications. In job recommendation area, devel-
oping an effective and personalized recommendation approach will be
very helpful for the job seekers. In order to deliver more accurate job
recommendations, we propose a system by incorporating users’ interac-
tions and impressions as the data source and design a hybrid strategy by
taking the advantages of three existing one-class collaborative filtering
(OCCF) algorithms. The proposed solution combines multi-threading
techniques in the traditional item-oriented OCCF (IOCCF) and user-
oriented OCCF (UOCCF) algorithms, and also applies an approxima-
tion of the sigmoid function in Bayesian personalized ranking (BPR) to
improve the efficiency of the overall performance. Based on the experi-
ment results, the proposed system shows the effectiveness of using users’
interactions and impressions by an improvement of 23.78%, 15.61% and
11.50%, and the effectiveness of using the hybrid strategy by a further
improvement of 34.55%, 16.20% and 20.90%, over IOCCF, UOCCF and
BPR, respectively.

Keywords: One-class collaborative filtering · Hybrid recommendation ·
Job recommendation

1 Introduction

Intelligent recommendation has been an important solution to address various
information overload challenges in industry, including product recommendation
in e-commerce such as Amazon and TMall, and advertisement recommendation
in search engines like Google and Baidu. Recently, job recommendation in pro-
fessional networks, such as LinkedIn, becomes another important research topic
that interests many researchers. For example, the ACM RecSys Challenge 2016
focuses on the task of job recommendation in XING1, which is a typical social
1 https://www.xing.com/.
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website for businesses and individuals for job opportunities. Specifically, there
are about 15 million users and 1 million job postings on the XING platform.
The challenge is to find a number of suitable job postings that a XING user will
probably interact with (e.g., click, bookmark and/or reply).

It is very complicated to develop a single super-model for this year’s RecSys
Challenge considering the extremely sparse dataset under such a big data vol-
ume. Generally speaking, in order to improve the recommendation performance,
all useful data regarding users’ interactions, temporal context and contents need
to be combined as training data. However, with the limited computing resources,
we decide to mainly concentrate on the public data of users’ interactions and
impressions, and formally define the recommendation task as a one-class collab-
orative filtering (OCCF) [4] problem.

In order to model the data properly, we adopt several state-of-the-art OCCF
algorithms. Firstly, we implement user-oriented and item-oriented one-class col-
laborative filtering [1] (denoted as UOCCF and IOCCF, respectively), which
achieves satisfying results as reported in [1]. Secondly, we choose Bayesian per-
sonalized ranking (BPR) [9] algorithm as the machine learning part due to its
effectiveness as compared with [2,7]. Finally, in order to further boost the rec-
ommendation performance, we design a hybrid strategy, i.e., HyOCCF, to take
the advantages of UOCCF, IOCCF and BPR. Moreover, we implement multi-
threading techniques on traditional IOCCF and UOCCF, and utilize a portion of
high quality open source code to optimize the efficiency of BPR model training.

2 Related Work

One-class collaborative filtering (OCCF) algorithms are widely known in the rec-
ommendation community. Most of them are used to handle problems of finding
the most attractive items for different individuals accurately. The mainstream
collaborative methods are divided into two branches: memory-based approaches
(e.g., item-oriented OCCF [1]) and model-based approaches (e.g., Bayesian per-
sonalized ranking [9], factored item similarity models [2]). Both of these two
kinds of methods rely on the input data that a user interacts with items posi-
tively such as clicks and browses.

For memory-based approaches, the most significant point is the measurement
of similarity. An appropriate formula of neighbors’ similarity can improve the
recommendation result significantly [1]. Jaccard index and Cosine similarity are
the most representative and easy-to-implement ones [10]. Some extensions of
the measures above include: Cosine similarity with inverse user frequency [1],
which captures an extra feature about the frequency of common users between
two different items; and normalized similarity measurement [3] that makes the
similarity of different items more comparable. In order to achieve a good tradeoff
between the runtime and accuracy of similarity computation, we simply adopt
the classical Jaccard index and Cosine similarity in our empirical studies.

On the other hand, for model-based approaches, plenty of machine learning
based methods have been proposed. This kind of methods design some objective
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functions to model the data. Bayesian personalized ranking [9] and its exten-
sions have been well studied and applied to the OCCF problem. The pairwise
learning technique can leverage a mass of unobserved (user, item) pairs besides
the observed data of users’ behaviors. Moreover, the generalization of the BPR
framework is also worth considering. For example, Pan et al. [5] studied the group
preference based BPR for OCCF, where the group preference is introduced to
relax the independence assumptions. And Zhao et al. [11] leveraged social con-
nections to improve personalized ranking. What’s more, the original authors of
BPR pointed out that BPR is likely to suffer from the slow convergence problem
and thus proposed an oversampling method to improve the pairwise learning
of BPR based on the stochastic gradient descent (SGD) optimization frame-
work [8]. This oversampling strategy leads to a faster convergence as well as a
better prediction quality.

3 Background

3.1 Problem Definition

We believe that users’ interactions and impressions are one of the most impor-
tant parts of the data in a job recommendation system because they are very
closely and directly related to users’ preferences. In order to fully exploit the
interactions and impressions in the form of (user, item) pairs, we convert the job
recommendation task to a one-class collaborative filtering (OCCF) [4] problem,
which is shown in Fig. 1. Specifically, the input of OCCF is abstracted as a set
of (user, item) pairs, and the output is a personalized ranked list of items for
each user.

We put some notations in Table 1.

Table 1. Some notations and explanations.

U the whole user set

I the whole item set

u, v ∈ U user ID

i, j, k ∈ I item ID

R = {(u, i)} (user, item) pairs in training data

r̂ui predicted preference of user u on item i

yui ∈ {0, 1} indicator variable, yui = 1 if (u, i) ∈ R
Ui, Uk users that prefer item i and item k, respectively

Iu, Iv items that are preferred by user u and user v, respectively

Nj , Nu K nearest neighbors of item j and user u, respectively
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Fig. 1. An illustration of one-class collaborative filtering (OCCF) for job recommen-
dation with both interaction data (i.e., “C” for click, “B” for bookmark and “R” for
reply) and impression data (i.e., “I” for impression).

3.2 Popularity-Based Ranking

Popularity-based Ranking (PopRank) is a kind of basic method that estimates
the popularity of each item (e.g., item i) as follows,

pi =
∑
u∈U

yui/|U|, (1)

which is then used to generate the same set of most popular items for each
user. Notice that PopRank is a very basic and non-personalized recommendation
method.

3.3 Item-Oriented One-Class Collaborative Filtering

Item-oriented one-class collaborative filtering (IOCCF) [1] is a kind of well-
known and classic collaborative filtering algorithm that has been widely used
by many industry giants. The central theme can be summarized as calculating
the similarity between each two items. For example, we may use Jaccard index
or Cosine similarity, where the former turned out to be much better for the job
recommendation task in our empirical studies. Specifically, the Jaccard index
between item k and item j is as follows,

skj =
|Uk ∩ Uj |
|Uk ∪ Uj | . (2)

With the calculated similarity, we select the K most similar items of item i, i.e.,
Ni, and then predict the preference of user u on item i as an aggregation of the
similarity [1],

r̂ui =
∑

k∈Iu∩Ni

ski, (3)

which can then be used to generate a personalized list of items for each user.
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3.4 User-Oriented One-Class Collaborative Filtering

Similarly, user-oriented one-class collaborative filtering (UOCCF) captures the
feature of users’ similarity with a similar theme to IOCCF. Specifically, the
predicted preference of user u on item i is as follows,

r̂ui =
∑

v∈Ui∩Nu

svu (4)

where svu = |Iv∩Iu|
|Iv∪Iu| is the Jaccard index between user v and user u, and Nu is

a set of K nearest neighbors of user u.
In the experiments, we have implemented both IOCCF and UOCCF with

multi-threading techniques in order to speed up the procedure of similarity cal-
culation.

3.5 Bayesian Personalized Ranking

Bayesian personalized ranking (BPR) is a state-of-the-art machine learning
based algorithm concentrating on the pattern of pairwise learning. In terms of
accuracy and efficiency, BPR is one of the best models for the large-scale OCCF
problem. The basic unit of BPR is the preference difference of a user u on two
items i ∈ Iu and j ∈ I\Iu [9],

r̂uij = r̂ui − r̂uj = (Uu·V T
i· + bi) − (Uu·V T

j· + bj), (5)

where bi ∈ R is the item bias, and Uu·, Vi· ∈ R
1×d are user u’s and item i’s latent

features, respectively. The preference difference r̂uij is then fed to a minimization
problem [9],

min
Θ

∑
u∈U

∑
i∈Iu

∑
j∈I\Iu

(− ln σ(r̂uij) + regularization), (6)

where σ(z) = 1/(1 + exp−z) is the sigmoid function. Notice that Θ =
{Uu·, Vi·, bi|u ∈ U , i ∈ I} denotes the set of parameters to be learned. And by
the optimization method of stochastic gradient descent (SGD), BPR will reach
a satisfying convergence in an acceptable time for the parameter learning.

Besides, we find that the sigmoid function σ(z) implemented by the default
exponential function in C++ library takes a great proportion of time in every
learning iteration of the BPR algorithm. One possible reason is that the default
exponential function is implemented by Taylor formula, which takes polynomial
time when it is invoked. In order to reduce the runtime in BPR, we utilize a
section of source code from Google word2vec2. Finally, it only takes a constant
runtime after optimization.

2 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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4 Hybrid One-Class Collaborative Filtering

In this section, we aim to integrate the aforementioned three OCCF algorithms,
i.e., IOCCF, UOCCF and BPR, in one single framework. The reason we use
hybridization is that we believe that the prediction power of two memory-based
methods and one model-based method may be further boosted when they are put
together, which is also often observed in previous studies on other recommenda-
tion problems. Specifically, for each user, we generate the final recommendation
as follows:

1. Firstly, we obtain three lists of top-30 jobs, generated by IOCCF, UOCCF
and BPR separately;

2. Secondly, we merge the two lists of IOCCF and BPR by putting the common
items in the front in a random order, and then include items from each list
one-by-one from top to bottom until we have 30 jobs;

3. Thirdly, we merge the temporary list from the above second step and the list
of UOCCF in the same way and get the final list of jobs for recommendation.

Notice that we choose to merge IOCCF and BPR first because they perform
worse than UOCCF, which is expected to achieve a better final result. This
merging strategy can also be adapted to a scenario where more than three base
algorithms are combined, i.e., merging the results in a bottom-up manner with
worst-performing algorithms first.

We illustrate the merging procedure of two lists in Fig. 2.

Fig. 2. An illustration of merging two intermediate recommendation lists of jobs in
HyOCCF. Notice that the symbols indicate jobs that the lists share in common.

5 Experimental Results

5.1 Dataset and Evaluation Metric

Due to the lack of public job recommendation data, we use the released data
of ACM RecSys Challenge 2016. Specifically, there are 1.4 M users in the user
profile file “users.csv” and 1.4 M items in the item description file “items.csv”,
among which 150 K users appear in the test user set (i.e., the number of users
listed in a separate user profile file “target users.csv”) and 327 K items appear in
the test item set (i.e., the number of items marked as “active during test = 1”
in “items.csv”).
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For the above 1.4 M users and 1.4 M items, there is some interaction data
(i.e., click, bookmark, reply and delete) for each (user, item) pair and some
impression data for each user. We keep the positive interaction data only (i.e.,
click, bookmark and reply) for the users and items listed in “users.csv” and
“items.csv”, and get 7.7 M (user, item) interaction pairs. For the impression
data, we only keep the very recent data (i.e., week-45), and those appear for
only 1, ≥ 7, and ≥ 40 successive times within a certain user’s impression record,
and get 5.5 M, 2.8 M and 0.25 M (user, item) impression pairs, respectively.

We list the statistics of the data in Table 2. Notice that we have removed the
repeated copies of (user, item) pairs.

Table 2. Description of the (user, item) interaction pairs and impression pairs used in
the experiments.

Dataset (abbreviation) # Pairs

Interaction (Int) 7.7 M

Impression 1, randomly take 1/7 (Imp 1) 0.56 M

Impression 7 (Imp 7) 2.8 M

Impression 40 (Imp 40) 0.25 M

As for the evaluation metric, we take the official evaluation method3. Specif-
ically, for each user u from the test user set Ute, we compare the recommended
ranked list of 30 items and the items that are preferred by the user u (i.e.,
with positive interaction), and calculate the performance: Performance(u) =
20× (Prec@2+Prec@4+ recall+ 1-call)+ 10× (Prec@6+Prec@20). Finally, we
get the overall performance Performance(u)×|Ute|. Notice that there are 150000
users in the test set.

5.2 Baselines and Parameter Settings

In order to validate the effectiveness of the proposed hybrid strategy on heteroge-
neous data, we include all those three base recommenders, i.e., IOCCF, UOCCF
and BPR, on interaction data only, and on both interaction data and impression
data. We will report the detailed configuration of the model parameters in the
subsequent sections.

Notice that the experiments4 are conducted on the machines installed with
the Intel Xeon E5-2640 v3 32 cores and 64 GB RAM.

3 https://github.com/recsyschallenge/2016/blob/master/EvaluationMeasure.md.
4 The implementations of PopRank, IOCCF, UOCCF, BPR and HyOCCF can be

downloaded at https://sites.google.com/site/weikep/HyOCCF.zip.

https://github.com/recsyschallenge/2016/blob/master/EvaluationMeasure.md
https://sites.google.com/site/weikep/HyOCCF.zip
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Table 3. Recommendation performance using 7.7 M (user, item) interaction pairs.

Method Performance

PopRank 67768.13

IOCCF 238293.14

UOCCF 295429.91

BPR 294404.37

5.3 Results with Interaction Data

In the beginning, we run those three base recommendation algorithms and
PopRank with interaction data only. Obviously, there is no need to adjust the
parameter in PopRank except selecting top-30 most popular jobs. For memory-
based methods, more specifically, IOCCF and UOCCF, we fix the number of
nearest neighbors as 200 and utilize Jaccard index as the similarity measure-
ment in this stage. As for BPR, we fix the value of tradeoff parameter as 0.01,
the learning rate as 0.01, the number of latent dimensions as 150, and the number
of iterations as 1500, in the SGD optimization framework.

From the reported results in Table 3, we can see that the performance order-
ing is UOCCF ≈ BPR > IOCCF � PopRank, which shows the effectiveness of
the memory-based and model-based methods.

5.4 Results with Heterogeneous Data

Evidently, there is not enough information of users’ behaviors (i.e., interactions)
for more accurate recommendation. We thus must leverage some impression
records, i.e., the problem then becomes one-class collaborative filtering with
heterogeneous data. Based on extensive preliminary studies, we decided to use
impression data where the same job consecutively appears more than or equal
to 7 times within one single record, and convert the selected data to the format
of (user, item) pairs as additional virtual interactions in IOCCF and UOCCF.
For BPR, the criterion is more critical, i.e., the time of the same job appearance
within one single record must be larger than or equal to 40. We also randomly
pick up 1/7 of the selected impression data where the same job appears only once
within a single record and add them to the training data of BPR in the same
format. We think that if one user positively interacts with these job-postings as
soon as he/she had received the postings, the recommendation system by XING
will not post these jobs again later.

As has been noted, the time threshold is an important factor. We believe that
the latest impressions will help improve the result significantly. As for the reason
why we do not set the time threshold for interactions is that the interaction data
is rare and more reliable. We finally only use the impression data logged in week-
45 and drop the rest impressions.

Furthermore, we fix a set of parameters more critically as follows: for IOCCF
and UOCCF, we use Jaccard index and 250 nearest neighbors; and for BPR, we
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Table 4. Recommendation performance using heterogeneous data of interaction pairs
and impression pairs.

Method Heterogeneous data Performance

IOCCF Int, Imp 7 294957.54

UOCCF Int, Imp 7 341540.78

BPR Int, Imp 1, Imp 40 328254.63

fix the value of the tradeoff parameters as 0.01, the learning rate as 0.01, the
number of latent dimension as 200, and the number of iterations as 2000.

We report the results in Table 4. We can see that using heterogeneous data,
i.e., both interactions and impressions, can significantly improve the recommen-
dation performance, which can be easily observed from the contrast between
Table 3 and Table 4. Specifically, we obtain an improvement of 23.78%, 15.61%
and 11.50% over the interaction-only version of IOCCF, UOCCF and BPR,
respectively.

5.5 Results of Hybrid Recommendation

Finally, we mix all those three recommendation lists by our hybrid strategy
discussed before, and report the results in Table 5. We can see that the rec-
ommendation performance can be further improved significantly, i.e., a further
improvement of 34.55%, 16.20% and 20.90%, over IOCCF, UOCCF and BPR,
respectively, which clearly shows the effectiveness of our proposed hybrid recom-
mendation approach.

Notice that, for a real application, there is no need to set the parameters
to such critical values. Using 50 nearest neighbors in memory-based collabora-
tive filtering will take only 8 h to run with our machine, and using 50 latent
dimensions and 500 iterations in BPR will take less than 3 h to converge with
such a large-scale dataset. All of the settings above will receive around 350 K
scores as well after executing the hybrid strategy. Hence, the time cost for a real
deployment should be acceptable for our solution.

6 Conclusions and Future Work

In this paper, we have studied an industrial recommendation problem, i.e., job
recommendation, with heterogeneous data, including users’ interactions and

Table 5. Recommendation performance of the proposed hybrid strategy. Notice that
the base recommender IOCCF, UOCCF and BPR are trained using the heterogeneous
data in the same way with that of Table 4.

Method Performance

HyOCCF 396857.40
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impressions. Specifically, we formulate it as a one-class collaborative filtering
(OCCF) problem and design a hybrid approach called HyOCCF. For empirical
studies, we have studied the recommendation performance of three state-of-the-
art OCCF algorithms using homogeneous data (i.e., interaction data only) and
heterogeneous data (i.e., both interaction data and impression data), and that
of our HyOCCF. We find that heterogeneous data and hybrid strategy can both
help improve the recommendation performance significantly.

For future works, we are interested in extending our hybrid recommendation
strategy to model the interaction data in a finer granularity, e.g., we may treat
click, bookmark, reply and delete actions differently [6].
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Abstract. The popularity of Massive Open Online Courses has been
rapidly growing recently. However, the completion rates of MOOC
appear to be quite low. Moreover, the learning quality is quite doubtful
for administrators of Universities since there is no suitable tools to eval-
uate it. Benefitting from the online environment, MOOC platforms can
collect and store a huge amount of data related to learning processes. We
use Storm as the parallel computing tool to accomplish the data analysis
of MOOC. Our research focuses on three types of learning quality evalu-
ation: relationship between students’ forum participation and their aca-
demic performance, relationship between students’ forum emotion and
their academic performance, relationship between students’ video seek-
ing operation and their academic performance.

Keywords: MOOC · Learning quality evaluation · Big data analysis

1 Introduction

The popularity of Massive Open Online Courses (MOOC) has been rapidly grow-
ing since 2012, when Stanford, MIT, Harvard, Columbia and many other presti-
gious universities started opening their courses to the society. Today, Coursera,
edX, and Udacity have been the most well-known world-wide platforms, and
thousands of users have studied variety of courses on them [1]. However, the
completion rates of MOOC appear to be quite low, some research reported it is
lower than 7% [2]. Moreover, the learning quality is quite doubtful for adminis-
trators of Universities since there is no suitable tools to evaluate it. This problem
has stunted the credit acquisition from MOOC platforms even though the pop-
ularization of free study on MOOC is continuously growing.

Actually, benefitting from the online environment, MOOC platforms can col-
lect and store a huge amount of data related to learning processes in which each
individual action, such as assignments submitting and video viewing, will leave
a digital fingerprint and provide data points to MOOC platforms. By analyz-
ing these data, we can objectively evaluate the learning quality of MOOC. The
results of such evaluation could provide personalized learning advices to students.

Accounting for the huge amount of data, we need an excellent parallel com-
puting tool to accomplish the data analysis of MOOC. Without a doubt, Storm
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 277–286, 2017.
DOI: 10.1007/978-3-319-52015-5 28
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is an ideal option for this task. Our research focuses on three types of learning
quality evaluation: relationship between students’ forum participation and their
academic performance, relationship between students’ forum emotion and their
academic performance, relationship between students’ video seeking operation
and their academic performance.

The structure of the paper is as follows. Section 2 presents the related work
of the paper. Section 3 describes system design and data architecture. Section 4
presents the analysis models. Section 5 describes data analysis and results.
Section 6 is about summary and future work.

2 Related Work

Actually, there is much existing research focusing on big data analysis of MOOC.
They can be classified as following types:

2.1 Forum Related Analysis

On the one hand, forum related analysis is helpful for teachers to get students’
feedbacks about the course to improve the course itself. Through sentiment
analysis of students’ post texts and opinions on forums, students’ trending opin-
ions towards the course and major course tools can be monitored [3]. On the
other hand, some interesting learning behaviors can be observed through forum
related analysis. For example, relationship between students’ academic perfor-
mance and their participation in the course forum through combined analysis of
forum and students’ course grade. Analysis the semantics of both teachers and
TAs’ posts in the course forum is a good way to get their teaching behaviors [4].

2.2 Video Watching Related Analysis

VisMOOC designed by Hong Kong University of Science and Technology, is a
visual analytic system to help analysts to extract user behavior patterns based
on the original overview of clickstream clusters and intuitive grouping. At the
same time, clickstream data such as “seek” actions contain specific time sequence
information which can reveal more information on student learning behavior [5].

Another way of video watching analysis is based on events by extracting
recurring subsequences of student behavior, which contain fundamental char-
acteristics such as reflecting (i.e., repeatedly playing and pausing) and revising
(i.e., plays and skip backs). It is found that some of these behaviors are signifi-
cantly associated with whether a user will be Correct on First Attempt (CFA)
or not in answering quiz questions [6].

2.3 Homework Related Analysis

Through analysis of homework deadline, behavior of students’ submitting home-
work which is one of the most important learning behaviors can be observed [1].
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Furthermore, combined homework deadline analysis of different courses, differ-
ent sections and different types of students can result more interesting learning
behaviors. This is one of our prior works.

2.4 Hybrid Analysis

Most hybrid analyses are based on behavioral data from distributed as training
data and consisted of discussion forum data (in SQL) and clickstream data (in
JSON format), in order to predict whether the student will cease to actively
participate after that week [7–9]. Scott Crossley et al. combine click-stream data
and natural language processing (NLP) approaches to examine if students’ on-
line activity and the language they produce in the online discussion forum is
predictive of successful class completion [10]. Shu-Fen Tseng et al. intend to
classify learning behaviors to examine learning outcomes in MOOCs by differ-
ent types of learners, and in their study, the Ward’s hierarchical and k-means
non-hierarchical clustering methods were employed to classify types of learners’
behavior while they engaged in learning activities on the MOOC platform [11].

Devendra Singh Chaplot et al. propose an algorithm based on artificial neural
network for predicting student attrition in MOOCs using sentiment analysis and
show the significance of student sentiments in this task [12]. Zhiyun Ren et al.
develop a personalized linear multiple regression (PLMR) model to predict the
grade for a student, prior to attempting the assessment activity and their devel-
oped model is real-time and tracks the participation of a student within a MOOC
(via click-stream server logs) and predicts the performance of a student on the
next assessment within the course offering [13]. Girish Balakrishnan et al. build
a multidimensional, continuous-valued feature matrix for students across the
time slices of the course, and quantize this feature space, using either k-means
clustering or cross-product discretization, into a discrete number of observable
states that are integral to a Discrete Single Stream HMM and then apply the
Baum-Welch algorithm to train our HMM on a chosen number of hidden states
[14]. Marius Kloft et al. present an approach that works on click-stream data
which is able to predict dropout significantly better than baseline methods.
Among other features, the machine learning algorithm takes the weekly his-
tory of student data into account and thus is able to notice changes in student
behavior over time [15].

Although the existing research has presented much useful outcome, there
isn’t any research on the learning and teaching quality yet. So our research is
based on Storm.

3 System Design and Data Architecture

3.1 System Design

Tools for big data analysis of MOOC built on the computing platform is based on
Storm. The computing platform consists of three tiers: data storage layer, data
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Fig. 1. System architecture

mining processing layer and data mining model layer. The system architecture
is shown in Fig. 1.

Data storage layer: Due to terabyte data’s heterogeneity, this layer set up a
hybrid storage system with both relationship database and NoSQL database to
store data from MOOC. In addition, some cloud technologies, such as storage
virtualization, dynamic scheduling and distributed storage are utilized to ensure
the high reliability and high scalability of the system.

Data mining processing layer: To achieve high performance, we leverage
Storm to do the data mining processing.

Data mining model layer: To deal with big data, this layer builds a series
of data mining models to meet analyzing requirements and goals. These mod-
els abstract valuable info out of massive data via common DM methods, such
as clustering, classification, association rule, time series, prediction and so on.
On the other hand, these models emphasize inter-data based analysis, dynamic
analysis, business requirements oriented analysis and multi-dimensional analysis.

3.2 Data Source

All source data is from Coursera. There are three kinds of main entities involved
in MOOC platforms: courses, students and teachers.

The data sample includes two main types: static data and dynamic data. For
both static data and dynamic data, there are two dimensions: time and gran-
ularity. Time dimension represents generated timing of data while granularity
dimension identifies if the data are related to a particular individual, a group of
individuals or all individuals.

Analysis on static data: On time dimension, historical route of students’
learning behaviors will be observed to research learning quality. On granularity
dimension, differences between individuals, differences between one individual
to average sample of group and entire individuals will be observed to research
learning quality.
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Analysis on dynamic data: On time dimension, the change of learning quality
will be found during the entire course open period. For example, it is possible to
warn students who have poor academic performance. On granularity dimension,
learning quality of individuals and clusters will be observed dynamically.

3.3 Data Classification

MOOC data can be divided into three coarse-grained class (shown in Fig. 2):
structured data, process data and result data.

Fig. 2. Classification of MOOC Data

Structured Data, which is static data on MOOC platform which will not
change with course running. There are two kinds of structured data: user basic
data and course resource data.

Process Data, which is dynamic data during a course open period. There are
three kinds of process data: course running data, learning behavior data.

Result Data, which is dynamic result of learning. When a course is closed,
result data will be converted into archived static data. There are two kinds of
process data: learning report and course report.

4 Analysis Models

The learning quality can be refined as two qualities, which are learning quality
of running courses and overall learning quality of historical courses. We need to
build two models for them in our research.
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4.1 Learning Quality of Running Courses

A series of learning behavior data and score related courses running data are gen-
erated during the course running when the student interacts with learning related
course running data. Some learning related course running data are quoted from
static course resources data, such as homework, test, exam and project, and the
others are running data, such as video, courseware and forum.

The learning quality will be derived from the dynamic data and expressed
as a two-dimensional vector, including learning behavior vector (B) and score
vector (S):

Q = {B,S}
It illustrates that learning quality is a complex vector which is made up of

many factors, rather than a single one. Thus, it enables us to analyze the learning
quality within multidimensional approaches.

4.2 Overall Learning Quality of Historical Courses

When a course is closed, all learning data generated from it will be archived as
static structure data, which allow us to analyze individual student or a group’s
growth trajectory over time. So we also need to build an overall learning quality
evaluation model to draw a whole picture of individual or group’s learning quality
across all the learned courses.

5 Data Analysis and Results

Students’ academic performance and the distribution of students’ scores is shown
in Fig. 3.

Fig. 3. The distribution of students’ scores.

From Fig. 3, we can see that most students do not complete the course since
their final scores are below the pass mark. This indicates the low completion
rate of courses on Coursera.
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Considering the low completion rate which may affect the results of data
analysis, analyses in our research uses average value to evaluate the relationship
between students’ learning behaviors and their academic performance.

Our research focuses on three types of learning quality evaluation: relation-
ship between students’ forum participation and their academic performance,
relationship between students’ forum emotion and their academic performance,
relationship between students’ video seeking operation and their academic per-
formance.

5.1 Relationship Between Students’ Forum Participation and Their
Academic Performance

The distribution of average forum posts of students with different final scores
is shown in Fig. 4. The x-axis shows students’ final scores in their course. The
y-axis shows the average value of forum participation (both posts and replies)
of students who get different scores.

Fig. 4. The distribution of average forum posts of students with different final scores.

From Fig. 4, we can see that students who get higher scores spent more time
in forum participation. But some thing interesting is that students who get final
scores in 40 to 60 have low forum participations, it indicates that this group of
students have poor academic performance.

5.2 Relationship Between Students’ Forum Emotion and Their
Academic Performance

The distribution of average forum posts with positive emotion and negative
emotion of students with different final scores is shown in Fig. 5.

The x-axis shows the average value of forum participation (both posts and
replies) which contain a certain emotion (positive emotion or negative emo-
tion). The y-axis shows students’ final scores in their course. The blue histogram
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Fig. 5. The distribution of average forum posts with positive emotion and negative
emotion of students with different final scores.

represents the positive emotions while the black histogram represents negative
emotions.

In all forum posts and replies, positive emotion accounts for 66% while neg-
ative emotion accounts for 34%. From Fig. 5, we can see that for both positive
emotion and negative emotion forum activities, students with different score
level trend the same. It indicates that Coursera as one of the open online course
platforms provides a free learning environment and a open learning mode, in
this way students can share their opinions freely. Not like traditional classroom,
students may fear to talk about their real opinions in forum because it may
affect their final course score.

5.3 Relationship Between Students’ Video Seeking Operation
and Their Academic Performance

The distribution of average video seeking operations of students with different
final scores is shown in Fig. 6.

The x-axis shows the average value of video seeking operations (including
seeking forward and seeking backward). The y-axis shows students’ final scores
in their course. The blue histogram represents the seeking forward operation
while the black histogram represents seeking backward operation.

In all video seeking operations, seeking forward operation accounts for 93%
while seeking backward operation accounts for 7%, it indicates that the course is
relatively easy to learn, so that most students seek forward during course video
watching.

From Fig. 6, we can also see that students who get final scores in 40 to 60
have low video seeking operations, it also indicates that this group of students
have poor academic performance. In the perspective of teachers, this group of
students should be paid more attention on because they have poor academic
performance and they do not study hard, if they work harder, they will pass the
course.
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Fig. 6. The distribution of average video seeking operations of students with different
final scores.

6 Conclusion

In our research, Storm is used as the parallel computing tool to accomplish the
data analysis of MOOC. Three types of learning quality evaluation are taken
into consideration: relationship between students’ forum participation and their
academic performance, relationship between students’ forum emotion and their
academic performance, relationship between students’ video seeking operation
and their academic performance.

Big data analysis of MOOC is more helpful for teachers to evaluate students’
learning quality than simple statistical analysis on Coursera. Through big data
analysis of MOOC, more interesting results can be found and learning behaviors
can be reflected effectively.

Specific model of big data analysis of MOOC in our research is not overall.
To build a more refined model is our future work.
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Research Fund of China under Granted No. MCM20150605.
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Abstract. Conventional dynamic voltage and frequency scaling (DVFS)
techniques use high CPU utilization as a predictor for user dissatisfac-
tion, to which they react by increasing CPU frequency. However, QoS
requirements are not linearly related to CPU utilization since they can
vary from one business scenario to another. In this paper, we propose
QoS-driven frequency scaling for energy-saving and reliability enhance-
ment of static web servers in software-defined data centers (QoS-FS), an
adaptive QoS requirement aware dynamic CPU frequency scaling tech-
nique. QoS-FS is implemented on a Linux-based static web server. Com-
pared with the default Linux CPU frequency controller, QoS-FS reduces
the measured system-wide power consumption of the static web server by
about 5% while meeting user’s QoS requirements. Besides, under some
heavy workload, QoS-FS is 17% more reliable than the default Linux
CPU frequency controller in the static web server.

Keywords: CPU frequency scaling · Energy saving · QoS-driven study ·
Static web servers · Software-defined data center

1 Introduction

Static websites are popular because they are efficient, extremely fast and usu-
ally free to host [1]. Many hot web applications, such as Blogs, resumes, mar-
keting websites, landing pages, and documentation are all good candidates for
static websites. Since static websites are common, how to reduce power con-
sumption of static web servers while guaranteeing their quality of service (QoS)
has become an essential topic for webmasters. Power consumption is a primary
concern because the tremendous increase in computer performance has come
with an even greater increase in power usage. According to Eric Schmidt, CEO
of Google, what matters most to Google “is power – low power, because data
centers can consume as much electricity as a city” [2]. What’s more, Many prior
researches have addressed various dimensions of the cloud system developments,
such as energy-saving [3]. The recent work in Paul et al. [4] considered electric-
ity cost reduction and increase in renewable energy integration through GLB

c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 287–296, 2017.
DOI: 10.1007/978-3-319-52015-5 29
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and Xu Zhou et al. exploit intelligent green power scheduling policies to pro-
vide efficiency-aware power management [5]. Barroso et al. [6] develop the claim
that, in a datacenter, 42 percent of the total energy is consumed in CPUs. There-
fore, CPU power management approaches are very important for saving energy.
Dynamic frequency and voltage scaling (DVFS) [7] is one of the most commonly
used energy reduction techniques for CPUs of Linux-based servers in data cen-
ters. Furthermore, application-level feedback has been widely used to determine
which CPU frequency is used [1,8–11]. But feedback is not ideal enough because
of its latency and inflexibility. As far as the data center is concerned, a new par-
adigm in data center, software defined data center (SDDC), advocates building
the masking of server resources (including the number and identity of individ-
ual physical servers, processors, and operating systems) from server users. [12]
In business, system performance requirements are defined by quality of service
(QoS) requirements, which are driven by business needs [13]. Performance and
reliability requirements are two typical QoS requirements. In this paper, we con-
duct a research on these two QoS requirements in the context of low-level CPU
power management (CPU DVFS). There are also many prior works focused on
reliability Enhancement. Hu et al. [14] and Hsu et al. [15] investigate how to
analyze software reliability. Comparing with these works, we find that coarse-
grained CPU power management approaches may lead to reliability problems in
the context of QoS, which could often be neglected. To enhance reliability, we
propose a fine-grained management approach, QoS-FS.

The contributions of this paper are summarized as follows: (1) We demon-
strate that for static websites, traditional CPU power management approach
(Linux CPU frequency controller) can lose sight of user’s service-level QoS
requirements. And we show there exist surplus time which, as Fig. 1a shown,
is the difference between the QoS required time and the actual one and exces-
sive CPU throttling which means that reducing power consumption through
CPU throttling may cause performance not meet the requirements. (2) We pro-
pose an adaptive QoS requirement aware dynamic CPU frequency scaling tech-
nique (QoS-FS) for conventional Linux-based static web servers. It exploits QoS
requirements to save energy and enhance reliability. With the proposed tech-
nique, the surplus time can be reduced and excessive CPU throttling can be
avoided. Our proposed technique is able to automatically scaling the frequency
based on Qos requirements, which spares the users from having to understand
and manage complicated details of servers and makes the data center become
a software-defined data center. (3) We implement two scheduling algorithms
in the proposed technique for energy-saving and reliability enhancement in a
traditional Linux-based static web server. (4) We conduct several experiments
with various types of workload to demonstrate the effectiveness of the proposed
technique and scheduling algorithms.

The rest of this paper is organized as follows. Section 2 introduces the moti-
vation of this paper. Section 3 describes the design and implementation of the
proposed technique. Section 4 presents the results of experiments to demon-
strate the effectiveness of the technique. And Sect. 5 concludes the paper with a
discussion.
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2 Motivation

In this section, we first show conventional DVFS can cause surplus time and
excessive CPU throttling in a Linux-based static web server under QoS con-
straints. Then, we demonstrate that surplus time can be reduced and excessive
CPU throttling can be avoided by scaling the CPU frequency more reasonably.
Finally, we measure the energy consumption (Joules) of the ENTIRE system
(including other energy consuming components such as memory, graphic card,
and hard disk) and calculate the reliability of the server before and after opti-
mization respectively for comparison. Note: the experimental settings in this
section are similar to those described in Sect. 4.1. Httperf [16], a web benchmark
tool is used to generate workload for the server.
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Fig. 1. Comparison of conventional DVFS and ideal frequency

First, we focus on investigating feasibility of reducing surplus time by CPU
frequency scaling in case of moderate workload. To start, we assume the QoS
required average response time is less than or equal to 1ms. Then, for each sample
workload, we manually try all available frequencies to execute it and record the
values of surplus time. The frequency with the minimal value of surplus time
is selected as the ideal frequency. The experimental results of surplus time for
each workload at the ideal frequency are displayed in Fig. 1b. Results of the
default Linux CPU controller (conventional DVFS) are also displayed in Fig. 1a.
Comparing Fig. 1b with Fig. 1a, surplus time of the ideal frequency is obviously
shorter than that of conventional DVFS. We also record the system-wide energy
consumption of the server in the two cases respectively. Figure 1c displays the
result, showing that energy consumption of the ideal frequency is 2% to 8% less
than that of conventional DVFS. Next, we turn to reliability in case of heavy
workload. We use the percentage of number of replies in number of requests to
represent the functional reliability of the server. We assume QoS required timeout
is 0.02 s. For each sample workload, we manually try all available frequencies to
execute it and record the values of reliability. The frequency with the maximum
value of reliability is selected as the ideal frequency. The experimental results of
reliability for each workload at the ideal frequency are displayed in Fig. 1d. For
comparison, the results of conventional DVFS are also displayed in this figure.
The results show that reliability can be enhanced by scaling CPU frequency. For
moderate workload, it strives to reduce surplus time to save energy while for
heavy workload, it strives to maximum the functional reliability of the server.
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3 Design and Implementation of QoS-FS

3.1 Workload Representation

Since for static web service, any access is read-only, the differences between
requests are only resulted from differences between request file sizes. Thus, to
send a file to a client, its data should be copied to a send buffer at first. Consid-
ering the send buffer size is limited, data of a large file may need to be copied
to the buffer for several times before being completely sent. Because of this, the
larger the file is, the more times the loop is executed. It means that the CPU
workload of processing the file increases with the increase of the file size. There-
fore, we use the times the loop is executed to represent the CPU workload of
processing the file. Assume that there are n request(s) per second, fi represents
each request file size (1 ≤ i ≤ n). The workload, TC is calculated as:

TC =
n∑

i=1

� fi
buffers

+ 1�(1 ≤ i ≤ n) (1)

3.2 Scheduling Algorithms

3.2.1 ART-Aware Scheduling
As discussed in Sect. 2, surplus time of conventional DVFS can be reduced to
save energy in case of moderate workload. ART-aware scheduling is designed
to address this issue. It selects the CPU frequency which minimizes the surplus
time. To achieve this goal, a performance prediction model is used to predict
the corresponding average response time of each available CPU frequency when
executing input workload. Then, the algorithm selects the frequency whose pre-
dicted corresponding average response time is closest to the QoS required as its
return result. By this way, the surplus time can be minimized. The performance
prediction model is the key to ART-aware scheduling. Since the experimental
observed average response time increases in an approximately polynomial way
with increase of workload, we use the method of polynomial fitting to fit the
performance data collected in the experiment. More specifically, we firstly fix
the frequency of the CPU in the server. Then, we run different workloads repre-
sented by TC (See Sect. 3.1) on the server and collect the average response time
data. Finally, we use the method of polynomial fitting to fit the collected data to
obtain a curve for average response time prediction at this frequency. For each
available frequency of the CPU, we repeat the above steps and fit a curve for it.
The prediction model is evaluated in the experiment.

3.2.2 Timeout-Aware Scheduling
To implement timeout-aware scheduling, we evaluate all the available CPU fre-
quencies under the QoS constraint. For instance, we firstly define the timeout
is 0.02 s (QoS required) here. Then, we use httperf to generate a series of work-
loads represented by TC (See Sect. 3.1) and the parameter of httperf, timeout
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is set 0.02 s. We run the generated workloads in the static web server and col-
lect the reported performance data by httperf to calculate the reliability. For
each frequency, when the reliability is 100%, we define the heaviest workload as
its workload capacity. For example, when timeout is 0.02 s (QoS required), the
observed workload capacity of 1.6 GHz is 4352 because when workload exceeds
4352, the reliability is not 100%. The details of the implementation of timeout-
aware scheduling is displayed in Algorithm 1. In Algorithm 1, workload capacity
of each available CPU frequency is compared with the input workload, tc. If
workload capacity of the frequency is greater than or equal to tc, the reliability
of executing the workload at the frequency is 100%. Thus, the frequency is added
to the frequencySet. In the end, the algorithm selects the minimum frequency
in frequencySet as the return result for energy saving. However, if frequencySet
is null, it means that the input workload is so heavy that the reliability cannot
be 100% at any frequency. In this case, the algorithm returns the maximum
available frequency to ensure the highest reliability of the server.

Algorithm 1. Timeout-aware scheduling. In this algorithm, frequencySet is the set of
all available frequencies of the CPU. The function GetWorkloadCapacity is used to
get the workload capacity of a frequency. And tc is the input workload.

1 Input: tc;
2 resultSet = ∅;
3 frequencySet = GetAllAvailableFrequencies(CPU);
4 for each f in frequencySet
5 workloadCapacity = GetWorkloadCapacity(f);
6 if workloadCapacity >= tc
7 resultSet = resultSet U f;
8 end if
9 end for

10 if resultSet == ∅

11 return max(frequencySet);
12 else
13 return min(resultSet);
14 end if

3.2.3 Architecture of QoS-FS
Finally, we display the architecture of QoS-FS in Fig. 2. QoS-FS is implemented
in the scheduling controller. It takes the monitored workload of the web server
as its input parameter. For multicore CPUs, it also collects the CPU utilization
information through the agent monitor to calculate the workload distribution
to its cores while for single-core CPU, the information is not necessary. It sends
its result as command line (CMD) to be executed by the agent scheduler. The
agent interacts with the operation system through CPU API provided by the
operating system. Agent monitor collects the CPU utilization information and
agent scheduler scales the CPU frequency by the provided API. Unlike the Linux
CPU controller, QoS-FS resides in application level of the server.
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Fig. 2. Architecture of QoS-FS

Table 1. Hardware information

Basic parameters Description

Model HP Pro 6300 MT (C0Q80PA)

CPU series Intel Core i5 3 generation family

CPU type Intel Core i5 3470

Available CPU frequencies 1.6 GHz, 1.7 GHz, 1.8 GHz, 1.9 GHz, 2.1 GHz,
2.2 GHz, 2.3 GHz, 2.4 GHz, 2.5 GHz, 2.6 GHz,
2.7 GHz, 2.9 GHz, 3 GHz, 3.1 GHz, 3.2 GHz, 3.3 GHz

Memory 4 GB, DDR3 1600 MHz

Disk 500 GB, 7200

NIC 1000 Mbps Ethernet card

4 Experimental Evaluations

4.1 Experimental Settings

The important hardware information is displayed in Table 1. In the experiment,
we use httperf [16] to generate various HTTP workloads and measure server per-
formance. To measure the energy consumption of the ENTIRE server (including
other energy consuming components such as memory, graphic card, and hard
disk), we use an electric meter to probe how many joules the server consume to
execute workload. And the operating system of the server is Ubuntu 12.04 LTS
64bit with 3.8.0 version of Linux kernel. Apache 2.2 is deployed in the Ubuntu
operating system as the HTTP server. To make the results clear and straight-
forward, we use the workload description methods (TC) presented in Sect. 3.1 to
represent workload in the experiment. We use two different types of workload in
the following experiments. The first workload group, named PEAK, is consist of
relative heavy workload hence the server is error-prone when executing workload
in this group. In practice, most workloads during peak hours belong to this type.
We choose workload that can lead to timeout errors in the server employing con-
ventional DVFS as representations of this kind of workload. The other workload
group is named MODERATION. Workload in this group is lighter than that
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Fig. 3. Percentage of actual time in requited time (results of 0.9 ms, 1.1 ms, 1.3 ms and
1.5 ms are displayed from left to right respectively) (Color figure online)
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Fig. 4. Percentage of energy saved by QoS-FS compared with conventional DVFS

belongs to PEAK. When executing workload in this group, the server employing
conventional DVFS is free of errors and its surplus time can be obvious.

4.2 ART-Aware Scheduling Evaluation

We first evaluate the effectiveness of ART-aware scheduling of QoS-FS in reduc-
ing surplus time and energy saving with the workload group named MODERA-
TION. We use four different QoS required average response times (0.9 ms, 1.1 ms,
1.3 ms and 1.5 ms) and we run the workload on the server for different durations
(10 s, 20 s, 30 s, 40 s, 50 s and 60 s). To demonstrate that how QoS-FS reduces
surplus time clearly, we calculate the percentage of actual time of conventional
DVFS and QoS-FS in QoS required time respectively and use different color to
represent the value of the percentage. In Fig. 3, the y-scale represents the dura-
tion of the workload and x-scale is the workload (TC) used in the experiment.
The color changes from blue to red, corresponding to the value of percentage
from 0% to 100%.

The results of Fig. 3 demonstrate the effectiveness of QoS-FS in reducing
surplus time under the condition of different QoS required times and workload
durations. Compared with the conventional DVFS, the actual time after opti-
mization of QoS-FS is closer to the QoS required time because the color after
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optimization is redder than that of conventional DVFS. And the results of aver-
age percentage of saved energy by QoS-FS of each workload are displayed in
Fig. 4. To find out how the change of workload influences the saved energy, we
also display trend lines. Generally speaking, after optimization of QoS-FS, about
5% energy can be saved. But when the QoS requirement is strict, for example,
when required time is 0.9 ms in Fig. 5a, the percentage of saved energy ranges
from 2.5% to 4.5%. The result is straightforward because the QoS required time
is relatively strict in this case. And the trend of percentage of saved energy is that
percentage of energy that can be saved declines with the increase of workload.

Table 2. Correlation coefficient (R2) of fitted curves

Frequency (GHz) 1.6 1.7 1.8 1.9 2.1 2.2 2.3 2.4

R2 0.9968 0.9884 0.9898 0.9834 0.9916 0.9943 0.971 0.966

Frequency (GHz) 2.5 2.6 2.7 2.9 3.0 3.1 3.2 3.3

R2 0.9912 0.9861 0.9737 0.9701 0.9809 0.9739 0.9906 0.9794

Finally, we present the evaluation of the effectiveness of the polynomial fitting
based performance prediction model used in the experiment, we calculate the
correlation coefficient (R2) of each fitted curve and display them in Table 2. The
results are consistent with what we observe.

4.3 Timeout-Aware Scheduling Evaluation

We next evaluate the effectiveness of timeout-aware scheduling in reliability
enhancement with the workload group named PEAK. To evaluate how the QoS
required timeout influence on the reliability of conventional DVFS and the per-
formance of timeout-aware scheduling, we use four different timeout values in the
experiment. They are 0.0002 s, 0.0008 s, 0.0014 s and 0.002 s respectively. We set
timeout of httperf to those values while running the workload. And for the same
reason mentioned in Sect. 4.2, we run the workload for various durations. They
are 10 s, 20 s, 30 s, 40 s, 50 s and 60 s. In addition to reliability, we also measure
the system-wide energy consumption before and after optimization respectively
to evaluate the energy cost for reliability enhancement. To study reliability under
the condition of various durations, we calculate the average reliability of the sta-
tic web server under various durations for each workload. In addition, we also
calculate the average energy cost of reliability enhancement in percentage. The
results are displayed in Figs. 5 and 6.

Figure 5 displays the experimental results of the average reliability before and
after optimization. And to evaluate energy cost of QoS-FS for reliability enhance-
ment, we displayed the average increased energy consumption in percentage in
Fig. 6. As the percentage displayed in the figure shown, QoS-FS consumes 3%
to 8% more energy than conventional DVFS for reliability enhancement. Com-
pared Fig. 6 with Fig. 5, we draw a conclusion that with the enhanced reliability
increases, the increased energy consumption in percentage decreased.
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Fig. 5. Reliability before and after optimization
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Fig. 6. Energy cost in percentage for reliability enhancement of QoS-FS compared with
conventional DVFS

5 Conclusion

In this paper, we propose QoS-FS, an adaptive QoS requirement aware dynamic
CPU frequency scaling technique, which helps the user automate the frequency
scaling based on Qos which were previously manual. We implement two algo-
rithms of it. Through the experimental results, we show that it is more energy-
efficient and reliable than conventional DVFS technique.

To demonstrate the idea, we use a very widely used web application, sta-
tic website to verify QoS-FS. With the proposed QoS-FS, energy can be saved
about 5% while reliability can be increased by 17%. However, the application we
selected for implementing QoS-FS does not stand for the most efficient energy
optimization case of QoS-FS since static web application is more memory inten-
sive than CPU intensive. For CPU intensive applications, the percentage of
energy that can be saved by QoS-FS may increase. The cost of implementing
QoS-FS is not high. All the data for building it can be collected and evaluated
during web stress testing. Actually, the basic ideal of QoS-FS is utilizing some
performance data obtained from web stress testing to decide how the CPU can
be used better when taking QoS requirements into consideration. We believe
the basic ideal of QoS-driven frequency scaling is scalable as there have been
plenty researchers proposing numerous performance modeling methods for soft-
ware. Thus, such kind of methods may be applied to implementing the basic
idea of QoS-FS in different applications.

In the future work, we will discuss how to implement QoS-FS in various
kinds of applications. Besides, we will incorporate the technique named request
patching into QoS-FS to improve the performance of QoS-FS when workload
is low.
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Abstract. In recent years, researchers are investigating plenty of efforts
to design cloud storage integrity checking protocols to ensure the out-
sourced data’s security. In such protocols, parameters are often chosen in
an ad-hoc way. In this paper, we show that an optimal parameter selec-
tion exists in the economical sense when considering current cloud stor-
age practices. We derive the optimal parameter selection by establishing
a cost model for the previously already proposed cloud storage integrity
checking protocols. The cost model takes account of storage cost, data
transfer cost, and data access request cost as charged by current cloud
storage practice. Besides the optimal parameter selection, we show that
an optimal total cost also exists. Experimental analysis with one large
Chinese cloud storage service provider, Ali OSS, further validates our
model. Therefore, we believe that the optimal parameter selection sug-
gested in this work helps the already proposed cloud storage integrity
checking protocols more ready to be used in practice.

Keywords: Cloud storage · Integrity checking · Cost model · Optimal
parameter · Economical analysis

1 Introduction

Cloud storage integrity checking has received plenty of research efforts in the
past decade [1–15] with more and more users outsourcing their data to cloud
storage service providers both in the private and public sectors [16]. The cloud
storage integrity checking problem is then how a user can check the integrity
of the outsourced data in the cloud with the challenge that the user no longer
stores a local copy of the outsourced data. This problem is especially important
for those who rely their business on data but have limited budget for in-house
storage (e.g. new mobile app startups, etc.), and those who strictly adhere to
law regulations. This is because the outsourced storage in the cloud is under
risk being modified, damaged, or even deleted due to various financial incentives
and management faults. To solve this problem, researchers are proposing various
cloud storage integrity checking protocols [1–15] to ensure the integrity of the
outsourced storage.

Among those proposed protocols, two approaches are employed. The first
is the PoR (proof of retrievability) approach. This approach models the cloud
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 297–306, 2017.
DOI: 10.1007/978-3-319-52015-5 30
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as a black box and only uses the open API from the cloud to conduct stor-
age integrity checking. The other one is the PDP (proof of data possession)
approach. This approach performs better in the communication cost than the
PoR approach; however, this approach requires the cooperation of the cloud to
perform computations on the outsourced storage. Both approaches leverage the
sample-and-check idea, i.e. dividing the outsourced storage into blocks and then
randomly checking the integrity of selected/challenged data blocks.

While the proposed protocols can verify the integrity of the outsourced stor-
age, we note that the proposed protocols did not take account of practical eco-
nomical cost of such protocols. Current cloud storage practice has a system of
pricing strategies, which imply that the proposed protocols all have integrity
checking costs. Thus, we aim at making cloud storage integrity checking proto-
cols smarter economically in this work.

In this paper, we model the economical cost of cloud storage integrity check-
ing protocols; we also propose a method to derive optimal parameters for the
proposed protocols. This result can help to choose better parameters for the
proposed cloud storage integrity checking protocols [1–15] when deployed into
current cloud storage service providers.

We achieve this in two steps. First, we model the economical cost of cloud
storage integrity checking protocols into three parts: storage cost, data transfer
cost, and data access request/HTTP request cost. The three costs are computed
according to current cloud storage pricing practices. Our model shows that the
total cost depends on the storage size, block size, the successful detection rate,
the challenge size during integrity checking, and the total number of integrity
checkings. Second, once we have the total cost, we derive the optimal parameter
in terms of the block size, given other parameters fixed.

Next, we simulate and analyze the cost for different parameter choices. The
simulation results validate our cost model. Especially, an economically optimal
block number exists for the cloud storage integrity checking protocols.

The rest of the paper proceeds as follows. Section 2 models the cloud storage
integrity checking protocol and reviews current two solution approaches - the
PoR approach and the PDP approach. Section 3 then constructs a cost model for
such protocols, followed by simulations and analysis in Sect. 4. Section 5 reviews
related work for cloud storage integrity checking. Finally, Sect. 6 concludes the
paper.

2 Cloud Storage Integrity Checking Model

2.1 System Model

Figure 1 illustrates how a cloud storage integrity checking protocol works; this
basic model underlies all proposed cloud storage integrity checking protocols
[1–15]. Such a cloud storage integrity checking protocol involves two entities: user
and cloud. The user could be an individual, an organization, an enterprise, etc.;
the cloud could be any public cloud service provider, e.g. Amazon S3, Microsoft
Azure, Google Cloud Storage, Ali OSS, etc. The user first processes the storage
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to be outsourced by embedding some secret information, then outsources its
storage to the cloud. Later the user interacts with the cloud in a challenge-
response manner to check the integrity of the outsourced data, e.g. whether the
data is damaged, modified, or even lost. Specifically, the user sends an integrity
checking (or audit) query to the cloud, requesting the cloud to prove that the
outsourced data remains intact. After the cloud sending back the proof, the user
verifies the integrity of the data by examining the proof.

Fig. 1. Cloud storage integrity checking model

2.2 Modeling Proposed Protocols

We briefly model the previously already proposed cloud storage integrity check-
ing protocols corresponding to the system model as in Fig. 1. The proposed pro-
tocols can be categorized into two approaches: one is the PoR (proof of retriev-
ability) approach; the other is the PDP (proof of data possession) approach.
Both approaches have similar syntax - they both model a cloud storage integrity
checking (CSIC) protocol in five efficient algorithms CSIC = (KeyGen, Outsource,
Audit, Prove, Verify) as follows:

– KeyGen(λ) → K: On input a security parameter λ, the user runs this algorithm
to generate a secret key K to enable audit and verification.

– Outsource(F ;K) → F ′: On input the data F to be outsourced, the user runs
this algorithm to get a processed data F ′ using the secret key K. The processed
data contains some authentication information of the outsourced data F and
is then sent to the cloud.

– Audit(K) → q: The user runs this algorithm to generate an audit query q
which will be sent to the cloud.

– Prove(q, F ′) → Γ : On input an audit query q, the cloud computes a proof Γ
using the stored data F ′.

– Verify(q, Γ ;K) → δ: On input an audit query q, the cloud’s proof Γ , the user
checks whether the cloud’s proof is correct using the secret key K. The user
outputs δ = 1 if the proof is correct, else outputs δ = 0.

We note that the PoR approach and the PDP approach differ substantially.
The PoR approach takes the cloud as a black box which does not require the
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knowledge how the cloud stores and processes the data; in contrast, the PDP
approach requires the cloud to conduct computation when proving the integrity
of the outsourced data to the user. The PoR approach is more ready to be
deployed while the PDP approach is more communication efficient.

Despite the difference, both the PoR and PDP approaches employ the same
syntax and the sample-and-check idea, i.e. randomly selecting data blocks to
check the data integrity in a probabilistic sense. This idea is contained in the
algorithms CSIC.Audit, CSIC.Prove, and CSIC.Verify. We only require the under-
standing of the syntax as above to understand this paper; the details of PoR
and PDP are vertical to this research.

2.3 Limitations

We note an important limitation of the proposed cloud storage integrity checking
protocols. Current cloud storage service providers charge their services. But the
proposed PoR-approach and PDP-approach protocols divide the outsourced data
into blocks heuristically, which incurs different cost. There should be a way to
parameterize the number of total blocks optimally in the economical sense, which
we show in this work.

3 Cost Model for Cloud Storage Integrity
Check Protocols

3.1 Current Cloud Storage Pricing Practice

We evaluate the cost of cloud storage integrity checking protocols by under-
standing how cloud charges. After reviewing some prominent cloud storage ser-
vice providers from both international and Chinese enterprises, we find that the
service providers charge on the storage size of the outsourced data, the volume
of data transfer (or communication cost) when downloading the data from the
cloud, and the times of data access requests in terms of HTTP requests. Table 1
lists an example for some large Chinese cloud storage service providers.

Table 1. Current cloud storage pricing practice

Cloud storage provider Ali OSS Baidu BOS Tencent COS

Storage (/GB/Month) 0.158 0.15 0.156

Data transfer (/GB) 0.64 0.61 0.4

Data access request (/10000 requests) 0.01 0.01 0.01

We also find that different providers charge differently; but the difference
only lies in the detailed numbers as exemplified in Table 1. We later unify these
prices in variables in our cost model.
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3.2 Constructing Cost Model

We now evaluate the total cost of a cloud storage integrity checking protocol.
It comprises of three parts according to current cloud storage practices, i.e.
storage cost, data transfer cost, and data request cost. We compute these costs
respectively.

We give some notations for easy presentation. Let M denote the total cost of
a cloud storage integrity checking protocol, m1,m2,m3 denote the storage, data
transfer, and data request cost with standard unit price p1, p2, p3, respectively.
Let s denote the outsourced storage size in bytes, n the total number of blocks,
and s′ the size of the authentication information of each data block. Let i denote
the months for which the outsourced data is stored in the cloud, j the total
number of integrity checking times, k the data damage rate, p the successful
detection rate, and c the number of challenged data blocks in a integrity checking
query. Let g be a constant denoting whether the cloud stores the authentication
information for each data block; g = 2 if each data block is authenticated and
g = 1 otherwise.

Storage cost. This cost consists of the outsourced data and the authentication
data accompanying each data block if any. Note that the size of outsourced data
is in bytes and the price charged by the cloud is in Gigabytes. We compute the
storage cost in i months as

m1 =
s′ × n + s

230
× p1 × i.

Data transfer cost. This cost contains the data block and its authentication
information in one challenge returned by the cloud. Compared with storage
cost, this communication cost is much higher. This is because communication
over the Internet incurs cost for the cloud service providers who buy bandwidth
from internet service providers. Thus, when an integrity checking query consists
of c challenges, the cost of j integrity checking queries is

m2 =
(s′ + s/n) × c

230
× p2 × j.

Data access request cost. This cost happens when the user gets/puts a data
block from/to the cloud, typically in a HTTP request. Frequent reads/puts sig-
nificantly influence the cloud’s performance, thus it is a cost. When the user
outsources the data to the cloud, the cost is g×n×p3

10000 . For c challenges in an
integrity checking, the cost is g×c×p3

10000 . Thus for j integrity checkings, the cost is

m3 =
g × n × p3

10000
+

g × c × p3
10000

× j.

Total cost. Finally, we can have the total cost by adding the storage, data
transfer, and data access request together. The total cost for a cloud storage
integrity checking protocol is therefore as follows

M =
s′ × n + s

230
×p1×i+

(s′ + s/n) × c

230
×p2×j+

g × n × p3
10000

+
g × c × p3

10000
×j. (1)
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3.3 Deriving Optimal Parameters

Optimal parameters for a cloud storage integrity checking protocol exist accord-
ing to the total in Eq. (1). We simplify the total cost as follows

M = αn +
β

n
+ γ

where α = s′
230 × p1 × i + g×p3

10000 , β = s×c
230 × p2 × j, γ = s′

230 × p2 × j + g×c×p3
10000 × j.

In practice, a successful detection rate p is first determined in advance using the
assumed data damage rate k as follows

p = 1 − (1 − k)c. (2)

Then the total number of challenges in an integrity checking can be determined;
normally it is constant, or only logarithmic in the variable n [1,2,12] depending
on the assumption of k. Thus we have approximately α, β constant when fixing
i and n being large.

Therefore, the minimal cost is M ≈ 2
√

αβ +γ which is achieved for n ≈
√

β
α

roughly. It is worth noting that real cost also depends on how long the data
is to be stored on the cloud and how many times integrity checking is to be
conducted.

4 Analysis and Simulation

In this section, we analyze the cost of cloud storage integrity checking protocols
by simulation; we aim to understand how to choose the total number of blocks,
how the total cost grows. Our methodology is to study the influences of certain
variable on the total cost and optimal block numbers while fixing other parame-
ters unchanged. We employ the Ali OSS pricing practice [17] in our simulation.
We use p1 = 0.0053, p2 = 0.75, p3 = 0.01.

4.1 Challenge Size vs. Optimal Block Number

We study how challenge size influences the optimal block number. We fix i = 1,
j = 1, s = 100 × 1024 × 1024. Assume that the data damage rate k is 1%
and that the requirement of integrity checking accuracy is 99%, 95%, and 90%
respectively. Then the corresponding value of challenge size c is 459, 299, and
230, respectively according to Eq. (2). Figure 2 depicts how the total cost M
depends on n and c.

From Fig. 2, we find that the total cost generally grows with the block number
and the challenge size. For different challenge sizes, the user needs to choose
different optimal block numbers.
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Fig. 2. Challenge size influences the optimal block number.

4.2 Storage Size vs. Optimal Block Number

We turn to investigate how outsourced storage size influences the optimal block
number. We assume that the data damage rate k is 1% and the requirement of
integrity checking accuracy is 90%, thus we take c = 230. We vary the value of
s to be 100 MB, 200 MB, and 300 MB respectively. Figure 3 displays the result.

Fig. 3. Storage size influences the optimal block number.
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Fig. 4. Duration time and integrity checking frequency both influence the optimal
block number.

From Fig. 3, we can observe that similar phenomenon with the challenge size
happens here. The larger the file size is, the higher the total cost is. And the
optimal number also differs when storage size changes.

4.3 Duration Time and Integrity Checking Frequency vs.
Optimal Block number

We now study how duration time and integrity checking frequency influence
the optimal block number. Same as above, we assume that the data damage
rate k is 1%, and the requirement of checking accuracy is 90%. Then challenge
size is c = 230. We simulate 3 different group values for i, j respectively, i.e.
i = 1, j = 1; i = 3, j = 1; i = 1, j = 3. Figure 4 shows the dependency.

We can find from Fig. 4 that the total cost gets larger when we store the out-
sourced data in the cloud longer and when we have more frequent integrity check-
ings. The optimal block number also changes with duration time and integrity
checking frequency.

The simulation results all together in this section show that the total cost,
the optimal block number depend on various factors. In practice, a user could
compute the total cost, the optimal block number according to the user’s require-
ment and Eq. (1).

5 Related Work

We review most related work in this section. The problem of cloud storage
integrity checking was first proposed in 2007 by Juels, A. and Kaliski Jr., B.S. [1],
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and Ateniese, G. et al. [2]. The former proposed the first PoR-approach solution
while the later proposed the first PDP-approach solution. While the two solutions
can solve the cloud storage integrity checking problem in theory, their functional-
ities are limited. Later works extended the two works by supporting data dynam-
ics, third-party auditing [3–15]. Vertical to the detailed solutions, researchers also
studied the relationship of cloud storage integrity checking with other problems,
e.g. network coding [10], distributed string equality checking [12]. Researchers
also made efforts to make the proposed solutions in use for current cloud storage
practices [18–20].

Compared with previous work and to the authors’ knowledge, this paper is
the first to study how to make cloud storage integrity checking protocols more
economically efficient, which may make cloud storage integrity checking more
ready to practical deployment.

6 Conclusion

To make cloud storage integrity checking protocols more ready to be used for
current cloud storage practices, in this paper, we establish a cost model for such
protocols. The model integrates the storage cost, data transfer cost, and data
request cost together to deduce the total cost. We show that an optimal cost
and an optimal parameter selection exist for a cloud storage integrity checking
protocol according to the total cost model. Our simulation results with one
Chinese cloud storage provider Ali OSS further validate our cost model. Finally,
we hope that the cost model in this paper may shed insights to other cloud
security problems.
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Abstract. Wireless indoor localization has attracted extensive research
recently due to its potential for large-scale deployment. However, the
performances of different systems vary and it is difficult to compare
these systems systematically in different indoor scenarios. In this work,
we propose E3, a Gaussian process based error estimation approach for
fingerprint-based wireless indoor localization systems. With an efficient
error estimation algorithm, E3 is able to efficiently estimate the local-
ization errors of the localization systems without requiring the expensive
site evaluations. Our evaluation results show that the proposed app-
roach efficiently estimates the performance of fingerprint-based indoor
localization systems and can be used as an efficient tool to tune system
parameters.

Keywords: Wireless fingerpring · Indoor localization · Error estima-
tion · Gaussian process

1 Introduction

Accurate indoor localization is one of the fundamental building blocks for mobile
applications. Due to the rising application requirements, recently indoor local-
ization has attracted extensive research efforts [4,16,18,20,25,26].

Among different categories of wireless indoor localization approaches,
fingerprint-based indoor localization [4] is one of the most popular due to the
widespread availability of WiFi APs. State-of-the-art research on fingerprint-
based indoor localization either focuses on improving the accuracy of the loca-
tion estimation [13,19,26], or reducing the time and effort in constructing the
fingerprint database [14,18,20,25]. While all these approaches have addressed
various shortcomings in existing indoor localization systems, the configurations
of these systems vary. Each of these localization systems is evaluated in settings
with different physical layout and environmental effects, making it difficult to
compare and evaluate them systematically. One of the key objectives of our work
is to make systematic comparison feasible.

c© Springer International Publishing AG 2017
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The main idea of this paper is as follow. Given a set of radio signal finger-
prints collected, a Gaussian process (GP) [17] approach is used to model the
signal distribution of access points that cover the area of interest. Using the
signal distribution model derived, random sampling is performed to simulate
the collection of fingerprint values collected at each location of interest during
localization. Given a particular localization algorithm, the mapped location in
the system can be determined. The average localization error of each location in
the area of interest can now be estimated even though the original set of data
collected as input may not be sufficient for localization purpose on its own.

To validate our approach, we implement E3 and evaluate the system on two
different indoor environments covering more than 300 m2 area. In both environ-
ments, point-level, region-level and floor-level error estimation are evaluated. For
point level accuracy, evaluation result shows the difference between GP estima-
tion and ground truth is small, demonstrating that accuracy awareness provides
an accurate and practical assessment to fingerprint-based localization systems.

The rest of the paper is organized as follows. We discuss the technical back-
ground and Gaussian process in Sect. 2. Section 3 explains the concepts, algo-
rithms for point-level, region-level and floor-level error estimations. The evalua-
tion results are given in Sect. 4 and related works are discussed in Sect. 5. Finally,
we conclude in Sect. 6.

2 Technical Background: Gaussian Process

To model the signal strength propagation continuously over the whole field,
Gaussian process is used to capture the spatial correlation existed in signal
strength distribution [7,8,24]. Gaussian Process (GP) [17] is a Bayesian non-
parametric model that performs non-linear regression on the training data D =
{(xi, yi)|i = 1, ..., n}. That is,

yi = f(xi) + ε (1)

where xi ∈ R
d is a d dimensional input value and yi is the observation

value, and ε is a zero-mean noise term with known covariance σ2
n. Function

f ∼ GP(μ(x), k(x,x′)) is a Gaussian process with mean function μ(x) and
covariance function, or kernel, k(x,x′), where:

μ(x) = E[f(x)] (2)
k(x,x′) = E[(f(x) − μ(x))(f(x′) − μ(x′))] (3)

With GP priors and training data, prediction of the unobserved function value
at any arbitrary location x∗ can be made using the following equation [24]:

μx∗|D = μx∗ + Σx∗DΣ−1
DD(yD − μD) (4)

Here μx∗ , μD are the mean values of the data points and are specified by the
GP prior μ(x). Σx∗D is the 1 × n vector of covariance between x∗ and the n
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training data D, and Σ−1
DD is the n×n covariance matrix. With this formulation,

the observation value at any arbitrary location in the field can be predicted
conditionally on the training data.

To model the signal strength distribution of access points covering certain
area, input x = (xh, xv) is a two dimensional vector specifying the horizontal
and vertical coordinate of the location. The observation value yi is the signal
strength received at the given location. Note that the input data D here can
be obtained from the fingerprint database, or radio map, which are generally
required and constructed by any fingerprint-based localization systems in the
offline calibration phase in order to perform localization.

The radio map contains a sequence of records (x, fp) which associates wireless
fingerprints fp to each location x. Each fingerprint fp = (BSSIDi, ri|i = 1, ..., k)
consists of signal strength readings r of all k WiFi BSSIDs (MAC addresses of
access points) observable. Hence for each BSSID in the system, the training data
D = {(xi, ri)|i = 1, ..., n} is available. With the availability of the training data,
Gaussian processes can be applied to characterize the signal strength distribution
of the whole area.

3 E3: Efficient Error Estimation

In this section, we study the error estimation of fingerprint-based localization
systems based on the GP signal strength model we presented in Sect. 2.

3.1 Point-Level Error Estimation

Point-level accuracy is commonly used in most localization system to measure
performance. Such accuracy depends on the ability of fingerprints to uniquely
identify a particular location. Hence, the fingerprints at different locations should
display sufficient location diversity. In our work, signal strength models of access
points derived from the training data D (radio map) provide the mean signal
strength value μx∗|D and variance σ2

x∗|D of each access point at each location x∗.
We can then use these information to get the likelihood estimate for fingerprints
and simulate fingerprint sampling at each location during localization to get the
error estimate.

3.1.1 Error Estimation
Error of fingerprint-based localization comes from the fact that sampled signal
strengths of access points fluctuate and can be different from the fingerprints
in the radio map. By chance they will be mapped to different locations. To
characterize the average localization error E(x) at one location x = (xh, xv):

E(x) =
∑
x′

pL(x′|x)· d(x,x′) (5)

where x′ is the reported location by the localization algorithm L, and pL(x′|x)
is the probability that the localization algorithm L reports x′ when users are
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Algorithm 1. Fingerprint Sampling Algorithm

1 Input: Location x, mean μx|D, variance σ2
x|D, k

2 Output: Sampled fingerprint fp

3 for i = 1:k do
4 If ri hasn’t been assigned, with probability pi set ri = rand(μx|D, σ2

x|D),
otherwise set ri = −100;

5 For all j > i, set rj = ri if Sij < τ ;

6 end

actually in x, and d(x,x′) is the Euclidean distance between two locations in
the 2D plane in meters.

For evaluation purpose, the area of interest is discretized into a number
of locations. By averaging over all possible locations, the expect error of each
location can be obtained. pL(x′|x) is determined by the localization algorithm
L and property of fingerprints fp collected at this locations:

pL(x′|x) =
∑
fp

p(fp|x)· δfp (6)

Here p(fp|x) is the possibility that fingerprint fp can be sampled at location x.
δfp = 1 if L(fp) = x′, that is, the localization algorithm maps fp to location
x′ and δfp = 0 otherwise. The mapping of L is deterministic once the finger-
print is given and localization algorithm is chosen. The localization error E(x)
hence depends on the fingerprint characteristics and the algorithms used. To get
the error estimate from (5) and (6), fingerprints needs to be traversed. Though
we already have the likelihood estimate for each fingerprint using Gaussian
processes, however, consider a floor with k access points and each access point
has q different signal strength readings, we have qk different fingerprints.

3.1.2 Fingerprint Sampling
It is not feasible to traverse the fingerprint space in practice when k can easily
exceeds 100 and q = 71 when signal strength ranges from [−100,−30]. Instead,

Fig. 1. Gaussian process sampling
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Fig. 2. Ground truth phone sampling

we use Monte Carlo sampling approach [10] to simulate fingerprint based local-
ization and get the error estimate for each location.

To model the real fingerprint readings, generally each access point is consid-
ered to be independent [7–9]. This assumption is made based on the fact that
access points are physically separated. However, modern access points allow mul-
tiple BSSID beacon setting, making access points able to broadcast itself to have
multiple BSSID addresses [1]. Therefore, the different signal strength readings
of different BSSIDs can belong to the same access point, resulting the readings
of these BSSIDs to be mostly identical. These duplicated BSSIDs are recorded
down by the sampling devices such as smartphones in the radio map in the cal-
ibration phase and are used to perform localization in the online phase as long
as they can be received at the location. It is therefore not correct to assume
the independence between these BSSIDs. We use the following metric to detect
these duplicated BSSIDs:

Sij =

m∑
i=1

|ri − rj |
m· |rmin| (7)

where m is the total number of fingerprints collected in D, ri and rj are the
signal strength of two BSSIDs and is set to −100 if the BSSID is not detected
in this fingerprint. rmin = −100 is the minimum signal strength observable. Sij

should be small if these two BSSIDs are broadcast by the same access point. In
the sampling, BSSIDs with Sij less than the threshold τ are set to have the same
signal strength. In this work τ is set to 0.005. At each location, the probability
pi that one BSSID can be received can also be learned from the training data D.
As shown in Algorithm 1, for a fingerprint fp containing k BSSIDs, the signal
strength r of each BSSID is sampled randomly from the mean μx∗|D and variance
σ2
x∗|D learned from the Gaussian processes with probability pi. Otherwise it is

set to −100, indicating that the BSSID is not observed in this fingerprint.
Figure 1 shows the fingerprints sampled by the sampling algorithm for 304

BSSIDs on one floor in one randomly selected location. Figure 2 shows the ground
truth fingerprints sampled by smartphones in the same location. We can see that
the GP-based sampling algorithms follows actual fingerprint samples fairly well
and provides a “smoother” distribution. With the sampling algorithm, we are
now able to simulate fingerprinting at arbitrary locations in this floor to get the
error estimate.
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3.1.3 Sample Size Determination
Each fingerprint fp sampled by Algorithm 1 provides one error estimate e(x) for
the location x:

e(x) = d(x,L(fp)) (8)

To estimate the average error E(x) with random sampling, we need to decide
the minimum sample size ne to achieve confidence interval α. From statistics
theories [6]:

e(x) − E(x)
S/

√
ne

∼ t(ne − 1) (9)

where e(x) is the mean of all ne estimates of e(x) and S is the standard derivation
of the ne samples, and t(ne − 1) is the t-distribution with (ne − 1) degrees of
freedom [6]. The confidence interval [− S√

ne
· tα/2(ne−1), S√

ne
· tα/2(ne−1)] ensures

the error estimation with α confidence. We set α = 99% here.
To make the average error estimate less than ε:

2
S√
ne

· tα/2(ne − 1) < ε (10)

minimum sample size ne can be calculated. ε is the maximum estimation error
and is set to 0.1 m. Algorithm 2 shows the final algorithm for average localization
error at each location x. n0 is the initial sample size and is set to 100. After that
the sample size keeps increasing until it meets the constraint set by Eq. (10).
The average error E(x) is then obtained from the sampling algorithm.

Algorithm 2. Error Estimation Algorithm

1 Input: Location x, localization algorithm L
2 Output: Average localization error E(x)

3 while Size of e(x) list < n0 or Eq. (10) not met do
4 Sample another fp using Algorithm 1;
5 Calculate e(x) using (8);
6 Add e(x) to the sampled error list;

7 end
8 Return the mean of all sampled e(x) as E(x);

3.2 Region-Level Error Estimation

While the point-level accuracy provides the error characteristics of each location
in the indoor environment viewing it at a coarse granularity gives a different
perspective to the system behavior. In this section, we analyze the error charac-
teristics at the region-level.

A region here consists of those nearby locations with similar localization
errors. The region-level error summarizes the region error distribution and can
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help to identify blind spots for localization system. By identifying these regions,
we have opportunities to improve these regions accordingly. For example, one
possible way to improve the poor region performance in fingerprint-based indoor
localization system is to place another access points in this region. Placing addi-
tional access points will add the “uniqueness” of the fingerprints to this region
and hence reduce the localization error for the whole region.

With error estimation algorithm and region-level analysis, the error distrib-
ution of the indoor floor is visualized and the impact of each access point to the
whole system also becomes easily observable. This capability is useful in both
identifying poor performance regions, and deciding where to place new access
points or which APs should be included in the fingerprint database.
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Fig. 3. CDF of point-level error

3.3 Floor-Level Error Estimation

The overall performance of localization system depends on many factors such
as the localization algorithm L used, or the deployment of access points. The
average error of the whole floor Ef is an important metric that is widely used
in the literature to characterize the localization performance. Here

Ef =
nl∑

i=1

E(xi)/nl (11)

is the average point-level error of all nl locations in the same floor. We focus on
the floor-level accuracy and study the factors that affect the overall accuracy in
this section.

4 Evaluation

The accuracy awareness based on the Gaussian process provides direct assess-
ment of different fingerprint-based localization systems. One key concern is that
how well the error estimation results fit the ground truth and how useful the
derived guideline information is. We discuss the evaluation results in this section.
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4.1 Data

To evaluate the accuracy-awareness algorithms proposed, we collect data over
two weeks period from a big 20 × 12m2 indoor open area and inside a smaller
8 × 9m2 office room. Three different phone models: Google Nexus 5, Samsung
S3 and Samsung S4 are used to collect the WiFi radio map and also the testing
data. Each indoor environment is divided into 1 × 1m2 grids and each grid is
sampled 1 min to construct the radio map. The radio map is used as the training
data D to train Gaussian process models for all access points.

4.2 Performance

4.2.1 Error Estimation
Figure 3 shows the CDF distribution of the point-level localization error in both
indoor environments. The GP estimations are obtained by Algorithm2 using
the Gaussian processes trained from the radio map. The ground truth error is
measured using the testing data. In both cases, the localization algorithm L is
the same nearest neighbor matching (NN1). The CDF graphs in Fig. 3 show the
error characteristics of the indoor environment predicted by the GP-based error
estimation algorithm and the ground truth respectively. In both environments,
the predicted CDF fits the ground truth error distribution very well, which means
the predicted floor-level errors for both indoor environment are also very close
to the ground truth. The GP-based estimation algorithm provides a smoother
result while the error distribution of the ground truth is more scatter, due to
the noise in the fingerprints collected in the real phone readings. Figure 3 shows
that the GP-based fingerprint sampling algorithm and the error estimation can
successfully fit the error characteristics of the indoor environment and provide
a close estimation of the localization error.

5 Related Work

In the past two decades wireless indoor localization has attracted a spectrum of
research works. Generally they can be divided into either device-free or device-
based localization. In the device free localization [2,21,23,27], the entity being
localized does not carry any special purpose devices. Entities are tracked based
on their physical properties such as the body interference to the signal propaga-
tion. Device-based localization, on the other hand, locates a device or a human
subject carrying a the device. Device-based localization gains the most popu-
larity due to the rise of smartphones and the capability of higher accuracy and
cheaper deployment. Device-based localization are generally divided into four
categories: infrastructure-based [15,22], wireless fingerprint-based [3,4,26], prop-
agation model-based [4,5,7,12] and SLAM-based [16,18]. Among all these cate-
gories, wireless fingerprint-based localization has the capability to leverage the
widely available infrastructures, and has the potential for large scale deployment.

While [7,24] also utilize Gaussian process in the context of localization, they
are focusing either on the improving the performance of localization or the GP
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itself. Different from all these existing works, the accuracy-awareness proposed
in this paper requires only the knowledge of the radio map and the localiza-
tion algorithm used, and provides direct assessment to the accuracies of the
fingerprint-based localization system. To further optimize the localization accu-
racy, more sophisticated optimization techniques [11] can be used and we leave
it as a future work to explore.

6 Conclusion

In this paper we propose E3 for efficient error estimation in fingerprint-based
indoor localization systems. Gaussian processes learned from the radio map are
used to characterize the fingerprints in the entire indoor environment. Based on
the GP-models built, fingerprint sampling and error estimation algorithm are
used to estimate the localization errors. Evaluation shows that the E3 provides
a close estimate to the error behaviors of the localization systems. As the effi-
cient error estimation enables direct assessment to fingerprint-based localization
systems and has many useful applications, it has the potential to be applied as a
standard component in developing future fingerprint-based localization systems.
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Abstract. Nowadays, for third-party cloud platforms are not fully
trustable, in order to ensure data security and user privacy when stor-
ing data on cloud servers, many enterprises and users choose to store
their data in the ciphertext form. So it is essential to search the needed
cryptographic information in the cloud servers. In this paper, we pro-
posed public key encryption module based on the attributes-multi key-
word vector. Firstly, we adopt the prime order bilinear pairings method
to improve time efficiency. Secondly, we introduced the attribute and
keywords vector to optimize the vector encryption algorithm. Finally,
considering conditions of the limited resources, we proposed the stor-
age domain differentiation policy to save the computing resources and
improve efficiency. In order to verify the result of this module, we built up
a system based on jPBC, a Java class library. The result shows that the
system can achieve the strict access control and multi-user shared fast
search mechanism. In the future, it will be applied to the new medical
cloud scenes.

Keywords: Cloud storage · Search encryption · Attribute-keywords
vector · Access control · Differentiation

1 Introduction

With the advent of the era of Cloud Computing and Big Data, more and more
enterprises and users have chosen to compute and store their data in the third-
party cloud servers, which have enough storing space and computing ability, in
order to save local computing and storing overhead costs. The era of “Internet+”
has given birth to many new sectors combined with Internet and traditional
sectors, such as the new medical cloud which has been a focused spot recently.
Patients can upload their health files to the medical cloud platform through
applications and software, and specify which doctors can access to those files.
Afterwards, through the medical cloud, doctors can read the patient information
for diagnosis. In this way, it will appear a problem that the data of patients health
files has been completely out of the management of its owner, which may result
in a disclosure of the enterprise and users private information [3] and seriously
threaten the security of data stored in the cloud.
c© Springer International Publishing AG 2017
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Nowadays, there are more and more data stored in the cloud severs, which
caused a problem of how to quickly search the required resources in the massive
ciphertext data in the cloud. Thus, the searchable encryption [1,9,14] came into
being, and it has at least three advantages:

(1) Resources that has nothing to do with the given keyword wont be down-
loaded to the local machines, which helps avoiding unnecessary waste of
network traffic overhead and storage space.

(2) The Powerful computing ability of cloud servers can be taken advantage of
to perform a file searching operation.

(3) Users do not need to decrypt files which do not meet given conditions, which
help saving local computing resources.

2 Related Research

Sahai and Water introdued attribute-based encryption (ABE) [10] as a new
means for encrypted acess control, which is subject to identity encryption mech-
anism [8,10] enlightened and developed. In the identity-based encryption, only
with the simple access control policy will be based on the size of the threshold
value, the owner can not define flexible access control, just counting the number
of ciphertext set of attributes. However, the flexible attribute-based encryption
can do any more, which basic principle is that a user is able to decrypt a cipher-
text if there is a “match” between the private key and the ciphertext. According
to the structure in which the access control policy can be divided into two types:
ABE on private key policy [6] and ABE on the ciphertext policy [12].

In 2000, Sang et al. [11] put forward a new concept that searchable encryp-
tion under symmetric encryption system. In 2004, Boneh et al. have proposed
the asymmetric public key searchable encryption schemes [2], which based on
the identity-based encryption. There are still some deficiencies in security, for
example it only applies to a single scenarios that a keyword ciphertext data
can be unique to the user access, which lives in the most complex scenarios are
not suitable for. After that, Chang et al. [3] proposed the concept of searchable
encryption [4,5,13] for multi-user scenarios and specific detailed implementation
program.

3 Our Construction

In this section we provide the construction of our system. We begin by describing
the model of searchable encryption and decryption, and attribute-multi keyword
vector ciphertext structure for respectively describing our system. Next, we give
the description of our scheme. Finally, we follows with a research in storage
domain and policy layer.
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3.1 Our Model

In this paper, we propose the scheme of based on attribute-multi keyword vector
searchable public key encryption is to use prime order bilinear pairings as the
algorithm construction, which is asymmetric encryption. In this model, consists
of user attributes and keywords set as a vector is encrypted objects rather than
user attributes and multi keyword are composed of two vectors, so that the
advantage is that you can save cloud storage resource consumption. Figure 1 is
a model of this paper.

3.2 System Process

Search encryption and decryption processes of the model:

(1) Using PKG automatic builder generates public key and private key set,
the public key (PK) is published, and the private key (SK) are stored and
managed to Trust Authority (TA).

(2) Data owners get their own attributes information from the database.
(3) Data owners according to its keywords set and attribute data composed

vector, and combined with the public key (PK) to encrypt for attributes-
multi keyword vector encryption and generated initial ciphertext (CT).

(4) Into the system according to the policy parameters I and F match com-
puting, and select the corresponding secondary re-encryption scheme to the
secondary ciphertext (encodedData), finally the secondary ciphertext and
the encrypted file uploaded and stored to the cloud server.

Fig. 1. System model
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(5) Users get their own attributes information from the database, and combine
with multiple keywords to search together to form their own search password
(Query), and combined with the private key (SK) on TA to search request
certification.

(6) If the search password (Query) authentication by TA certification, then
returned to the requesting user authentication token.

(7) Into the system according to the ciphertext index decrypted vector cipher-
text to form decodedData.

(8) User makes a search request to the cloud server based on TA to return a
token, the cloud server decrypted token and the secondary decrypted cipher-
text decodedData. If the matching decryption is successful, find the vector
ciphertext encodedData corresponding Did and ciphertext file.

(9) The cloud server will return the ciphertext files to the client, users locally
decrypt the ciphertext forming plaintext. This is what you want.

Encryption and decryption process flow chart shown in Fig. 2:

3.3 Our Construction

Our model is based on the prime order bilinear groups, attributes-multi keyword
vector encryption is the prime order algebraic tool to encrypt bilinear pairings.
Among them, the encryption vector can allow attribute information with any
number of wildcards, so that you can achieve the search classification policy;
The last one-dimensional vector is set by multiple keywords component, which
is easier to achieve keyword serach, organizational structure of the model shown
in Fig. 3:

Fig. 2. Encryption and decryption Fig. 3. Ciphertext structure
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The implementation main divided into four steps: Setup(), Encryption(),
Gentoken(), Test() follows.

3.3.1 Setup (1n)
PKG automatic builder according to the length of L the vector as input and
automatic run an initialization key algorithm, then choose a random entity
I=[p,g1,g2,G1,G2,GT ,e], for all 1 ≤ i ≤ L, r ∈ ∑

, select the security random

parameters ti,r, vi,r ∈ Zp, and set Ti,r = g
1

ti,r

1 Vi,r = g
1

vi,r

1 .

PK = [I, (Ti,r = g
1

ti,r

1 , Vi,r = g
1

vi,r

1 )], i ∈ 1, . . . ,L, r ∈
∑

(1)

SK = [I, (ti,r, vi,r)], i ∈ 1, . . . ,L, r ∈
∑

(2)

3.3.2 Encryptiopn (PK,x)
The client use public key and vector −→x = (x1, ...., xL−1, xL), x1, ...., xL−1 ∈ ∑

∗,
and xL ∈ ∑

, (Respectively the user attribute information and a set of keywords
domain information) as input to encrypt and calculate. When xi �= ∗ select a
random security parameter ai ∈ Zp so that the sum of the lower limit 0, which is∑

ai = 0. After calculating the vector encryption CTx = (Xi,Wi)Li=1, the client
sents tuple (CTx, Did) to the cloud server, and then indexing. Set as follows:

{
Xi = Ti,xi

ai
,Wi = Vi,xi

ai
, if xi �= ∗;

Xi = ∅, Wi = ∅, if xi = ∗ and i �= L;
(3)

3.3.3 GenToken (SK,y)
Generating token algorithm is run by the Trust Authority (TA), the private key
(SK) and query request vector −→y as input and the generated token as output.
After receiving search vector, Trust Authority (TA) will first authenticate users,
if the validation is successful will send the user an access token to retrieve qual-
ifying documents. In order to generate the token, Trust Authority (TA) first
select the L + 1 random security parameters s, s1, ...., sL ∈ Zp. Set as follows:

{
Ti,yi

= g
ti,yi
2 , Vi,yi

= g
vi,yi
2 ;

Yi = TS−Si
i,yi

, Mi = V
i,y

Si
i

;
(4)

Finally, the token generated by the algorithm: Ty = (Yi,Mi)Li=1.

3.3.4 Test (PK, Ty, CTx)
The cloud server receives the token to run the Test after decryption match-
ing algorithm, which send the token and server index that all existing vector
ciphertext CTx as input, if there will be: Test(PK, Ty, CTx) = 1(true), it means
the success of the query to find an index (CTx,Did) of the corresponding Did,
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and then find the ciphertext file returned to the user based on Did. The test
decryption algorithm Test calculated as follows: If −→x = −→y , then

Test(PK, Ty, CTx) =
L∏

i=1

e(Xi, Yi)e(Wi,Mi)

=
L∏

i=1

e(g
ai

ti,xi
1 , g

ti,yi (s−si)
2 )e(g

ai
vi,xi
1 , g

vi,yi
Si

2 ) (5)

= 1

If the Test result for 1, it indicates that the user meets the search criteria
and successful search for the resource file, which will return the ciphertext to
client, and then decrypted locally.

3.3.5 Differentiation Security Model
In system model, users uploading or sharing any resource are based on attributes-
multi keyword vector encryption, but this approach is the lack of personalized
protection, especially in the case of the remaining resource are limited. Encryp-
tion and decryption services are implemented on the storage domain, so the
combination on the basis of differentiation security model to different user iden-
tities and the important degree of different files, using AES (128bit) and RSA
(1024bit) to achieve a secondary re-encryption with different security levels. It is
known RSA encryption is high security, but its slow, time-consuming high, high
consumption of resources; AES encryption security degree relatively RSA can
only be considered moderate, but its speed, low resource consumption. Figure 4
shows the differential model of the security policy in storage domain.

Fig. 4. Differentiation security policy
model

Fig. 5. Calculation rule

3.3.6 Calculation Rules
Calculation rules in the policy layer is made up of identity safe level para-
meter I, file security level parameter F, minimum security level probability
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parameter ρSec and configurable parameters of ω1, ω2. The policy layer is set
three encryption security service, the main steps of the selection method is as
follows:

(1) The system must set the security level probability parameter values ρSec in
each program execution, primarily for selecting a reasonable level of security
encryption service.

(2) When the user uploading or sharing files in the input layer, they need to
configure identity security level parameter I and file security level parameter
F of the weight value ω1, ω2, and ω1 + ω2 = 1.

(3) Into the policy layer, calculating the probability degree of security rules while
the output corresponding to the selected security parameter Sec encryption
service.

In all three schemes, the security level of probability parameter ρSec1 , ρSec2 ,
ρSec3 has been determined, policy layer security rule for calculating the degree
of probability can be represented by the following formula:

Sec = (
ω1

I
+

ω2

F
)(1 − ρSec3) + ρSec3 (6)

The ρSec3 represents the actual policy scheme 3 calculates the minimum
degree of security ρ. Figure 5 is a complete difference degree calculating the
probability of the security rules policy process:

4 Implementation

In this section we mainly comparative experiment algorithm and scheme, includ-
ing time-consuming between prime bilinear and composite order, and time-
consuming in each stage between ours scheme and CPdHVE scheme.

Fig. 6. Time cost of encryption Fig. 7. Time cost of search decryption
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4.1 Algorithm Experimental Comparison

On the computational time-consuming, prime order bilinear are 50 times
faster than composite order bilinear pairings in computing speed. Assuming
that encryption vector length to 10, search decryption calculation Test time-
consuming is more seven times than prime order, the most significant is the
amount of calculation of the composite order bilinear element ratio of lager
prime order. Figures 6 and 7 are composite order bilinear on encryption scheme
CPdHVE [7], and ours scheme calculate the cost of encryption and decryption of
time. Table 1 and Fig. 7 are the total numbers of files increases with each model
search decryption time cost comparison.

Due to public key encryption algorithm inherent defects, does not apply to
bulk encryption of data, so the experiment is just in a relatively small scake on
the number of files. As shown in Table 1 and Fig. 8 with the increase of data
files stored in the cloud server, you can search to the number of files that will

Table 1. Search decryption time comparison of different scheme

Total files The number of files to
search for keywords

Ours search
decryption
time

CPdHVE search decryption
time

5 2 1.423 1.513

10 4 2.758 2.985

15 6 4.27 4.867

20 8 5.983 6.684

25 10 7.01 7.842

30 12 8.394 9.241

35 14 9.968 10.765

40 16 11.13 11.968

45 18 12.545 13.526

50 20 14.128 15.318

Fig. 8. Time cost of decryption Fig. 9. Compare varsions scheme
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increase accordingly, the number of files and search decrypted time is propor-
tional relational. According to the data analysis ours scheme in terms of time
efficiency than CPdHVE program to be better.

4.2 Experimental Comparison

In the system model, the introduction of the asymmetric RSA and symmetric
AES secondary re-encryption, and the cost of computing time is different. The
higher security level of security encryption services are more time consuming
for the price. Table 2 and Fig. 9 is in the case of vector attribute number a
key initialization time recording the programs calculate the number of vectors
attributes in the experiments is 3, get the key the initial time, total encryption
time, application token time, total decryption time, and the file upload or share
total time.

Table 2. Time-consuming comparison of different schemes at different stages

Scheme Initialization
time

Encryption
token time

Application
decryption
time

Decryption
time

File upload and
sharing time

Scheme 1 2559 490 236 6140 3103

Scheme 2 2480 111 226 295 2641

Scheme 3 2329 40 220 256 2418

5 Conclusion

Under the background of cloud computing and big data, in order to make the
most of cloud storage services and computing resources, while ensuring the secu-
rity of data stored in the cloud, as well as meet the multi-user scenarios and
multiple keywords search. The model is through adding user attributes encryp-
tion policy to support multiple data owners for multiple user scenarios, supports
multiple keywords high precision search, and make it more flexible and efficiency.
Finally, the system model also joined the differentiated security policy, accord-
ing to different users with different levels of identity and important of files for
different levels of security encryption service mechanism.
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Abstract. In recent years, with the popularity of private cars, a increas-
ing number of people prefer autos as their way to travel. However, poor
road conditions may cause damages to vehicles and have drawn great con-
cern of governments all over the world. The extreme weather conditions,
heavy traffics and low road quality are worsen the situation, making it is
a challenging task to keep roads in good conditions. Therefore, frequent
repairs are required to avoid damages to vehicles. In this paper, we pro-
pose a reliable pothole detection system using machine learning (PADS)
to facilitate the road pothole detection and road conditions maintenance.
The proposed system provides low latency in potholes detecting, thereby
shortening the time for road maintainers to identify poor conditions
roads. To make our system easy to deploy, we reduce monetary cots and
simplify system architecture. To improve accuracy in potholes detection,
we use K MEANS algorithm based on basic threshold algorithm. Our
results display a plot of z-axis accelerations on one road and a pothole-
marked map. At last, we show the pothole detection accuracy comparison
between our algorithm and basic threshold algorithm.

Keywords: Pothole detection · Road monitoring · Machine learning ·
IoT · Tri-axial accelerometer

1 Introduction

Poor road surface conditions may cause damages to vehicles, high maintenance
cost and even traffic accidents. According to the survey of U.S. Federal High-
way Administration [1], thousands of people are hurt or killed each year on
roads and highways due to poor road quality and conditions. Therefore, keeping
roads in good conditions is important to reduce the traffic accidents. However,
maintaining road surface is a challenging task due to extreme weather condition,
heavy traffic and the low road quality. To maintain good road condition, frequent
repairs are required and make that a reliable and low-latency road conditions
monitoring system is much required. This kind of system will be especially useful
in reminding road maintainers to repair poor road surfaces.

However, traditional monitoring systems are not suitable in such scenario for
the following two reasons: (1) Traditional monitoring systems aim at a overall
monitor on roads conditions including pavement images collection, pavement
shape detection, road stereo image drawing and etc. Often, this kind of overall
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 327–338, 2017.
DOI: 10.1007/978-3-319-52015-5 33
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monitoring will cost lots of time and can not be low-latency apparently [2,3].
(2) Traditional monitoring systems collect data from two main sources–statistical
sensors in the pavement and cars equipped with specific road monitoring sensors
like Ground Penetrating Radar (GPR) [4]. Limited by cost, these systems can
not scale up to monitor most roads in the city.

In this paper, we proposed PADS a simplified, low-cost and reliable road moni-
toring system with low latency in detecting potholes. Considering the drawbacks of
traditional systems and needs of keeping roads in good conditions, there are three
main concerns in our system – achieving low latency in detecting potholes, reduc-
ing monetary cost and improving detection accuracy. First, we make only pothole
detection function left in our system to achieve low-latency goal. The number of
Potholes on road is a convincing evidence to identify whether a road is in good con-
ditions and we can use this feature to get a general picture of road conditions. We
can also use the potholes location report to help road maintainers fix poor road
surfaces quickly. Second, PADS is implemented using ‘dynamic’ sensors — sensors
placed on autos to reduce cost [5]. Due to the mobility, autos can be randomly dis-
tributed in city roads and we can monitor almost every road theoretically if we have
enough autos equipped with sensors. Using ‘dynamic’ sensors instead of statistical
senors on roads can reduce monetary cost because placing sensors on several vehi-
cles is cheaper than placing sensors on every road. Finally, wrong potholes detec-
tion will make system unauthentic and increase the maintenance cost. To improve
detection accuracy, our approach decides to use machine learning methods [6,7].
The K MEANS algorithm [8,9] is used to cluster road data into two classes and
then computes a more accurate threshold to improve detection accuracy. For eval-
uation, we show a pothole-marked map produced by our system and compare the
accuracy of our potholes detecting algorithm with basic threshold algorithm.

In summary, we make the following major contributions:

– We propose a reliable pothole detection system with low latency in detecting
potholes.

– Our design uses machine learning methods to improve the accuracy int detec-
tion potholes compared of threshold-based pothole detection algorithm.

– We deploy our system on private cars and detect potholes on roads in low
latency.

The rest of this paper is organized as follows: Sect. 2 describes the background
and the motivation. Section 3 discusses on our system design including hardware
platform and architecture. Main algorithm description and its complexity analy-
sis are also included in this section. Section 4 talks about the evaluation of our
approach consisting of a potholes marked map, a plot of z-axis accelerations on
one road and accuracy analysis. In Sect. 5, the related work will be discussed on.
At last, we draw a conclusion in Sect. 6.

2 Background and Motivation

In this section, we first introduce the dangers caused by poor road conditions. We
then give the drawbacks of traditional monitoring systems and explain why it can
not be applied to keep roads in good conditions. Finally, we discuss our motivation.
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2.1 Dangers Caused by Poor Road Conditions

The U.S. Congress passed in a rare bipartisan effort (late 2015) the Surface
Transportation Reauthorization and Reform Act of 2015, which provides $233
billion for federal highway maintenance over five years. That is $46 billion per
year [10]. The fact shows that every year governments need to spend much money
on maintaining road conditions. However, the road conditions of U.S is still
poor even though it has cots government so much to maintain road conditions.
According to the research, in the cities with worst road conditions in U.S, the
ration of poor roads is over 50%. It is a really challenging task to keep roads in
good conditions but governments need to do this because poor road conditions
can cause many dangers.

There are several dangers that may caused by poor road conditions. First
of all, hitting a pothole may cause damages to vehicles. The damages may not
only occur in automotive chassis but also in tire puncture and wire rim. In most
cases, these damages may just make you pay for repair charge. However, the
worse case is traffic accidents. According to statics, one-third accidents involve
poor road conditions of approximately 33,000 traffic fatalities each year [10].
Moreover, the number of accidents is predicted to become larger with increases
in vehicle traffic in next years.

2.2 Drawbacks of Traditional Monitoring Systems

Traditional monitoring systems is not useful in helping road maintainers fix
road surfaces rapidly. These systems are designed to do an overall check on
roads. Therefore, it will include many unnecessary check for just fixing the road
surface and result in long latency. Moreover, traditional monitoring system often
use sensors placed on roads or specific monitoring cars. Limited by the cost,
tradition monitoring systems are hard to scale up and then can not monitor
most roads in cities. For example, one current equipment used in measuring road
condition, which is composed by accelerometers, distance measuring instruments
and graphic displays is quite expensive [11]. This road condition systems may
cost 8,000 to 220,000 dollars. These two drawbacks determine that traditional
road monitoring system can not be applied in fixing road surfaces rapidly to
keep roads in good conditions.

2.3 Motivation

Private vehicles have been more and more popular in recent years. To guar-
antee driving safety, governments take frequent repairs to keep roads in good
conditions. Therefore, how to identify roads in poor conditions quickly is impor-
tant since road maintainers cannot repair any poor conditions roads without
identifying them. Fortunately, a road monitoring system may help road main-
tainers achieve this goal. However, traditional road monitoring systems are long-
latency and high-cost. Therefore, they can not be applied to identify poor con-
dition roads quickly. This motivates us to propose a reliable pothole detecting
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with low latency in detecting potholes. To reduce the cost, we choose only 3-
axis accelerometers sensors and GPS module as our data-collecting equipment.
To improve detection accuracy, we use machine learning methods to compute a
more accurate threshold in identifying potholes.

3 PDSML Design

In this section, we first discuss the hardware platform used by our system. We
then introduce the architecture of our system. Finally, we talk about the main
algorithm and its complexity analysis.

3.1 Hardware Platform

We reduce monetary costs especially those spent on hardware to make our system
easier to scale up. To achieve this goal, only cheap sensors and inexpensive
boards are used in our system. One acceleration sensor and one GPS module
are used in collecting raw data. For preprocessing raw data and sending filtered
data to center servers, we use raspberry pi as our router. We choose raspberry
rather than other boards due to its relatively higher computing performance
as we decide to run filtering algorithm on router. Another benefit of preferring
raspberry is that raspberry board has a built-in wifi module for sending data
and has no need for any external data transmitting module. The last component
of our system hardware platform is a common center data server. Ignoring the
cost of the server, the total hardware platform cost is less than $60, a acceptable
price comparing with the cost of traditional road condition monitoring systems.
Figure 1 shows the top view of our hardware platform.

3.2 Software Architecture

PADS uses a basic IoT architecture consisted of four layers [12]. Figure 2 shows
architecture of our system. The first layer is the sensing layer contains accel-
eration sensors which are used to collect accelerations in 3-axis and locations
respectively. Routers (i.e., raspberry pi 3) in second layer — the network layer
— receive raw data and filter out noisy data. After that, routers will send filtered

Fig. 1. Top view of our hardware platform.
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Fig. 2. Architecture of PADS.

data to center data server using built-in wifi module. The most critical part of
our system is the third layer — the data processing layer. In this layer, PADS
will remove replicated data since we have deployed multiply device on roads.
With deduplicated dataset, we still have to ‘calibrate’ it. Because our equipment
is not placed flat on front tyres, our location of potholes will be inaccurate and
we need to ‘calibrate’ the location data. Data-collecting latency and the speed
of car equipped our sensors will also affect the accuracy in pothole location.
Taking all these factors into account, we ‘calibrate’ our data to eliminate errors.
Once our system get enough simplified and accurate data, a potholes classifier
can be trained and then we can detect potholes using this classifier. At last, in
application layer we mark all the detected potholes on Google map it the APIS
provided by Google.

3.3 Data Processing

There are four main algorithms in our system. However, the filtering algorithm,
a Z-DIFF algorithm (using the difference value in Z-axis acceleration to judge if
this data should be ignored), is so simple that we have no need to discuss on it in
detail. Thus, algorithm part will be mainly divided into three parts–redundancy
solving algorithm part, calibrating algorithm part and pothole detection algo-
rithm part.

Redundant road data eliminating algorithm: The first part is about
redundant road data eliminating algorithm. This algorithm is used in reduc-
ing redundant data in same position collected by different vehicles or one vehicle
in different periods. We use distance calculated by longitude and latitude data
to judge if a new data is redundant. The computational formula is:

a = sin2(Δϕ/2) + cos(ϕ1) cos(ϕ2)sin2(Δλ)

c = 2 ∗ atan2(
√

a,
√

1 − a)

Distance = R ∗ c. (1)
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In above equation, ϕ denotes latitude, λ denotes longitude and R denotes the
earths radius. However, computing distance every time a new data comes can be
a time-wasting task especially when searching space becomes large. To achieve
low latency in detecting potholes, shrinking searching room is necessary. We
give the road label to each data. When a new ‘normal’ data (no visual z-axis
acceleration changes) comes to server, PADS get its road information using map
APIS and check if the system has already stored the data of this road. Our
system will ignore the data if the road condition information has been stored
in our system. Only the ‘normal’ data can be ignored in our system and every
data that possibly represents pothole will be stored in database. Unfortunately,
though system will spend less time compared with computing distance for every
data, our system still needs to search road information when a new data comes.

Since searching road information every time is still a rime-consuming task,
our system has to find a new way to label our data. In fact, vehicles may often
stop in the crossroad and the speed of the vehicle will become zero. As a result,
a zero-speed data collected by GPS may represent that the vehicle has arrived at
the crossroad. The idea is simple, PADS will store the ‘normal’ data in buffer at
first without searching its road information (we will search the road information
for the first data) until a new data that has zero value in speed comes. Then
PADS compares the road information between the first data and the ‘zero-speed’
data. After that, our system will ignore the ‘normal’ data between them if they
are on the same road. The drawback of this solution is that we still have to
search the road information of each data when the zero-speed data is actually
collected in another road. However, the worst case will cost nearly the same time
compared with unoptimized algorithm.

Calibrating algorithm: The second part is about calibrating algorithm. Cal-
ibrating algorithm is used in making location more accurate. For calibrating
data, we should take data-collecting latency and speed into consideration to fix
the measurement error caused by the distance between seats and front tyres. We
can computer the direction of vehicles using three-axis accelerations. Then we
can use the direction and the distance to get the accurate location. However,
this direct method can also be time-consuming. We need a simpler method to
achieve the low-latency goal. Based on the fact that the distance is so short and
we can assume the speed and the direction of the vehicle keep steady during
this period. With that assumption, we can replace the location information of
current data with one of later collected data to get a more accurate location. All
our system do is to compute the latency for our vehicles to drive the distance
between seats and front tyres. We define ν for the speed of the vehicle and ψ for
the frequency of GPS in collecting data(GPS module have the same frequency as
acceleration sensors in collecting data). The τ represents the distance between
seats and front tyres. The latency can be expressed as:

Latency =
⌊

ψτ

ν

⌋
. (2)

With latency computed, we can calibrate our data.
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Pothole detection algorithm: The last part is about pothole detection algo-
rithm. The simplest way to detect pothole on road is using a threshold algo-
rithm [13]. However, assuming that roads in different areas have their own fea-
tures, using one certain threshold to detect potholes in all areas is not realistic.
We solve this problem by building a more accurate model for potholes detecting
using machine learning [14]. Indeed, using machine learning to detect pothole
will affect performance and make latency longer. We still need to prove accu-
racy because inaccurate pothole detection will make system unauthentic. In that
context, a simple but suitable machine learning algorithm should be chosen to
balance accuracy and latency. Finally, our system chooses the K-MEANS algo-
rithm [15]. Using this algorithm, we can simply cluster the data into two clusters
using three features x-axis, z-axis and speed. In related work, the threshold only
uses z-axis as its feature. However, a pothole will cause changes both in x-axis
acceleration (decrease in x-axis acceleration) and z-axis (increase in z-axis accel-
eration) Using two features will make detection more accurate. We do not use
speed directly to cluster data. In contrast, we define two scenes for clustering–
high speed scene and low-speed scene. Since acceleration data changes will be
quite different between high-speed and low-speed scenes, we need to treat them
separately (in our experiment, we define over 25 kmph is high-speed and below
it is low-speed). Supposed potholes data as abnormal data, it should be smaller
in number of two clusters. However, the results show the two clusters often have
similar size. To remedy this issue, we use original threshold (only use z-axis data
as threshold) [13] to firstly label the data (pothole label and normal label) and
then cluster them. After clustering, we choose the data set having more pothole
labels to be the cluster represents pothole data. Then we use the x-axis and z-
axis accelerations data of pothole data set to calculate our detection threshold.
The computational formula is:

Threshold =
∑n

i=1 (χ − z)2

n
. (3)

Let χ denotes x-axis acceleration and z denotes z-axis acceleration. We use z to
minus χ in equation because large z-axis acceleration and small x-axis accelera-
tion mean a pothole.

3.4 Complexity Analysis

The most time-consuming part of our algorithm is pothole detection part. To
reduce latency, our system decides to update pothole threshold periodically.
In most cases, PADS just uses computed threshold to judge if the vehicle
has faced a pothole. Therefore, in that situation, the complexity of detect-
ing algorithm is O(n). When the system needs to update threshold, the
complexity of detecting potholes is mostly dependent on the complexity of
K MEANS CLUSTER algorithm [16,17]. The general Euclidean space d and
clusters k will decide K MEANS CLUSTER’s complexity. For our system,
both d and k equal to 2 (i.e. 2 attributes x axis and z axis). Therefor, the com-
plexity is O(n5 log n). Though the performance of K MEANS CLUSTER is
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Algorithm 3.1 Pothole detection algorithm
Input: train data vector:road condition data vector;SIZE:size of road condition

vector;OT :original threshold provided by other work;ST :speed threshold
Output: Threshold vector:pothole threshold in high-speed and low-speed

1: cluster ← 2,iterations ← 100. //one cluster for pothole data and another

for normal data

2: cluster1 vector ← ∅, cluster2 vector ← ∅, TH ← 0.
3: for i ← 1 to SIZE do
4: if train data vector[i].z axis > OT then
5: train data vector[i].label ← pothole.
6: else
7: train data vector[i].label ← normal.
8: end if
9: end for

10: result ← K MEANS CLUSTER(train data vector, cluster, iterations).
11: if result[0].pothole label count > result[1].pothole label count then
12: cluster1 vector ← result[0].
13: else
14: cluster1 vector ← result[1].
15: end if
16: high speed sum ← 0.
17: low speed sum ← 0.
18: n ← length(cluster1 vector).
19: for i ← 1 to n do
20: if cluster1 vector[i].speed > ST then
21: high speed sum ← high speed sum + (cluster1 vector[i].z axis −

cluster1 vector[i].x axis)2.
22: else
23: low speed sum ← low speed sum + (cluster1 vector[i].z axis −

cluster1 vector[i].x axis)2.
24: end if
25: end for
26: Threshold vector.add( high speed sum/n).
27: Threshold vector.add( low speed sum/n).
28: return Threshold vector

not so good, the complexity of detecting algorithm is acceptable since updating
thresholds occurs in low frequency.

4 Evaluation

In this section, we firstly describe the experimental environments to evaluate
our system. Secondly, we display a pothole-marked map and a plot of z-axis
accelerations on one road as our experimental results. At last, we compare the
accuracy between our detection algorithm and basic threshold algorithm.
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Table 1. Item model and detailed features of components

Name Model Interface Resolution Sample
rate

Accuracy Power
supply

3-axis
accelerometer

ADXL345 SPI I2C up to 16 g up to
3200HZ

4mg/LSB 2.0V to
3.6V

GPS module UBLOX
NEO-6M

UART USB
SPI
DDC(I2C
compliant)

N/A up to
5HzV

2.5m CEP 2.7V to
3.6V

Logic level
converter

5V to 3.3V
Logic Level
Converter

N/A N/A N/A N/A 5V or 3.3V

Data
collecting
board

Genuino
UNO

UART USB
SPI I2C
TWI

N/A N/A N/A 5v

Router Raspberry
Pi 3

UART USB
SPI I2C
WIFI

N/A N/A N/A 2.5A@5V

4.1 Experimental Setup

As shown in Table 1, we use ADXL345 and UBLOX NEO-6M to comprise our
sensing layer. We use Arduino as a middle data collecting board instead of con-
necting sensors directly to raspberry due to the limit of raspberry pins amount.
Another significance of this design is making system loosely-coupled. Separating
router and sensing layer can make it easier to replace sensors without modifying
codes on router. We use SPI protocol to connect board with ADXL345 and I2C
protocol to connect board with GPS module. The benefit of using two different
protocols is to avoid conflicts on pins using. Without sharing pins, we can easily
implement our system using only one board. The ADXL345, however, can not
be directly connected to Arduino due to its 5 V-system. Therefore, a logical level
converter is necessary to convert 5 V to 3.3 V. At last, we connect Arduino to
raspberry with a USB cable. Fixing all our equipment on the seat of vehicle, we
will finish the setup for our experimental platform.

4.2 Results

The user interface of our system is a pothole-marked map on web page. Moreover,
a plot of vehicle’s accelerations data on one road which uses sensor data directly
has been drawn as a by-product. Figure 3 shows the z-axis accelerations during
the vehicle drive on one road. In the figure, time represents data collecting time.
From the figure we can see there visual changes on vehicle’s z-axis accelerations.

To evaluate our system, we first use z-axis accelerations data and its road
information to find which area may have more potholes. We optimize the
workload to improve experimental efficiency [18]. After that, we drive the car
equipped with experimental equipment on this area for several times. Using these
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Fig. 3. A plot of z axis accelerations on one road.

Fig. 4. A pothole-marked map which represents the road surface conditions near G93
highway.

data, our system detects potholes in this area. To make our map more clear, we
eliminates all potholes that do not belong to main stem by hand. Finally, we get
a pothole-marked map. Figure 4 shows the final pothole-marked map produced
by our system. In that map, we have marked potholes detected by our system
around G93 highway with read markers.

After analysing results, we find that our system actually can not distinguish
pothole from occasional road anomalies on roads like emergency brake. In fact,
our system can only distinguish potholes from normal road data. However, these
occasional road anomalies have little chance to occur in the same place for several
times. Therefore, our system only take the potholes that has been detected for
several times to distinguish potholes from occasional road anomalies.

At last, we will evaluate detecting accuracy of our system. The simplest but
most time-consuming way to get test data set is using a field trip. However,
we are prohibited to stop and check potholes on many roads. To solve it, we
drive our test car on certain area roads for several times. Then, we take these
potholes data that have been detected every time as actual pothole on road to
consist our test data set. Let Nnon pothole detection be the number of the pothole
that has not been detected and Npothole wrong detection be the number of normal
road data that has been judged pothole wrongly. Ndetection represents the total
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number of test data set. We define accuracy of detecting potholes as:

Accuracy = 1 − Nnon pothole detection + Ndetection

Ndetection
(4)

The results show that our pothole detection algorithm has truly improved detect-
ing accuracy compared with simple threshold algorithm in z-axis.

5 Related Work

Road Quality Clustering System. Automatic road quality clustering system
has ranked road quality utilizing tri-axial accelerometer [19]. This system has
used accelerometer data to cluster roads into three classes dependent on its
quality. However, it can not locate the potholes on road and has little use in
fixing road surface quickly.

Pothole Detection Systems Based on Smart Phones. Current pothole
detection systems using vehicles equipped with sensors are often based on smart
phones. These systems have used tri-axial accelerometer and GPS of smart phones
as our equipment on board to detect potholes [13,20–23]. However, this kind of
systems need more human interaction and can not be automatic. Moreover, dif-
ferences in mobile phones hardware make systems based on it hard to develop.

Pothole Detection using Threshold Algorithm. The simplest way to detect
potholes on roads is using threshold algorithm in z-axis [13]. Detecting potholes
dependent on certain threshold is simple and has lowest latency. However, the
accuracy of this kind of detection is doubted. Moreover, the certain threshold
can not be applied to different road conditions.

6 Conclusion

This paper has described the design, implementation and evaluation of a pothole
detection system. We have used 3-axis accelerometer sensors and GPS module to
collect raw data. Using inexpensive sensors and boards, our equipment costs only
about $60. To filter data, we have used a simple Z-DIFF algorithm. We have
already solved the redundancy of collected data and calibrated measurement
errors. To improve detection accuracy, we have used machine learning methods.
We have analysed the complexity our detection algorithm. In evaluation part, we
have displayed a pothole-marked map produced by our system and shown z-axis
accelerations of one road. Finally, we have evaluated the accuracy of detecting
potholes by comparing it with simple threshold algorithm. Overall, we have
developed a reliable pothole detection with low latency in detecting potholes.
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Abstract. Mobile devices are equipped with many hardware acceler-
ators to improve the performance and there are a bunch of third-party
applications with rich-features in the application market. However, these
applications always request large and contiguous physical memory as IO
buffers and we observe that physical memory is severely fragmented after
the mobile system runs for several hours. As a result, the memory alloca-
tion for such large and contiguous IO buffers will result in high latency
and power consumption. Thus, this paper proposes a global memory
fragmentation quantification approach that summarizes memory blocks
access pattern and measures the allocation time of different order’s mem-
ory block dynamically. Our evaluation on Android Kitkat shows that
the global memory fragmentation is very precise to reflect the fluency of
whole system.

Keywords: Mobile systems · Memory fragmentation · Quantification ·
Defragmentation · Anti-fragmentation

1 Introduction

There is an exploding demand for mobile devices, such as smartphones, tablets
and wearable devices. According to a recent report related to mobile user behav-
ior [1], mobile users spend 3.3 h a day on average on their smartphones and
they usually do switches frequently between screen-on and screen-off. Immedi-
ate interactivity is critical when the device is invoked. This clearly indicates the
importance of improving the user experience. Memory fragmentation is a serious
obstacle preventing efficient memory allocation usage in Android memory man-
agement subsystem. Slow memory allocation causes high delay because of frag-
mented physical memory layout. Previous research is mainly classified into two
categories: defragmentation and anti-fragmentation. However, neither of them
can deal with fragmentation well. So we propose a global memory fragmentation
quantification method to reflect system fluency ahead of time.

Memory fragmentation refers to external fragmentation. In the Linux
Kernel [2], the buddy system memory allocator frequently allocates and deal-
locates memory blocks of different order, which results in fragmented memory
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 339–349, 2017.
DOI: 10.1007/978-3-319-52015-5 34
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to the end. And conventional Linux Kernel avoids requesting contiguous phys-
ical memory by page table mapping scheme on the Memory Management Unit
(MMU). The hardware-supported feature eliminates the need for allocating con-
tiguous physical memory by providing a virtually contiguous address space over
physically scattered memory.

However, more and more hardware accelerators will be adopted into mod-
ern smartphones, such as graphics, video encoder, video decoder, imaging,
Camera [3]. These accelerators implement specific functionalities very efficiently,
and hence offload the task from CPU. But they always require tens of MB con-
tiguous physical memory for IO buffers. The IOMMU (Input Output MMU)
maps physical memory block to IO address dynamically, and hence it can elim-
inate the need for allocation of contiguous memory. Each memory block used
by IOMMU is 4 KB, 64 KB and 1 MB [4] and the allocation for IO buffers using
large pages (64 KB, 1 MB) instead of small pages (4 KB) is more efficient [5].
However, only small pages are available in the highly fragmented memory, and
therefore IOMMU allocation works slowly.

In order to quantify the degree of the whole system memory fragmentation,
previous approaches are unusable index [6,7]. It specifies the fraction of free
memory that is unusable for the memory allocation for a specific size. How-
ever, the unusable index can only identify the fragmentation of single order
because the unusable index is computed based on a set of value obtained from the
file /proc/buddyinfo. Then this approach to measuring fragmentation neglects
the memory access pattern of realistic applications. Request weight of different
order’s memory block should be used as a hint of improving memory allocation
efficiency.

Thus, in this paper we present a global memory fragmentation quantification
approach guided by realistic applications’ memory access characteristic in mobile
systems. We collect the request weight of different order’s memory block from
applications and then compute the weighted memory allocation time, called
WMAT. We implement this scheme with Android Kitkat on Google Nexus 5.
Experimental results show that the request weight of different order’s memory
block and our fragmentation measurement formula can accurately identify the
highly fragmented memory state. In summary, we intend to solve this problem
by making the following contributions:

– We propose WMAT, a comprehensive approach to quantifying the degree of
memory fragmentation;

– We present an efficient implementation of the request frequency of different
order’s memory block and dynamically measure the WMAT.

The rest of the paper is organized as follows. Section 2 presents the problem
statement and motivation. Section 3 presents our proposed approach. Experi-
ments and analysis are presented in Sect. 4. Section 5 discusses the related work.
Section 6 concludes this work and discusses future work.
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Fig. 1. Percentage of different order’s memory to total free memory when the device
is just on and runs for 5 h relatively.

2 Background and Motivation

In this section, we first analyse the reasons for memory fragmentation. We then
distinguish the relationship between Android Low Memory Killer scheme and
defragmentation. Finally we discuss our motivation.

2.1 Memory Fragmentation

The buddy system allocation algorithm is a classical and efficient memory allo-
cation technique. The buddy allocator in each Zone (Kernel divides the memory
into Zone) manages a linked-list of memory blocks and each of them has an
order, where the order is an integer ranging from 0 to 10 [8]. To be more spe-
cific on Android platform, there are five migrate-types’ pages in each free area
array [8] and they are designed to do anti-fragmentation to some extent.

Usually there are more higher order’s memory blocks only when the device
boots up and they get decreased while the device runs. Figure 1 shows the change
in the percentage of different order’s memory block to total available memory in
the term of sizes when the device just boots up and runs for 5 h respectively. We
evaluate this change by running a series of realistic applications and the details
are described in Sect. 4. After 5 h, there are nearly no high order’s memory blocks
whose order is from 5 to 10, indicating the request for high order’s memory blocks
is time-consuming, even failed. And this is the cause of memory fragmentation.
Chen et al. [9] unveil that smartphone users takes 100 times switches on average
between screen-on and screen-off every day. The frequent spawn and exit of
applications deplete high order’s memory blocks and break their continuity. The
lack of high order’s memory blocks is the main constraint of the system fluency.

Though virtually contiguous addresses can be translated to physically scat-
tered addresses via MMU hardware, which seems that it is not a major concern
that the memory is fragmented with single page’s granularity (or, order = 0),
there are more and more demands for large physically contiguous memory. For
example, IOMMU supports a similar dynamic mapping to MMU between con-
tiguous IO address and physically scattered page blocks. IOMMU depends three
kinds of memory block size and their orders are 0, 4, 8 respectively. However,
fragmented memory still lacks memory blocks whose orders are 4 and 8, and
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hence IOMMU works inefficiently under the high degree of fragmentation. Malka
et al. [10] propose an efficient IOMMU design for I/O intensive workloads. Pfef-
fer et al. [11] verify that the IOMMU scheme has high overhead in terms of
IO translation look-aside buffers (IOTLB). Therefore, IOMMU does not behave
well in the highly fragmented system.

Since memory fragmentation is inevitable with the adoption of buddy alloca-
tion algorithm, it is significant to quantify the degree of memory fragmentation.
Equation (1) shows the approach to identifying the degree. The value can be
obtained from the file /sys/kernel/debug/extftag/unusable index. It spec-
ifies the proportion of unavailable free memory to current total free memory for
a specified size. When the UI(x) is 0, all memory blocks in free memory can
be used to allocate for the specific size and when the UI(x) is 1, none of the
memory block in free memory can satisfy the allocation. However, this formula
does not take into account the applications’ memory access characteristic and
we cannot obtain the sense of the degree of fragmentation of the whole system.
The characteristic is that applications request for different order’s memory block
with different frequency.

UI(x) = 1 −
∑n

i=x 2i × fi∑n
i=0 2i × fi

(1)

2.2 Android Lowlemorykiller

To improve system’s responsiveness, Android platform caches as many as possi-
ble launched applications in memory until the free memory is in pressure [12]. In
order to cache more applications, Kwon et al. [13] propose to manage GPU
buffers to increase memory utilization. Sunwook Bae et al. [14] propose to
identify the topmost caching process in the background to improve the user
interactivity.

However, caching makes it easy to reach the threshold of process recla-
mation. And lowmemorykiller in Android platform takes charge of killing
processes to deallocate memory resource. Figure 2 shows the change of sizes
of memory block whose order is from 0 to 10 when the system runs out
of memory and lowmemorykiller is invoked to reclaim processes. After a
few processes get terminated, the size of high order’s memory block from
5 to 10 does not get increased and only the low order gets increased. One
lowmemorykiller call can only deallocate a certain amount of memory blocks,
limited by the thresholds: /sys/module/lowmemorykiller/parameters/adj,
/sys/module/lowmemorykiller/parameters/minfree. These two thresholds
are specified by userspace to select victim processes with a range of priority
values. The higher the minfree is set, the more the page blocks are reclaimed.
So adjusting these two thresholds can control the reclaimed page amount and
probability of securing high order’s memory blocks.

However, the default minfree array value is set as 12288,15360,18432,
21504,24576,30720 in Android Kitkat, which means the lowmemorykiller is
called when the available memory runs under the 120 MB (30720 * 4 KB).
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Fig. 2. Sizes of different order’s memory block in MB when Android LMK is invoked
to reclaim processes. The minfree threshold is default.

Such little reclaimed blocks can hardly be merged into higher order blocks.
Hence, we can see that lowmemorykiller with small minfree threshold setting can-
not alleviate the degree of memory fragmentation. Modifying the value minfree
maybe destroy the responsiveness. Moreover, the available free memory, com-
pared with minfree to determine the trigger time of lowmemorykiller is always
scattered and so cannot be used to count the fragmentation degree of the whole
system.

2.3 Motivation

To quantify the degree of memory fragmentation of the whole system more
precisely, we find that userspace applications request for different order’s memory
block with different frequency. Guided by the memory access characteristic, we
can measure the average memory allocation time dynamically and the allocation
time can give us explicit indication of the memory fragmentation. Therefore, we
focus on measuring the request weight of different order and allocation time for
every request.

3 Design of WMAT

In this section, we first give a description of WMAT. Then we discuss the key
techniques of WMAT: (1) the weight of eleven orders and (2) dynamic memory
allocation time cost.

3.1 Design Methodology

Since memory fragmentation is inevitable, the key approach to controlling it is
to quantify the degree of global fragmentation accurately and then take some
defragmented operations ahead of time. To this end, we modify the buddy system
allocation algorithm in the Linux Kernel memory management and subsequent
defragmented operations are described in Sect. 6.

WMAT consists of two parts: (1) profiling applications’ memory access
behavior at run time, (2) measuring the weighted memory allocation time
dynamically. Applications’ run-time behavior is collected during each interval
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and needs to be analysed to obtain the weight of different order. Then the allo-
cation time for each order is computed in the buddy system “heart” function
alloc pages nodemask. Last we compute the average memory allocation time

based on the obtained weights and the dynamic allocation time of each order.
We do not change the “heart” buddy allocator algorithm to preserve portabil-

ity. And our scheme does not impact the user experience. Because our proposed
approach is implemented in the Linux Kernel, our WMAT can be applied to
systems using Linux Kernel besides Android, such as wearable computing and
IOT.

3.2 Weight Identification and Allocation Time Cost

We identify applications’ run-time memory access behavior based on the fre-
quency of the order of memory block request from userspace applications. And
we collect a bunch of request order from various processes at run time and dis-
tinguish userspace processes and kernel threads. Because kernel threads always
request memory for unmoveable objects, such as slab pages, TLB pages and we
only need to focus on userspace processes. We summarize the frequencies and
convert them to the request weight.

P. Kumar [15] reveals that many applications frequently request order-4
memory blocks besides order-0 when they are launched. High request weight
and low available memory blocks obviously result in slow allocation. However,
combining the request weight with conventional unusable index of each order
cannot reflect the allocation time cost accurately. So we design to dynamically
measure the allocation time of each order in a predefined interval.

Combining with the request weight, average memory allocation time cost is
computed dynamically and periodly. Equation (2) denotes the average memory
access time cost for one request. P (i) represents the request weight of order-i
memory block from userspace applications. We conduct a durable traces several
times and each time we run the device for 5 h. The obtained results are stable and
therefore they are constant in the Equation. C(i) denotes the memory allocation
time in the typical allocation mask and varies from several microseconds (us)
to a few thousand us under different degrees of fragmentation. MAX ORDER is
usually 10 in Android platform. The weighted memory allocation time of eleven
orders represents the average memory allocation time for one arbitrary request.

WAMT =
MAX ORDER∑

i=0

P (i) × C(i) (2)

3.3 Implementation Details

We modify one file of the original Linux Kernel code, page alloc.c and add one
system call called MemroyRequestWeight into the memory management module.
The system call collects the weight from memory request of different order’s
memory block. Since the GFP KERNEL is the common allocation flag, we adopt
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Table 1. Android experimental workloads.

Category Applications

Browser Firefox, Chrome, Opera, UC Browser, Next Browser

Social Facebook, Pinterest, QQ, Sina Weibo, Instagram

Multimedia Google Play Music, MX Player, TTpod Player, Youtube, KMPlayer

Shopping Amazon, Ebay, Fancy, Google Play, TaoBao

News BBC News, Flipboard, NetEase News, TED, Zaker

Table 2. Weight of order.

Order 0 1 2 3 4 5 6 7 8 9 10

Access weight (%) 97.495 0.527 0.144 0.009 1.812 0.001 0 0 0.012 0 0

Table 3. Standard allocation time.

Order 0 1 2 3 4 5 6 7 8 9 10

Allocation time (us) 2.0 3.3 3.8 4.8 5.5 7.3 12.5 25.4 29.6 51.7 94.9

Fig. 3. Weighted memory allocation time when the device runs from booting up till
5 h. We count 160 measurements and each measurement interval is 2min.

it as variable gfp mask to represent most of the memory allocation types. We
distinguish kernel threads and userspace processes by comparing process’s flag
with PF KTHREAD. The flag bit of PF KTHREAD denotes that a process
belongs to one kind of kernel threads. We count the request times for different
order’s memory block in the kernel function alloc pages nodemask.

4 Evaluation

To evaluate our proposed scheme, we measure the degree of global memory frag-
mentation of a Google Nexus 5 running Android 4.4 Kitkat and Linux Kernel
3.4.0. To make clear, we use five different categories of realistic application work-
loads in Table 1 and we compare the lowmemorykiller’s effect on the reclaim of
high order’s memory blocks with the hint of WMAT.
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Weight of order. Table 2 shows request weight of different order memory block
when we run the target device for 5 h to collect several million memory access
traces. From the table, we observe that the request for order-0 and order-1
dominates the whole memory access. And the weight of order-4 and order-8 is
relatively higher in the high order and the request for them is performance-
critical, especially existing in the I/O memory management.

Weighted memory allocation time. Before showing the dynamically mea-
sured allocation time, we show a set of standard allocation time when the device
just boots up as presented in the Table 3. Using the weight of different orders, we
compute a standard average memory allocation time, which is 2.04 us. Figure 3
demonstrates the changes in the weighted memory allocation time when the
device runs from booting up till 5 h. From the figure, we observe that since the
device boots up the WMAT is kept under the 10 us at most time. There are three
peak situations, in which the kernel log shows Android lowmemorykiller and Out-
OfMemorykiller are invoked to reclaim the process. After WMAT reaches the
peak, it decreases dramatically. Our proposed scheme monitors these extremely
high WMAT to indicate that the system is highly fragmented and needs some
proactive defragmented approaches.

Lowmemorykiller’s efficiency in defragmentation with WMAT. High
WMAT indicates that the system runs out of memory and in highly fragmented
state. As analysed in Sect. 2, lowmemorykiller cannot make a contribution to
defragmentation using small minfree threshold. Figure 4 shows the change in
sizes of different order’s memory block when the WMAT is very high and adjust
the minfree to threshold 49152,61440,73728,86016,98304,122880. Here we
mark the two sets of thresholds as 30720 and 122880 respectively. Therefore
we can observe that more memory pages are reclaimed and more high order
memory blocks are produced in the 122880 case. And subsequent large physically
contiguous memory request can be satisfied easily.

Fig. 4. Size of different order’s memory block when the minfree is adjusted. 30720
denotes the threshold array set 12288,15360,18432,21504,24576,30720 and 122880
denotes the threshold array set 49152,61440,73728,86016,98304,122880.
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5 Related Work

Optimization of buddy system allocation algorithm. Various studies have
been conducted to fight the memory fragmentation. A number of studies focus
on optimizing buddy system allocation algorithm [16]. In particular, Delvin
et al. [17] consider that optimization of garbage collector can reduce the frag-
mentation caused by the buddy system via comparing several page allocation
algorithms. Other researches try to redesign the size relationship between the
buddy memory blocks. The previous work is not added into the Linux Kernel
mainstream.

Defragmentation. Though Mauerer and Wolfgang [18] shows that the defrag-
mentation approach is complicated by the fact that many physical pages
cannot be moved to an arbitrary location, there are some efficient defrag-
mentation ways to mitigate memory fragmentation. P. Kumar et al. [15]
analyse the memory allocation path and manage to invoke the kernel function,
(e.g. alloc pages direct compact(), alloc pages direct reclaim()) as
background thread. They reveal that the thread works to decrease the degree
of memory fragmentation when the degree is over 90 %. P. Kumar et al. [19]
discover that kernel function shrink all memory() takes charge of reclaiming
some pages when the device is in suspend state and they design a background
thread to reclaim some pages in case of memory defragmentation bases on this
kernel function. Craciunas et al. [20] propose the Compact-Fit scheme in a real-
time memory management system and they demonstrate that the scheme can
provide predictable memory fragmentation and control the performance versus
fragmentation tradeoff via their partial compaction. Kim et al. [21] present a
new page allocation scheme to reduce fragmentation of anonymous page and
secure more physically contiguous pages.

Anti-fragmentation. The way of anti-fragmentation in the kernel is to try to
prevent fragmentation as well as possible from the phase of memory allocation.
As the development of kernel 2.6.24, the kernel partitions memory pages into
three category: non-movable pages, reclaimable pages and movable pages [18]
and memory fragmentation is reduced by grouping pages together depending
on their mobility. Kim et al. [22] analyse the memory usage of Android, then
group pages with the same lifetime and store them contiguously in fixed-size
contiguous region. Their proposed region-based physical memory management
can satisfy the large contiguous physical memory block request well and alle-
viates fragmentation greatly. Jeong et al. [23] reveal that some device vendors
statically reserve some proportion of the memory or adopt similar approaches to
provide a physically contiguous memory region to its integrated devices, such as
a camera and a video decoder. And they propose lazy-migration and adaptive-
activation techniques to increase the memory utilization because of large idle
time of integrated devices and the experimental results show the return time of
rental memory can decrease to 0.77 s. Gorman et al. [24] design an area reclaim
algorithm based on the LRU linked-list and reclaim a certain number of page
blocks for a specified memory request.
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6 Conclusion and Future Work

In this paper, we propose a userspace application memory request-oriented app-
roach to measuring weighted memory access time dynamically. We count the
memory request frequency for different order’s memory block and assign the
frequency to the request weight of different order. Then we combine the weight
with the real memory allocation time of each order to compute the average mem-
ory allocation time. Our proposed WMAT can indicate the global fragmentation
ahead of time. With the help of WMAT, we dynamically adjust the minfree
threshold to get more free memory and more high order’s memory blocks.

However, our approach can only quantify the global memory fragmentation
and it still needs some defragmented techniques as presented in Sect. 5. We
expect more advanced defragmented skills to optimize the system fluency ahead
of time based on our computed WMAT.
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Abstract. Distributed Denial of Service (DDoS) attack is a serious
threat to commercial service network. DDoS attack has been studied for
years. However, detecting and relieving DDoS attacks are still a prob-
lem. Especially, nowadays more and more DDoS attacks produce heavy
network traffic, it is hard to response rapidly because that needs high
processing performance to process massive traffic data. With big data
technology, volumes of network traffic data can be processed much faster.
Apache Spark can process a great amount of data in a reasonable time
so that DDoS attack can be detected in time. Besides, it is difficult to
modify the network configuration in traditional network. With Software-
Defined Networking (SDN), a new paradigm in networking, networking
can be controlled by programs, which makes modifying the network con-
figuration easier. In this paper, a DDoS detection and mitigation system
framework in SDN is introduced, a framework that can control network
based on analyzing the network traffic data. Comparing to the tradi-
tional defense methods of DDoS attack, the framework can response to
DDoS attack by rules automatically.

Keywords: Software-defined networking(SDN) · Distributed denial of
service (DDoS) · Apache spark

1 Introduction

A Denial of Service (DoS) attack is hacker’s attempt in taking up server and
network resources in order to harm normal users access to resources. Distributed
Denial of Service (DDoS) flooding attacks is the main method to destroy the
availability of the server or the network [1]. DDoS is a type of DOS attack where
multiple compromised systems, which are often infected with a Trojan, are used
to target a single system causing a DoS attack [2].

As the Internet continues to grow and prosper, DDoS attacks continue to
increase in severity and frequency. In Q1 2016, the largest anti-DDoS Service
Provider (SP), Prolexic released [3] the akamai’s state of the internet, stating
that comparing to Q1 2015, they observe 280% increase in attacks more than
100 Gbps and 22.47% increase in total DDoS attacks. There is a continuous
rising trend in the heavy traffic attack. These are challenges and opportunities.
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 350–358, 2017.
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Big data technologies have been paid more and more attention. Using big data
[4] represents a new way of defensing DDoS attack. Large volumes of network
data are helpful for us to comprehensively understand the context of normal
behavior of people and the flow of data over networks so that we can discover
DDoS attack in an early stage. To achieve this functionality, the prevention
system needs to copy all traffic data of the protected network and implements a
comparative, packet-specific, statistical analysis using big data technologies.

Among those big data technologies, Apache Hadoop used to be most impor-
tant one. Apache Hadoop [5] is an open-source software framework for distrib-
uted storage and distributed processing of large data sets on computer clusters,
which takes advantage of the method of MapReduce and Hadoop Distributed
File System (HDFS) to process large data much faster and more efficiently than
conventional supercomputer architecture. An other rising big data technology is
Apache Spark [6], which was developed in response to limitations in the MapRe-
duce cluster computing paradigm. Apache Spark provides programmers with
an application programming interface centered on a data structure called the
resilient distributed dataset (RDD), a read-only multiset of data items distrib-
uted over a cluster of machines. Spark’s RDDs function as a working set for
distributed programs that offers a deliberately restricted form of distributed
shared memory. Apache Spark [7] can run programs up to 100x faster than
Hadoop MapReduce in memory, or 10x faster on disk. With the help of Apache
Spark, a very large amount of network traffic data can be processed in a rea-
sonable time interval so that DDoS defense system can respond to DDoS attack
more quickly.

With the effect of big data technology, DDoS defense system can only detect
DDoS attack much faster and more efficient. But it is difficult to changing a
network setting to defense DDoS attack in traditional network. Every traditional
network device combines data layer and control layer. Changing a traditional
router setting to defense a DDoS attack is time consuming and not efficient.
Besides, traditional devices don’t have a global view of the protected network.
DDoS attack can be detected early if more information of network have been
taken into consideration when DDoS attack happens.

SDN has attracted great interests as a new paradigm in networking [8]. SDN
is a network architecture with dynamic, manageable, cost-effective, and adapt-
able properties. With the help of decoupling control and forwarding functions,
SDN architecture is centrally managed and it can be programmatically config-
ured [9]. SDN is helpful to defense DDoS for its global view of the whole protected
network and its programmability of the network.

In this paper, DDoS Detection and Mitigation Framework (DDMF) is pro-
posed. DDMF combines big data technologies and SDN to construct a detec-
tion and mitigation system. The proposed framework uses Apache Spark to
process network traffic data and uses programmability of SDN to control net-
work, which can make detecting and mitigating DDoS attack in a much faster
and smarter way.

The rest of this paper is organized as follows. Section 2 describes related works
in the field of using big data technologies to detect DDoS attack and using SDN
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to control network. Section 3 presents our framework. Section 4 simulation of
DDMF will be discussed. Finally conclusion of the paper is in Sect. 5.

2 Related Work

In the past decades, the volume and the frequency of DDoS attack have shown
a tendency of increase. Different methods have been developed to detect and
prevent DDoS attack.

Yeonhee Lee and Youngseok Lee [10] presented us with processing a large
number of data packets with MapReduce algorithm in Hadoop. According to
the experiment on their test bed, their method can process 500 gigabyte traffic
data in 25 min and process 1 terabyte traffic data in 47 min, which is 8 times
faster than processing on one worker node and 2.9 times faster than processing
on three worker nodes. Two years later, they presented us another more powerful
traffic measurement and analysis system [11]. Their proposed system processes
1 TB traffic data within 20 min on 30 worker nodes. Their work shows us the
Hadoop Mapreduce can reduce the processing time of big traffic data, which
is useful for nowadays as network traffic is getting larger. But their work only
analyzed the off-line traffic data in their experiment.

Sufian Hameed and Usman Ali [12] presented us a live DDoS detection system
with Hadoop (HADEC). HADEC uses Hadoop MapReduce to process traffic
data. The traffic data processed by HADEC is live. HADEC can finish DDoS
detection in a affordable time. The research of Sufian Hameed and Usman Ali
uses Hadoop MapReduce to process live network data, but their research only
detects DDoS attack.

Laizhong Cui, F. Richard Yu, and Qiao Yan [8] state that SDN and Big
Data can benefit each other a lot. One of those benefits is that Big data can
help SDN to deal with security problems and help SDN with traffic engineering.
Qiao Yan et al. state that SDN is a good tool to defeat DDoS attacks. There
are some good features of SDN make it easier to detect and react DDoS attacks,
such as separation of the control plane from the data plane, a logical centralized
controller and programmability of the network by external applications [13].

SDN [14] is an emerging networking paradigm that gives hope to change
the limitations of current network infrastructures. SDN breaks the vertical inte-
gration by separating the network’s control logic (the control plane) from the
underlying routers and switches that forward the traffic (the data plane). With
the separation of the control and data planes, SDN provides us the program-
mability of the network, which is helpful to control networking in a intelligent
way. A DDoS detection and mitigation system can defense DDoS attack in an
intelligent way if it is based on SDN.

Openflow [15] is first standard communication protocol between the control
and forwarding layers of an SDN architecture. OpenFlow allows direct access
to and manipulation of the forwarding plane of network devices in a SDN con-
troller program. Control layer of SDN architecture communicates forwarding
layer’s devices with OpenFlow protocol message, such as request for devices
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status of forwarding layer, configuring device. OpenFlow message mechanism is
the method of programming SDN network. DDoS defense system can control
the topology of network and limit hosts’ accessing by processing the OpenFlow
message.

3 Framework

In this section, the components of DDMF is described. As shown in Fig. 1, DDMF
consists of three major components: SDN Router Application, Capture Server
and Detection Server(Cluster).

Fig. 1. DDMF: DDoS detection and mitigation framework

3.1 SDN Router Application

SDN router application is application layer of the SDN architecture, which is in
charge of setting up the logic of forwarding packet. DDMF uses router application
to control SDN network and to block DDoS attack packet flows. The DDMF
router application’s overview of function module can be designed like Fig. 2.

Main function of Routing Logic Module is to make different network seg-
ments can communicate with each other. The router’s logic is build on IP layer.
OpenFlow supported switches can match IP layer, it is the basis of controlling a
available IP networking. Routing Logic Module will use Flow Table Controlling
Module to configure forwarding layer’s switches to make network traffic com-
plied with our routing logic. Besides, this is the basis of SDN global view. All
the switches can share information like different processes in one computer.
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Fig. 2. Function module overview of SDN router application

Main function of Online-Router Data Module is to record all the online
routers and all the network addresses in the corresponding router. DDMF uses
data set to represent a online router. When DDoS attack has been detected, the
Detected Server returns one or more DDoS attacks’ identification, DDMF uses
these data sets to find out where are the DDoS attacks happening so that it can
take action to respond the attack.

DDMF records necessary data by using OpenFlow’s message mechanism.
During the phase of connection establishment between OpenFlow switches and
controller, SDN controller will send features request message to OpenFlow switch
for requesting features after exchanging hello message. The OpenFlow switch will
reply a features reply message to inform SDN controller of its ability. This is the
Handshake between SDN controller and OpenFlow switch. We can record the
online router(switch) with processing features reply message. OpenFlow switch
may crach for some reasons, DDMF can discover invalid switches by using echo
request message. When invalid router is found, DDMF updates the online router
data set. Router’s data set have its according network addresses. DDMF uses
router’s network addresses to find out where are the DDoS attacks.

The main function of Detection Sever Communicating module is receiving the
commands from DDoS Detection Server and using Blocking Strategy Module to
block the detected DDoS attack packet flows. Different communication methods
can be used in this module, such as TCP message, UDP message or HTTP
message. The communicating message has to specify the identification of the
DDoS attack packet flow. In this case, DDMF uses IP address to identify attack
packet flow. More information can be provided through the communication if
you want to make some complicated strategies. The communicating protocol is
based on defense need. A severity or something else can be offered to determine
attack level and then Blocking Strategy Module can take corresponding stop
action.

The main function of Blocking Strategy Module is to apply some strategies
to block DDoS attack packet flow. Defending DDoS is challenging because DDoS
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attack has a great diversity of methods. Based on the detection result, different
strategies are used to prevent different DDoS attacks. DDMF has a block strategy
module, which makes defending DDoS flexible. Different blocking actions are
taked based on detection server’s message. DDMF provides this module because
no one secret method can solve all the DDoS attack perfectly.

The main function of Flow Table Controlling Module is to communicate
with OpenFlow switches. This module consists of all the necessary functions
to configure OpenFlow switches, which is the basic of other modules. Routing
Logic Module uses it to configure switches to activate the IP network. Blocking
strategy module uses it to modify flow tables to block DDoS attack packet flow.
Online-Router Data Module uses it to record online routers.

3.2 Capture Server

When a SDN network is ready, Capture Server starts capturing network traffic
and generating network traffic log.

DDMF needs to analyze network traffic data in order to detect DDoS attacks.
DDMF can use all kind of technologies to capture and analyze network traffic
data. One solution is shown as below.

DDMF can use Tshark to capture the network traffic and use dpkt [16] to
read all tshark output packets into a log file. DDMF only outputs the relevant
information required during detection phase. The output information can be
tuned because redundant information can slow down detection speed. For exam-
ple, ICMP packet can have timestamps, source IP, destination IP, packet length,
ICMP id, sequent number and so on. But if the detection method only uses
source IP and destination IP, it is encouraged to just output the source IP and
destination IP.

Once the log file is generated, DDMF uses scp tool to transport log file to
Detection Server. The scp transfer tool guarantees integrity of the transfer files.

3.3 Detection Server

Detection Server also is the name node of Spark Cluster in DDMF. After trans-
fering log files to Detection Server and uploading log files to HDFS, Detection
Server submits the detection job. Detection result will be saved to HDFS.

The Detection Sever has three major modules according to their functionality.
The first one is the preparation module that receives log files and submits the
detection job. Another module is the detection module that analyzes log files and
then determines which packet flow is DDoS attack. The last one is the notification
module, which will notify SDN router application to block the DDoS packet flows.

Major preparation work is to receive log files and upload them to HDFS. It
is more efficient to store files in HDFS than in local file system and then DDMF
starts a detection job. DDoS dection module is the main part of DDMF. After
years of development, lots of detecting DDoS methods have been developed.
There are detection methods based on neural network, based on entropy, based
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on counting and so on. DDMF can adapt these detection methods only if they can
offer an identification to identify DDoS attack flow and the other information to
complete the blocking strategy. Notification Module will inform the SDN router
application to take action to stop DDoS attack flows. Different communication
technologies can be used, such as TCP message, UDP message, HTTP message
and so on.

4 Simulation

In this section, DDMF simulation in the test bed will be discussed. DDMF is a
automatic DDoS defense system framework that can stop DDoS attacks based
on analysis result of network traffic. The simulation is going to prove DDMF
can defense DDoS attacks based on analysis result and regulated policies.

The DDMF simulation environment is shown in Fig. 3, there is 4 hosts named
h1, h2, h3 and h4 in the simulation. H2 and h3 are deployed to simulate DDoS
attack flows by flooding ICMP to h4. H1 is using ping tool to test h4. After
the detection of DDoS, SDN router application is able to stop the DDoS attack
flows.

As shown in Fig. 4, DDoS attack flows (host 2 and host 3) are not linear
growth because SDN router application can stop the the packet flow based on

Fig. 3. The DDMF simulation environment
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Fig. 4. ICMP packet count over time

detection result automatically. At this point, DDMF stops simulative DDoS
attack packet flows based on analysis result of network traffic automatically.

5 Conclusion

In this paper, DDMF is proposed, which is a DDoS defense system framework
that is capable of stopping DDoS attack based on analyzing network traffic.
DDMF captures live SDN network traffic, processes it to log relevant information
in brief form and uses Spark to run detection job. The simulation of DDMF is a
proof of feasibility of automatic DDoS defense. Big data is very useful in detecting
DDoS attacks because analyzing volumes of traffic data can comprehensively
understand context of normal behavior and the flow of data over networks. A
DDoS defense system using big data technologies can process massive data in a
affordable time so that it can spot and stop DDoS attack in early stage. DDMF
has done a beneficial attempt to combine big data technologies and SDN to
build a automatic DDoS defense system. In future work, we plan to do advanced
experiments on DDMF in order to perfect its design and performance.
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Abstract. This paper briefly introduces the technical design and development
based on Cloud-based GIS in the Smart Yellow River emergency system basic
situation, focusing on system design and development process in the data inter‐
face, GPS mobile positioning, spatial database and other technical issues in-depth
study and exploration, that the Yellow River GIS must be designed to closely
follow the development of GIS, System goal is to solve the technical problem in
GIS design.

Keywords: Smart yellow river · Emergency system · Data interface · Mobile
positioning · Spatial database

1 Introduction

With the rapid development of geographic information system (GIS), global positioning
system (GPS), remote sensing (RS), computer storage technology, network technology
and mobile communication technology, GIS-based disaster information system, disaster
prevention and reduction of data sources has become increasingly diverse. Satellite
remote sensing data, aerial image data, GPS ground tracking data, based communication
systems and terminal equipment to obtain the location information data, real-time moni‐
toring of the disaster is not the same state data and attribute information data disaster.
The multi-source data resources with the full range of disaster prevention and mitigation
system display, disaster analysis of the data base. Therefore, the effective use of these
data, to achieve the goal of building disaster prevention and mitigation system, how to
achieve efficient data transfer and integration is crucial in this.

2 Smart Yellow River Emergency System

“Smart Yellow River Emergency Response System” is “Smart Yellow River” the most
important construction projects of geographic information systems technology (GIS
technology) is to establish “Smart Yellow River emergency system” and the most
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important technology are in the computer hardware and software support, the Yellow
River space-related data collection, management, operation, analysis, simulation and
display, and analysis using geographic model, also will be timely provision of a variety
of space, dynamic geographic information for geographic research and geographic deci‐
sion-making services and set up computer systems. Many topics of the Yellow River
watershed of a regional GIS system integration and resource sharing, it will actually
build the Yellow River basin-wide information processing, “Smart Yellow River.”
“Smart Yellow River” projects in flood mitigation, water regulation, water conservation,
soil conservation, project management, e-government applications, go through the GIS
professional decision support and information services, and through virtual simulation
of GIS technology decisions consultation. The overall framework of project design
“Smart Yellow River Emergency Response System” shown in Fig. 1.

Fig. 1. The overall framework of “Smart Yellow River Emergency Response System” project
design

Cloud computing is the development of Distributed Computing, Parallel Computing and
Grid Computing. “Cloud” is a computer cluster; each group includes hundreds of thou‐
sands, even millions of computers. The ultimate goal of cloud computing is the computer
as a public utility to a wide audience, so that people can use, like water, electricity, gas and
telephone as the use of computing resources. In the past few years, people’s computing
paradigm, including the grid computing service basis, P2P computing.

Cloud computing network to provide easily control and powerful messaging capa‐
bilities for user, a combination with both, making the prospect of geographic information
system applications become more widespread. Cloud computing will be used in the
construction of distributed geographic information systems, create the user program can
maximize the functionality and efficiency, but also for the massive user base can provide
a more stable, fast and secure service.

With LAN technology, the wireless network technology (Wi-Fi), satellite posi‐
tioning technology (GPS) and the continuous development of computer processing
speeds continue to increase, based on data mining techniques, decision optimization,
computer-aided decision support technology on emergency response system stood at
the forefront of technology. It need to design systems according to the disaster
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emergency functions, and geographic information systems technology and cloud tech‐
nology in emergency response system design Smart Yellow River, Yellow River to build
a digital emergency system function structure, shown in Fig. 2.

Fig. 2. Smart Yellow River system function structure of the emergency system

Smart Yellow River Emergency System Based on GIS and Cloud Computing is
series of emergency systems to achieve this feature, it must address some key GIS tech‐
nology, this paper will focuses on the data interface technology, GPS mobile positioning
technology and spatial database technology three issues.

3 Data Interface Technology

GIS data interface to the external environment of the Yellow River and other systems
to provide access to its internal data manipulation interface. The interface can be request/
response mode to accept or provide data, the degree of interoperability capabilities
across the interface to reflect the size, but has nothing to do with the internal structure
of the data. Data with the data provider will usually provide the API, data users can
access the system via the API to the internal data. API can be complex data structures
or hiding the complexity of the operation, and can be programmed by the API and data
servers together to form a more powerful data server to respond to external data service
requests. The API in order to reduce dependence on the specific application environment,
users, data providers and system developers need to establish a common industry-wide
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interface. The following tests with a GPS device interface with hydrologic process to
analyze the technology.

Advanced hydrological equipment through a computer or PDA (the PDA, for
example), collecting GPS data through the serial port, and the GPS electronic map on
the location of the GIS data, the updated map data or analysis of spatial properties of
PDA and mobile networks or via WEB connected the data request to the server, the
server receives a request, the results will be returned to the PDA user. GIS + GPS + Wire‐
less Internet integration, constitutes a “Mobile GIS”.

PDA interface software is generally developed by using Java language. Formed in
the three versions of Java technology: Micro Micro Edition (J2ME), Standard Standard
Edition (J2SE), Enterprise, Enterprise Edition (J2EE). One major J2ME PDA and
embedded devices for a variety of development tools and runtime environment. J2ME
Java technology has many features, it can all run on Java-enabled devices, short code,
safety, implemented with J2ME applications can be easily upgraded to J2SE, J2EE.

The GPS communication protocol NMEA0183 protocol, serial communication
parameters are:

Porter law = 4800, data bits = 8 bits, stop bits = 1,
parity = none
GPS and PDA communicate via the serial port to send 10 data per second. GPS

navigation to read the actual application of the spatial positioning data, can be updated
every few seconds, latitude, longitude and time data. NMEA 0183 data format of posi‐
tion data are as follows:

$GPRMC, 204700, A, 3403.868, N, 11709.432, W, 001.9, 336.9, 170698, 013.6, E*6E.
J2ME for PDA’s GPS serial data read and write can be used in two ways, one is

using the serial port for a single byte of data read and write raw, another byte array buffer
can used to read and write. Using the first method inefficient slow to read and write, to
read every 3–7 s to the desired GPS positioning data, which read and write speed, you
can read the required GPS data per second, there is no GPS data be lost. J2ME provides
a serial read and write the class Protocol, by constructing a Protocol instance serialPort,
use serialPort.openInputStream() to obtain the input stream InputStream, InputStream
using the GPS serial data read into a buffer byte array into a byte array string, to determine
the GPS coordinates of signs “$ GPRMC”, the interception of coordinate data. The PDA
and GPS receivers will achieve the interface communication.

4 GPS Mobile Positioning Technology

GPS mobile positioning technology applications in the Yellow River is mainly vehicles
and engineering vehicles, flood control and scheduling and statistics, these vehicles
collectively referred to as specialty vehicles. Car mobile information system is the heart
of its communication unit, the dispatch center with wireless connectivity the Yellow
River, Yellow River through the cellular GSM network or microwave network as the
vehicle to provide mobile information services. One advantage of using the GSM
network is that you can use the triangulation feature to solve the problem of GPS to work
blind, for example, in the forest of buildings or metal buildings, you can integrate GPS
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positioning with the network, and with an A-GPS devices achieve high accuracy in any
place (5–20 m) of the positioning.

To achieve the Yellow River in GIS GPS mobile positioning technology, a key
question is to determine the best path search method with the study.

The best path to achieve the GIS electronic map search is to achieve the efficient
dispatching of vehicles, to provide mathematical algorithms to reach the destination
quickly. At present the idea to use graph theory to design its storage topology.

Firstly, process the network topology relationship. In the way of network in the
mathematical model, only need to use nodes and nodes and road connectivity, that is,
nodes and node and topological relations between line segments. And follow the best
path algorithm, the results of this data point number. As a general application on the
PDA is a Windows CE, not only to consider the time complexity, but also consider the
space complexity, we need the classical Dijkstra’s algorithm from the perspective of
time and space optimization. Mainly rely on the number of intersections, undirected
weighted graph and adjacency matrix storage structure. Because it is undirected
weighted graph, the adjacency matrix is symmetric matrix, so you can use a one-dimen‐
sional array to store its lower triangular matrix to store the graph structure. This avoids
the calculation of independent nodes, improving the classical Dijkstra algorithm has the
blindness and reduce the number of intermediate points, the search efficiency is
improved.

Improvement of the Dijkstra algorithm. It is marked as temporary node t into T grade
point and the final selection of the set of p labels points, and the starting point as the
first p label (and released from T set), then follow the shortest path selected one by one
principle point of p t label points, and set it into the P from the set T (P is the shortest
path has been seeking a collection of nodes, the initial value is null), until the target point
(or all of the points) are labeled p label point. From the beginning to the end point of the
p label sequence represents the best path to the request. Optimize the algorithm, the
Dijkstra algorithm, based on the shortest straight line distance between two points using
the principle of selecting source and destination in the mid-point between; only choose
from the finish line to join the nearest point to P concentration. Specific methods:

(1) Model building. In the weighted graph G, the right side between two points on
behalf of the length of the two specified vertices u0 and v0 the shortest distance
between the paths to find a problem in the network model has the following char‐
acteristics:

① In the graph G in the coordinates of the vertex u can be expressed as (xu, yu).
② the shortest line between two points, any two points in G u, v denote the straight line

distance:

J(u, v) = ((xu − xv) 2 + (yu − yv) 2) − 2 II (1)

And J (u, v) <= d (u, v), in which d (u, v) that point from u to v point weight.
Let u0 to ui have obtained the shortest path distance, identified as L (ui), then u0

through ui distance to reach v0 the lower limit should be L (ui) + J (ui, v0).

(2) Description of the algorithm
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① u0 as a starting point, each vertex v, compute L(v) values (v ∈ T), and calculate v
and the target point v0 the linear distance between J(v, v0), that the current from v
to v0 u0 through the distance the lower limit of L(v) + J(v, v0).

② T in the vertex set of rules join P: find one o’clock in the set T ui, ui distance from
u0 through the lower limit for the minimum, which satisfy (2), the vertex ui (ui ∈ T)
added to the collection P.

L(ui) + J(ui, v0) = min{L(v) + J(v, v0)}(v∈T) (2)

Through this algorithm can be determine the optimal driving path in the flood control
time.

5 Yellow Spatial Database

Spatial database is stored digital terrain maps, digital terrain model DEM, watershed 3-
dimensional model of the database. Spatial data with other data, the difference is that it
contains the attribute data, but also contains the geometric data, such as point, line,
surface, geometry and so on. The traditional approach is based on spatial data file stored
in the multi-user concurrent access, data update, data access efficiency, there are some
shortcomings, in order to be able to use mature relational database management systems
(such as ORACLE, SQL SERVER), Spatial Database Engine (SDE) technology can
achieve the spatial data stored in relational databases, and can be the same as ordinary
data access data using SQL statements query, delete, and modify. The application layer
between the logical servers are used XML for data exchange and communication.

Yellow layered spatial database storage and management in the form of the Yellow
River basin, water conservancy, water environment, flood control and drought, water
resources, land use, soil and water conservation, water-saving irrigation and socio-economic
information, building different applications to meet the digital needs of the Yellow River
accuracy requirements of a variety of different spatial databases Yellow River.

Taking into account flood management is a complicated systematic project, in addi‐
tion to the use of modern advanced network technology, computer technology, GIS
technology, in addition, if we can use GPS, wireless communications, personal digital
assistant (PDA) technology, will expand communication channels to improve emer‐
gency response capabilities. Site information such as flood control, flood control vehicle
location, these requests or return information is usually encoded in accordance with
certain communications server decodes it; it will forward it to the application server for
processing. Communication server is also responsible for the command center of the
various instructions or information sent wirelessly to the mobile terminal. Communi‐
cation between server and mobile terminals will be through the GSM short message or
GPRS data service to communicate.

Yellow spatial database contains geometry and attribute information integration
framework that provides and supports spatial data types, query languages and interfaces,
and space efficient spatial index joint and so on. The current implementation of spatial
database there are two main ways: object-oriented database object-relational database
approach and methods. The former will be objects of spatial data and non-spatial data
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and operating packaged together, unified by the object database management and
support of nested objects, inheritance and aggregation of information, which is a great
way for spatial data management. But the technology is not yet mature, and especially
queries optimization more difficult. Object-relational database is the main spatial data‐
base technology, which combines a relational database and the advantages of object-
oriented database that can directly support complex object storage and management.
GIS software directly in the object-relational database definition of spatial data types,
spatial operations, spatial indexing, spatial data can be easily managed to complete
multi-user concurrency, security, consistency/integrity, transaction management, data‐
base recovery, seamless spatial data management operations. Therefore, the use of
object-relational database implementation of the GIS data management is to achieve an
ideal spatial database approach. At present, some manufacturers have introduced a
spatial database, data management, application-specific modules, such as the IBM
Informix Spatial DataBlade Module, IBM DB2 Spatial Extender and Oracle’s Oracle
Spatial, etc., although its function is to be further improved, it has brought to the GIS
software development a great convenience.

Important function of spatial database is mainly reflected in the spatial indexing and
spatial query. Commonly used index in the current four-tree and R-tree. In general spatial
database query using a two-step mechanism, first check out the candidates with the index
set, and then using the exact geometry, the candidates focused on the exact solution
obtained. Provides spatial query language is an important feature of the spatial database,
spatial database in the current general use of relational data in the “select-from-where”
pattern to build a query, through the expansion of the SQL language to support spatial
object types, spatial relationships and space operations. Especially SQL3 Multimedia
specification (SQL3/MM) in part and OpenGIS for SQL Spatial Implementation Spec‐
ification defines a set of spatial data types, spatial relationships and spatial operations,
spatial query language for the design and development provides a framework.

Yellow spatial data warehouse has four main characteristics: the spatial database is
based on data from a particular spatial location; themes and subject-oriented complex;
the high water data integration expertise; strong time-series data.

6 Conclusion

The “Smart Yellow River” into a leading digital engineering, the Yellow River emer‐
gency system must be planning standards and design ideas to a higher height and cutting-
edge technology. The current GIS is toward standardization of data (Interoperable GIS),
data multi-dimensional (3D & 4D GIS), system integration (Component GIS), system
intelligence (Cyber GIS), platform networking (Web GIS) and application of social
(digital Earth) direction, that GIS is entering a post-PC era, the era of the Internet age,
and integration. The GIS-based line of the GPS positioning, wireless communications,
wireless video transmission, remote automatic control and other related technologies
combine to enhance the system’s real-time, safety and practicality. Therefore, the
systematic study of the Yellow River and address critical emergency systems must GIS
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technology is important. This paper aims to initiate research and development of the
Smart Yellow River Emergency Response System provides suggestions and reflection.
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Abstract. With the extensive application of GIS, MapX has become the focus
of research on its advantages of convenient and powerful, and the contour line
synthesis algorithm is one of the research. This article is focuses on the contour
based on MapX synthesis algorithm in Microsoft VC++ implementation in
accordance with construction TIN, contour tracking, smooth contours by using
the MapX control, manual removal of the TIN network structure edge of the
triangle to draw smoothness, accurate, aesthetically pleasing contour. In this
paper, the experimental results of the analysis and comparison, not only to ensure
the accuracy of drawing analysis, but also greatly shorten the drawing and analysis
time.In addition the technology can also be used for the environment, resources,
weather and other related fields.

Keywords: Triangulated irregular network (TIN) · Contour · Mapx

1 Introduction

In recent years, with the digital globe, smart city and digital Olympics the operation and
concept of geographic information system (GIS) is increasingly wide range of applica‐
tions. The MapInfo Professional map are based on MapX control of the emergence of
technology, will enable government and enterprises to facilitate the embedding map,
and also to enhanced spatial analysis and implementation of information management.
Therefore, a series of questions based on MapX will become a keynote, structure
contours is the part of aspect.

Contour line (Isoline) is often used to represent the distribution of topography and
spatial distribution of objects a smooth curve, in terrain analysis, a variety of meteoro‐
logical, hydrological analysis, and many other aspects have a wide range of applications,
to provide a powerful tool in the space display and analysis of geographic objects.

In this article, the first method by using the shortest side is constructed from a trian‐
gulated irregular network, and then generated triangulated irregular contour line
drawing, and using five-point smooth method, the weighted average is smooth axis
parabolic law and MapX provide their own method of smooth contour line was smooth,
and finally combined with MapX, was shown on the contour, and also by artificial means
will be treated as concave polygon TIN, make the contours line drawn more accurately.
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2 Contour Drawing

Contour as an important GIS data in the curve, it is important to draw, and many scholars
have carried out considerable research in this area. In the computer, Contours are usually
stored as an ordered coordinate pair of points, which can be thought of as a simple
polygon or a polygonal arc of an elevation value attribute. This article is constructed in
accordance with this TIN, contour tracking, smooth contour interpolation process on the
three coordinates of the operation ordered to draw contour lines.

2.1 Triangulated Irregular Network Structure

Triangulated irregular network (TIN) through the data points from the irregular distri‐
bution of the resulting triangles to approximate a continuous terrain surface. In the
expression of topographic information, TIN model can describe different levels of reso‐
lution of the terrain surface. Now, it can be automatically create a TIN from the discrete
points are two main ways: Delaunay triangulation method and the minimum distance
method. Given the low computational complexity, fast computation time, this method
uses the minimum distance network structure.

The Principle of Recent Distance Constructio: Mainly based on the triangular cosine
theorem cos C = (a2 + b2 − c2)∕2ab. Two vertices of the triangle by the known A, B
(corresponding diagonal edges c its also known), the other vertices of the triangle using
the law of cosines to determine the C, C by calculating the maximum angle (the point
c, the shortest distance from the edge), guaranteed by the three form a triangle adjacent
to the nearest point. As shown in Fig. 1.

Fig. 1. Shorter works from the network configuration method

In this paper, to achieve the first define for two structures _Edge and _Triangle
network structure were stored there and the emergence of the triangular segments.
Secondly, to make sure that all points of the left to determine a vector AB, AB as vector-
based, by the rule of cosines to determine the vertex C, then determine a triangle ABC,
the other two sides of the triangle as based vectors AC and CB (at right: Note direction),
to find its outward expansion of the right triangle to meet the conditions, in this triangle
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into _Triangle and trilateral stored simultaneously recorded into the _Edge the number
of occurrences, in one side can only because of the public side of two triangles, if the
number of times over two sides, that edge is invalid, repeat until the end of traversal,
and the final structure is to be stored _Triangle triangle network.

2.2 Xontour Tracking

Currently, the contour of the track are based on a rectangular grid of contour tracking,
the triangular grid-based terrain contour tracking and contour tracking feature line. In
this paper, This triangular grid is based contour tracking method (improved) for the
following reasons: 1 point of the discrete sampling; 2, the resolution of this method with
a variable that changes when the surface roughness or transformation severe, TIN can
contain a large number of data points; 3, this method does not have to go through inter‐
polation calculation so as to maintain the original point of accuracy.

Base on triangular grid contour tracking algorithm, including striking contour of the
plane through the point location and tracking by adjacent contour points in two steps.
In this paper, the previous method was improved by adding a _Edge array used to store
the order of the contour of the triangle through the side, and the emergence of the five
cases has been simplified processing complex, to be followed in this array of side H
calculated on the elevation of the point.

First of all, define the required data structures. Here defined structure _Triangle and
_Edge the three coordinates are stored, and the triangle logo and contour of the triangle
on the side and through the identification.

Secondly, for a given height H, the triangle will be made to meet the conditions. This
involves five conditions: 1. A vertex of the triangle H, 2. Two vertices of the triangle H,
3. Triangle of three vertices of H, 4. On both sides of the triangle point H, 5. Triangular
points on one side and a vertex of H. In order to simplify this situation the same time
guarantee accuracy required in the circumstances, can the vertices of H plus a small
variable (in addition to three vertices of H of circumstances), then one of the last four
points on both sides of the situation will become the case of H. For the three vertices of
the triangle of H is directly deposited into the contour of the data structure.

Then, traverse the proposed triangle, the triangle contains the H-point of the two
sides a, b for storage, then as two sides of the side of a triangle to find the corresponding,
respectively, based on the other side of c, then the edge c as a side of a, to find c side,
iteration it, if it finds the edge c and the beginning of the last two edges of another b-
side is equal, then the loop ends, the generate a closed contour. Contour must be closed
curves, but due to the size of the display area will be the case is not closed, then the
problem is to find the actual operation and the beginning of the last two c-side edge of
the other side of b are not equal, then b-side to find places based on the corresponding
sides of a triangle d, until the cycle until the end of the last to get a open contour. (As
shown below, an array of bold part _Edge structure to be stored in side, left side of closed
contours, contours of the right to open). As shown in Fig. 2.

Finally, to elevation contours in store for the H side of the array through which,
according to the following formula to find the corresponding elevation of H-point (as shown
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above the black dot is asked for), followed by the formation of this point will be stored, then
to value line data by sequence.

⎧
⎪
⎨
⎪
⎩

x = xa +
(xb − xa) × (H − za)

zb − za

y = ya +
(yb − ya) × (H − za)

zb − za

2.3 Contour Smoothing

For more contour to topographic features, it is need to be smoothed. Currently, the
smooth contour segmentation algorithms are cubic polynomial interpolation method,
the weighted average method is axis parabola, and inclined axis parabolic weighted
average method, the tension spline interpolation and semi-parabolic weighted average
method. In this paper, we will use smooth with a five-point method, the weighted average
is smooth axis parabolic law and provide a smooth MapX own way, and compared.
Using the two methods is mainly to save time when in operation, when the data is heavy,
will be displayed in the MapX spent a lot of time without having to waste time in the
smooth processing.

The smooth five-point method: For a given point (preferably five or more) through
the establishment of a cubic polynomial curve equation, requiring the entire curve with
continuous first, then derivative data to ensure the smoothness of the curve. The imple‐
mentation is mainly through the middle of five points to calculate the value of t3, to
obtain other points on the curve.

Axis of the parabola is the weighted average method: for a given sequence of n curves
points from the first one, in order to take four points, had four points in the first three
points can be used as a positive axis parabola, had four points in the last three point to
a positive-axis parabola can be used for the two points over the middle axis of the
parabola is taking the weighted average, as the middle of two points over the final curve,
and ultimately the formation of five polynomials. As shown in Fig. 3.

Fig. 2. Base on triangular grid contour tracking algorithm
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Fig. 3. The same method in two triangular contour drawing

By contrast, found that positive axis parabola with the five-point weighted average
method form a smooth curve is almost smoothed, but smooth for the five-point method
if given a five-point position relationship between good and sharp edges may appear
situation.

3 Combined with Optimized MapX

3.1 MapX Introduction

MapX is Maplnfo Company’s cost performance product, for the development of a GIS
system powerful ActiveX control products. It retains the MapInfo Professional work‐
space concept in its workspace file is Geoset (.Gst) file. For map display, the programmer
can use this file, by creating an object based on MapX, and call the Create function and
SetGeoSet read.Gst file, which will map the development of embedded program, and
out of MapInfo’s software platform to run.

3.2 Draw Contours with MapX

In this paper, Microsoft VC++ 2012 as a development platform by using MapX control
of the powerful features of the obtained data to show the contour processing.

Because of the TIN network building are convex polygons, concave polygons in
some cases more suitable for terrain analysis, we can use MapX control of the selection
function, manual do not delete the TIN on the edge of the triangular network, and then
re-draw the contours. As shown in Fig. 4(a), the triangular network of convex polygons,
as shown in red triangular network structure deformation is too large or out of bounds
from the surface does not meet the requirements, through treatment can be seen in
Fig. 4(b), the red triangle is removed, while still in this concave polygon TIN network
for the contour drawing. This feature enables contour drawing is more beautiful, then
this object by calling the function SetSmooth for smooth processing. Results by proving
its smooth axis parabola by weighted average method is smooth and the effect is similar.
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4 Results of Experimental Treatment

Through the above description, this process in their own editing software available to
run the following diagram:

Colored part of the figure as part of the map area in Henan Province according to
each site, the amount of rainfall collected to draw contour lines. Vertices of the triangle
is that these sites collect rainfall, the red line is at some point rainfall of 120 mm of
rainfall curve, green in this time rainfall of 60 mm of rainfall curve. As shown in Fig. 5.

Fig. 5. Results of experimental treatment

5 Conclusions and Prospect

Contour based on MapX synthesis algorithms are use a powerful display of MapX it
will automatically draw the contour on the map. The results of show that the smoothness
of a good way to ensure a high precision, but also greatly reduce the labor intensity
artificially drawn, saving manpower and material resources. The other hand, to solve
the triangulation can be drawn concave polygon problem. As the contours wide range
of applications, I believe that the method has broad application prospects.

Fig. 4. Base on triangular grid contour tracking algorithm
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Abstract. China’s 13th Five - Year Plan of national development clearly put
forward that government will greatly support the construction of smart city during the
period of China’s 13th Five - Year Plan. And many places have also started the staged
construction of smart city. GIS (Geographic Information System) plays a very impor‐
tant and fundamental role in supporting the smart city construction. This paper
expounds the connotation of the smart city construction, the important function of
geographic information service in the smart city construction and the application
advantages of GIS in smart city, and analyses the smart city construction which based
on GIS, and also puts forward opinions on the smart city construction, hoping to have
a positive meaning in promoting the construction of smart city.

Keywords: GIS · Smart city · Geographic information service · Spacial data

1 Introduction

Since the reform and opening up, China’s urbanization speed is very fast. The urbani‐
zation rate has increased from 42.99% in 2005 to 56.1% in 2015 and it will reach around
65% in 2030. It means that there will be more than 10 million people to enter the city
every year. The rapid development of urbanization has brought many problems such as
population management, traffic congestion, environmental protection, safety and so on.
How to solve the outstanding contradictions in the development of the city and how to
achieve the reasonable allocation of limited resources are the problems that each city
manager must face and give overall consideration [1]. The city needs “smart city” and
other new methods to get rid of the dilemma of the development [2]. Smart city is, on
the basis of the existing city information, to achieve a more secure, more efficient, more
responsive and more intelligent urban management.

2 The Connotation of Smart City Construction

2.1 The Definition of Smart City

Since the IBM Company put forward the new idea of smart city in 2008, many experts
have had different understandings of the definition. Academician Li Deren believes that
the smart city is based on the digital earth. It integrates the real world and virtual digital
world effectively through the Internet of Things and it establishes a visible, measurable,
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controllable and intelligent city management and operation mechanism, which can be
used to perceive the state and change of people and things in the real world. It uses the
cloud computing center to complete its massive and complex calculation and control,
providing a variety of intelligent services for urban management and the public [3]. It
can be expressed in a simple formula: Smart City = Digital city + Internet of
Things + cloud computing.

2.2 The Connotation of Smart City Construction

Digital city exists in the Cyber space, the mutual mapping between the virtual digital
city and the realistic physical city is a digital representation of the physical city of real
life in Cyber World [4]. Digital city is the basis of the smart city construction. Smart
city relies on digital city technology to organize the people and things in accordance
with the geospatial location. It obtains and transmits data and information through the
Internet of Things. And it uses cloud computing to deal with massive real-time operation,
gives feedbacks to the control system and then through the Internet of Things carry on
the intelligent and automatic control. Finally, the city achieves “smart” state. It applies
intelligent services to the process of urban construction and management, and this
method can be better to meet the requirements of people’s life and work [5].

3 Geographic Information in Smart Cities

More than 75% of human activities are related to the geographical location. Therefore,
the construction of cities including digital cities and smart cities all need GIS [6]. Digital
city organizes the economic, cultural, transportation, energy and educational resources
in different fields and different geographical locations according to the specification of
geographic coordinates, which provides a basic framework for the smart city [7]. The
geographic information of smart city is to provide the various walks of life with all the
needs of the geographical location related service. Therefore, the application of
geographic information in smart city can be summarized as the following aspects: The
first is to display the geographical space; the second is to provide location reference; the
third is to assist spatial analysis; the fourth is to support the business reconstruction [8].

3.1 Display the Geographical Space

The identity sign of GIS is the geographical space; the spatial expression and the spatial
cognition are the ideological basis of GIS [9]. The geospatial data is the operational
objectives of GIS. It is the substantive content of real world which is expressed by GIS
through abstracted model. Based on the earth’s surface spatial position, geographic
spatial data is the data of nature, society and human economic landscape [10, 11].
Therefore, the display of the geographical space is the groundwork of GIS [12]. In the
smart city, the display of geographical space is comprehensive, dynamic, multidimen‐
sional and interactive.
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3.2 Provide Location Reference

In the smart city, the information that needs to be expressed, more like the socio-
economic data of the non-spatial data, is varied and not limited to the spatial data. Under
the support of GIS, the non-spatial data can be expressed by the geographic information
framework, which is called the thematic map in GIS.

3.3 Assist Spatial Analysis

Spatial analysis is considered to be the main function of geographic information system,
which is different from general information system, CAD or electronic map system. And
it is also the main evaluation index of a geographic information system; it is the core
and soul of GIS [13]. The ultimate goal of GIS is to support geographic decision making.
Similarly, the ultimate goal of GIS spatial analysis is to provide reference for decision
making. For example, we can use 3D GIS spatial analysis to evaluate the effectiveness
of urban planning and designing to achieve the best in the smart city construction, which
can provide decision-making basis for urban construction [14].

3.4 Support the Business Reconstruction

Supporting the business reconstruction is a special application. It, through the GIS,
improves the business practices related to the industry and helps achieve business
restructuring and reconstruction [15]. In the smart city, there will be more industries
supported by GIS, and the business of these industries will be reconstructed and even‐
tually replaced by a new form of business. With GIS supporting, the smart city will have
unlimited possibilities, and the city will be more “Smart”.

4 The Application Advantages of GIS in the Smart City
Construction

GIS laid the foundation for the transformation of digital city to smart city, and it will
play an application advantage in the construction of smart city.

4.1 Abundant Data Resources

Smart city is a new type of city, which is established on the basis of the massive, multi-
source, precise and dynamic geographic information data. After many years of efforts and
accumulation, China has completed the construction of basic geographic information data,
and it is actively constructing the high precision and real-time geographic information
acquisition capability, which depends on the trinity of ocean, space, sky and earth [16]. It
makes the geographic information resources coverage in time and space wider, data size
larger, accuracy higher and currency stronger. The formation of a full range of geographic
information data sources and the establishment of a huge dynamic geographic information
database are to provide a solid foundation for the smart city construction.
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4.2 Leading Technology Advantage

The technical advantages of GIS in smart city are mainly embodied in the following
aspects, such as the real time rapid acquisition of urban geographic information, the intelli‐
gent processing of massive multi-source geographic information data, the network
geographic information intelligence service, and so on [17]. In addition, we developed large-
scale distributed geographic information system platform software with independent intel‐
lectual property rights. And the software has the function of rapid acquisition and updating
of massive data, the geographic information data management function, the true three-
dimensional dynamic modeling and visualization, and the function of geographic informa‐
tion network service, etc. which can meet the needs of national infrastructure construction
and major information construction.

4.3 Open Sharing Cloud Platform

Smart City needs open sharing cloud platform and GIS in this regard has inherent
advantages. GIS establishes the urban geographical space foundation frame for the
digital city construction. This framework includes modern surveying and mapping
datum construction, basic geographic information database construction, geographic
information data acquisition system, geographic information public service platform
construction, policies and regulations standard system construction, technical support
system construction, organization and operation system construction etc. And it provides
the basis for the National Digital City Geospatial Framework to upgrade and transform,
as well as constructing the subsequent large-scale smart city cloud platform. It has laid
a solid foundation for the smart city, the smart region and the smart China.

4.4 Huge Industrial Development Potential

GIS industry is a strategic emerging industry in China; it is developing rapidly and has
great potential. It is an important business support force to promote the transformation
of digital city to smart city. And GIS enterprises also become the main body of surveying
and mapping geographic information science and technology innovation. Many GIS
companies have begun to develop or have developed GIS advanced equipment, high-
end equipment, software platforms, etc. which have independent intellectual property
rights [18]. These enterprises will become the fusion point of China’s high-tech indus‐
tries, strategic emerging industries and modern services, and will become an important
force to promote the construction of smart city.

5 The Smart City Construction and Development Measures
Based on GIS

Smart city construction based on GIS is not a simple expansion of digital city, but a huge
system composed of digital city, Internet of Things, big data, cloud computing, etc. We
should focus on the goal of sustainable development of the city and support the new
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trend of smart earth and the development of science and technology with coordinated
action. And we should take forward-looking vision and strategic thinking, pay high
attention to and promote the smart city construction [19].

5.1 Accelerate the GIS Industry Intensive Development

In China, GIS industry development history is short, industrialization is not mature, and
there is no perfect market mechanism. The government should strengthen the support
and guidance of the GIS industry and encourage enterprises in accordance with the
principles of voluntary combination, self-financing, self-management, self-restraint,
self-development to establish their own survival mechanism. At the same time, we
should standardize the market under the guidance of the government, establish the GIS
product standards, gradually implement GIS software product testing, certification and
recommendation system and advocate the industry-standard domestic GIS software to
create an environment conducive to the construction of national industry and to the fair
competition of enterprises at home and abroad. The ultimate goal is to form a more
comprehensive GIS Enterprise Architecture combining the large, medium and small
ones, and to achieve large-scale and intensive production and operation.

5.2 Attach Importance to Technological Innovation, Speed up the Application
of New Technologies

Innovation is the first power of development; technological innovation has a leading
role in the overall innovation. We should implement the strategy of innovation driven
development and enhance the capability of technological innovation; establish and
perfect market-oriented technological innovation system which takes the enterprises as
the mainstay and features production-study-research combination; eliminate the
“isolated island phenomenon” in technological innovation and accelerate the conversion
of the achievement of technological innovation to actual productivity.

5.3 Strengthen the Promotion of Smart City Achievement

As of September 2015, more than 500 cities(accounted for more than half of the total
number of smart cities in the world) in China in total had put forward the construction
of smart city or were building smart city, including more than 95% of sub-provincial or
above cities and 76% of prefecture-level or above cities [20]. Although the constructions
of these smart cities are not the same, but some of them have a preliminary intelligent
level. These cities can be built as pilot smart cities, to promote the intelligent manage‐
ment level of other cities with their construction and development model.

5.4 Emphasize the Training of GIS Related Professional Talents

Talent is the driving force of innovation and development. Smart city construction
requires a large number of professional talents, especially GIS related professionals. The
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training of GIS related professional talents needs two things. The first is to adhere to the
production-study-research cooperation, use the means of “bring in, go out”, promote
good cooperation between enterprises and institutions of higher learning with GIS major,
promote the relevant government departments to do a good job in the operation of the
industry norms and establish a good market order. The second is to create the conditions
for the establishment of enterprise alliance, to establish the larger institute or talent
training base through the enterprise alliance, and to combine with the introduction of
talent from the institutions of higher learning to form a talent training mechanism suit‐
able for the enterprise (Wang Jia-yao 2010), hoping to establish a multi-level, diverse
GIS education system.

6 Conclusion

Smart city construction is different from the traditional mode of urban construction. It
is established on modern technology that is more advanced, more comprehensive, more
efficient, more convenient, more intelligent, and more secure. Smart city construction
based on GIS has abundant data resources advantages, leading technology advantages,
open sharing platform advantages and huge industrial development potential advan‐
tages. We should change the concept and carry out the smart city construction through
accelerating the GIS industry intensive development, attaching importance to techno‐
logical innovation, speeding up the application of new technologies, strengthening the
promotion of smart city achievement and emphasizing the training of GIS related
professional talents etc.
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Abstract. Comparing with single-population optimization, co-evolution has
more benefits in tackling multi-objective optimization problems, as different
evolutionary algorithms can work collaboratively. This paper presents a new co-
evolution algorithm which employs three populations and integrates particle
swarm optimization (PSO) and differential evolution (DE) into the framework of
decomposition, named MODEPSO. The main contribution is that the elite solu‐
tions got by PSO and archive evolution are considered as evolutionary candidates
which will be further evolved by DE operation, so PSO and DE operators can
work collaboratively. Experimental results indicate that MODEPSO has better
performance than the compared algorithms.

Keywords: Co-evolution · MOEAs · MOEAD · PSO · DE

1 Introduction

Multi-objective optimization problem (MOP) can be defined as simultaneously opti‐
mizing more than one objective. A typical MOP can be formulated as follows:

minimize:F(x) = (f1(x), f2(x),… , fm(x))
T (1)

where x = (x1, x2,… , xn) is an n-dimensional vector bounded in decision space and m
denotes the number of objectives. No single solution can optimize all the objectives
simultaneously, so the optimization tries to find out a set of non-dominated solutions,
which are well known as Pareto-optimal solutions (PS). Accordingly, the set of their
corresponding mapping in objective space is called Pareto-optimal front (PF).

Recent years, many multi-objective evolutionary algorithms (MOEAs) have been
proposed to tackle MOPs by using the Pareto domination based or the decomposition
based approaches as their selection mechanisms. The representative algorithm of former
is NSGA-II [1] which adopts a fast nondominated sorting approach and a crowded-
comparison operator to select the potential solution. Now the Pareto domination based
method has been improved by using more efficient approaches, such as SPEA2 [2], SDE
[3] and NSGA-III [4]. The most famous decomposition based method is MOEA/D [5]
which employs a weighted aggregation of all the objectives to achieve decomposition.
There are still many enhanced MOEA/D variants presented, such as MOEA/D-DE [6],
ENS-MOEA/D [7] and MOEA/D-FRRMAB [8]. In MOEA/D-DE, the Differential
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Evolution (DE) [9] operator is employed to replace the simulated binary crossover
(SBX) operator and performs well. Actually, most of MOEA/D algorithms adopt DE
and polynomial mutation (PM) as their evolutionary operators. As particle swarm opti‐
mization (PSO) [10] has a fast convergence speed, some representative multi-objective
PSO algorithms (MOPSOs) are designed based on Pareto ranking method (e.g.,
OMOPSO [11] and CMPSO [12]) and based on the decomposition approach (e.g.,
MOPSO/D [13] and DMOPSO [14]). Recently, some MOPSOs are designed by
combining those two approaches, such as D2MOPSO [15] and MMOPSO [16].

The main contributions of MODEPSO can be summarized as follows: first, PSO and
SBX+PM operations are used to find the particles which have higher potential to be
further improved. Then, the DE operation is run on these potential candidates for further
evolution. Therefore, the PSO and SBX+PM operations can get and transmit some
helpful information among different populations, which helps DE to centralize the
computing resource on some potential individuals.

2 Related Works

2.1 MOEA/D Algorithm

A general framework of MOEA/D has been proposed in [5], in which an MOP can be
decomposed into many single-objective sub-problems. The objective of each sub-
problem is a weighted aggregation of all the objectives. The popular decomposition
approaches include the weighted sum, Tchebycheff and boundary intersection
approaches. Based on the distances among the weight vectors, a neighborhood relations
can be defined. Then, each sub-problem is optimized using information mainly from its
neighboring sub-problems.

2.2 Differential Evolution

Differential Evolution [9] is a stochastic and population-based search strategy, which is
specially designed for continuous optimization problems. It evolves the current indi‐
vidual through mutation and crossover operators, and then selects the better one into the
next generation. At each generation, the mutation and crossover operations are executed
as follows:

vi = xr1
+ F × (xr2

− xr3
) (2)

uij =

{
vij if r < CR or j = jrand

xij otherwise (3)

where F and CR are two control parameters; r is a uniformly distributed random number
in [0,1];r1, r2 and r3 are three uniformly distributed random integers for selecting three
individuals in the specified population; j stands for the j - th component of decision
variable and jrand is a random dimension to ensure that at least one component of uij
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would be replaced by vij. At last, the individual which has better fitness is chosen to
evolve in the next generation.

2.3 Particle Swarm Optimization

In PSO, a swarm consists of a certain number of particles, which represents a potential
solution. Each particle i will memorize its historically best position as noted by
pbesti = (pi1, pi2,… , pin) and mark the best position as gbest among all pbesti positions.
In each generation, each particle i has its position xi and velocity vi = (vi1, vi2,… , vin),
which can be updated by the following equations:

vi(t + 1) = wvi(t) + c1r1(xpbesti
− xi(t)) + c2r2(xgbest − xi(t)) (4)

xi(t + 1) = xi(t) + vi(t + 1) (5)

where t is the iteration number, w is the inertial weight, c1 and c2 are two learning factors
from the personal and global best particles respectively, r1 and r2 are two random
numbers generated uniformly in the range [0,1].

3 The Proposed Algorithm: MODEPSO

The framework of MODEPSO performs similarly with genetic algorithm [17, 18], and
its flow chart can be presented by Fig. 1.

Start

Initialization

PSO-based Search

DE-based Search

Termination

End

No

Yes

Archive evolution

Fig. 1. Flow chart of MODEPSO

The details of MODEPSO are introduced as follows:
Input:

• Problem;
• Termination criterion;
• N: the size of the PSO population, the DE population and the archive; the number of

the sub-problems.
• 𝜆1,… , 𝜆N: a set of N weight vectors;
• T: the number of the weight vectors in the neighborhood of each weight vector;
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• 𝛿: the probability to select parent solutions in DE-based Search and select velocity
update equation in PSO-based Search.

• nr, ad: the maximal number of solutions replaced by each child solution in DE-based
Search and Archive evolution.

Output:

• Archive A.

Step 1 Initialization

Step 1.1 Calculate the Euclidean distances between any two weight vectors to get the
T closest weight vectors to each weight vector. For each i = 1,…, N, set Bi = {i1,… , iT}

where 𝜆i1
,… , 𝜆iT

 are the T closest weight vectors to 𝜆i.
Step 1.2 Generate an initial PSO population P = (x1, x2,… , xN) by uniformly and
randomly sampling in the search space Ω. Add those individuals to archive A by the
archive update method to form the initial archive.
Step 1.3 Initialize z = (z1,… , zm) by setting zj = min1≤i≤N fj(xi).
Step 1.4 Rank the PSO population to ensure g(xi|𝜆i, z) is minimal and copy it to the
DE population D.
Step 1.5 Initialize the velocity of each particle in P with 0.

Step 2 PSO-based Search

Step 2.1 Randomly choose 20% particles of P as the evolutionary population PE. For
i = 1,…, |PE|, do
Step 2.2 Velocity update: Uniformly and randomly generate a number r from [0, 1].
Then calculate the velocity by Eq. (6),

v =

{
wvi(t) + c1r1(xpbesti

− xi(t)) if r < 𝛿

wvi(t) + c2r2(xgbest − xi(t)) otherwise (6)

where xgbest is a random particle from A and xpbesti
= arg ming(xi|𝜆i, z).

Step 2.3 Position update: Update the position of individual using Eq. (5).
Step 2.4 Evaluate: Evaluate the objective functions of new particle y;
Step 2.5 Update of z: For each j = 1,… , m, if zj > fj(y), then set zj = fj(y).
Step 2.6 Archive Update: For each solution Aj in A, do
(1) Find the Pareto dominance relationship between Aj and y.
(2) If Aj is dominated by y, record its index in R. If y is equal to or dominated by Aj,

the solution y will be discarded, and it means y cannot update A.
Delete the solutions which are recorded in R. Add y to A.
If |A| > N, delete the most crowded solution by calculating the crowding distances.

Step 2.7 Update DE population: If g(y|𝜆i, z) < g(di|𝜆i, z), then set di = y and record
the index i in DI.
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Step 3 Archive evolution

Step 3.1 Choose top 50% bigger crowding-distance solutions in A to construct the
elitist subset E.
For i = 1,…,|A|, do
Step 3.2 Generate a random integer j in [1, |E|].
Step 3.3 Generate two child solutions by SBX operator on Ai and Ej.
Step 3.4 Randomly execute the PM operator on one of the child solution to generate
a new solution y and add to the temporary subset S.
Step 3.5 Update DE population by y
(1) Find the weight vector 𝜆j by minimizing g(y|𝜆j, z).
(2) For jt ∈ B(j), replace solution djt

 and record the index jt as Step 2.7, if the solutions
number is smaller than ad.

Step 3.6 For each solution in S, update A as Step 2.6.

Step 4 DE-based Search
For i = 1,…, |DI|, do

Step 4.1 Selection of Mating/Update Range:
Uniformly and randomly generate a number rand from [0, 1].
Then set DP by the following equation:

DP =

{
B(i) if rand < 𝛿

{1,… , N} otherwise (7)

Step 4.2 Reproduction: Generate a new solution y using Eqs. (2) and (3).
Step 4.3 Update of z as Step 2.5.
Step 4.4 Update of Solutions: For j ∈ B(i), replace no more than nr solutions dj with
g(y|𝜆j, z) < g(dj|𝜆j, z).
Step 4.5 Update A by y as Step 2.6.

Step 5 Stopping Criterion
If the stopping criterion is satisfied, then stop and output A. Otherwise go to Step 2.
As mentioned above, three main procedures are run in MODEPSO, i.e., PSO-based

search, DE-based search and archive update, and the PSO-based search and DE-based
search are executed alternately to update the external archive during the whole process
of evolution, that is why we call MODEPSO a co-evolutionary algorithm.

4 Experimental Results and Analysis

In order to assess the performance of MODEPSO, we compare it with three competitive
multi-objective algorithms, i.e., CMPSO, MMOPSO and MOEA/D-DE. We adopted 12
test problems (i.e., ZDT1–ZDT4, ZDT6 [19] and DTLZ1–DTLZ7 [20]), whose true PFs
have different characteristics including convexity, concavity, disconnections and multi-
modality.
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In MODEPSO, the archive update and PSO-based search are performed using the
same manner as MMOPSO except that only 20% particles of P are chosen randomly to
execute the PSO operation in each generation. For other compared algorithms, their
parameter settings are recommended by their original references, as summarized in
Table 1. The setting of N in Table 1 is only applicable for bi-objective ZDT problems
and the maximum number of function evaluations is set to 25000.

Table 1. The parameter settings for all the algorithms

Algorithms Parameter settings
MOEA/D N = 100, CR = 1.0, F = 0.5, pm = 1∕n, 𝜂m = 20, T = 20, 𝛿 = 0.9, nr = 2
CMPSO N = 20,𝜔 = 0.9 → 0.4, c1 = c2 = c3 = 4.0∕3
MMOPSO N = 100,𝜔 ∈ [0.1, 0.5], c1, c2 ∈ [1.5, 2.0],

Pc = 0.9, pm = 1∕n, 𝜂c = 20, 𝜂m = 20, 𝛿 = 0.9
MODEPSO N = 100, S = 0.2,𝜔 ∈ [0.1, 0.5], c1, c2 ∈ [1.5, 2.0], ad = 2

CR = 1.0, F = 0.5, pm = 1∕n, 𝜂m = 20, T = 20, nr = 2, 𝛿 = 0.9

For the triple-objective DTLZ problems, their population sizes and maximum
number of function evaluations are set to 300 and 75000, respectively. All the algorithms
are run 30 times independently for each test instance. As the inverted generational
distance (IGD) [6] can examine both of convergence and diversity, it is adopted in this
paper to assess the optimization performance.

Table 2 lists the median values and the corresponding inter quartile range (iqr) on
IGD result of all the algorithms. The results with underline are statistically similar with
that obtained by MODEPSO according to the Wilcoxon’s rank sum test with significant
level a = 0.05, and the best results are identified with bold font. The last row in
Table 2 gives the final comparison results of all the compared algorithms, where
−∕ + ∕ ≈ indicates the number of test problems that the performances of MODEPSO
are respectively better than, worse than and similar to the compared algorithm.

According to Table 2, for the ZDT test problems, MODEPSO obtained the best
results on all the ZDT test problems except ZDT6. Although MOEA/D achieved the
best result on ZDT6, it performed very poor on ZDT1–ZDT4. As ZDT3 has sectionalized
local PFs (see Fig. 2), both MOEA/D and CMPSO could not approach the true PFs, but
MODEPSO approximated the true PFs quite well, which indicated that the hybrid oper‐
ators works better than the single one.
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For the DTLZ test problems, MODEPSO achieved the best results on DTLZ1,
DTLZ3 and DTLZ6. It is noted that MODEPSO also obtained the second best perform‐
ances on other problems. As revealed by the Wilcoxon’s rank sum test, MODEPSO got
similar results to CMPSO on DTLZ4 and to MMOPSO on DTLZ4 and DTLZ7, while
MOEA/D performed worst on DTLZ7. These results also validated again that the co
evolution of PSO and DE has presented some advantages over each single one.

The time complexity analysis of MODEPSO is provided and compared with the other
algorithms. Based on the pseudo-code of MODEPSO in Sect. 3, the time complexity of
MODEPSO is determined by the evolutionary loop in Step 2–4. As the decision variables
and objectives are much smaller than the sizes of population and external archive N, so that
their impact are generally ignored. In Step 2, the time complexity is O(N2) when calculating
the velocity and updating the archive; other operations’ time complexity are all O(N). The
time complexity of archive evolution and DE operation are also O(N2). Thus, the maximum
time complexity of MODEPSO is O(N2). The computational complexities of MOEA/D,

Table 2. The IGD comparison results on the test problems

Algorithms Problems MOEA/D CMPSO MMOPSO MODEPSO
Problems
ZDT1 x̃ 1.528E-02 4.713E-03 3.888E-03 3.717E-03

iqr 6.180E-03 5.969E-04 5.657E-05 4.497E-05
ZDT2 x̃ 1.267E-02 4.626E-03 3.938E-03 3.829E-03

iqr 3.803E-03 4.905E-04 1.650E-04 5.078E-05
ZDT3 x̃ 5.070E-02 2.524E-02 4.396E-03 4.375E-03

iqr 2.304E-02 8.815E-03 5.280E-05 4.348E-05
ZDT4 x̃ 2.105E-01 5.872E-01 4.150E-03 3.858E-03

iqr 3.454E-01 2.434E-01 8.266E-04 1.630E-04
ZDT6 x̃ 2.378E-03 3.239E-03 3.625E-03 2.966E-03

iqr 9.685E-06 3.259E-04 1.946E-04 1.681E-04
DTLZ1 x̃ 1.653E-02 2.126E-01 2.485E-02 1.394E-02

iqr 1.127E-03 1.201E-01 2.829E-01 5.251E-04
DTLZ2 x̃ 3.752E-02 3.606E-02 3.835E-02 3.683E-02

iqr 2.454E-04 9.582E-04 8.341E-04 1.177E-03
DTLZ3 x̃ 3.980E-02 4.039E-01 3.993E-02 3.791E-02

iqr 5.577E-03 2.245E-01 2.961E-03 9.725E-04
DTLZ4 x̃ 2.819E-02 4.967E-02 3.873E-02 3.894E-02

iqr 1.383E-03 1.378E-01 3.434E-03 3.138E-03
DTLZ5 x̃ 4.785E-03 1.956E-03 1.316E-03 1.332E-03

iqr 3.544E-05 1.134E-04 3.610E-05 3.327E-05
DTLZ6 x̃ 4.483E-03 1.484E-03 1.316E-03 1.314E-03

iqr 1.237E-05 1.010E-04 6.001E-05 6.087E-05
DTLZ7 x̃ 1.117E-01 3.929E-02 4.233E-02 4.179E-02

iqr 1.498E-03 1.427E-03 1.884E-03 1.995E-03
−∕ + ∕ ∼ 10/2/0 9/2/1 8/1/3
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CMPSO and MMOPSO are all O(N2) as discussed in [16]. Therefore, MODEPSO has the
similar time complexity with the compared algorithms.

5 Conclusion

In this paper, we present a novel co-evolutionary algorithm based on decomposition
framework. The PSO and DE operators are performed cooperatively in MODEPSO to
achieve a good approximation of the true PFs. The experimental results confirmed that
MODEPSO performed better on most of test problems adopted when compared to
MOEA/D, CMPSO and MMOPSO.
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Abstract. A keystroke authentication method has a lower cost and is more
powerful and easier to use than other biometric authentication methods. However,
traditional keystroke authentication has many weaknesses and is easy to attack
by criminals. Attacks can include shoulder surfing attacks, eavesdropping attacks
and key-logger attacks. When users try to access their computer or portable device
by using keystroke authentication method, the users must push the correct buttons
with the correct rhythm in order to be authenticated. If the users make several
failed authentication attempts, the system will lock their account. As a result, the
users usually use a simple password and rhythm for accessing their account which
will make the risk even higher. This research proposes a new method of a
keystroke authentication by using multi-touch technique on touchpad which is
embedded on a laptop computer. The users can register their rhythm using their
fingers on the touchpad to the system as a biometric authentication. An attacker
will have difficulties conducting a shoulder surfing attack. This is because the
users have no need to type their password and can use one hand to cover the other
hand which is used to make their rhythm for the touch. Furthermore, the users
can quickly make the rhythm. An eavesdropping attack is rendered useless since
the touchpad can get event data when the users touch it without making any sound.
Even though some users may not be vigilant and make tapping sounds, an eaves‐
dropper cannot know how many fingers the users use to tap on the touchpad to
make one beat. The research results show that the purposed multi-touch rhythm
authentication performs better than the traditional keystroke method and provides
better security, usability, and faster authentication.

Keywords: Rhythm authentication · Multi-touch authentication · Biometric
authentication · Touch screen authentication · Touch pad authentication

1 Introduction

Authentication is one of the most important issues in computer security management
and information systems. Many countries have legislation regarding computer crime to
control and regulate their citizens. Many criminals are usually arrested by tracing back
to their IP address which is used when committing the crime. The criminals often use
the victims’ computers or accounts (username and password) to access social media
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such as Facebook and Twitter to conduct illegal activities. Therefore, the computer
owners and the account owners must be aware of this issue and defend themselves
against criminals who try to hack, attack, and use their computers to commit crimes. For
this reason, many computer authentication methods are developed to detect and defend
against the criminals from unauthorized access. The identity verification consists of three
main methods [1].

• What you know: the secret, only owner knows such as password and PIN
• What you have: the equipment that is used to access something such as ID-card
• What you are: the singularity, only owner is such as fingerprint and signature

From above three methods, the mostly used method is password-based authentica‐
tion (what you know) because it easiest and most convenient to use. Nowadays, a
majority of web application systems such as Google deploy single sign-on (SSO) where
the users sign in once and are able to use all products associated with their accounts [2].
It is easier for the users to remember only one password. But, this system is susceptible
to a higher risk from criminal attacks since if the password is compromised, all of
systems that are using this password will be breached altogether. One Time Password
(OTP) [3] may be used for a stronger security method as a two-factor authentication.
However, some implementation of OTP has already been hacked. Alternatively, a
possession method can be used (what you have). It is based on items that users possess
such as ID cards, RFID cards, and USB tokens. However, this method also has problems.
Since the users have to carry the authentication items around, they may be lost or stolen.
Criminals may be able to obtain an authentication item which may lead to an unexpected
security incident. The last method is based on what the users are in the form of biometric
data such as fingerprint, handwriting signature, or characteristics of the user behaviors.

The biometric authentication that is widely used is fingerprint authentication [4].
Fingerprint can be used to access a personal computer, open the gate, access a smart
phone, and the like. However, fingerprints can easily be forged or copied [5] which make
it unsafe to deploy by itself. Other biometric authentications are retina authentication [6],
hand-gesture authentication, heart rate authentication, human body print authentication
as well as the characteristic behavior such as movement and keystroke authentication.
These types of authentication are more secure than fingerprint authentication. However,
they are more expensive. If we need better security, we may have to pay more for the
device. Some devices may not be easy to use in real life. For example, retina authenti‐
cation device is very expensive and may be subjected to infection when the eyes are
close to the device.

Keystroke authentication [7] may be an alternative since it is not costly and easy to
implement. Using they keystroke authentication, the system detects the rhythm of the
users pressing and releasing their fingers on keyboard. Keystroke authentication does
not require any additional peripheral devices. Although the keystroke authentication is
less expensive and easier to use than other methods of biometric authentication, it is
susceptible to shoulder surfing attacks. If an attacker has enough time to detect the
victim’s rhythm and password, the attacker can impersonate the victim. Every authen‐
tication method has advantages and disadvantages depending on the situation and how
it is deployed.
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This research presents another method of authentication and verification of the users who
need to access their laptop computer, mobile device, and computer system by using
touchpad to produce rhythm print as the biometric authentication. We try to solve the weak‐
nesses of the traditional keystroke authentication without increasing cost and make it easy
to use. This paper describes how to using rhythm authentication without using a password.
Since many devices have an embedded touchpad or a touch-screen and support a multi-
touch system, they can be used as an input device for authentication. The multi-touch system
is used to detect the rhythm and the number of fingers that users press to create the rhythm
when they tap their fingers on touchpad or screen of smartphone. Attackers would have
difficulties trying to conduct shoulder surfing attacks because users do not expose their
fingers during tapping by covering the tapping hand with the other hand. Tapping action can
be made so that it does not produce any sound. Lightly touch on the touchpad or the touch-
screen is enough. This makes it difficult for attackers to perform eavesdrop attacks. Even
though a tapping action may produce detectable sound, the attackers cannot know how many
fingers are used to produce the sound.

This paper consists of five sections. The next section provides background informa‐
tion and related work that is relevant to the paper. Section 3 describes the design and
implementation. Section 4 presents the experimental results. The last section, Sect. 5
concludes the paper.

2 Background and Related Work

Biometric authentication relies on the unique biological characteristics of individuals to
determine identity, which consists of two methods, namely, physical biometric and
behavioral biometric. The physical biometric uses human body parts such as fingerprint,
retina, face, DNA, and hand geometry while the behavioral biometric uses measurable
patterns in human activities such as keystroke dynamic, voice ID, and gait analysis. As
previously mentioned, fingerprint can be easily forged and other physical biometrics is
expensive. One of the most used behavioral biometrics is keystroke dynamic.

Keystroke authentication measures the manner and rhythm in which each individual
types. The user must enter their password with the correct rhythm to verify themselves
[7, 8]. The user must type his/her password on keyboard with the previously registered
rhythm; the system extracts features of the user password and rhythm, and then compares
them with user’s template in database. The performance of biometric authentication can
measure three factors including False Acceptance Rate (FAR), False Rejection Rate
(FRR) and Equal Error Rate (EER). FAR is the measure of the possibility that the
biometric system incorrectly permits an access attempt by an unauthorized user. FAR
is typically calculated by dividing the number of false acceptances by the number of
identification attempts. In contrast, FRR is the measure of the likelihood that the
biometric system incorrectly denies an access attempt by an authorized user. FRR can
be computed by using the ratio of the number false rejections and the number of iden‐
tification attempts. When FAR and FRR are equal, it is called EER. For creating the
keystroke template, various measurements can be taken. However, there are popular
measurements, namely, holding time, latency time, and pressure. The time which starts
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when users push their fingers on the button of the keyboard and ends when they release
their finger off button, is called holding time. The time when users switch their finger
from the current button to a new button is called latency time as shown in Fig. 1.

Fig. 1. The measurements of holding time and latency time

From Fig. 1, we can calculate holding time:

Holding time of A = t2 − t1
Holding time of S = t4 − t3

We can also calculate latency time:

Latency time of A switch to S = t3 − t2

Pressure can only be measured on the system which is equipped with pressure feed‐
back. A pressure template can be created by detecting the finger weight when the user
pushes or tabs their finger on a touchscreen device or a touchpad on laptop. All three
measurements are usually combined to provide accurate verification.

In [9], a keystroke authentication method on smartphones with touchscreen device
using virtual keyboard is presented. Holding time, latency time and password are used
to produce the keystroke pattern template by applying the following equations.

Pattern Holding time ∕𝛼 < Attempt Holding time < Pattern Holding time×𝛼

and

Pattern Latency time /𝛼 < Attempt Latency time < Latency time×𝛼

Attempt Holding time and Attempt Latency time come from when users try to access
the system by typing their password with the same rhythm that was previously registered.
Attempt Holding time and Attempt Latency time must satisfy the above conditions in
order to be authenticated. The paper states that α = 4 is the best choice.

Using a virtual keyboard for keystroke authentication on small screen devices is
difficult since buttons on the virtual keyboard are very small. A near-by button is usually
pressed. An auto-correction feature is usually favorable in typing on a virtual keyboard.
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However, for authentication, the users have to enter the correct password within a time
limit based on the registered rhythm which is challenging to accomplish. Thus, the users
opt to use a simple password and a simple rhythm which is vulnerable to attacks.
Although using a tablet or a larger screen device which provides a larger virtual keyboard
reduces typing errors, shoulder surfing attacks become problematic. Furthermore, a long
password may be inconvenient since the users must enter it many times a day due to the
screen locking feature. The users cannot use the other hand to cover the screen when
typing on a virtual keyboard because the user must look at keyboard.

In [10], another keystroke authentication on smartphones with Android operating
system is also presented. Three methods which consist of holding time, latency time and
pressure of fingers on the screen of a smartphone are used. A new virtual keyboard was
developed in their research and the software named Weka was used as a classification
tool. Euclidian distance was used in their experiment. However, this research has a
similar weakness for using a virtual keyboard as previously mentioned. Moreover, it is
difficult to detect the correct pressure when the users attempt to authenticate while doing
various activities such as walking, standing, and sitting.

Saevanee and Bhatarakosol [11] proposed a keystroke authentication using the
touchpad on a laptop with features including holding time, latency time, and pressure.
The proposed method divides the touchpad into grids representing a numeric keypad.
The experiments were conducted by gathering data while participants entered their 10-
digit phone numbers for 30 times continuously. Features were extracted using k-nearest
neighbors (k-NN) algorithm and Euclidian distance. The authors claimed that using only
the finger pressure with the k-NN analytical method can identify the users with an accu‐
racy rate of 99%. Even though the results seem impressive, measuring pressure is
impractical as discussed earlier.

3 Design and Implementation

By using our proposed method, the authentication of multi-touch rhythm can be verified.
From related work, we found that a keystroke dynamic authentication can be applied to
touchpad and touch-screen devices in a similar fashion as keystroke dynamic authenti‐
cation on a traditional hardware keyboard. Although previous work used a pressure
feature, measuring pressure for authentication is not suitable. For this reason, we propose
a new method of authentication using keystroke dynamic method which provides an
accurate verification, flexibility, and usability.

Our proposed method is called a multi-touch rhythm authentication which utilizes
multi-touch features including three attributes, namely, holding time, latency time, and
number of fingers. The proposed method of a keystroke authentication uses the rhythm
of the user tapping a touchpad or a touch screen. This method can replace passwords.
Users can verify themselves by simply touching on a touchpad on a laptop computer or
a touch-screen on a smartphone with their fingers with the enrolled rhythm. Each beat
can be made by one or more fingers. Shoulder surfing attacks become impractical since
fingers can be covered. The users do not need to look at the keyboard while tapping.
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3.1 Registration and Creation of Template Process

Users must register before using the authentication system. The user makes a rhythm of
the tapping the touchpad or a touch-screen. The registration UI records holding time and
number of figures. For the subsequent taps, latency times are also recorded. After that,
the extraction system creates a template of the user and stores it in the biometric database.
Figure 2 shows the steps of the user registration and sequence diagram of the template
creation process.

Fig. 2. The flowchart shows the template creation process

3.2 Authentication Process

When the user needs to login to use a computer or device, the user can touch on touchpad
of laptop with same rhythm and the same number of fingers per beat. The system will
check the holding time, the latency time, and the number of fingers per beat against the
template in biometric database. If they match, the user is authenticated. Figure 3 shows
the steps of the authentication process.

Table 1. The dataset of user that enter to the system for authentication

Number of
Fingers/Beat

Beat Holding Time (s) Latency Time (s)

1233 4 0.09400000000005093,
0.08800000000064756,
0.07999999999992724,
0.07999999999992724

0.0000000000000000,
0.4319999999997890,
0.2359999999998763,
0.1679999999996653

4 Experimental Results

To verify our design, we chose Java programming language for the development and
we using touchpad’s of Mac Book Pro for our experiment and in this experiment we
allow up to five fingers for creating one beat. The user must enter the rhythm to register
the template in the creation process. This enrolled template will be used to authenticate
the user. The authentication process is quite simple. The user taps or touches his/her
fingers on touchpad with the correct rhythm to login. After system receives the rhythm
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from user, the authentication process will start and split to three phases. First, we calcu‐
late the number of beats and the number of fingers of each beat.

Table 2. Example set of store data in database

ID Number of
Fingers/Beat

Beat Holding Time (s) Latency Time (s)

1 1233 4 0.09400000000005093,
0.10400000000026921,
0.07999999999992724,
0.08800000000064756

0.00000000000000000
0.40799999999944700,
0.22400000000016007,
0.15999999999985448

2 1233 4 0.17799999999988358,
0.16799999999966530,
0.15200000000004366,
0.15200000000004366

0.00000000000000000
0.51200000000062570,
0.50799999999981080,
0.53600000000005820

3 1234 4 0.09400000000005093,
0.09600000000045839,
0.11200000000008004,
0.09600000000045839

0.00000000000000000
0.36799999999948340,
0.15999999999985448,
0.17599999999947613

Table 1 shows the number of fingers per beat which the user entered to the system
by touching on his/her touchpad to authenticate. Table 2 shows the stored data pattern

Touch pad/Touch screen Feature Extraction

Number of 
Fingers

Holding time Latency time

Database

Found

Reject Authenticated

True

Find 
Matching 
Records

Find 
Matching 
Records

Found

TrueFalse

Fingers 
Distance

False

Fig. 3. The verification of the multi-touch rhythm authentication.
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in database. For the number of fingers per beat, we can directly compare the value with
the stored data in database to reduce number of records in the first phase. After classi‐
fying by using number of fingers per beat, we will obtain the minimum number of records
which are shown in Table 3.

Table 3. The set of the stored data in database after classifying with number of fingers/beat

ID Number of
Fingers/Beat

Beat Holding Time Latency Time

1 1233 4 0.09400000000005093,
0.10400000000026921,
0.07999999999992724,
0.08800000000064756

0.00000000000000000
0.40799999999944700,
0.22400000000016007,
0.15999999999985448

2 1233 4 0.17799999999988358,
0.16799999999966530,
0.15200000000004366,
0.15200000000004366

0.00000000000000000
0.51200000000062570,
0.50799999999981080,
0.53600000000005820

After classifying the number of fingers, the system analyzes the sequence of holding
times and latency times of the rhythm. This system compares holding times and latency
times directly with the stored data in database within an error range. In this experiment,
we define error range is not more than 0.1 s per beat (Fig. 4).

(a) (b) 

Fig. 4. (a) The sequence of fingers in the rhythm matches the enrolled template. (b) The sequence
of fingers in the rhythm does not match the enrolled template

Figure 5(a) shows a line graph when an authorized user enters the correct rhythm.
On the other hand, Fig. 5(b) shows an example when an attacker passed the first step by
tapping with the correct sequence of the number of fingers, but the attacker does not
know holding time of each beat.

If both sequence of the number of fingers and the holding times match the enrolled
templates, the system checks the latency times between beats in the rhythm. Figure 6(a)
shows a line-graph when an authorized user enters the correct rhythm. Figure 6(b) shows
an example when an attacker knows both sequence of the number of fingers and the
holding times, but not the sequence of latency times in the rhythm.
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(a) (b) 

Fig. 6. (a) The latency times match the enrolled template. (b) The latency times do not match the
enrolled template.

5 Conclusion

The multi-touch rhythm authentication increases security. It can prevent shoulder surfing
attacks. This is because users do not need to look at their keyboard when tapping or touching
a touchpad or a touch screen. Therefore, they can use the other hand to cover the tapping
hand. The attackers will have difficulties performing an eavesdropping attack since a
touchpad can obtain event data when users’ fingers make contact with it without making any
sound. Although some users may not be very careful and make tapping sounds, an eaves‐
dropper cannot know how many fingers the users use to tap on the touchpad to make one beat.

The results show that the proposed multi-touch keystroke authentication is simple and
easy to use. Furthermore, it is better than the traditional keystroke methods because it
provides improved security and can verify the user more quickly.
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Abstract. According to characteristics of mass encryption service in cloud
storage, this paper proposed an improved SCP-OOABE scheme which uses the
access control tree as a control structure and decomposes key generation and
encryption into online and offline phase respectively that could be finished in a
short time in online phase. In addition, it also avoids the problem that CP-OOABE
scheme can’t generate keys when constructing access control structures. What’s
more, it meets the demand of the complex access control structure in cloud storage
and was proved that the scheme is against chosen-plaintext attack secure. In a
word, our schemewas security, efficient and universal, which suits for the demands
of cloud storage.

Keywords: Cloud storage � Access control � Attribute-based encryption �
Online/offline � Security

1 Introduction

Cloud storage as a basic function in cloud computing has resolved the problem of mass
data of video storage successfully, but it brings with security issues more often. Cloud
storage providers are often not fully trusted who exposed the data in untrusted envi-
ronment and made it vulnerable to various attacks, including malicious attackers,
internal staff’s snooping, etc. [1]. Therefore, it brought a big challenge of protecting the
data security and privacy of users.

Encryption is the most widely used security technology in cloud storage at present. In
the cloud storage environment [2], Attribute-Based Encryption is a promising encryption
technology. The policy uses cryptographic or key associated access control strategy, so
that the encryption policy becomes flexible and the users’ permissions become easy to
explain and describe. It is an efficient, dynamic, flexible and private encryption.

ABE (Attribute-Based Encryption) is a fuzzy Identity-Based Encryption which pro-
posed by Sahai and Waters [3] on EUROCRYPT in 2005. Fuzzy Identity-Based
Encryption was expanded into Attribute-Based Encryption by Goyal et al. [4] in 2006.
They clarified the concept and significance of Attribute-Based Encryption. However, the
scheme is based on key strategy which is fit for query applications, but not access control
occasions. In 2007, Benthencour et al. [5] first proposed a Ciphertext-policy
Attribute-Based Encryption Scheme that supported more complex access control. But
calculating amount is quite large in encryption and key generation stage, therefore, it was
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not suitable for mass encryption service in cloud storage. Rouselakis et al. [6] proposed
Ciphertext-policy Attribute-Based Encryption in a large space in 2013 which was based
on bilinear pairing of prime order. Any string could be directly used as an attributewithout
digitizing beforehand. However, it didn’t pretreat encryption action. With the increasing
demand of the users, plenty of calculations will be repeated execution.

Based on this, Hohenberger et al. [7] proposed Ciphertext-Policy Online/Offline
[8, 9] Attribute Based Encryption (CP-OOABE) in 2014. Key generation and
encryption were decomposes into two stages respectively, which reduce the response
time and avoid the repetitive work in the online phase. It is possible to make the users
truly enjoy the benefits of cloud storage [10]. However, the scheme uses LSSS matrix
[11] as access control structure. When constructing matrixes it is important to find a
suitable matrix which will cost a lot of time and was not suit for complex access control
requirements in cloud storage. If the rank of attribute matrix A is less than its corre-
sponding augmented matrix B it will turn out to be no solution. The corresponding key
would not be solved in the decryption stage. Based on the above problems, we pro-
posed Super Ciphertext Policy Online/Offline Attribute-Based Encryption which
proofed CPA security formally. [12] The scheme is based on online/offline encryption
which uses access control tree as access control structure and support complex
AND/OR operations. It satisfies fine-grained access control and suits for diverse
demands of users in cloud storage.

2 Preparation Knowledge

2.1 Access Control Tree

Access control tree s on behalf of logic expression which is comprised of given
attribute. The internal node of the tree was associated with (t, n) and the leaf node was
associated with an attribute [13, 14]. Logic AND can be express as (n, n) and logic OR
can be express as (1, n). The threshold of intermediate nodes in the tree was expressed
by its child nodes and a threshold, such as ðkx; numxÞ. Among them, kx represent node
threshold and numx represent the number of kx ’s child nodes. The attribute of leaf node
in the tree was denote by an attribute and a threshold kx = 1. Such as Fig. 1, only for
users aged 20, Grade 1 or 2 meet the access control tree s.

Fig. 1. Access control tree s
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2.2 Bilinear Map

Bilinear map connects two multiplicative cyclic group [15–17] in the process of
attribute encryption. Suppose G0 and G1 are two multiplicative cyclic group, their order
are the prime number p, g are the generator of G0, e : G0 � G0 ! G1 is Bilinear
mapping. Bilinear mapping e satisfy the following three conditions:

(1) bilinearity: for any l; m 2 G0 and a; b 2 Zp, we have eðla; mbÞ ¼ eðl; mÞab.
(2) non-degeneration: eðg; gÞ 6¼ 1.
(3) computability: for any l; m 2 G0, eðl; mÞ be able to calculate quickly and

efficiently.

Lemma 1. For prime number p graded groups G0, generator is g, Decisional Bilinear
Diffie-Hellman (DBDH) issue [18] as follows: for a given input eðg; gÞz 2 G1,
ða; b; c 2 ZpÞ, determine eðg; gÞz ¼ eðg; gÞabc.

3 Analysis of CP-OOABE Mechanism

3.1 CP-OOABE Mechanism

CP-OOABE which was proposed by Hohenberger et al. [7] improved Attribute-Based
Encryption and increased efficiency. For Attribute-Based Encryption, they proposed a
“connect and correct” mechanism that divided key generation and encryption into two
steps respectively. That is the first step offline (preprocessing) stage. At this stage,
system did not know the users’ attribute set and access structure, but accomplished a lot
of calculation. The second step online stage, when we know the users’ attribute set and
access structure, key generation and encryption could be accomplished quickly. The
scheme has a great advantage in the mass of services in cloud storage: reducing
response time, the time of online key generation and encryption is only 1% of the entire
key generation and encryption algorithms. So that the algorithm based on the attribute
pooling avoid duplication of work in online phase. The users can better enjoy the
convenient of cloud storage.

3.2 Hohenberger et al. Scheme

Hohenberger et al. [7] Proved the safety of CP-OOABE. This paper analyzes the
structure of CP-OOABE which is not feasible in some cases.

Hohenberger et al. based on LSSS access scheme ðM; qÞ M is a l� n matrix.
Function q is a mapping of M matrix about rows and attributes. The scheme multiply
matrix M, key a and a Vector bunch of blinding factor y: ða; y2; y3. . .ynÞT together and
get the vector λ: ðk1; k2; k3. . .klÞT , that is:

My ¼ k ð1Þ
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When decrypting, first, for access structures ðM; qÞ, work out a set of
ω : ðx1;x2;x3. . .xlÞT , and satisfy the relations:

P
i2I

xi �Mi ¼ ð1; 0; 0; . . .0Þ.
Among them, Mi is i row of matrix M. that is:

a1;1x1 þ a2;1x2 þ . . .al;1xl ¼ 1
a1;2x1 þ a2;2x2 þ . . .al;2xl ¼ 0

..

.

a1;nx1 þ a2;nx2 þ . . .al;nxl ¼ 0

Simplification and merger, that is to solve a set of solutions ω :

ðx1;x2;x3 � � � ;xlÞT satisfy: MT � x ¼ ð1; 0; 0; � � � 0ÞT .
To do transpose operation on both sides of (1): ða; y2; y3; . . .ynÞ �MT ¼

ðk1; k2; . . .klÞT .
Multiply both sides by ω : ðx1;x2;x3 � � � ;xlÞT :

ða; y2; y3; . . .ynÞ �MT � x ¼ ðk1; k2; . . .klÞT � x

ða; y2; y3; . . .ynÞ � ð1; 0; 0; . . .0ÞT ¼ ðk1; k2; . . .klÞT � ω. Thus, a ¼ P
xiki

Consider the situation: when the rank of G0 is not equal to the rank of corre-
sponding augmented matrix, solving matrix MT � ω ¼ ð1; 0; 0; . . .0ÞT may be no
solution and at this time we was unable to get the ω : ðx1;x2;x3 � � � ;xlÞT vector, so
we cannot use ðk1; k2; k3. . .klÞT to decrypt the value of a. The access structure of the
scheme have some certain infeasibility: When the range of attribute n is larger, in the
access structure the rows of attribute l may be less than the value of n.

4 Improved SCP-OOABE Scheme

4.1 Systems Model

Suppose cloud servers are semi-credible, which complete their work on the one hand,
on the other hand be attacked from internal attackers. Attribute authority is regarded as
completely credible, which never leak the users’ information and accomplish key
generation and distribution honestly. Suppose that the communication between Date
Provider, Data User, and Cloud Server was security under the protection of some
security protocols. Each party of the agreements adopt a pair of public and private key
to encrypt communications.

The system model described in this article contains the following four participants:
Data Provider, Data User, Cloud Server, Authorities, as shown in Fig. 2:
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4.2 Security Model

Suppose SCP-OOABE scheme is: = (Setup, Offline.Keygen, Online.Keygen, Offline.
Encryption, Online.Encryption, Descryption). We define the security of SCP-OOABE
scheme by the following CPA game. C is the challenger, A is the adversary [6–8].

– Setup: C execute Setup algorithm and get the public parameter PK and then put
them intact to A.

– Phase 1: In this step, A can only query the key SK. At first C initializes an empty
table T, an empty set D and an integer count = 0. For each time, A query in the set
of attributes S, if the table T exists a tuple (count, S, SK), D ¼ D[ S count =
count + 1, and then passed SK to A. Otherwise, executed the algorithm Offline.
Keygen and passed SK to A and then put the record (count, S, SK) into table T.

– Challenge: A select an access control structure s. For all the S 2 D; S 62 s C execute
Offline.Encryption and Online.Encryption algorithm to get the ciphertext CT� and
selected a random value b 2 f0; 1g if b = 0, put CT� to A, otherwise put a random
value to A.

– Phase 2: A repeat Phase 1, but cannot be queried the attribute of S when S 2 s.
– Guess: A output the value of b that he guessed: b0 and wins the game, if b0 ¼ b.

We defined that the advantage A win the CPA game is: AdvCPAP ðAÞ ¼
j Pr½b0 ¼ b� � 1

2 j.

4.3 SCP-OOABE Scheme

Through the analysis, we know that in the CP-OOABE scheme, since the matrix
operation may have no solution, it would lead to a cannot be decrypted. To solve this
problem, we improved the CP-OOABE scheme. After that it called SCP-OOABE
scheme. In our scheme we introduced access control tree which support AND/OR
operation and greatly satisfied the fine-grained access control. The most important is
that it meets the diverse need of the user in cloud storage.

Fig. 2. Cloud storage system model
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SCP-OOABE contains six algorithms: Setup, Offline.Keygen, Online.Keygen,
Offline.Encryption, Online.Encryptiion and Decryption. Each of the algorithms inter-
acted as shown in Fig. 3. Since the short online time in this scheme, once it got users’
attribute set and access structure, data owners could quickly accomplish encryption
work and upload encrypted files. At the same time the Authorities could complete key
generation in a short time and deliver keys to the users. Compared with traditional
attribute-based encryption it could satisfy the massive encryption services preferably in
cloud storage. Specific steps:

1. Setup ð1kÞ ! PK, MK

The algorithm input a safety factor k and randomly generate two multiplicative
cyclic groups G0 and G1. Their order is prime number p and bilinear map is e:
G0�G0!G1. Randomly chose the generator of G0 as g, h, l, m, x and an index a 2 Zp
and a Hash function: H : f0; 1g� ! Z�

q

The main pubic parameter of the system PK and the master key MK are: PK ¼
ðG0;H; p; g; h; l; m;x; eðg; gÞaÞ MK ¼ ðPK; aÞ.
2. Offline.Keygen (MK) ! ISK

The algorithm input master key and generate an intermediate key module ISK.
Randomly select r 2 Zp then K0: = gaxr, K1: = gr, Km: = m�r. The intermediate key
module is: ISK ¼ ðK0;K1;KmÞ.
3. Online.Keygen(PK, ISK, S) ! SK

The algorithm input master key, intermediate key module and the users’ attribute
set S ¼ ðA1;A2;A3; � � �AkÞ. Randomly select r1; r2; � � � rk 2 Zp, and calculate:
Ki;2 ¼ gri ;Ki;3 ¼ ðlHðAiÞhÞriKm. Then private key of the users becomes
SK ¼ ðS;K0;K1; fKi;2;Ki;3gi2½1;k�Þ.
4. Offline.Encryption (PK) ! IT

Input: pubic parameter PK. Randomly select s 2 Zp, C0 :¼ gs then
keymain :¼ ðeðg; gÞas;C0Þ.

Fig. 3. Interaction among different algorithms
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For each attribute i in the attribute pooling randomly select ki; xi; ti 2 Zp and cal-
culate: Ci;1 :¼ xkimti , Ci;2 :¼ ðl�xihÞti , Ci;3 :¼ gti then ITatt :¼ ðki; xi; ti;Ci;1;Ci;2;Ci;3Þ
IT ¼ ðkeymain; s; ITattÞ.
5. Online.Encryption (PK, IT, s, M) ! CT

This mechanism is used to encrypt the plaintext M, Specifically described as
follows:

Construct access control tree: given a tree s, use the following method to choose a
polynomial for each node from the top to the down:

(a) For the root node: randomly select a polynomial of which the degree is kr−1 and
kr is the threshold value of the root which satisfies qrootð0Þ ¼ s and then distribute
a unique index value for each child node rc, x = index(rc).

(b) With regard to the intermediate nodes N except the root node, randomly select a
polynomial of which the degree is kN−1, and kN is the threshold value of N and
satisfies the formula qNð0Þ ¼ qparentðNÞðindexðNÞÞ, then distribute a unique index
value for each child node Nc, x = index(Nc).

(c) With regard to the leaf node L, randomly select a polynomial of which the degree
is 0 and satisfies qLð0Þ ¼ qparentðLÞðindexðLÞÞ, then Ci;4 ¼ qLð0Þ � ki, Ci;5 ¼
tiðxi � HðvaliÞÞ and i is the index of the corresponding attribute in attribute
pooling and vali is the attribute value of i. Generate ciphertext CT:

ðs; �M ¼ Meðg; gÞas;Cr ¼ Hð �Mjjeðg; gÞasÞ;C0; fCi;1;Ci;2;Ci;3;Ci;4;Ci;5; g8i2½1;k�Þ

6. Decryption (CT) ! M

Constructing a recursive algorithm: DecryptionNode (CT,SK,N) which regarded
the ciphertext CT, User’s private key SK and the node of access control tree N as input.

(a) If N is the leaf node, let i = att(N), if i is contained in attribute set S, then:

resN ¼ DecryptionNodeðCT ; SK;NÞ
¼ eðCi;1;K1ÞeðCi;2l

Ci;5 ;Ki;2ÞeðCi;3;Ki;3ÞeðxCi;4 ;K1Þ
¼ eðxkimti ; grÞeððlxihÞ�tiltiðxi�HðvaliÞÞ; griÞ
eðgti ; ðlHðAiÞhÞrim�rÞeðxqN ð0Þ�ki ; grÞ ¼ eðx; gÞrqN ð0Þ

otherwise, DecryptionNode (CT,SK,N) = ?.

(b) If N is an intermediate node then each child node of N call DecryptionNode

(CT, SK, Nc). All of the nodes of which the value of index satisfied resNc 6¼ ?
construct a set Ic, if jIcj �KN , KN is the threshold value of node N, then:
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resN ¼ DecryptionNode ðCT, SK,N)
¼

Y
8indexðNcÞ¼z2Ic

resDz;Icð0ÞNc
¼ eðx; gÞrqN ð0Þ

Otherwise, DecryptionNode(CT, SK, N) = ?.

(c) After calculating all the nodes recur to the root. resroot ¼ eðx; gÞrs
(d) Calculate M: M ¼ Meðg;gÞas

eðC0 ;K0Þ
resroot

¼ Meðg;gÞas
eðgs ;gaxr Þ
eðx;gÞrs

(e) Verify the signature. Calculating the expression C0
r ¼ HðMjjeðg; gÞasÞ if it is equal

to the signature value of CT, supposing unequal, the ciphertext has been tam-
pered. What should be done is to abandon it and request service towards
authorities again.

5 Security Analysis

Theorem 1. if the scheme of Hohenberger et al. [7] is against chosen-plaintext attack
secure, so do the scheme of SCP-OOABE.

Prove: if the adversary A which is polynomial-bounded could win the SCP-OOABE
game with great advantages, then the simulator B which is polynomial-bounded could
break through the CPA security scheme of Hohenberger et al. [7]

– Initialization: B gain the attribute set of A S :¼ ðA1;A2;A3; � � � ;AkÞ And deliver it
to HW (the scheme of Hohenberger et al. [7]), which is the challenger.

– Setup: B get the pubic parameters from HW:
PK :¼ ðG0;H; p; g; h; l; m;x; eðg; gÞaÞ And deliver them to A intactly.

– Phase 1: Query the key which is corresponding to the attribute of A, but it has been
invariable in the game.

– Challenge: B randomly select two isometric messages m0, m1 and deliver them to
HW. HW randomly select b 2 0; 1f g and then deliver ciphertext CT� to B:

ððMx; qÞ; �M ¼ Meðg; gÞas;Cr ¼ Hð �Mjjeðg; gÞasÞ;C0; fCi;1;Ci;2;Ci;3;Ci;4;Ci;5; g8i2½1;k�Þ

And (Mx, q) is the LSSS matrix of HW scheme.
B construct an access control tree s which contain a root node Root, l leaf nodes NL

and l is the number of rows in matrix Mx. Randomly selected s0; a0; x1; x2; . . .xl 2 Zp
which satisfied: qRootð0Þ ¼ s0; qNið0Þ ¼ xia0 New ciphertext CT�

s are:

ðs; �M ¼ mbeðg; gÞaseðg; gÞa
0s0 ; Cr ¼ Hð �Mjjeðg; gÞasÞ;C0; Ci;1;Ci;2;Ci;3;Ci;4;Ci;5;Ci;5

� �
8i2½1;k�Þ
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If trying to testify whether the information has been encrypted correctly, one only
need to use Lagrangian interpolation operation to all the leaf nodes, and decrypt

eðg; gÞa0s0 . Which is the message B guessed be encrypted gB 2 0; 1f g and Calculate
keyguess = �M=gB and deliver tuple (keyguess, CT�

s ) to A.

– Phase 2: B repeatedly operate the inquiry of the first stage.
– Guess: A output gA 2 0; 1f g. If gA = 0 then A consider that keyguess is the key of

CT� and let B output gB. If gA = 1 then A consider that keyguess is a random key.
The challenge perfectly end.

If the PPT adversary A can win the game with great advantages, B can break
through the system of HW.

6 Performance Analysis

As shown in Fig. 1, comparing the calculated performance, E0 represents an expo-
nential operation of G0, M0 represents a multiplicative operation of G0, M1 represents a
multiplicative operation of G1, E1 represents an exponential operation of G1, P rep-
resents the complexity of attribute or access control structure, l represents the number
of attributes (rows of the matrix/the leaf nodes of the tree), n represents columns of the
matrix and x represents intermediate nodes of the tree. It is observed that the com-
putational complexity of key generation and encryption of this paper is basically the
same with the HW. However, in our scheme, the access structure is flexible with high
practicability and never impose restrictions on generating the access control matrix
(Table 1).

Simulation experiments about the scheme of Hohenberger et al. [7] and ours had
been done. JPBC [18] (Java Pairing-Based Cryptography Library) is developed by Ben
Lynn which is a Java encryption library based on paired. It could realize bilinear map
and was a frequently-used library in the developing test of attribute encryption. In the
experiment, the structure of the linear secret sharing matrix of Hohenberger et al. [7] is
based on the scheme of Ruj et al. [19].

Table 1. Performance comparation

Hohenberger’s Our’s

Offline.keygen (3P + 4)E0 +(P + 1)M0 (3P + 4)E0 +(P + 1)M0

Online.keygen P M1 P M1

Offline.encrypt E1 +(5P + 1)E0 +2P M0 E1 +(5P + 1)E0 +2P M0

Offline.encrypt l � n l + x
Decrypt (E1 + E0 + M0)P + E0 (2 E0 + M0)P
Access control Low High
Practicable
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As shown in Fig. 4, the encryption times are very close. Since our plan used
recursive, the encryption time is slightly longer than the plan of Hohenberger et al. [7].
As shown in Fig. 5, when the number of attributes is less than 8, the decryption time is
slightly longer than the plan of Hohenberger et al. [7]. But when the number of
attributes is greater than 8, the decryption time is obviously less than the plan of
Hohenberger et al. [7]. The reason is that looking for the submatrix which satisfied the
access structure and solving the matrix equation will consume much time. It can be
seen that in the process of decryption, when the level of recursion is low, access
structure tree is superior to LSSS matrix with the increasing number of attributes.

Through the analysis, the online/offline attribute encryption scheme based on
access structure tree support any attribute value: the scheme supports the attribute of
variable length strings and AND/OR operation. In comparison to LSSS matrix, the
access structure becomes more accurate and exact, and the decryption time is less than
the plan of Hohenberger et al. [7] What’s more, there is no problem when constructing
the LSSS matrix the key cannot be formed. Besides, it is possible to reduce the number

Fig. 4. Comparison of online encryption time

Fig. 5. Comparison of decryption time
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of public parameters in system and simplify the system management. The response
time of our scheme is short, since in the key generation stage and encryption stage, a lot
of pretreatment had been done by the system. It can respond to a variety of attribute
structures and user’s encryption in a very short period of time. It is suitable for the
thought of the mass service about encryption and key generation and high concurrency
in cloud storage [20].

7 Conclusion

In the research we proposed SCP-OOABE which inherited the advantage of
CP-OOABE. It transferred the vast majority of calculating work to preprocessing stage,
guaranteed the performance of cloud storage and relieved the bottlenecks of key
generation and encryption. In addition, the problem that the access structure matrix
may have no solution was avoid. What’s more, it proved that the security of
SCP-OOABE formally and be validated by experimental comparison. In a word, our
scheme was security, efficient and universal, which suits for the demands of cloud
storage.
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Abstract. Data-intensive applications, such as three-dimensional (3D)
virtual reality, typically involve a large amount of data interaction, so
that the server becomes a system performance bottleneck, as users become
larger. In order to overcome the shortcomings of existing service models,
this paper proposes an information-centric architecture (ICA) for server
clustering towards data intensive applications, which ensures transparent
and effective access, and supports various types of services with different
dynamic requirements of storage and bandwidth by quantitatively par-
titioning service functions and using the modular realization. Finally, a
data-intensive 3D virtual reality project was tested and the results show
that the proposed scheme has good scalability and efficiency.

Keywords: Information centric architecture · Publishsubscribe mode ·
Cluster server framework · Data-intensive applications · 3D virtual
reality

1 Introduction

With the rapid development of information technology such as the Internet, data-
intensive applications [5,14], which require large volumes of data and devote most
of their processing time to I/O and manipulation of data, are gaining more and
more attention [10]. As typical instances of data-intensive applications, three-
dimensional graphical applications, such as 3D online game [3,9], 3D web [7],
stereoscopic display [11], have been widely used in military, aerospace, distance
education, medical and entertainment areas, etc.

At present, most of the 3D graphical network applications are still using
the client-server (C/S) (or the browser-server (B/S) mode) [1,2], which is easy
for deployment and maintenance but is not scalable for scenarios which relies
on rendering graphical applications on remote systems with specialized resources

This work was supported by the National Natural Science Foundation of China
(61273235) and the National Key Technology Research and Development Program
of China under Grant No. 2015BAH08F01.
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and fast access to huge data models [4]. Cluster server architecture, which tries to
organize a cluster of workstations and PCs as an Internet server [8], can overcome
the scalability issues of C/S model. However, most researches related to cluster
server focuses on workload balancing over the similar tasks and have no good
support for heterogeneous multimedia downloading and interaction, which are
just essential for 3D graphical network applications [6,12,13] that may involve
interactions with textures, animations, messages, movies, and audios.

In order to solve this problem, this paper proposes an information-centric
architecture (ICA) for server clustering towards data intensive applications, by
using an information-centric controller for managing all server’s functions, so
that it is transparent for end users to deploy or maintain these server’s func-
tions. By borrowing the publishsubscribe idea, the informationcentric controller
can ensure transparent and effective access of users, and supports various types
of services with different dynamic requirements of storage and bandwidth by
quantitatively partitioning service functions and using the modular realization.

2 The Proposed Scheme

By observing the process of users accessing the server, we found that the access-
ing process of users to three-dimensional services usually experience three steps,
i.e., to login, to localize 3D contents, and to download contents. Here, 3D contents
may be textures, animations, messages, movies, or audios, which have various
latency and bandwidth requirements. When users are large in scale, the process
of downloading usually occupies almost all bandwidth, so that other users are
not able to access the server, which damages the user’s experience. In order
to improve the performance of user access, we propose an information-centric
architecture (ICA) for three-dimensional graphical services that separates user
connections and other functions, so that the system can be scaled easily and
transparently for end users.

As shown in Fig. 1, the architecture introduces an information centric con-
troller (ICC) to manage all other servers, such as Authentication and Accounting
Server (CAS), User Connection Servers (UCS), Content Servers (CS), Message
Servers (MS), Application Servers (AS) and Relay Servers (RS). In the whole
system, ICC is responsible for coordinating all other servers, so there should be
only one ICC in the whole system, though a backup of ICC is possible. The
amount of all other servers can be increased as needed.

2.1 Information Centric Architecture

The whole system allows only one ICC, whose main function is responsible for
coordination between all other servers. Although from the structural point of
view, the use of a single ICC for centralized management, does not seem reliable,
but in fact, the main function of ICC is to do role assignment for other servers
and redirection, so the actual amount of communication data is not too large. By
borrowing the publish-subscribe idea, all other servers are required to register
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Fig. 1. Information centric architecture for 3D graphical applications

with ICC before providing services, to deregister itself from ICC when shutdown
or maintenance is needed. ICC maintains a directory of all other servers, and
commits a predetermined policy to redirect client requests to a particular server.
For security purposes, a backup for ICC is necessary, but a further discuss is out
of scope of this paper.

The primary function of UCS is to accept the client first connects and pro-
vides the client address the query other servers. In order to make the client
always knows how to access the server, UCS using public addresses. When there
are multiple types of user terminal access for example, a class of users use 3G
connected server, and the other user connected using WIFI server, you can typ-
ically deploy two servers, each with a corresponding physical communication
interface. The main function of CAS is to administrate user rights and sup-
port for VIP authentication. If a user visits a fee service, user access should be
recorded for traffic billing, and CAS also supports for other server user authenti-
cation queries. The main function of CS is responsible for content management,
all relevant data and information services, are stored on the CS, and allows
the client to download or update the information content. Any client access
to the CS, must obtain CAS certification, it has to decide whether to provide
appropriate services. The main function of MS is to deal with various system
messages, including: Scene synchronization message, content update message,
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a notification message authentication, the server automatically switches, fault
notification. When users log in, such as the need to elevate privileges, such as
VIP authentication message also needs to be managed by MS. The main func-
tion of AS is to provide application-related services, such as system configuration
needs, announcement, deployment of new features. To support load balancing
between servers, manage users to switch between different server, RS is respon-
sible to redirect connection requests and resource location.

2.2 Gradual Deployment of Services

Functionally, all server functions can be installed on the same server equipment,
but for best performance, each server can be installed on an independent device.
After installation, each server will automatically start registration with ICC,
and ICC maintains a ready list of servers (rList), and no need of manual con-
figuration. As it can be seen, the proposed architecture can greatly simplify
the configuration of the clustering servers, and can easily expands the system
capacity by adding more servers according to the performance requirements.

The process of a client’s login is as follows:

1. The user uses a URI to access a web service via one UCS by a GET command.
2. The UCS queries the ICC with the URI to get an AS and a CS address. At

the same time, the UCS provides a Logon Page to the user.
3. The user inputs the logon information to the AAS via the UCS by a POST

command, and AAS grants an user ID pass and returns it to the UCS.
4. The UCS uses the user ID pass to keep the session for the user and App

contents that AS returns and 3D contents that CS returns will be pushed to
the user via the user ID pass.

After the successful login, the user can keep interaction with CS and AS by
using the user ID pass. If some servers fail, UCS cannot get App contents or 3D
contents and an error message which contains the URI will be notified to ICC.
ICC will redirect the service to new AS or CS. If some server needs upgrading,
it can send an EXIT command to ICC. ICC will redirect the existing services to
other AS or CS. Once the new server is ready, an JION request will be sent to
the ICC, which will add these servers to the rList.

3 Experiments

In order to verify the feasibility and performance of the proposed framework, we
test a three dimensional virtual reality prototype system based on the proposed
architecture. Clients need to access CSs to display a 3D virtual reality scenario
consisting of text, figures and models with textures. Particularly, model data and
texture data have maximal storage and bandwidth occupancy (including figures
and scenes, about 4 MB). In a small-scale testing phase, we installed several
content servers for storing 3D content and all other services run on the same
server.
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To test the system scalability, we changed the number of CSs and kept other
conditions remain unchanged. System log files records the process and the met-
rics of a variety of operations (a connection request begins, the download is
complete, etc.), and corresponding timestamps.

We use three performance metrics: logon latency, positioning model delay
(Shapebox latency) and downloading delay (Download latency). Logon latency
means the time from the first time to initiate a connection request until a suc-
cessful login. Because in the three-dimensional virtual reality applications, a
Shapebox model is usually used to determine the position of the model, and
thus before downloading a model, the application needs to know the Shapebox
of the model, so that the client does not need to download all models but only
those models that are located in the field of view. The length of time required
to download the Shapebox information is called Shapebox latency. Download
latency refers to the duration between the time to issue a download request and
the time when the download is complete.

Fig. 2. Logon latency and shapebox latency

Figures 2 and 3 show the relationship between the various parameters and the
CS index number between, showing an average of 10 client access, a confidence
level of 90%. The results showed that with the increase of the number of CS, logon
delays almost stay no change. This is because the logon process is independent
of CS. Shapebox latency and Download latency are gradually reduced, because
newly added CS shares the pressure on the existing CS. Therefore, both latency
delay decreases as the number of CS increases. In addition, the test also showed
that it is not necessary to restart the whole system while increasing or decreasing
CSs, because ICC can redirect existing connections to other servers without
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Fig. 3. Download latency of 3D models

interrupting the client download, which validates the flexibility and efficiency of
the proposed architecture.

4 Conclusion

This paper presents an information-centric architecture (ICA) for server clus-
tering towards data intensive applications, which can meet special perfor-
mance requirements of three dimensional graphical online applications. By using
publish-subscribe mode, an information-centric controller can manage multiple
servers with difference bandwidth and storage requirements in a scalable way.
The deployment of more other servers is transparent to the end users, which
is convenient for service provider to upgrade the system without restarting the
whole system.

The further work is to research on transparent segmentation of content
resources and automatic load balancing mechanism, so that a wider range of
data-intensive applications can be applied.
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Abstract. A generalized longest common subsequence problem is stud-
ied in this paper. In the generalized longest common subsequence prob-
lem, a constraining sequence of length s must be included as a substring
and the other constraining sequence of length t must be excluded as a
subsequence of two main sequences and the length of the result must
be maximal. For the two input sequences X and Y of lengths n and m,
and the given two constraining sequences of length s and t, we present
an O(nmst) time dynamic programming algorithm for solving the new
generalized longest common subsequence problem. The time complexity
can be reduced further to cubic time in a more detailed analysis. The
correctness of the new algorithm is proved.

1 Introduction

The longest common subsequence (LCS) problem is a well-known measurement
for computing the similarity of two strings. It can be broadly applied in diverse
areas, such as file comparison, pattern matching and computational biology
[3,4,8,9]. Given two sequences X and Y , the longest common subsequence (LCS)
problem is to find a subsequence of X and Y whose length is the longest among
all common subsequences of the two given sequences. For some biological appli-
cations some constraints must be applied to the LCS problem. These kinds of
variants of the LCS problem are called the constrained LCS (CLCS) problem
[2,5,6,10]. Recently, Chen and Chao [1] proposed the more generalized forms
of the CLCS problem, the generalized constrained longest common subsequence
(GC-LCS) problem. For the two input sequences X and Y of lengths n and
m,respectively, and a constraint string P of length r, the GC-LCS problem is a
set of four problems which are to find the LCS of X and Y including/excluding
P as a subsequence/substring, respectively.

In this paper, we consider a more general constrained longest common subse-
quence problem called STR-IC-SEQ-EC-LCS, in which a constraining sequence
of length s must be included as a substring and the other constraining sequence
of length t must be excluded as a subsequence of two main sequences and the
length of the result must be maximal. We will present the first efficient dynamic
programming algorithm for solving this problem.
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-52015-5 43
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2 Characterization of the STR-IC-SEQ-EC-LCS Problem

A sequence is a string of characters over an alphabet
∑

. A subsequence of a
sequence X is obtained by deleting zero or more characters from X (not neces-
sarily contiguous). A substring of a sequence X is a subsequence of successive
characters within X.

For a given sequence X = x1x2 · · · xn of length n, the ith character of X
is denoted as xi ∈ ∑

for any i = 1, · · · , n. A substring of X from position i
to j can be denoted as X[i : j] = xixi+1 · · · xj . If i �= 1 or j �= n, then the
substring X[i : j] = xixi+1 · · · xj is called a proper substring of X. A substring
X[i : j] = xixi+1 · · · xj is called a prefix or a suffix of X if i = 1 or j = n,
respectively.

An appearance of sequence X = x1x2 · · · xn in sequence Y = y1y2 · · · ym, for
any X and Y , starting at position j is a sequence of strictly increasing indexes
i1, i2, · · · , in such that i1 = j, and X = yi1 , yi2 , · · · , yin . A compact appearance
of X in Y starting at position j is the appearance of the smallest last index in.
A match for sequences X and Y is a pair (i, j) such that xi = yj . The total
number of matches for X and Y is denoted by δ. It is obvious that δ ≤ nm.

For the two input sequences X = x1x2 · · · xn and Y = y1y2 · · · ym of lengths
n and m, respectively, and two constrained sequences P = p1p2 · · · ps and Q =
q1q2 · · · qt of lengths s and t, the SEQ-IC-STR-IC-LCS problem is to find a
constrained LCS of X and Y including P as a substring and excluding Q as a
subsequence.

Definition 1. Let Z(i, j, k, r) denote the set of all LCSs of X[1 : i] and Y [1 : j]
such that for each z ∈ Z(i, j, k, r), z includes P [1 : k] as a substring, and excludes
Q[1 : r] as a subsequence, where 1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ k ≤ s, and 0 ≤ r ≤ t.
The length of an LCS in Z(i, j, k, r) is denoted as g(i, j, k, r).

Definition 2. Let W (i, j, k, r) denote the set of all LCSs of X[1 : i] and Y [1 : j]
such that for each w ∈ W (i, j, k, r), w excludes Q[1 : r] as a subsequence, and
includes P [1 : k] as a suffix, where 1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ k ≤ s, and
0 ≤ r ≤ t. The length of an LCS in W (i, j, k, r) is denoted as f(i, j, k, r).

Definition 3. Let U(i, j, k) denote the set of all LCSs of X[i : n] and Y [j : m]
such that for each u ∈ U(i, j, k), u excludes Q[k : t] as a subsequence, where
1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ k ≤ t. The length of an LCS in U(i, j, k) is denoted
as h(i, j, k).

Definition 4. Let V (i, j, k) denote the set of all LCSs of X[1 : i] and Y [1 : j]
such that for each v ∈ V (i, j, k), v excludes Q[1 : k] as a subsequence, where
1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ k ≤ t. The length of an LCS in V (i, j, k) is denoted
as v(i, j, k).

The following theorem characterizes the structure of an optimal solu-
tion based on optimal solutions to subproblems, for computing the LCSs in
W (i, j, k, r), for any 1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ k ≤ s, and 0 ≤ r ≤ t.
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Theorem 1. If Z[1 : l] = z1, z2, · · · , zl ∈ W (i, j, k, r), then the following condi-
tions hold:

1. If i, j, k > 0, r = 1, xi = yj = pk = qr, then zl �= xi and Z[1 : l] ∈ W (i −
1, j − 1, k, r).

2. If i, j, k > 0, r > 1, xi = yj = pk = qr, then zl �= xi implies Z[1 : l] ∈
W (i − 1, j − 1, k, r); zl = xi implies Z[1 : l − 1] ∈ W (i − 1, j − 1, k − 1, r − 1).

3. If i, j, k > 0, xi = yj = pk and r > 0, xi �= qr or r = 0, then zl = xi = yj = pk
and Z[1 : l − 1] ∈ W (i − 1, j − 1, k − 1, r).

4. If i, j, k > 0, xi = yj and xi �= pk, then zl �= xi and Z[1 : l] ∈ W (i − 1, j −
1, k, r).

5. If i, j > 0, k = 0, r = 1, xi = yj = qr, then zl �= xi and Z[1 : l] ∈ W (i − 1, j −
1, k, r).

6. If i, j > 0, k = 0, r > 1, xi = yj = qr, then zl �= xi implies Z[1 : l] ∈
W (i − 1, j − 1, k, r); zl = xi implies Z[1 : l − 1] ∈ W (i − 1, j − 1, k, r − 1).

7. If i, j > 0, k = 0, xi = yj and r > 0, xi �= qr or r = 0, then zl = xi and
Z[1 : l − 1] ∈ W (i − 1, j − 1, k, r).

8. If i, j > 0, xi �= yj, then zl �= xi implies Z[1 : l] ∈ W (i − 1, j, k, r).
9. If i, j > 0, xi �= yj, then zl �= yj implies Z[1 : l] ∈ W (i, j − 1, k, r).

3 A Simple Dynamic Programming Algorithm

Our new algorithm for solving the STR-IC-SEQ-EC-LCS problem consists of
three main stages. The core idea of the new algorithm can be described by the
following Theorem2.

Theorem 2. Let Z[1 : l] = z1, z2, · · · , zl be a solution of the STR-IC-SEQ-EC-
LCS problem, i.e. Z[1 : l] ∈ Z(n,m, s, t), then its length l = g(n,m, s, t) can be
computed by the following formula:

g(n,m, s, t) = max
1≤i≤n,1≤j≤m,1≤r≤t

{f(i, j, s, r) + h(i + 1, j + 1, r)} (1)

where f(i, j, s, r) is the length of an LCS in W (i, j, s, r) defined by Definition 2,
and h(i, j, r) is the length of an LCS in U(i, j, r) defined by Definition 3.

The boundary conditions of this recursive formula are f(i, 0, 0, 0) =
f(0, j, 0, 0) = 0 and f(i, 0, k, r) = f(0, j, k, r) = −∞ for any 0 ≤ i ≤ n, 0 ≤
j ≤ m, 1 ≤ k ≤ s, and 1 ≤ r ≤ t.

Based on this formula, our algorithm for computing f(i, j, k, r) is a standard
dynamic programming algorithm. By the recursive formula (1), the dynamic
programming algorithm for computing f(i, j, k, r) can be implemented as the
following Algorithm 1.

It is obvious that the algorithm requires O(nmst) time and space.
The second stage of our algorithm is to find LCSs in U(i, j, k). The length of

an LCS in U(i, j, k) is denoted as h(i, j, k). Chen et al. [1,7] presented a dynamic
programming algorithm with O(nmt) time and space.
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Algorithm 1. Suffix
Input: Strings X = x1 · · · xn, Y = y1 · · · ym of lengths n and m, respectively, and two
constrained sequences P = p1p2 · · · ps and Q = q1q2 · · · qt of lengths s and t
Output: f(i, j, k, r), the length of an LCS of X[1 : i] and Y [1 : j] including P [1 : k] as a
suffix, and excluding Q[1 : r] as a subsequence, for all 1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ k ≤ s,
and 0 ≤ r ≤ t.

1: for all i, j, k, r , 0 ≤ i ≤ n, 0 ≤ j ≤ m, 0 ≤ k ≤ s and 0 ≤ r ≤ t do
2: f(i, 0, k, r), f(0, j, k, r) ← −∞, f(i, 0, 0, 0), f(0, j, 0, 0) ← 0 {boundary condi-

tion}
3: end for
4: for all i, j, k, r , 1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ k ≤ s and 0 ≤ r ≤ t do
5: if xi �= yj then
6: f(i, j, k, r) ← max{f(i − 1, j, k, r), f(i, j − 1, k, r)}
7: else if k > 0 and xi = pk then
8: if r = 0 and xi �= qr then
9: f(i, j, k, r) ← 1 + f(i − 1, j − 1, k − 1, r)

10: else if r = 1 and xi = qr then
11: f(i, j, k, r) ← f(i − 1, j − 1, k, r)
12: else
13: f(i, j, k, r) ← max{1 + f(i − 1, j − 1, k − 1, r − 1), f(i − 1, j − 1, k, r)}
14: end if
15: else if k = 0 then
16: if r = 0 or xi �= qr then
17: f(i, j, k, r) ← 1 + f(i − 1, j − 1, k, r)
18: else if r = 1 and xi = qr then
19: f(i, j, k, r) ← f(i − 1, j − 1, k, r)
20: else
21: f(i, j, k, r) ← max{1 + f(i − 1, j − 1, k, r − 1), f(i − 1, j − 1, k, r)}
22: end if
23: else
24: f(i, j, k, r) ← f(i − 1, j − 1, k, r)
25: end if
26: end for

By Theorem 2, the dynamic programming matrices f(i, j, k, r) and h(i, j, k)
computed by the algorithms Suffix and SEQ-EC-R can now be combined to
obtain the solutions of the STR-IC-SEQ-EC-LCS problem as follows. This is the
final stage of our algorithm.

From the ‘for’ loops of the algorithm, it is readily seen that the algorithm
requires O(nmt) time. Therefore, the overall time of our algorithm for solving
the STR-IC-SEQ-EC-LCS problem is O(nmst).

4 Improvements of the Algorithm

S. Deorowicz [3] proposed the first quadratic-time algorithm for the STR-IC-
LCS problem. A similar idea can be used to improve the time complexity of our
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Algorithm 2. STR-IC-SEQ-EC-LCS
Input: Strings X = x1 · · · xn, Y = y1 · · · ym of lengths n and m, respectively, and two
constrained sequences P = p1p2 · · · ps and Q = q1q2 · · · qt of lengths s and t
Output: The constrained LCS of X and Y including P as a substring, and including
Q as a subsequence.

1: Suffix {compute f(i, j, k, r)}
2: SEQ-EC-R {compute h(i, j, k)}
3: i∗, j∗, k∗ ← 0, tmp ← −∞
4: for i = 1 to n do
5: for j = 1 to m do
6: for k = 1 to t do
7: x ← f(i, j, s, k) + h(i + 1, j + 1, k)
8: if tmp < x then
9: tmp ← x, i∗ ← i, j∗ ← j, k∗ ← k

10: end if
11: end for
12: end for
13: end for
14: if tmp > 0 then
15: back(i∗, j∗, s, k∗)
16: backr(i∗ + 1, j∗ + 1, k∗)
17: end if
18: return max{0, tmp}, i∗, j∗, k∗

dynamic programming algorithm for solving the STR-IC-SEQ-EC-LCS prob-
lem. The improved algorithm is built on dynamic programming with some pre-
processing. To show its correctness it is necessary to prove some more structural
properties of the problem.

Let Z[1 : l] = z1, z2, · · · , zl ∈ Z(n,m, s, t), be a constrained LCS of X and
Y including P as a substring and excluding Q as a subsequence. Let also I =
(i1, j1), (i2, j2), · · · , (il, jl) be a sequence of indices of X and Y such that Z[1 :
l] = xi1 , xi2 , · · · , xil and Z[1 : l] = yj1 , yj2 , · · · , yjl . From the problem statement,
there must exist an index d ∈ [1, l − t + 1] such that P = xid , xid+1 , · · · , xid+s−1

and P = yjd , yjd+1 , · · · , yjd+s−1 .

Theorem 3. Let i′d = id and for all e ∈ [1, s − 1], i′d+e be the smallest possible,
but larger than i′d+e−1, index of X such that xid+e

= xi′d+e
. The sequence of

indices defines the same constrained LCS as Z[1 : l].

Proof.
From the definition of indices i′d+e, it is obvious that they form an increasing

sequence, since i′d = id, and i′d+s−1 ≤ id+s−1. The sequence i′d, · · · , i′d+s−1 is of
course a compact appearance of P in X starting at id. Therefore, both com-
ponents of I ′ pairs form increasing sequences and for any (i′u, ju), xi′u = yju .
Therefore, I ′ defines the same constrained LCS as Z[1 : l].

The proof is completed. �
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The same property is also true for the jth components of the sequence I.
Therefore, we can conclude that when finding a constrained LCS in Z(i, j, k, r),
instead of checking any common subsequences of X and Y it suffices to check
only such common subsequences that contain compact appearances of P both
in X and Y . The number of different compact appearances of Q in X and Y
will be denoted by δx and δy, respectively. It is obvious that δxδy ≤ δ, since a
pair (i, j) defines a compact appearance of Q in X starting at ith position and
compact appearance of Q in Y starting at jth position only for some matches.

Base on Theorem 2, we can reduce the time complexity of our dynamic pro-
gramming from O(nmst) to O(nmt). The improved algorithm consists of also
three main stages.

Definition 5. For each occurrence i of the first character p1 of P [1 : s] in X[1 :
n], lxi is defined as the index of the last character ps of a compact appearance of
P in X. If xi �= p1 or there is no compact appearance of P after i, then lxi = 0.
Similarly, for each occurrence j of the first character p1 of P [1 : s] in Y [1 : m],
lyj is defined as the index of the last character ps of a compact appearance of
P in Y .

In the first stage both sequences X and Y are preprocessed to determine two
corresponding arrays lx and ly.

In the second stage two DP matrices of SEQ-EC-LCS problem are computed:
h(i, j, k), the reverse one defined by Definition 3, and v(i, j, k), the forward one
defined by Definition 4. Both of the DP matrices can be computed by the SEQ-
EC-LCS algorithm of Chen et al. [1].

In the last stage, two preprocessed arrays lx and ly are used to determine
the final results. To this end for each match (i, j) for X and Y the ends (lxi, lyi)
of compact appearances of P in X starting at position i and in Y starting at
position j are read. The length of an STR-IC-SEQ-EC-LCS, g(n,m, s, t) defined
by Definition 1, containing these appearances of P is determined as a sum of
three parts. For some indices i, j, k, r, v(i − 1, j − 1, k), the constrained LCS
length of prefixes of X and Y ending at positions i − 1 and j − 1, excluding
Q[1 : k] as a subsequence, h(lxi + 1, lyj + 1, r) the constrained LCS length of
suffixes of X and Y starting at positions lxi + 1 and lyj + 1, excluding Q[r : t]
as a subsequence, and the constraint length s. The integers k and r have some
relations.

Definition 6. For each integer k, 1 ≤ k ≤ t, the index α(k) is defined as:

α(k) = max
0≤r≤s−k+1

{r|P includes Q[k : k + r − 1] as a subsequence} (2)

Since the constrained LCS A of prefixes of X and Y ending at positions i−1
and j − 1, excludes Q[1 : k] as a subsequence, the concatenation of A and P will
exclude Q[1 : r] as a subsequence, where r = k + α(k). The constrained LCS B
of suffixes of X and Y starting at positions lxi + 1 and lyj + 1, excludes Q[r : t]
as a subsequence. Therefore, the concatenation of A,P and B excludes Q as a
subsequence.
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Algorithm 3. STR-IC-SEQ-EC-LCS
Input: Strings X = x1 · · · xn, Y = y1 · · · ym of lengths n and m, respectively, and two
constrained sequences P = p1p2 · · · ps and Q = q1q2 · · · qt of lengths s and t
Output: The length of an LCS of X and Y including P as a substring, and excluding
Q as a subsequence.

1: SEQ-EC {compute v(i, j, k)}
2: SEQ-EC-R {compute h(i, j, k)}
3: Prep {compute lx, ly}
4: i∗, j∗, k∗, r∗ ← 0, tmp ← 0
5: for i = 1 to n do
6: for j = 1 to m do
7: if lxi > 0 and lyj > 0 then
8: for k = 1 to t do
9: r ← k + α(k)

10: c ← v(i − 1, j − 1, k) + h(lxi + 1, lyj + 1, r) + s
11: if r > t then
12: tmp ← ∞
13: end if
14: if tmp < c then
15: tmp ← c, i∗ ← i, j∗ ← j, k∗ ← k, r∗ ← r
16: end if
17: end for
18: end if
19: end for
20: end for
21: if tmp > 0 then
22: backf(i∗ − 1, j∗ − 1, k∗)
23: print P
24: backr(lxi∗ + 1, lyj∗ + 1, r∗)
25: end if
26: return max{0, tmp}, i∗, j∗, k∗, r∗

Theorem 4. The algorithm STR-IC-SEQ-EC-LCS correctly computes a con-
strained LCS in Z(n,m, s, t). The algorithm requires O(nmt) time and to
O(nmt) space in the worst case.

Proof.
Let Z[1 : l] = z1, z2, · · · , zl be a solution of the STR-IC-SEQ-EC-LCS prob-

lem, i.e. Z[1 : l] ∈ Z(n,m, s, t), and its length be denoted as l = g(n,m, s, t). To
prove the theorem, we have to prove in fact that

g(n, m, s, t) = s + max
1≤i≤n,1≤j≤m,0≤k≤t

{v(i − 1, j − 1, k) + h(lxi + 1, lyj + 1, k + α(k))} (3)

where h(i, j, k) is the length of an LCS in U(i, j, k) defined by Definition 3, and
v(i, j, k) is the length of an LCS in V (i, j, k) defined by Definition 4.

Since Z[1 : l] ∈ Z(n,m, s, t), Z[1 : l] must be an LCS of X and Y including P
as a substring, and excludes Q as a subsequence. Let the first appearance of the
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string P in Z[1 : l] starts from position l′ − s + 1 to l′ for some positive integer
s ≤ l′ ≤ l, i.e. Z[l′ − s + 1 : l′] = P .

Let

r∗ = max
1≤r≤t

{r|Q[1 : r] is a subsequence of Z[1 : l′ − s]}

Since Z[1 : l′ − s] excludes Q as a subsequence, we have r∗ < t, and thus
Z[1 : l′ − s] excludes Q[1 : r∗ + 1] as a subsequence.

Let

(i∗, j∗) = min
1≤i≤n,1≤j≤m

{(i, j)|Z[1 : l′ − s + 1] X[1 : i] and Y [1 : j]}

Then, xi∗ = yj∗ = p1 = zl′−s+1, and xlxi∗ = ylyj∗ = ps = zl′ .
Therefore, Z[1 : l′ − s] is a common subsequence of X[1 : i∗ − 1] and Y [1 :

j∗ − 1] excluding Q[1 : r∗ + 1] as a subsequence; Z[l′ + 1 : l] is a common
subsequence of X[lxi∗ + 1 : n] and Y [lyj∗ + 1 : m].

It follows from Definition 4 that

l′ − s ≤ v(i∗ − 1, j∗ − 1, r∗ + 1) (4)

Since Q[1 : r∗] is the longest prefix of Q in Z[1 : l′ − s], and

α(r∗ + 1) = max
0≤r≤s−r∗+2

{r|P includes Q[r∗ + 1 : r∗ + r] as a subsequence}

we have, Z[1 : l′] includes Q[1 : r∗ + α(r∗ + 1)] as a subsequence. It follows from
Z[1 : l] excludes Q as a subsequence that Z[l′+1 : l] excludes Q[r∗+1+α(r∗+1) :
t] as a subsequence. Therefore, we have Z[l′ + 1 : l] is a common subsequence
of X[lxi∗ + 1 : n] and Y [lyj∗ + 1 : m] excluding Q[r∗ + 1 + α(r∗ + 1) : t] as a
subsequence. It follows from Definition 3 that

l − l′ ≤ h(lxi∗ + 1, lyj∗ + 1, r∗ + 1 + α(r∗ + 1)) (5)

Combining formulas (4) and (5) we have,

l − s ≤ v(i∗ − 1, j∗ − 1, r∗ + 1) + h(lxi∗ + 1, lyj∗ + 1, r∗ + 1 + α(r∗ + 1))

Therefore,

l ≤ s+ max
1≤i≤n,1≤j≤m,0≤k≤t

{v(i − 1, j − 1, k) + h(lxi + 1, lyj + 1, k + α(k))} (6)

On the other hand, for any a ∈ V (i, j, k) and b ∈ U(lxi +1, lyj +1, k +α(k)),
1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ t, let c = a

⊕
P

⊕
b. If lxi > 0 and lyj > 0,

then c must be a common subsequence of X[1 : n] and Y [1 : m] including P as
a substring. Furthermore, we can prove c excludes Q as a subsequence.

In fact, since a excludes Q[1 : k] as a subsequence, the length of the longest
prefix of Q in a is at most k − 1, and thus the length of the longest prefix
of Q in a

⊕
P is at most k − 1 + α(k). Since b is a common subsequence of
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X[lxi + 1 : n] and Y [lyj + 1 : m] excluding Q[k + α(k) : t] as a subsequence, we
have, c = a

⊕
P

⊕
b is a common subsequence of X[1 : n] and Y [1 : m] including

P as a substring and excluding Q as a subsequence, and thus |a⊕
P

⊕
b| ≤ l.

Therefore,

s+ max
1≤i≤n,1≤j≤m,0≤k≤t

{v(i − 1, j − 1, k) + h(lxi + 1, lyj + 1, k + α(k))} ≤ l (7)

Combining formulas (6) and (7) we have,

l = max
1≤i≤n,1≤j≤m,0≤k≤t

{v(i − 1, j − 1, k) + h(lxi + 1, lyj + 1, k + α(k))}

The time and space complexities of the algorithm are dominated by the
computation of the two dynamic programming matrices v(i, j, k) and h(i, j, k).
It is obvious that they are all O(nmt) in the worst case.

The proof is completed. �

5 Conclusions

We have suggested a new dynamic programming solution for the new gener-
alized constrained longest common subsequence with substring inclusion and
subsequence exclusion constraints. The first dynamic programming algorithm
requires O(nmst) in the worst case, where n,m, s, t are the lengths of the four
input sequences respectively. The time complexity can be reduced further to
cubic time in a more thorough analysis. Many other generalized constrained
longest common subsequence problems have analogous structures. It is not clear
that whether the similar technique of this paper can be applied to these problems
to achieve efficient algorithms. We will explore these problems further.
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Abstract. A single player game consisting of n black checkers and m
white checkers, called shifting the checkers, is studied. The minimum
number of steps needed to play the game for general n and m is proved
to be nm + n +m. An optimal algorithm to generate an optimal move
sequence of the game consisting of n black checkers and m white checkers
is presented, and finally, an explicit solution for the general game is given.

1 Introduction

Combinatorial games often lead to interesting, clean problems in algorithms
and complexity theory. Many classic games are known to be computationally
intractable. Solving a puzzle is often a challenge task like solving a research
problem. You must have a right cleverness to see the problem from a right
angle, and then apply that idea carefully until a solution is found.

In this paper we study a single player game called shifting the checkers. The
game is similar to the Moving Coins puzzle [2,3,7,9], which is played by re-
arranging one configuration of unit disks in the plane into another configuration
by a sequence of moves, each repositioning a coin in an empty position that
touches at least two other coins. In our shifting checkers game, there are n black
checkers and m white checkers put on a table from left to right in a row. The
n+m+1 positions of the row are numbered 1, · · · , n+m+1. We are interested
in algorithms which, given integers n and m, generate the corresponding move
sequences to reach the final state of the game with the smallest number of steps.
In this paper we present an optimal algorithm to generate all of the optimal move
sequences of the game consisting of n black checkers and m white checkers.

2 A Linear Time Construction Algorithm

The Decrease-and-Conquer strategy [1,4–6,8] for algorithm design is exploited
to design a linear time algorithm.

Without loss of generality, we assume n ≥ m in the following discussion.
Since there are only 4 possible moves slide(w, l), slide(b, r), jump(b, w, l), and
jump(b, w, r), we can simplify our notation for these 4 moves to slide(l), slide(r),
jump(l), and jump(r) in the following discussion.
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 429–438, 2017.
DOI: 10.1007/978-3-319-52015-5 44
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2.1 A Special Case of the Problem

We first focus on the special case of n = m. If we denote a black checker by
b, a white checker by w, and the vacant position by O, then any status of the
checker board can be specified by a sequence consisting of characters b, w and
O. The special case of our problem is then equivalent to transforming the initial

sequence

m︷ ︸︸ ︷
b · · · bO

m︷ ︸︸ ︷
w · · · w to the sequence

m︷ ︸︸ ︷
w · · · wO

m︷ ︸︸ ︷
b · · · b in the minimum number

of steps.
We have noticed that a key status of the checker board can be reached from

the initial status with minimum number of steps.

Lemma 1. The initial status of the checker board

m︷ ︸︸ ︷
b · · · bO

m︷ ︸︸ ︷
w · · · w can be trans-

formed to one of the status of the checker board O

2m︷ ︸︸ ︷
bw · · · bw or

2m︷ ︸︸ ︷
bw · · · bw O in

m(m+1)
2 steps.

Lemma 2. The key status of the checkerboard O

2m︷ ︸︸ ︷
wb · · · wb or

2m︷ ︸︸ ︷
wb · · · wb O can be

transformed to the final status
m︷ ︸︸ ︷

w · · · wO

m︷ ︸︸ ︷
b · · · b in m(m+1)

2 steps.

The 3 stages of the algorithms can now be combined into a new algorithm
to solve our problem for the special case of n = m. The algorithm requires

m(m + 1)/2 + m + m(m + 1)/2 = m2 + 2m

steps. It has been known that m2 + 2m is a lower bound to solve the game
consisting of m black checkers and m white checkers. Therefore, our algorithm
is optimal to solve the game for the special case of n = m. From this point, we
can also claim that the algorithms move1 and move4 presented in the proofs of
Lemmas 2 and 3 are also optimal. Otherwise, there must be an algorithm to
solve the problem in less than m2 + 2m steps and this is impossible.

2.2 The Algorithm for the General Case of the Problem

We have discussed the special case of n = m. In this subsection, we will discuss
the general cases n > m of the problem. In these general cases, n − m > 0.

We can first use the algorithm move1 to transform the checkerboard to the

status

n−m︷ ︸︸ ︷
b · · · bO

2m︷ ︸︸ ︷
bw · · · bw or

n−m︷ ︸︸ ︷
b · · · b

2m︷ ︸︸ ︷
bw · · · bw O in m(m+1)

2 steps. Then m jumps

are applied to transform the checkerboard to the status

n−m︷ ︸︸ ︷
b · · · bO

2m︷ ︸︸ ︷
wb · · · wb or

n−m︷ ︸︸ ︷
b · · · b

2m︷ ︸︸ ︷
wb · · · wb O.

At this point, we have to try to move the leftmost n − m black checkers to
the rightmost n−m positions. It is not difficult to do this by a simple algorithm
similar to the algorithm move1.
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Lemma 3. The key status of the checkerboard

n−m︷ ︸︸ ︷
b · · · bO

2m︷ ︸︸ ︷
wb · · · wb or

n−m︷ ︸︸ ︷
b · · · b

2m︷ ︸︸ ︷
wb · · · wbO can be transformed to the status

2m︷ ︸︸ ︷
wb · · · wb O

n−m︷ ︸︸ ︷
b · · · b or

O

2m︷ ︸︸ ︷
wb · · · wb

n−m︷ ︸︸ ︷
b · · · b in (n − m)(m + 1) steps.

The 4 stages of the algorithms can now be combined into a new algorithm to
solve our problem for the general cases of n ≥ m. By Lemmas 2, 3 and 4 we know
that the algorithm requires m(m + 1)/2 + m + (n − m)(m + 1) + m(m + 1)/2 =
nm+n+m steps. It has been known from Theorem 1 that nm+n+m is a lower
bound to solve the game consisting of n black checkers and m white checkers.
Therefore, our algorithm is optimal to solve the game for the general cases of
n ≥ m. We can also claim that the algorithm move3 is also optimal. Otherwise,
there must be an algorithm to solve the problem in less than nm + n + m steps
and this is impossible.

Theorem 1. The algorithm move n,m,d requires nm + n + m steps to solve
the general moving checkers game consisting of n black checkers and m white
checkers, and the algorithm is optimal.

3 The Explicit Solutions to the Problem

The optimal solution found by the algorithm move or iterative move can be
presented by a vector x. For i = 1, 2, · · · , nm + n + m, the step i of the optimal
move sequence is given by xi. This means that the checker located at position xi

will be moved in step i to the current vacant positions and leaving the positions
xi the new vacant positions. This can also be viewed that x is a function of
i, which is called a move function. In this section we will discuss the explicit
expression of function x.

If we denote x0 = n + 1 and

di = xi−1 − xi, 1 ≤ i ≤ nm + n + m (1)

then the vector d will be a move direction function of the corresponding move
sequence.

A related function t can then be defined as ti =
∑i

j=1 dj , 1 ≤ i ≤ nm+n+m.
Since

ti =
i∑

j=1

dj =
i∑

j=1

(xj−1 − xj) = x0 − xi = n + 1 − xi

we have
xi = n + 1 − ti, 1 ≤ i ≤ nm + n + m (2)

Therefore, our task is equivalent to compute the function t efficiently.
In this section, the functions x and t will be divided into three parts. The

first part is corresponding to the first two stages of the algorithm iterative move
presented in the last section. The second part is corresponding to the stage 3 of
the algorithm iterative move and the third part is corresponding to the stage 4.
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3.1 The First Part of the Solution

Similar to the initial value of dir which can be set to l or r, the first move
direction d1 can be set to 1 or −1. If we set d1 = 1, then from the algorithm
iterative move presented in the last section, the move direction sequence for the
stage 1 and 2 must be

1,−2,−1, 2, 2, 1, · · · , (−1)m−1,

m︷ ︸︸ ︷
2(−1)m, · · · , 2(−1)m

This move direction sequence can be divided into m sections as

2︷ ︸︸ ︷
1,−2,

3︷ ︸︸ ︷
−1, 2, 2, · · · ,

m+1︷ ︸︸ ︷
(−1)m−1, 2(−1)m, · · · , 2(−1)m

The section j consists of 1 slide and j jumps and thus has a size of j + 1.
The total length of the sequence is therefore s1 =

∑m
j=1(j+1) = m(m+3)/2.

Our task is now to find ti =
∑i

j=1 dj quickly for each 1 ≤ i ≤ s1.
If we denote the j + 1 elements of the section j as atj , 1 ≤ t ≤ j + 1, and the

sum of section j as aj =
∑j+1

t=1 atj , j = 1, · · · ,m, then it is not difficult to see
that for each j = 1, · · · ,m,

atj =
{

(−1)j−1 t = 1
2(−1)j t > 1 (3)

and for 1 ≤ k ≤ j + 1,

k∑
t=1

atj = (−1)j(2k − 3) (4)

Therefore, aj = (−1)j(2j − 1), j = 1, · · · ,m. These m sums form an alter-
nating sequence

−1, 3,−5, · · · , (−1)m(2m − 1)

For each 1 ≤ k ≤ m, we have,

k∑
j=1

aj =
k∑

j=1

(−1)j(2j − 1) = (−1)kk (5)

The steps in each section must be

1︷︸︸︷
1, 2 ,

2︷ ︸︸ ︷
3, 4, 5, · · · ,

m︷ ︸︸ ︷
(m − 1)(m + 2)/2 + 1, · · · ,m(m + 3)/2

If we denote the j + 1 steps of the section j as btj , 1 ≤ t ≤ j + 1, and the
boundary of section j as bj = b(j+1)j , j = 1, · · · ,m, then it is not difficult to see
that for each j = 1, · · · ,m,

{
bj = j(j + 3)/2 1 ≤ j ≤ m
btj = bj−1 + t 1 ≤ t ≤ j + 1, 1 ≤ j ≤ m

(6)
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For any integer 1 ≤ i ≤ bm, the corresponding integer k such that the integer
i falls into the section k can be computed by a function f1(x) as follows.

Lemma 4. Let f1(x) =
√
8x+1−1

2 . For any integer 1 ≤ i ≤ bm, it must be a step
number in the section k = �f1(i)�.
Proof. It can be seen readily that function f1(x) is a strictly increasing function
on (0,+∞). For each section k, 1 ≤ k ≤ m, its first step number is bk−1 + 1 =
(k − 1)(k + 2)/2 + 1 and it satisfies

f1(
(k−1)(k+2)

2 + 1) =
√

4(k−1)(k+2)+9−1

2 =
√

(2k+1)2−1

2 = k

Therefore, for each integer i in the section k, we have, k ≤ f1(i) < k + 1. This
means �f1(i)� = k.

The proof is completed. �	
From Lemma 4 and formulas (4) and (5), we can now compute ti =∑i

j=1 dj , 1 ≤ i ≤ s1 as follows.
Let α = �f1(i)�, then,
ti =

∑i
j=1 dj =

∑α−1
j=1 aj +

∑i
j=bα−1+1 dj = (−1)α−1(α − 1) + (−1)α(2(i −

bα−1) − 3).
It follows that for each 1 ≤ i ≤ s1,

ti = (−1)α(2i − α(α + 2)) (7)

where, α = �
√
8i+1−1

2 �.
It follows from formula (2) that for each 1 ≤ i ≤ s1,

xi = n + 1 − (−1)α(2i − α(α + 2)) (8)

If we set d1 = −1, a similar result will be obtained. In this case, we have,

xi = n + 1 + (−1)α(2i − α(α + 2)) (9)

Combine these two cases, we conclude that,

xi = n + 1 − d1(−1)α(2i − α(α + 2)) (10)

1,

m
︷ ︸︸ ︷

2(−1)m+1, · · · , 2(−1)m+1, 1,

m
︷ ︸︸ ︷

2(−1)m+2, · · · , 2(−1)m+2, · · · , 1,

m
︷ ︸︸ ︷

2(−1)n, · · · , 2(−1)n (11)
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3.2 The Second Part of the Solution

If we set d1 = 1, then according to the algorithm iterative move presented in the
last section, the move direction sequence for the stage 3 must be in the form of (11).

This move direction sequence can be divided naturally into n − m sections.
The section j consists of 1 slide and m jumps and thus has a size of m + 1. The
total length of the sequence is therefore s2 = (n − m)(m + 1). Our task for this
part is now to find ti =

∑i
j=1 dj quickly for each s1 + 1 ≤ i ≤ s1 + s2.

If we denote the m + 1 elements of the section j as atj , 1 ≤ t ≤ m + 1, and
the sum of section j as aj =

∑m+1
t=1 atj , j = 1, · · · , n − m, then it is not difficult

to see that for each j = 1, · · · , n − m,

atj =
{

1 t = 1
2(−1)m+j t > 1 (12)

and for 1 ≤ k ≤ m + 1,
k∑

t=1

atj = 1 + (−1)m+j(2k − 2) (13)

Therefore, aj = 1 + 2m(−1)m+j , j = 1, · · · , n − m. These n − m sums form
an alternating sequence

1 + 2m(−1)m+1, 1 + 2m(−1)m+2, · · · , 1 + 2m(−1)n

For each 1 ≤ k ≤ m, we have,
k∑

j=1

aj = k +
k∑

j=1

2m(−1)m+j = k + m(−1)m+k − m(−1)m (14)

If we denote the m + 1 steps of the section j as btj , 1 ≤ t ≤ m + 1, and the
boundary of section j as bj = b(m+1)j , j = 1, · · · , n − m, then it is not difficult
to see that for each j = 1, · · · , n − m,

{
bj = j(m + 1) 1 ≤ j ≤ n − m
btj = bj−1 + t 1 ≤ t ≤ m + 1, 1 ≤ j ≤ n − m

(15)

For any integer 1 ≤ j ≤ bm, the corresponding integer k such that the integer
j falls into the section k can be computed by a function f2(x) as follows.

Lemma 5. Let f2(x) = x+m
m+1 . For any integer 1 ≤ j ≤ bm, it must be a step

number in the section k = �f2(j)�.
Proof. It can be seen readily that function f2(x) is a strictly increasing function
on (0,+∞). For each section k, 1 ≤ k ≤ n−m, its first step number is bk−1+1 =
(k − 1)(m + 1) + 1 and it satisfies

f2((k − 1)(m + 1) + 1) = (k−1)(m+1)+1+m
m+1 = k(m+1)

m+1 = k

Therefore, for each integer j in the section k, we have, k ≤ f2(j) < k + 1.
This means �f2(j)� = k.

The proof is completed. �	
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From Lemma 4 and formulas (13) and (14), we can now compute ti =∑i
j=1 dj , s1 + 1 ≤ i ≤ s1 + s2 as follows.
Let r = i− s1, β = �f2(r)�, and p = r − (β − 1)(m+1) then, ti =

∑i
j=1 dj =

ts1 +
∑β−1

j=1 aj +
∑p

j=1 ajβ .
Therefore

ti − ts1

= β − 1 + m(−1)m+β−1 − m(−1)m + 1 + (−1)m+β(2p − 2)
= β + (−1)m+β(2p − 2) − m((−1)m+β + (−1)m+2β)
= β + (−1)m+β(2p − 2 − m(1 + (−1)β))

It follows that for each s1 + 1 ≤ i ≤ s1 + s2,

ti = ts1 + β + (−1)m+β(2p − 2 − m(1 + (−1)β)) (16)

where, β = � i−s1+m
m+1 �, and p = i − s1 − (β − 1)(m + 1).

It follows from formula (2) that for each s1 + 1 ≤ i ≤ s1 + s2,

xi = n + 1 − ts1 − β − (−1)m+β(2p − 2 − m(1 + (−1)β)) (17)

If we set d1 = −1, a similar result will be obtained. In this case, we have,

xi = n + 1 − ts1 − β + (−1)m+β(2p − 2 − m(1 + (−1)β)) (18)

Combine these two cases, we conclude that,

xi = xs1 − β − d1(−1)m+β(2p − 2 − m(1 + (−1)β)) (19)

3.3 The Third Part of the Solution

According to the algorithm iterative move presented in the last section, if d1 = 1,
then the move direction sequence for the stage 4 must be

(−1)n+1(1,

m−1︷ ︸︸ ︷
2, · · · , 2,−1,

m−2︷ ︸︸ ︷
−2, · · · ,−2, · · · , (−1)m−1).

This move direction sequence can be divided naturally into m sections. The
section j consists of 1 slide and m − j jumps and thus has a size of m − j + 1.
The total length of the sequence is therefore s3 = m(m+1)/2. Our task for this
part is now to find ti =

∑i
j=1 dj quickly for each s1 + s2 +1 ≤ i ≤ s1 + s2 + s3 =

nm + n + m.
If we denote the m− j +1 elements of the section j as atj , 1 ≤ t ≤ m− j +1,

and the sum of section j as aj =
∑m−j+1

t=1 atj , j = 1, · · · ,m, then it is not
difficulty to see that for each j = 1, · · · ,m,

atj =
{

(−1)n+j t = 1
2(−1)n+j t > 1 (20)

and for 1 ≤ k ≤ m − j + 1,



436 D. Zhu and X. Wang

k∑
t=1

atj = (−1)n+j(2k − 1) (21)

Therefore, aj = (−1)n+j(2(m− j)+1), j = 1, · · · ,m. These m sums form an
alternating sequence

(−1)n+1((2m − 1),−(2m − 3), · · · , (−1)m−1)

For each 1 ≤ k ≤ m, we have,

∑k
j=1 aj =

∑k
j=1(−1)n+j(2m − (2j − 1))

= (−1)n(2m((−1)k − 1)/2) − (−1)kk)

Therefore,

k∑
j=1

aj = (−1)n((−1)k(m − k) − m) (22)

If we set j = i − s1 − s2, then the step numbers in each sections must be

m︷ ︸︸ ︷
1, · · · ,m,

m−1︷ ︸︸ ︷
m + 1, · · · , 2m − 1, · · · ,

1︷ ︸︸ ︷
m(m + 1)/2

If we denote the m − j + 1 steps of the section j as btj , 1 ≤ t ≤ m − j + 1,
and the boundary of section j as bj = b(m−j+1)j , j = 1, · · · ,m, then it is not
difficulty to see that for each j = 1, · · · ,m,

{
bj = j(m + 1) − j(j + 1)/2 1 ≤ j ≤ m
btj = bj−1 + t 1 ≤ t ≤ m − j + 1, 1 ≤ j ≤ m

(23)

For any integer 1 ≤ j ≤ bm, the corresponding integer k such that the integer
j falls into the section k can be computed by a function f3(x) as follows.

Lemma 6. Let f3(x) = m − √
m(m + 1) − 2x + 9/4 + 3/2. For any integer

1 ≤ j ≤ bm, it must be a step number in the section k = �f3(j)�.
Proof. It can be seen readily that function f2(x) is a strictly increasing function
on (0,m(m + 1)/2]. For each section k, 1 ≤ k ≤ m, its first step number is
bk−1 + 1 = (k − 1)(m + 1) − k(k − 1)/2 + 1 and it satisfies

f3((k − 1)(m + 1) − k(k − 1)/2 + 1) = m + 3/2
−√

m(m + 1) − 2(k − 1)(m + 1) + k(k − 1) − 2 + 9/4
= m + 3/2 − √

(k − m − 3/2)2 = k

Therefore, for each integer j in the section k, we have, k ≤ f3(j) < k + 1.
This means �f3(j)� = k.

The proof is completed. �	
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From Lemma 6 and formulas (21) and (22), we can now compute ti =∑i
j=1 dj , s1 + s2 + 1 ≤ i ≤ nm + n + m as follows.
Let r = i − s1 − s2, γ = �f3(r)�, and q = r − (γ − 1)(m + 1) + γ(γ − 1)/2

then,
ti =

∑i
j=1 dj = ts2 +

∑γ−1
j=1 aj +

∑q
j=1 ajγ .

Therefore

ti − ts2

= (−1)n((−1)γ−1(m − γ + 1) − m) + (−1)n+γ(2q − 1)
= (−1)n+γ(γ + 2q − m − 2) − m(−1)n

It follows that for each s1 + s2 + 1 ≤ i ≤ nm + n + m,

ti = ts2 + (−1)n+γ(γ + 2q − m − 2) − m(−1)n (24)

where, γ = �m−√
m(m + 1) − 2(i − s1 − s2) + 9/4+3/2�, and q = i− s1 −

s2 − (γ − 1)(m + 1) + γ(γ − 1)/2.
It follows from formula (2) that for each s1 + s2 + 1 ≤ i ≤ nm + n + m,

xi = n + 1 − ts2 − (−1)n+γ(γ + 2q − m − 2) + m(−1)n (25)

If we set d1 = −1, a similar result will be obtained. In this case, we have,

xi = n + 1 − ts2 + (−1)n+γ(γ + 2q − m − 2) − m(−1)n (26)

Combine these two cases, we conclude that,

xi = xs2 − d1((−1)n+γ(γ + 2q − m − 2) − m(−1)n) (27)

Summing up, the explicit optimal solutions for solving the general game of
shifting the checkers consisting of n black checkers and m white checkers can be
given in three parts as shown in the following Theorem.

Theorem 2. In the general game of shifting the checkers consisting of n black
checkers and m white checkers, its optimal move steps xi, 1 ≤ i ≤ nm + n + m,
can be expressed explicitly in formulas (29) and (30). where, d is the first move
direction.

xi =

⎧

⎨

⎩

n + 1 − (−1)αd(2i − α(α + 2)) 1 ≤ i ≤ s1
xs1 − β − (−1)m+βd(2p − 2 − m(1 + (−1)β)) s1 + 1 ≤ i ≤ s1 + s2
xs2 − d((−1)n+γ(γ + 2q − m − 2) − m(−1)n) s1 + s2 + 1 ≤ i ≤ nm + n + m

(28)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

s1 = m(m + 3)/2
s2 = (n − m)(m + 1)
α = �

√
8i+1−1

2 �
β = � i−s1+m

m+1 �
γ = �m − √

m(m + 1) − 2(i − s1 − s2) + 9/4 + 3/2�
p = i − s1 − (β − 1)(m + 1)
q = i − s1 − s2 − (γ − 1)(m + 1) + γ(γ − 1)/2

(29)
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It requires O(1) time to compute (−1)k for any positive integer k, since

(−1)k =
{−1 if k odd

1 if k even

Therefore, for each 1 ≤ i ≤ nm+n+m, xi can be computed in O(1) time by
using the formula (27), and then the optimal move sequence of the general game
consisting of n black checkers and m white checkers can be easily computed in
optimal O(nm + n + m) time.
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Abstract. The shrinking feature sizes make transistors increasingly sus-
ceptible to soft errors, which can severely degrade the systems’ RAS
(Reliability, Availability, and Serviceability). The tough challenge results
from not only increasing SER (soft error rate) of storage cells, but also
the increasing susceptibility of combinational logics to soft errors. How
to efficiently detect soft errors becomes the primary problem in the Back-
ward Error Recovery (BER) schemes that are cost-effective in soft error
tolerance. This paper presents a soft error detection scheme, AUDITOR,
for flip-flop based pipelines. The AUDITOR copes with both types of soft
errors—single event upset (SEU) and single event transient (SET).
We propose a “local-audit” fault detection mechanism, by which each
pipeline stage is verified independently and the verifying result registers
with a dedicated “audit” bit (V-bit). All the V-bits are distributed across
the whole pipeline and synergically monitor the pipeline execution. To
relax the constraint of SET detection capability imposed by the inherent
fully synchronous operation mode in flip-flop based pipelines, we firstly
propose using path-compensation technique to address this constraint.
Furthermore, a reuse-based design paradigm is employed to reduce the
implementation complexity and area overhead. The AUDITOR possesses
robust detection capability and short detection latency, at the expense
of about 29% and 50% increase in area and power consumption, respec-
tively.

Keywords: Soft-error detection · Flip-flop based pipelines · Reliability

1 Introduction

The maturing nano-electronic technologies enable tens of billions transistors with
lower voltage, higher frequency and higher integrated density to be packed into
a single chip. These trends, however, pose some challenges. One major challenge
is that the IC (Integrated Circuit) chips are increasingly susceptible to soft
errors, thereby seriously threatening systems’ RAS (Reliability, Availability, and
Serviceability). The situation gets much worse beyond 45 nm. Not only do soft
errors impact the storage units, such as registers, flip-flops, latches, RAM-cells,
but also combinational logics [1]. Therefore, it is imperative to design an efficient
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 439–448, 2017.
DOI: 10.1007/978-3-319-52015-5 45
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reliability-assuring scheme for both sequential and combinational logic circuits.
In this paper, we focus on the soft error detection-the primary support for the
Backward Error Recovery (BER) schemes, which are cost-efficient to deal with
rare-happened soft errors. In addition, we just pay attention to the mainstream
flip-flop based pipelines.

For a typical pipeline, protecting it against soft errors implies (1) protecting
the pipeline flip-flops from unintentional bit-flip induced by single event upset
(SEU) [2]; (2) preventing the pipeline flip-flops form capturing the single event
transient (SET) [2] in combinational logics. Both SEUs and SETs are induced
by soft errors1.

So, we straightforwardly employ the DFD scheme for pipeline protection.
Primarily, a necessary modification has to be made to make it work in the
pipelined context—the latches have to be substituted for flip-flops, as shown
in Fig. 1. The reason for this modification is the latches fail to “shadow” the
main flip-flops during transparent mode, thereby could causing timing violation
between neighboring stages and detection “blind zone”.
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Fig. 1. A “Half-Baked” scheme—employ modified delay-fault detection scheme for
pipeline protection

We propose a new scheme, AUDITOR, to remedy the above deficiencies.
The main contributions of this paper are as follows: We propose a “local-audit”
mechanism to synchronize the distributed asynchronous “Error” signals, and
Short-Path Compensation (SPC) technique to relax the SET detection con-
straint. Furthermore, a reused-based flip-flop design paradigm was employed
to eliminate the extra design complexity and reduce area overhead.

The evaluation based on a commercial IEEE 754-compatible pipelined FPU
(float Point Unit) shows that the AUDITOR can achieve robust soft error detec-
tion capability, at the expense of about 29 % and 50% increase in area and
1 Some researchers view the terminology SEU as the general soft errors: both transient

voltage pulses in combinational logics and unintentional bit flip in sequential logics
[3]. As many others researchers did, we just take the SEU as unintentional bit flip
in this paper, which will not be problematic.
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power consumption, respectively. This overhead is far more efficient than most
Multiple-Module-Redundancy (e.g. DMR, TMR) based schemes.

2 Protecting Pipeline Structures from Soft Errors

2.1 Synchronize Distributed “Error” Signals

To address the first deficiency (presented in Sect. 1), we propose a “local-audit”
mechanism. Each set of pipeline flip-flops (PFFs) is appended with a valid-
indicating bit (V-bit), as shown in Fig. 2. The state of the Kth V-bit indicates
whether the computation of the Kth stage is valid or not. The detection results of
the upstream PFFs of the Kth stage is sent to the downstream PFFs and stored
in the Kth V-bit, rather than sent out immediately as an asynchronous signal.
This change creates the chance that the pipeline execution can be monitored in
every stage and no one detection results will be lost until this operation com-
pleted. Those asynchronous error-indicating signals in the “half-backed” pipeline
are synchronized after being captured by these synchronous-updated V-bits. We
just need to check the last stage V-bit of a pipelined computation to verify the
whole execution. The last verifying function can be implemented as a appended
extra pipeline stages or, to avoid extending pipeline latency, incorporated into
the last pipeline stage. In addition, the global routing for the original “aggres-
sive” OR can be eliminated.
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Fig. 2. Local-audit for synchronizing error-indicating signals

Generally, the delay of the Comparator will not result in critical path; how-
ever, which may incur some detection “Blind Zone”. Several timing-relevant
parameters are denoted as:

tpd, the propagation delay of the Comparator logic;
thold, the flip-flop hold time;
tsetup, the flip-flop setup time;
tcd, the contamination delay (also known as short-path delay) of the combi-

national logic.
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Fig. 3. Red Zone, Blind Zone, and Safe Zone

If tpd > tcd, a whole cycle could be divided into several zones by some typical
timing parameters. Figure 3 shows the division. If a soft error strikes a upstream
flip-flop at the period of (t0, t2), then the comparator is able to detection the
fault and set up the error-indicating signal to the downstream V-bit. We call
this region as “Red Zone”. If the soft error happens during (t3, t5), the effects
of the soft error have no chance to set up at the downstream flip-flops; so does
the error-indicating signal. Therefor, (t3, t5) is called “Safe Zone”. But if the
soft error happens during (t2, t3), the effects of the SEUs can definitely set up
at the downstream flip-flops, but the detection result signal can not because of
the propagation delay of the detection logic relatively too long to the coming
effective clocking edge. That is why this period is called “Blind Zone”.

It can be induced that if the detection logic is fast enough, then any soft
error happened at any time in the upstream flip-flops can be captured by the
downstream V-bit, then the “Blind Zone” will do not exist.

In brief, to eliminate the “Blind Zone”, the tpd and tcd should satisfy

tcd > tpd. (1)

2.2 Relax SET Detection Constraint

To remedy the second deficiency, firstly, we explain the essential constraints of
the SET detection. Suppose that the duration of the SET pulse is tset, and the
clock skew between the main FFs clock and the shadow FFs clock is δ. If

δ > tset, (2)

then we can assert that if a SET is captured by one of the main flip-flops, then
the according shadow flip-flops do not, and vice versa. Therefore, the comparison
logic dedicated for SEU detection now can be reused for SET detection. The only
required modification is that an intentional positive phase skew, δ, is settled.
The proposed scheme, however, imposes some subtle timing constraints when it
is embedded in a pipeline context. If the contamination delay of the Kth stage
is less than δ, then the Kth set of shadow latches may capture the (K − 1)th

stage output data which should not have been set before the effective edge of
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the delayed clock. This phenomenon (a.k.a “short path” effect) will make the
AUDITOR generate considerable false positive, even significantly disturb the
pipeline normal execution. So we need to make some delay compensation to
these “short paths” in the combinational logics.

Based on above analysis, we get another substantial constraint:

δ < tcq + tcd + tsetup, (3)

which ensures that the timing of “shadow” flip-flops will not be violated by
short-path signals.

From (2) and (3), the following equation

tcd > tset − tcq − tsetup (4)

can be obtained. The implication of (4) sheds some light on how to modify the
original pipeline logics to make it efficiently cooperate with the fault detection
logics: pay some attention to the contamination delay (tcd) of combinational
logics.

This goal can be achieved by compensating the delay of some short paths;
we name this technique as Short-Path Compensation.

Mathematically, the path compensation process can be modeled as an Linear
Programming (LP) problem: For a given combinational circuit topology and the
expectation of contamination delay, texp, determining a set of path segments, Sc,
which should be inserted with delay units, to achieve the goal of using the fewest
number of delay units to remedy all of the paths whose propagation delay, tpd,
is less than texp, but without incurring a performance penalty. The detail model
can be find in Appendix. How to solve this LP problem is beyond the scope of
this paper. According the practical situation, we at least can conclude that the
problem is solvable. Furthermore, abundance of approach have been proposed
to address this kind of LP problems in polynomial time complexity. In brief,
from the algorithm-level, we conclude that the Path-Compensation process can
be efficiently performed.

2.3 Eliminate Intrusive Complexity and Ensure Nominal
Performance

To address the third deficiency, the detection logics should be involved into the
staged combinational logics as less as possible, if can not be totally avoided.
We employ the reuse-based flip-flop design paradigm proposed by S. Mitra [11]
to approach the goal. In this design, the scan portion of the scannable flip-flop
are reused as redundancy of the flip-flops working in functional mode to detect
SEU. Mitra’s experimental results show that the reused-design paradigm can
construct high-reliable flip-flops at the expanse of about doubled-power con-
sumption, but just impose negligible performance penalty. Comparing against
the original Master-Slave flip-flops, the designs impose not only zero D-to-Q
time overhead, but also zero clock-to-Q time overhead.
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From our AUDITOR design point of view, besides the zero performance
overhead, there are two distinct benefits from the adoption of this design: (1)
the detection logic complexity can be absorbed into the flip-flops design that is
optimization high-efficient due to ”one fits to all”, thereby significant reducing
the over all complexity contributed by fault detection logics; (2) the area over-
head can be reduced from reusing on-chip real estate taken by de facto DFT
(Design for Testability) infrastructures.

Furthermore, the SET detection mechanism can be readily incorporated with
SEU detection in the paradigm, and the only modification is that the shadow
flip-flops (reused from scan portion) are clocked by a delayed clock (CLKD)
which is derived from the main clock (CLK) and locally generated. All the Error
signals in a multi-bit flip-flops are OR-ed together.

After these explanation, we can outline the AUDITOR in Fig. 4, where the
distributed asynchronous “error” signals are handled in synchronous fashion, the
short-path emergencies are resolved by the technique of Short-Path Compensa-
tion, and the design complexity and area overhead are minimized by adoption
of reuse paradigm.
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Fig. 4. Auditor scheme

3 Evaluation

We choose a pipelined floating-point unit (FPU) as our target pipeline which
implements the SPARC V9 floating-point instructions and supports for all
IEEE 754 floating-point data types. The FPU is adopted by OpenSPARC T1—
an 8-core processor developed by Sun Microsystem [17]. The FPU comprises
three independent pipelines: Multiplier pipeline (MUL), Adder pipeline (ADD)
and Divider pipeline (DIV), which shared by 8 cores through a high perfor-
mance crossbar interconnection. The basic organization of the three pipelines
are depicted in Table 1. More design details can be found in [17].

We implemented the AUDITOR in Verilog-HDL modified from the target
FPU pipelines and synthesize it using the SynopsysR©Design Compiler with
a target UMC 0.18um technology. The timing-related computations are con-
ducted by PrimeTime—a popular commercial Timing Analysis tools, provided
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Table 1. Pipeline Organization and Performance

Type # Stage Execution latency # State bit

ADD 4 4 1697

MUL 6 7 780

DIV 7 32 or 61* 677

by SynopsysR©Inc. A linear delay model is adopted when conducting timing cal-
culation. The short-path compensation is realized by set some timing constrains.
After this, we using the post-simulation to verify the AUDITOR pipelines func-
tionality and timing, and dump the according VCD (Value Change Dump)
format data for power evaluation. We use PrimePower, a gate-level power sim-
ulation and analysis tool provided by SynopsysR© , for power evaluation.

Besides the slightly complicated timing calibration which can incur a little
extra design effort, the more substantial overhead may lie in 3 aspects: area,
power consumption, and performance.

3.1 Area

The area overhead consists of two parts: (1) the sequential (non-combinational)
logic overhead and combinational logic overhead.
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Fig. 5. Area of different pipelines

The sequential logic overhead is mainly incurred by the shadow flip-flops. For-
tunately, since the scan-based DFT techniques have become a de facto standard
in IC design [11], through reusing the scan portion of scannable flip-flops, the
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overhead imposed by shadow registers will not be substantial. Another source
of sequential logic overhead is taken by these V-bits, but this overhead is very
negligible due to the limited number of the V-bits (one bit per stage). Figure 5(a)
shows the sequential area overhead across the three pipelines: ADD-pipe,
MUL-pipe, and DIV-pipe, respectively, where “ORI” stands for the original
scannable pipeline, “BaseA” for the pipeline armed by the AUDITOR but with-
out conducting short-path compensation, “A0.x” for the armed pipeline with
the short-path compensated to 0.x cycle. The over all sequential logic overhead
is only about negligible 1%.

The combinational logic overhead results from two sources: (1) the Auditor
infrastructures, including the XOR gates reside in the modified self-checking flip-
flops, and OR-trees for auditor bits generation; area overhead referred to this
source can be viewed as “fixed area overhead” since this portion is must-have
under the AUDITOR framework. (2) the short-path compensation process; area
overhead referred to this source can be viewed as “variable area overhead” since
this portion depends on the compensation degrees.

Figure 5(b) shows that the fixed area overhead is about 30.5% on average; the
variable area overhead is increasing with the promoting compensation degrees.
Compared with the Base-Auditor, the most intense compensation, A0.5, increas-
ing the combinational area by 21%, 14%, and 31% for ADD-pipe, MUL-pipe,
and DIV-pipe, respectively.

3.2 Power Consumption

The power overhead is mainly imposed by the “shadow” flip-flops. As [11] shows,
the power consumption of self-checking flip-flops almost doubled compared to the
original master-slave flip-flops. This conclusion is still held in our modified flip-
flops. We compare the gross power consumption of the AUDITOR armed pipelines
against the original pipelines. Figure 6 shows that the base AUDITOR increases
power consumption about 70%, 25% and 93% for ADD, MUL, and DIV pipe,
respectively. The average power consumption (Pavg) can be described as:

Pavg = PAUA + PMUM + PDUD, (5)

where, the UA, UM , and UD stand for the Utilization ratio of the ADD, MUL,
and DIV pipe, respectively. Notice, here UA + UM + UD could be greater than
1 since some independent pipeline operations can be parallelized in the FPU,
which incurs some extra complexity to evaluated the whole FPU power con-
sumption. Supposing the typical utilization proportion (UA : UM : UD) is around
10 : 5 : 1 (which can be extrapolated from a benchmark), then, based on (5),
the overall power overhead can be computed as about 50%.

After short-path compensation, the power consumption should increase since
some delay buffers (or gate) are introduced. We study the sensitivity of the power
increasing against the compensation degrees.
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3.3 Performance

A pipeline performance mainly depends on (1) the pipeline flip-flops time over-
head and (2) the critical path delay of the combinational logics. A pipeline armed
by AUDITOR will not significantly sacrifice performance due to the two reason:
(1) the performance of pipeline flip-flops do not be degraded (which have been
studied in [11]); (2) The short path compensation to the combinational logics will
not exacerbate the critical path if the critical timing be hold tightly. Form our
experiments, because we just require the delay compensation to the short-path
to been increased to a half of the critical path delay, this ideal compensation
process can always be achieved by using PrimeTime. Therefore, we conclude
that the AUDITOR results in zero performance overhead.

4 Conclusions

The AUDITOR scheme presented in this paper is high-efficient to soft error
detection for flip-flops based pipeline structures. The AUDITOR employs a local-
audit detection scheme which can synchronize the asynchronous error-indicating
signals, thereby providing a base for accurate controls of error recovery. We
proposed the short-path compensation technique to remedy the deficiency of
SET detection capability. The experimental results shows that the area overhead
incurred by this technique is insensitive to the compensation intensity. Through
comprehensive investigation to a pipelined Floating Point Unit (FPU) adopted
by UltraSPARC T1, we conclude that the AUDITOR scheme can achieve per-
fect SEU and SET fault coverage, short detection latency at the expense of
modest area overhead, while about 70%, 25%, 93% power overhead for ADDer,
MULtiplier, and DIVider pipeline, respectively.
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Abstract. In the past fifteen years, each department of Chinese government and
business service provider has established their own information service systems
to publish services for citizens. However, these systems are isolated from each
other and the services they provided are heterogeneous. It is more beneficial to
build a common infrastructure to connect, aggregate and utilize all these ser-
vices. In this paper, a Smart Citizen Fusion Service Platform Software Product
Line, called CrowdService, is introduced as a solution. Based on open data,
crowd sourcing, user profile and application framework, the architecture of
CrowdService supports the development of personalized applications in smart
cities. It consists of resource gathering components, open API component,
PAAS components, service recommendation, etc. which supports rapid devel-
opment of personalized applications in different cities. In terms of system
management, CrowdService provides minimized total product development
cost, increased productivity, on-time delivery, full control over all lifecycles,
decreased defect rate both in assets and products, compliance on mission focus,
architectural conformance, process compliance, high quality and customer sat-
isfaction. Moreover, our one practice of smart citizen fusion service platform in
China is introduced to demonstrate the effectiveness of the CrowdService.

Keywords: Smart city � Fusion service � Citizen centric � Human-centric �
Open data � User profile � Crowd sourcing � Application frame work

1 Introduction

In the past fifteen years, each department of Chinese government and business service
provider have established their own information service systems to publish services for
citizens. People is getting used to manage their daily life on the internet. We hope that
all the problem can be solved on the internet easily. Now indeed is the case, the
government launched a number of services on the network such as online payment,
household management, online appointment. These services systems indeed help
citizens a lot.
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However, these systems are isolated from each other and the services they provided
are not well organized. To apply for affordable housing, for example, applier should fill
in a lot of forms on the internet, then, government needs to know the income level and
many other information of the applier. After checking, the results should be in the
online publicity. The present situation is that the information is heterogeneous and
isolated. Neither the applier nor the government cannot get the information in a single
platform. We hope all the services can be fused into one platform, where people can
obtain as much information. In China, more than 100 cities have proposed to build
smart city and provided fusion services to citizens.

The goal of this paper is to develop a platform which can merge as much infor-
mation and provide application programming interface (API). Based on this platform,
many current tasks can be polymerized. People can access the services easily, and do
not need to access a variety of information in different platforms. Meanwhile, the
service provider can easily provide services due to aggregated information. We call this
platform CrowdService, that can help government and enterprises even individual
develop smart city fusion service for a city.

The contribution of this paper is summarized as follow:

1. Unified Service Model. Since we aim at building a general platform, we need to
develop a standard for this platform. All the services running on the platform need
to comply with the standard. The advantages of a unified standard are obvious,
which can reduce the develop difficulty and form a good ecology system.

2. Develop-time and Runtime platform. On this platform, all the resources can be
polymerized. During the develop time, providers can use API to develop their
service. In the running time, The service provider does not need to worry about the
running environment. Platform itself is robust enough to schedule the running
services.

3. Real-world system in China. We have built a few real-world systems in some cities
of China. In this paper, we take two cities, i.e., Weihai and Benxi, as examples. The
platform in real world does play a role. Many citizens and services providers really
benefit from it.

The rest of this paper is organized as follows. Sections 2 and 3 presents The Overview
of CrowdService and The Management of CrowdService. Section 4 gives a practice to
demonstrate effectiveness of our platform in the context of the smart city. Finally, we
conclude our work and discuss future work in Sect. 5.

2 The Overview of CrowdService

2.1 The Specific Market Demands of CrowdService

According to our survey, there are more than 1500 public services and countless
business services in a city [1]. As described above, the concept of Smart City that shift
the way from the delivery of specific services to a citizen centric approach, so the scale
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of challenges is forcing cities to rethink their strategies and innovate to improve service
levels, in particular:

1. A smart city requires innovative services that provide information, knowledge,
transactions capabilities to citizens about all aspects of their life in the city [2]. In
China, the State Department requires government at all levels to open their data to
public by 2020. So it’s possible to release data to enable new services to develop
and citizens to make informed decisions e.g. providing real-time information on
traffic to assist citizens in planning journeys;

2. Crowd Sourcing is the process of obtaining needed services, ideas, and/or contents
by soliciting contributions from a large group of people, especially from an online
community, rather than from traditional employees or suppliers 3. There are so
many service requirements in a city, that we need numerous self-identified volun-
teers or part-time workers to work to meet these needs;

3. The main reason for emphasizing service delivery was that the public sector has
been slow and unresponsive to the citizens needs in nowadays. According to the
International Bank for Reconstruction and Development/The World Bank (2005),
public service delivery has been inconsistent with citizens’ preferences and con-
sidered feeble in developing countries [4]. So the modern platform needs the ability
of online service delivery;

4. E-government advancements have not fully resolved the challenge of providing
citizens with a single entry point for services that involve different government
entities. So, we need a novel platform for the service management and application
development in smart cities. The most important part of the platform is service
integration which can integrate both back office and increasingly front line services.

2.2 The Feature Model of CrowdService

CrowdService is a platform independent SPL including core infrastructure based on
Open Data, Human-centric Service, User Profile, Crowd Sourcing and Application
Framework Model plus development environments, software lifecycle management,
operation and maintenance techniques and tools. In order to eliminate unnecessary
coding efforts, CrowdService provides components for every tier of web and mobile
application development. The Feature Model of CrowdService is depicted in Fig. 1.

Fig. 1. The feature model of CrowdService
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• Open Data Model

Human-centric service is an important domain of the smart city. Including rich
applications that help residents with shopping, dining, transportation, entertainment,
and other daily activities. While offering services, these systems have generated a large
amount of hierarchical data. Usually, data from each system is incomplete, and one
system complements another [5]. In order to build fusion service, data should be
gathered and opened to innovative application, hence The Open Data Model of
CrowdService is set up, as shown in Fig. 2.

The Open Data Model of CrowdService is divided into four tiers : (i) Data Source;
the information of smart city comes from a wide variety of data sources, including DB,
Log, File, Email, Internet and App. (ii) Data Gather; the key of smart city is the
breakthrough of integration of multi-source heterogeneous urban information, the way
of integration including message, ftp, web service and robot etc., (iii) Data Govern;
through meta data management, data quality management, data security management
and data development management, the product of CrowdService could take good
advantage of the multisource and multi-temporal data to make high spatial and tem-
poral analysis to assist decisions on urban management. (iv) Data Open; As smart city
involves many sectors and industries, we need to break trade barriers so as to achieve
information sharing and information exchanging among client, business and govern-
ment, this tier includes data publish management, data order management, data
cleaning management and data operation analysis.

• Citizen Centric Service Model

The human-centric service system is quite complex, and needs modeling technology.
A human-centric service model should be built, in which service lifecycle, service life
event, service subject and service environment should be considered, shown in Fig. 3.

• User Profile Model

As more and more services migrate to the online environment, there is a corresponding
increase in the competition for online users’ attention. From the user experience per-
spective, there is currently no way to accurately select online service, to present to a
given online user that would most likely be of interest to that user, such as targeted

Fig. 2. The open model of CrowdService
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services. One way to alleviate this disconnect is to match user profile information to
specific available online content. A user profile model is built in CrowdService,
including user identity, user behavior, user related information and user information,
shown in Fig. 4.

• Crowd Sourcing Model

Crowdsourcing-processes involve three different stakeholders: the individuals forming
‘the crowd’, the companies or organizations looking to benefit from the crowd input,
and an intermediation platform, the so-called ‘crowdsourcing enabler’.

In collaboration with the smart city we design the crowd sourcing model. The
model includes four parts and four kinds of tools. Developer Team & Coordination
Environment provides team organization and cooperation supports. Toolkit provides
the interfaces and management functions of tools. Workspace is the store for mediate
products. App Store is the place for products trading. Four kinds of tools include SAAS
application develop tools, service assemble and develop tools, component develop and
assembled tools and software resource manage tools.

• Application Framework Model

The CrowdService application framework model provides a clear separation of busi-
ness logic from the presentation and data persistence.

The presentation layer has been derived from HTML5. HTML5 is an open standard
for user interface description language. It is rendering device and user interface
metaphor independent.

Fig. 3. The citizen centric service model

Fig. 4. The user profile model
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The component layer communicates via interfaces called “services” that are the
contracts between the components and the outer world.

The business framework layer mainly addresses the use of SpringFrameWork for
seamless integration of SPL and rule-based business process management from
architectural viewpoint.

The persistence layer has been shaped to integrate data and service sources to the
business framework layer, we use MyBatis as the framework implementation of this
layer.

2.3 The Development Model of CrowdService

The Development Model of CrowdService defines how to develop a smart citizen
service platform for a city.

The Development Model of CrowdService is divided into three programs, the first
program is Definition, which includes two processes: Mainframe definition and
Application definition, Mainframe definition process defines the whole frame of smart
citizen service platform of a city, Application definition process defines each appli-
cation. Generally, each application represents a service for people; the second program
is configuration and development, which includes six processes: Mainframe import,
common parameter configuration, local parameter configuration, domain configuration,
custom development and Platform API call.

2.4 The Core Asset Development of CrowdService

The core asset development establishes a production capability for Smart Citizen
Fusion Service Platform in a city. It can help developers build a platform that can
provide services to citizens rapidly. This chapter introduces the necessary input and
output of CrowdService Core Asset Development.

The Input of CrowdService Core Asset Development. Inputs to CrowdService Core
Asset Development include:

(1) Product constraints:
Commonalities among Smart Citizen Fusion Service includes:
(a) Depending on existing system information to provide service product
(b) The public service pattern is public service guide, reading of public policy,

public service strategy, booking of public service online, agent of public
service, review of public service

(c) Integrating existing internet service as business service
(d) providing the payment of service
(e) providing the authentication of service
Variations among Smart Citizen Fusion Service includes:
(a) different organization of services
(b) different service provider
(c) different service interface
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(d) different business process of service
(e) regional characters of service
(f) services should be provide according to different time

(2) Style, patterns and framework
(a) SOA
(b) Spring framework, Mybatis framework

(3) Production constraints
(c) the national standard

(4) Production strategy
(a) the national standard

(5) Inventory of preexisting assets
(a) CMS
(b) pay component
(c) SMS gateway
(d) visit analysis system

The Output of CrowdService Core Asset Development. Besides core assets, the
outputs of CrowdService software product line core asset development include
CrowdService software product line scope, which describes the Smart Citizen Fusion
Service Platform that will constitute the CrowdService software product line or that the
CrowdService software product line is capable of including, and a Smart Citizen
Fusion Service Platform production plan, which describes how a Smart Citizen Fusion
Service Platform is produced from the core assets. All three outputs must be present to
ensure the production capability of a CrowdService software product line.

The most important core asset of CrowdService is its architecture. CrowdService
presentation layer includes Web App and Mobile App, they utilize HTML5 rendering
power that can present very dense, responsive and graphically rich user interfaces.
CrowdService Runtime Container layer acts like a bridge from the presentation layer to
the Open Data Platform layer meeting also instant querying and reporting needs and
this layer can easily connect to Outer System. The CrowdService Runtime Container
organization is SOA-compliant, the User Profile and the Service Push component can
provide user the personalized service.

Among the other important assets are the components of CrowdService, we
develop a lot of components in each layer of CrowdService, including Application
layer components, Channel Frame components, Application Support components,
Runtime Environment components, Information Storage components, Operation plat-
form components, Maintenance platform components and Open platform components,
we can easily build a CrowdService product utilizing these components.

3 The Management of CrowdService

Management at the technical (or project) and organizational (or enterprise) levels must be
strongly committed to the software product line effort and the product line’s success [6].
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3.1 The Technical Management of CrowdService

Technical management oversees the core asset development and the product devel-
opment activities, ensuring that the groups building core assets and those building
products engage in the required activities, following the processes defined for the
product line, and collecting data sufficient to track progress [6].

CrowdService Software Product Line Team is responsible for CrowdService
Software Product Line Development and provide technique support to CrowdService
Product Development Team. CrowdService Product Development Team is responsible
for CrowdService Product Development.

3.2 The Organizational Management of CrowdService

Organizational management must set in place the proper organizational structure that
makes sense for the enterprise and ensure that organizational units receive the right
resources (for example, well-trained personnel) in sufficient amounts [6].

CrowdService Leader Team is set for coordination between CrowdService Soft-
ware Product Line Team and CrowdService Product Team.

4 Two Practical Systems

This section briefly describes the products/projects developed using CrowdSer-
vice SPL. As will be noticed, the common characteristics of these projects are that they
have gathered a lot of information and services from existing system to the open data
platform, for public service, these projects provide functions of public service guide,
reading of public policy, public service strategy, booking of public service online,
agent of public service, review of public service, for business service, these projects
integrate internet service. Whether public service or business service, they need
authentication service. Systems must be available 7 × 24, loads will certainly increase
over the time, they need B2B and B2C integration, etc. Actually these characteristics
are fully compliant with the scope of CrowdService.

4.1 The Case of WEIHAI City

WEIHAI Smart Citizen Fusion Service Platform has been developed in approximately
6 months and completed in 100 man-months. It is in operation for more than two years
now.

The system is designed to provide full life cycle service to citizens. It has been
integrated with more than 20 external systems using XML/Web Service based adapters
and gathered more than 1000 categories of data into open data platform, this data
constructs Weihai Open Data Model; we abstract personal information from external
systems to construct Weihai User Profile Model, these two models are two key features
of CrowdService, as shown in Fig. 5. The human-centric service model has been built
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on product and process concept. The system contributed to the asset library signifi-
cantly in such a way that administrative approval service, health services, social ser-
vices, provident fund services and other business services have been developed.

WEIHAI Smart Citizen Fusion Service Platform open data to small and
medium-sized Enterprises, person to encourage them develop innovative applications,
this forms crowd sourcing model for the platform and at the same time WEIHAI Smart
Citizen Fusion Service Platform provides components to CrowdService Software
Product Line.

WEIHAI Smart Citizen Fusion Service Platform provides services through web and
mobile, the UI is shew in Fig. 6.

4.2 Summary of Cases

Developing on CrowdService has dramatically changed the organization of Smart City
Projects related to human-centric services. They have been organized based on the
software development processes of CrowdService, and specialized teams are respon-
sible for the requirement management, change management, configuration and release
management, test management and issue tracking and quality management. On the
other hand, the dedicated development teams are responsible for the development of
application modules.

Fig. 5. WEIHAI open data and user profile model

Fig. 6. WEI HAI smart citizen fusion service platform
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5 Conclusions

In this paper, we have introduced the CrowdService Software Product Line.
CrowdService provides a platform and core assets designed for human-centric services
systems in smart city. The special emphasis has been given to CrowdService feature
model.

The paper addresses CrowdService in three different perspectives: within the core
asset development, CrowdService scope has been defined, and core assets are named
including the system architecture and components. Product development defines the
development activity as an integration process and defines management processes in
CrowdService. The Product Line management defines both the technical and organi-
zational aspects including project setup, project organization, resource planning, pro-
cess management.
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Abstract. With the development of manufacturing technology, chips
have more integration density. However, soft errors have become a sen-
sitive concern in the design of computer systems. So, in this paper, it
aims to find the potential vulnerable data and allocates it into a reli-
able Non-Volatile Memory (NVM) with the assistance of complier on a
hybrid memory hierarchy with NVM. It has proposed a word level life-
time model of data cache for the purpose of vulnerability estimation and
critical data protection. Then, it has abstracted the NVM-assisted cache
vulnerability factor to evaluate the reliability of data cache and used
to measure the impact on reliability of data cache. Since STT-RAM is
used as NVM to build an on-chip SPM then the traditional compile-
time data allocation method. The data has been better protected, and
the reliability of the whole system can be improved naturally.

Keywords: Non-Volatile Memory · Shared transistor technology
random access memory · Cache reliability · Hybrid memory hierarchy

1 Introduction

As manufacturing technology progresses by reducing feature size, providing more
integration density and increasing device functionality, soft errors have become
a sensitive concern in the design of computer systems [1]. Meanwhile, the novel
resistive Non-Volatile Memory (NVM), such as Phase Change Memory (PCM)
[2] and Magnetic RAM (MRAM) [3], is more reliable than the traditional storage
chips in the severe environments because of the different physical mechanism.
So, this paper aims at finding the potential vulnerable data and allocates it into
the reliable NVM with the software programming methods and the assistance
of complier on a hybrid memory hierarchy with NVM. Since the data has been
better protected, the reliability of the whole system can be improved naturally.

For a long time, SRAM-based traditional caches have become one of the most
vulnerable micro-architectural components in the processor [4]. As a conventional
charge memory, SRAM requires discrete amounts of charge to induce a voltage
state with the hard problems as charge leakage, bit flip, and it gets worse in the
strong particle environments. For example, each bit in SRAM is stored with a
bitable latching circuitry and its state is fully dependent on the supply voltage,
then any noise of the voltage may cause a fatal bit flip [5].
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 459–468, 2017.
DOI: 10.1007/978-3-319-52015-5 47
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Then, the statistical models have been proposed to measure the cache vul-
nerability quantitatively. In [6], architectural vulnerability factor (AVF) is intro-
duced to measure the soft error rate, which is defined as the probability that
a fault will result in a visible error in the final output of a program. It is esti-
mated by employing an architecturally correct execution (ACE) [13] analysis of
each bit in a component, and for a time interval, all bits are divided into two
groups, ACE or un-ACE, then ACE bits are regarded as the vulnerable data.
In [6], it studies a bit’s whole lifetime in a component and makes a detailed
interval division including more than 14 divisions as fill-to-read, read-to-read,
write-to-read, fill-to-write, etc. Then, it classifies these detailed intervals to be
ACE, un-ACE, or unknown (such as fill-to-end). For example, read-to-write is
un-ACE because its value can be corrected by the latter write operations. Espe-
cially for data cache, in [7], it defines cache vulnerability factor (CVF) as the
probability that a soft error in cache can be propagated to the processor or
memory hierarchy, and concludes six different cases: read-read (R-R), write-
read (W-R), dirty-replacement (D-Repl), read-write (R-W), write-read (W-W),
clean-replacement (C-Repl). Then, R-R, W-R and D-Repl are ACE. Recent tech-
niques choose only the most vulnerable data value in cache to protect, reducing
the performance degradation. In [10], it selectively marks some cache lines dirty
in L1 cache to make the vulnerable data invalid in advance, while this increases
the cache miss rate. Other technologies with the help of main memory, such as
selectively writing the specific vulnerable cache lines back to main memory, have
also been studied.

So, in this paper, it aims to find the potential vulnerable data and allocates
it into a reliable Non-Volatile Memory (NVM) with the assistance of complier
on a hybrid memory hierarchy with NVM. It has proposed a word level lifetime
model of data cache for the purpose of vulnerability estimation and critical data
protection. One approach is to reduce the vulnerable data’s residency time in
cache. In [9], it proposes to refresh the cache line by the selective re-fetching from
the low level cache or memory, while this needs additional data transmission
bandwidth between the memory hierarchy. Then, it has abstracted the NVM-
assisted cache vulnerability factor to evaluate the reliability of data cache and
used to measure the impact on reliability of data cache. Since STT-RAM is
used as NVM to build an on-chip SPM then the traditional compile-time data
allocation method. The data has been better protected, and the reliability of the
whole system can be improved naturally.

2 Related Work

Bit flips in SRAM and DRAM memory system caused by alpha particles and
high-energy neutrons from cosmic radiation may not lead to visible errors in the
final output. Only faults occurring on bits that will be consumed by the processor
or stored to lower memory system may produce an error in program outcome.
So data in cache can be clarified based on whether or not it has an effect on
the program outcome. In [13], those data that may impact the final outcome are
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defined as required for architecturally correct execution (ACE) while the others
are assumed to be unnecessary for architecturally correct execution (un-ACE).
Then the possibility that a raw fault in a component will result in a user-visible
error is defined as the AVF.

For the purpose of computing AVF, the ACE and un-ACE intervals for each
single bit needs to be identified. Based on this identification, the AVF for a single
bit is the fraction of time the bit contains ACE intervals, and thus the AVF for
a hardware unit is simply the average AVF for all its bits in that unit. Then,
the AVF of a hardware unit is computed as:

AV F =
Average number of ACE bits resident in a unit in a cycle

Total number of bits in the hardware

The above equation can be rewritten as:

AV F =
∑

Residency(in cycles) of all ACE bits

Total number of bit × Total execution cycles

The key issue here is to determine which part is ACE and which part is un-
ACE during a bits lifetime. Previous research have developed detailed cache data
lifetime model to estimate the vulnerability of cache. In [6], it first introduces
lifetime analysis to compute the AVF of a processor’s instruction queue and
execution unit. Through lifetime analysis, it divides up a bit’s lifetime during a
program execution into ACE and un-ACE components. Then in [14], it proposes
a lifetime model for data cache array with the purpose of computing the un-ACE
fraction of a bit’s lifetime. It identifies all the activities during a bit’s lifetime,
including fill, read, write and eviction. The summary of non-overlapping lifetime
intervals and its classification into ACE or un-ACE states is listed in the Table 1.

In the lifetime analysis in [6], it doesn’t consider the state (like dirty or
clean) of the cache data item. For example, in write-back data cache, whether
the read-to-evict interval of a data item is ACE depends on the cache line’s state.
If the cache line is clean, then this interval is un-ACE; otherwise, the cache line
will be written back to lower memory, so it is ACE. For the purpose of cache
vulnerability characterization, in the lifetime model proposed in [6], it takes the
cache line state into account and divides the lifetime of a data item.

Table 1. Classification of lifetime intervals

ACE un-ACE Unknown

Write-through data cache fill-to-read,
read-to-read,
write-to-read

idle, fill-to-write,
fill-to-evict, read-to-write,
read-to-evict, write-to-write,
write-to-evict, evict-to-fill

fill-to-end,
read-to-end,
write-to-end

Write-back data cache fill-to-read,
read-to-read,
write-to-read,
write-to-evict,
write-to-end

idle, fill-to-write,
fill-to-evict, read-to-write,
read-to-evict, write-to-write,
evict-to-fill

fill-to-end,
read-to-end
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3 Cache Vulnerability Model for NVM

3.1 Word-Level Lifetime Analysis

In this study, a detailed cache lifetime is analyzed at word level. Our word-level
lifetime analysis modeled the L1 write-back data cache. We perform lifetime
analysis at word level because:

(1) our profile information is used to direct complier to allocate data and the
compiled program data is word (4-bytes, generally) address alignment gen-
erally;

(2) although the basic unit size of CPU access is in byte, most CPU data accesses
are word.

Figure 1 shows four typical access cases and its lifetime intervals. It is
regarded as an example to explain our lifetime model. Compared with the life-
time analysis described in Sect. 2, our model takes both cache line status and
the phase between fill and the first access into account. In write-back data cache,
the cache line may be in two statuses: clean or dirty. The lifetime intervals of
words are different in clean cache line from that of in dirty cache line, since this
difference may lead to different vulnerability contribution. Then it has a focus
on all typical access activities to these words in data cache, including fill, read,
write, discard and write back.

For clean word in clean cache line (as shown in Fig. A), all access activities
to the word are read operations. The phase is defined from fill to the first read
access as fill-to-read (Fill-R) interval, and define the following access intervals
during two consecutive read operations as read-to-read (R-R). These Fill-R and
R-R intervals are illustrated in Fig. 1A as red color parts. The last interval is
Clean-Repl (green part), which is the phase from the last read to discard. The
Fill-R and R-R intervals are ACE, because errors that occur in these two intervals
may be loaded in to CPU. Obviously, Clean-Repl is un-ACE, because any errors
occur in this interval are discarded and ignored.

For these words in dirty cache line, based upon different CPU access activities
are divided into three groups:

– The first group involves clean words, which are not modified in its lifetime
(as shown in Fig. 1B). In Fig. 1B, after being filled into cache, the word is
accessed with four consecutive read operations and is written back in the end.
Its lifetime consists of three types of access intervals: Fill-R, R-R and dirty-
write-back (Dirty-WB). Clearly, all three types of intervals are ACE, since
incorrect values may be both loaded into CPU and written back to lower
memory hierarchy. In another word, the whole lifetime (from Fill to Write-
back) of clean word in dirty line is ACE;

– The second group contains words that all the access activities to it are write
rather than read. As shown in Fig. 1C, the lifetime includes a fill-to-write
(Fill-W) interval, two write-to-write (W-W) intervals and Dirty-WB. Fill-W
and W-W are un-ACE, because in this case, the modified word is not used
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but again updated, any soft error on the updated word between the two write
accesses is not recognized (assume that all write access activities are correct);

– In the third group, there are both read and write operations during the words
lifetime. In this group, the lifetime contains the following intervals: Fill-W (or
Fill-R), R-R, write-to-read (W-R), W-W, read-to-write (R-W) and Dirty-WB
(A possible situation is shown in Fig. 1D). Notice that W-R interval is ACE,
since the written word is used by the later read access immediately and the
correctness of this word is necessary for the correct execution of the program.

Fig. 1. The lifetime intervals of a word in different cache lines with respect to various
access activities. Figure A illustrates a situation where the word is in clean cache line
and all the access activities are read. Figure B, C and D illustrate three situations
where the words are in dirty cache lines but have different access activities (Colour
figure online).

Note that, for word in dirty line, no matter whether the last access to it is read
or write, the phase varies from last access to written-back Dirty-WB. Besides,
some words may neither be read nor written during its whole lifetime. If the word
is in a clean cache line, it would not have any impact on the system, neither CPU
nor memory, and its lifetime are regarded as fill-to-eviction (Fill-E) in our model.
But if the word is in a dirty cache line, it may affect the lower memory hierarchy
since it will be written back when a replacement occurs, called its lifetime fill-to-
write-back (Fill-WB). Therefore, words that are never accessed contribute to the
vulnerability only if they are written to lower memory. Its clearly that Fill-E is
un-ACE while Fill-WB is ACE. Table 2 shows all the lifetime intervals described
in our model and its ACE status.
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Table 2. Words lifetime intervals classification and its ACE status.

Classification ACE un-ACE

Lifetime of word in clean line Fill-R, R-R Fill-E, Clean-Repl

Lifetime of word in dirty line Fill-R, R-R, W-R, Fill-WB, Dirty-WB Fill-W, W-W, R-W

3.2 Word Vulnerable Time

Word vulnerable time (WVT) is used to evaluate the reliability of each word
with the intent of finding out key data that need protection. The higher a words
vulnerable time is, the word has more time exposed to errors and needs to be
protected. Based on our lifetime model, the word vulnerable time refers to the
total time duration in which the word is ACE status. Then the WVT of a word
in data cache can be defined as:

WV Tword =
∑

LI∈ACE
LengthLI

LI : Lifetime Intervals of word

LengthLI : The duration time of LI.

In order to reduce the high write latency of NVM, it should not put data
that is accessed by plenty of write operations. So it can put the words WVT
and write/read amount together to get a balance between vulnerability and
performance. Then, it tends to protect the words of type A and B. From the
Fig. 1, it can be found that the words of type A and B have relatively long
WVT and are not accessed by write. Through obtaining the number of read and
write access to a word, it could determine which type it is. Type A and B words
number of write is zero, and type C words number of read is zero, and type D
is a compromise.

Algorithm 1 shows a methodology to compute the WVT for each word in
data cache at runtime. It has modeled a write-back data cache and the life-
time intervals that need to be taken into account include all the ACE intervals
listed in Table 2. In the Algorithm 1, WVT is used to stand for a word in cache
and a cache line respectively. It also associates with 4 variables (VulnerableTime,
WhenAccessd, ReadNum and WriteNum) with each word in the cache. The Vul-
nerableTime represents the WVT of each word and the WhenAccessd represents
the time when the word is recently accessed.

WhenAccessed is set or each word on a cache line Fill and update it on a
Write access. At this point, the VulnerableTime is not changed since all lifetime
intervals ending with Write are un-ACE (see Table 2). While on a Read access, it
first changes the VulnerableTime and then update WhenAccessed for each word.
On a Replacement or Flush, the VulnerableTime of each word updates in the
cache line to add Dirty-WB interval only if the line is dirty. Finally, the cache
at the end of the simulation is flushed to update the VulnerableTime of word
in dirty lines that are still in cache. During the execution, the read and write
amounts of each word also update correspondingly.
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Algorithm 1. WVT computation for each word in cache
Wi : a word in data cache
CLk : cache line
1: if Wi in CLk is accessed by op then
2: switch (op)
3: case write:
4: WhenAccessed[Wi] = now
5: WriteNum[Wi] + +
6: end case
7: case read:
8: V ulnerableT ime[Wi]+ = now − WhenAccessed[Wi]
9: WhenAccessed[Wi] = now

10: ReadNum[Wi] + +
11: end case
12: end switch
13: end if
14: if CLk is filled then
15: for each Wi ∈ CLk do
16: WhenAccessed[Wi] = now
17: end for
18: end if
19: if CLk is replaced then
20: switch (dirty bit)
21: case dirty:
22: for each Wi ∈ CLk do
23: V ulnerableT ime[Wi]+ = nowWhenAccessed[Wi]
24: end for
25: case clean:
26: do nothing
27: end case
28: end switch
29: end if

3.3 Cache Vulnerability Factor of NVM

NVM-assisted cache vulnerability factor (NCVF) can be used to evaluate the
reliability of data cache. The concept of NCVF is derived from AVF. The NCVF
in this work is defined as the average fraction of all words lifetime during which
the words are in ACE intervals over the total execution time. Then, the NCVF
of data cache can be computed by:

NCV F =

∑W
i

(∑n
j ACEj

)

W × Total Exec T ime

Where W represents the total number of words in data cache, and ACEj

represents the time of jth ACE interval of wordi, and Total Exce Time is the
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total simulation time for the benchmark. Based on our Word Vulnerable Time,
the above equation can also be calculated as follows:

NCV F =
∑W

i=1 (WV T i)
W × Total Exec T ime

WV T iis the Word Vulnerable Time of word i which has been described in
Sect. 3.1. Note that our lifetime analysis and WVT is performed at word level,
so our NCVF describes the reliability of data cache at word granularity.

4 Experiments and Results

For our experiments, we have implemented the reliability estimation method
and NVM component simulator in the SimpleScalar/ARM toolset. To evaluate
the vulnerability of L1 data cache and to find the most important words, it has
extended the SimpleScalar cache part to integrate our WVT computation algo-
rithm described in Sect. 3. To simulate the static data allocation, the simulator
is modified to trace and collect the L1 data cache access information, and then
fed the access profile to our key words selection tool. The tool puts the address of
key words into a list. After that, the key words address list is fed to the modified
SimpleScalar with a NVM simulation unit. Based on the list, the simulator could
determine whether an access is a NVM access or a cache access. The simulator
models an embedded microprocessor with a 32 KB L1 data cache.

It can collect the output of un-optimized running on simulator without NVM
as the baseline. Then the baseline is compared with the results of optimized
program running on simulator with NVM. Two types of available NVM space
are compared in our work: 32 KB and 64 KB. In this experiment, the STT-RAM
is used to realize the on chip NVM SPM. Two types available SPM space are
also evaluated: 32 KB and 64 KB. To measure the performance power overhead
of the STT-RAM, it has used dynamic energy consumption of read and write
operations. And to evaluate the performance, the long write latency of STT-
RAM is considered.

Then, it can compute NCVF of the benchmarks for base case and improved
case using our formula proposed in Sect. 3.3 below in order to evaluate the reli-
ability of data cache. The NCVF of the benchmarks for base case is shown in
Table 3. As shown in the Fig. 2, it can find that NCVF has been reduced in some
degree by using our improved NVM based protection architecture. It shows that

Table 3. NCVF of the benchmarks for base case.

basicmath bitcount blowfish crc dijkstra fft patricia

0.0163 0.043 0.0862 0.045 0.7257 0.8187 0.918

quicksort rijndael sha stringsort susan jpeg rsynth

0.7215 0.1583 0.1479 0.25 0.5247 0.7326 0.4785
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Fig. 2. Comparison of NCVF between traditional case and improved case.

the potential vulnerable data have been protect well with the assistance of com-
piler on a hybrid memory hierarchy with STT-RAM.

5 Conclusions

In this study, we use a formula to compute the vulnerability of data cache. It
needs to point out that our vulnerability model is only focused on computing
the reliability of data cache not the full system and it has considered the errors
that propagates from data cache to other parts of the system rather than that
from other components to data cache. If the data cache has a high NCVF, it is
more susceptible to soft errors and more likely to affect the correctness of the
program execution. So the objective of our NVM based protection scheme is to
reduce the NCVF of data cache. It has used NCVF to measure the impact on
reliability of data cache when inducing NVM component in following sections.
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Abstract. Service-Oriented Architecture (SOA) is an architectural style for
designing systems in terms of services and the outcomes of services. In recent
years, SOA has become a technology hot spot that is recognized and respected in
industry. SOA Reference Architecture (RA) specifies fundamental elements of a
SOA solution which be considered and used as a core guide for planning,
designing, developing, deploying and managing SOA systems. In this paper, we
give an overview of the standards on SOA RA developed by ISO/IEC JTC1/SC38,
The Open Group, OASIS and China. The relationship and differences among
those SOA RAs were analyzed. Finally a set of guidelines are developed for the
application of SOA RAs in common situations.

Keywords: SOA · Reference architecture · RA · Standards

1 Introduction

Service Oriented Architecture (SOA) is an architectural style for facilitating Big Data,
Cloud Computing [1], Internet of Things and Mobile Internet etc. SOA is an architectural
style for designing systems in terms of services and the outcomes of services. ‘Service’
is used in SOA as the basic component to constitute or integrate systems that are suitable
for a variety of business requirements.

A SOA Reference Architecture (SOA RA) standard enumerates the fundamental
elements of a SOA solution or enterprise architecture for solutions and provides the
architectural foundation for the solution by specifying the capabilities and architectural
building blocks required to implement those capabilities. However, there are several
SOA Architecture standards today in1st Joint Technical Committee of International
Standard Organization and the International Electrotechnical Commission (ISO/IEC
JTC 1), the Organization for the Advancement of Structured Information Standards
(OASIS), the Open Group (TOG) and China.

A joint document was released in 2009 as a result of that collaboration, Navigating
the SOA Open Standards Landscape Around Architecture [6]. This paper was intended
to help the SOA community at large to understand the myriad of overlapping standards
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and other technical products produced by these organizations with specific emphasis on
the Architecture of SOA. Since 2010, ISO/IEC JTC1/SC38 (Distributed application
platforms and services)/WG2 (SOA) started to play a key role in the improvement of
the reconciliation among various SOA concepts, definitions, technical frameworks,
models, and architectures by establishing of one consolidated SOA RA as an interna‐
tional standard.

This paper describes the background and development processes, and analyses the
differences and relationships between the multiple SOA RA related standards in OASIS,
Open Group, China and ISO/IEC JTC1/SC38. It then presents guidance for how to adopt
these SOA RAs in industries.

2 Standards of SOA RA

2.1 OASIS’s SOA RM and RA

The OASIS Reference Model for SOA [2] is intended to capture the “essence” of SOA,
as well as provide a core vocabulary and common understanding of SOA concepts. The
goals of the reference model include a common conceptual framework that can be used
consistently across and between different SOA implementations, common semantics
that can be used unambiguously in modeling specific SOA solutions, unifying concepts
to explain and underpin a generic design template supporting a specific SOA, and defi‐
nitions that should apply to all SOA.

The OASIS Reference Architecture for SOA Foundation [3] is a view-based
abstract reference architecture foundation that models SOA from an ecosystem/para‐
digm perspective. It specifies three viewpoints; specifically, the Participation in a
Service Ecosystem viewpoint, the Realizing SOAs viewpoint, and the Ownership in a
SOA Ecosystem viewpoint. Each of the associated views that are obtained from these
three viewpoints is briefly described below.

2.2 Open Group’s SOA Ontology and Reference Architecture

The Open Group SOA Ontology Technical Standard [4] is similar to the above
OASIS Reference Model for SOA in that it captures a set of related concepts within the
SOA space and explains what they are and how they are related to each other. The
objectives are to facilitate understanding of these terms and concepts within the context
of SOA, and potentially to facilitate model-driven implementation. The ontology is
represented in UML [7] and OWL (Web Ontology Language) [8] to enable automation
and allow tools to process it; for example, reasoning applications could use the SOA
ontology to assist in service consumer and provider matching, service value chain anal‐
ysis, and impact analysis.

The Open Group SOA Reference Architecture [5] is intended to support the
understanding, design, and implementation of common system, industry, enterprise, and
solution architectures leveraging the principles of an SOA.

The Open Group SOA Reference Architecture can represent both abstract enterprise
scale designs as well as concrete SOA implementations. This SOA reference architecture
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provides the basis, template, or blueprint, for an enterprise architecture so that the archi‐
tect can instantiate the standard during each individual project or solution that is being
developed within an organization.

2.3 China’s SOA RA

In China, SOA has become the primary method and technology extensively exploited
in both software development and information system integration. In 2009, China
National Information Technology Standardization Technical Committee (NITS) estab‐
lished a SOA Standard Working Group to promote development and application of SOA
national standards. In 2012, the national standard of SOA General Technical Require‐
ment was published. This specified a Technical Reference Architecture for SOA appli‐
cations [5].

Figure 1 illustrates the scope, basic elements and technical capabilities requirements
to apply to SOA-based applications.

Fig. 1. Technical reference architecture for SOA solutions [5]
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2.4 ISO/IEC JTC1’s SOA Reference Architecture

In 2015, ISO/IEC 18384, Reference Architecture for Service Oriented Architecture, is
published by ISO/IEC JTC 1, based on the contributions from China, U.S. Japan, Ireland,
Korea, France, Canada, UK, Germany, The Open Group, OASIS etc.

ISO/IEC 18384 defines the terminology, technical principles, reference architecture
and an ontology for SOA. The targeted audience of ISO/IEC18384 includes, but is not
limited to, standards organizations; architects, architecture methodologists, system and
software designers, business people, SOA service providers, SOA solution and service
developers, and SOA service consumers who are interested in adopting and developing
SOA. For example, this standard can be used to introduce SOA concepts and to guide
to the developing and managing SOA solutions.

The Reference Architecture for SOA contains three parts:

1. Terminology and Concepts – which defines the terminology, basic technical prin‐
ciples and concepts as well as a meta model for SOA

2. Reference Architecture for SOA Solutions – which defines the detailed SOA refer‐
ence architecture layers, including capabilities, architectural building blocks, as well
as a the types of services in SOA solutions.

3. SOA Ontology – which defines the core concepts of SOA and their relationships in
an ontology.

3 Analysis of SOA RAs

3.1 Relationship Among Different SOA RAs

Figure 2 outlines the relationship between the Reference Models, Ontologies and Refer‐
ence Architectures. The OASIS SOA RM has had some influence on all of the standards.
The JTC1 SC38 standard is based on the existing standards from OASIS, Open Group,
China, and Japan (Japan’s contribution is not discussed in this paper).

To promote the cooperation and alignment between OASIS, Open Group and OMG,
these three groups worked together in 2009 and finished a joint paper on Navigating the
SOA Open Standards Landscape Around Architecture.

While the OASIS SOA Reference Model is the basis for the OASIS SOA Reference
Architecture, it also had significant influence on the Open Group SOA Ontology and
therefore the Open Group SOA Reference Architecture. Therefore, there is fair amount
of alignment on core concepts between the Open Group and OASIS SOA Reference
Architecture.

China’s RA is based on SOA-based application experience in various industries
deployed by main vendors. It also refers to the SOA RM and RAs of OASIS and The
Open Group. Most of the layers, key elements and capabilities defined in Chinese RA
are consistent with the Open Group and OASIS RA.

The JTC1 SOA RA is intended to accommodate all of the aspects and requirements of
all of the input standards, including a contribution from Japan not discussed in this paper.
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3.2 Difference Among Different SOA RAs

There are a number of features we can compare the reference architectures by. In
Table 1, we compare the level of abstractness, scope, and focus.

Table 1. Difference analysis among SOA RAs

OASIS RM OASIS RA Open Group
RA

Open Group
Ontology

Chinese SOA
RA

JTC1/SC38
SOA RA

Objective Concepts Concepts
relationships

Solution basis Concepts 7
relationships

Solution basis Concepts
solutions

Abstract level Most abstract <OASIS RM>
TOG RA

<OASIS RA <OASIS RM <OASIS
RA = TOG RA

<OASIS
RA = TOG RA

Type Reference
Model

Foundation Common
systems

Ontology Common
systems

Common
systems

Focus Neutral Ecosystem Enterprise Neutral Enterprise Neutral and
enterprise

Proposer OASIS OASIS Open group Open group China SC38
Representation UML UML Stack UML, OWL Stack Stack

Given SOA is a style, SOA solutions can be created using any platform or tech‐
nology. According to TOGAF [9], architectures can be defined at different levels of
abstraction ranging from foundation architectures to common systems architectures, and
industry and organization-specific architectures. As the architecture becomes more
concrete, architectural decisions and assumptions are made. Reference architectures
should be evolved and instantiated as an industry architecture or organization-specific
architecture for a particular domain of interest or for specific projects. They are useful
to inform the architecture, guide the work of the solution team, including constraining
choices in developing the solution.

Like architectures, the level of abstractness for reference architectures varies from
very abstract defining just concepts, to concrete, where it is a reference architecture for
an organization’s business solution. Reference Architectures exist along the same

Reference
Model Ontology Reference 

Architecture

high-level description 
of some domain

formally 
specified 
by

realized by the 
principles, 
patterns and 
building blocks

OASIS SOA 
RM

OASIS SOA
RM

OASIS SOA 
RM

TOG SOA 
Ontology
TOG SOA
Ontology
TOG SOA 
Ontology TOG SOA RATOG SOA RATOG SOA RA

OASIS SOA 
RA

OASIS SOA 
RA

Chinese SOA 
RA

Chinese SOA
RA

Chinese SOA 
RA

JTC1/SC38 
SOA RA

JTC1/S// C38
SOA RA

JTC1/SC38 
SOA RA

Fig. 2. Influence of standards
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continuum: completely abstract conceptual foundation reference architecture, generic
reference architecture, industry reference architecture, and concrete reference architec‐
ture. Architectures that are more concrete have had more architectural principles,
requirements, and decisions made for them. In addition different reference models and
ontologies exist at different levels of abstractness.

Another feature we can compare architectures with is scope or completeness. Again,
this is a continuum from narrow, single product or design pattern architecture to compre‐
hensive, end to end architectures. The standards being compared are all fairly compre‐
hensive in scope, though the OASIS SOA RA Foundation may be slightly more compre‐
hensive than the Open Group SOA RA.

How the architecture is intended to be used should be understood and compared. The
SOA RM, SOA Ontology, and SOA Foundation are to supply definitions of key concepts
and the relationships between them. The SOA Ontology formalizes a set of these
concepts with UML and OWL representations to enable tools and understanding. The
SOA Foundation and SOA Ontology are fairly consistent but not identical in how the
concepts are defined and related. The SOA Foundation defines an extensive set of
concepts to be used for understanding the SOA ecosystem. The Open Group SOA RA
provides a foundation for a technical solution with architectural building blocks that can
be selected and implemented. These architectural building blocks and their implemen‐
tations are used to implement and support services. China’s SOA RA defines the foun‐
dation layers, basic elements and technical capabilities of SOA-based solutions in
Chinese industries. It is applicable to the design, development, operation and governance
and also serves as the basis for developing technical, quality, testing and engineering
standards in China. The JTC1 SOA RA provides a general SOA foundation framework
and common service categories for worldwide SOA solutions which could be adopted
and specified in different countries and domains.

4 Guidelines for Adopting Different SOA RAs

First, which standards are appropriate depends on the stakeholders, their needs, partic‐
ular viewpoints, users’ SOA maturity, and the needs of the project. Referring to the
development of the ‘Navigating the SOA Open Standards Around Architecture [6] ’
paper, we believe these guidelines could be taken into consideration and be helpful to
architects:

For understanding SOA core concepts: For understanding concepts, all of these
standards can be helpful, but provide different depths of concepts.

The OASIS Reference Model for SOA [2] provides a common vocabulary for
understanding the “essence” of SOA. It is, by design, a highly abstract model targeting
a large, cross-cutting audience that includes non-technical readers as much as it does
technical readers.

The Open Group SOA Ontology [4] builds on a set of the concepts in the OASIS
Reference Model for SOA and provides additional SOA concepts and relationships
taken from the viewpoints of different stakeholders as well as an enterprise-wide
perspective. It also provides as a common language for formally describing SOA
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concepts that can be leveraged by abstract as well as solution-oriented reference archi‐
tectures. The ISO/IEC JTC1 SC38 Reference Architecture for Service Oriented Archi‐
tecture provides terminology and the general technical principles underlying SOA,
including principles relating to functional design, performance, development, deploy‐
ment and management.

The Chinese General Technical Requirement of SOA [5] defines SOA conceptual
model, reference architecture, and the basic technical capabilities requirements of SOA-
based application.

The Open Group SOA Reference Architecture [5] defines the key architectural
elements in SOA and the key relationships between these elements relevant to enter‐
prises.

The OASIS Reference Architecture for SOA Foundation [3] does this as well for the
SOA ecosystem and ownership viewpoints.

Understanding considerations for cross-ownership boundaries of SOA ecosystems:
While both SOA reference architectures provide guidance that is important for SOA

implementations that span ownership boundaries, the OASIS Reference Architecture
for SOA Foundation [3] is especially focused on this scenario and provides architectural
considerations for interacting with services owned by another company.

Understanding the completeness of SOA architectures and implementations: The
OASIS Reference Architecture for SOA Foundation [3] provides models that function
as a checklist that can be used to evaluate architectures and implementations of SOA.

Understanding the deployment of SOA in an enterprise: The Open Group SOA
Reference Architecture [5] provides a stack organization of SOA architectural building
blocks for an enterprise and guidance on the use and deployment of these building
blocks.

Understanding the basis for an industry or organizational reference architecture:
The Open Group SOA Reference Architecture [5], the Chinese General Technical

Requirement of SOA [5], and the ISO/IEC JTC1 SC38 General Technical Principles [2]
provides guidance on refining this SOA reference architecture into an industry or solu‐
tion SOA reference architecture.

Understanding the implications of architectural decisions: The Open Group SOA
Reference Architecture [5] provides guidance to SOA designers and implementers by
providing a concrete basis for making architectural and design decisions. It provides a
model and framework for evaluating architectural concerns for designing an SOA.

Understanding how to position vendor products in an SOA context: The Open
Group SOA Reference Architecture [5] and the Chinese General Technical Requirement
of SOA [5] provides a layered stack with architectural building blocks and capabilities
that map naturally to vendor products available to support SOA.
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Understanding the general baseline for different application scope: The OASIS,
Open Group and ISO/IEC JTC1/SC38 RAs could be used in the international level. The
Chinese General Technical Requirement of SOA should be the first option for SOA-
based application in China.

5 Conclusion

This paper proposed the mapping of SOA RA standards of Open Group, OMG and
OASIS to ISO/IEC JTC1 and China. It also presented analysis and suggestions for
adopting SOA RA in the real world. The information in this paper will provide useful
guidance for SOA based application scenarios, and also provide fundamental input for
the future standardization on Big Data service aspect.
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Abstract. In recent years, traffic flow prediction has become a crucial
technique in ITS (intelligent transportation system), which is helpful for
alleviating the congestion in many metropolises and improving the effi-
ciency of public traffic service. On the other hand, with the development
of traffic sensors, traffic data are collected with a fantastic scale. It leads
ITS into a data-driven application fashion. With this observation, it is
a challenge to accurately and promptly forecast the traffic flow by effec-
tively utilizing the big traffic data. In view of this challenge, in this paper,
we propose an evolutionary method for short-term traffic flow forecast-
ing service. Concretely, in our method, traffic flow is firstly specified by a
model of time series. Then, the model is decomposed into seasonal com-
ponent and the residual component. The seasonal component reflects the
history average condition, while we treat the residual component as the
output of a linear filter. The proposed method is evaluated with real bus
transaction dataset. The experimental results show the effectiveness of
our method.

Keywords: Public traffic service · Traffic flow prediction · Time series ·
Evolutionary method

1 Introduction

In recent years, the traffic flow prediction has become a crucial area in ITS
(intelligent transportation system), which aims to alleviate the more and more
deteriorate traffic congestion problem in the metropolises such as New York,
Tokyo, Beijing, etc. [1,2] With the rapid development of traditional and new-
emerging traffic sensor, such as RFID sensor, ILDs, etc., traffic data are explod-
ing [3,4]. The availability of massive traffic data collected from different sources
has transformed the traditional technology-driven ITS to a versatile and power-
ful data-driven ITS.
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Much work have been done that focus on the short-term prediction of amount
of vehicles passing a freeway or a city arterial street [5,6,13]. The accurate and
timely prediction of the passenger flow of some bus line, as a kind of traffic flow, is
also crucial in that it can help the bus dispatch center determine how many buses
of certain bus line are dispatched and therefore improve the public traffic service.
The short-term prediction of traffic flow calls for the real-time accumulation of
the recent traffic flow. The amount of vehicles passing certain street aggregating
to 15 min, 30 min or 1 h can be counted by the on-road sensor such as inductive
loop detectors (ILDs), RFID reader or the HD cameras. These information can
be transmitted to the database and make possible the short-term prediction of
such kind of traffic flow. In the past, the information about the passenger flow
is obtained when the bus arrive at the destination and the transaction records,
stored in U disk, are transmitted to the database. Today, the new equipped
bus card reader can transmit these transaction records information in real-time,
which technically supports the short-term prediction of the passenger flow.

Predicting the traffic flow, in particular the short-term traffic flow, is a com-
plicated problem in that the short-term traffic flow is always subject to chaotic
property, especially in the developing country [7]. Temporal effects like festival,
traffic accident, road construction, weather can have a drastic impact on the traf-
fic flow. The traffic flow prediction can be usually characterized by a time series of
both historical and real-time data collected from multiple sources [5]. Formally,
given a series {X1,X2, · · · ,Xt}, where Xt denotes the traffic flow volume from
t to t + 1, in equal time interval, the problem can be stated as predicting Xt+1,
Xt+2, Xt+i where i ∈ N+.

Previous researches have achieved a great deal in the short-term traffic flow
prediction, however, the researches neglect mining the information about the
error between prediction and afterwards observation. These information gener-
ally reflect some temporal effects and the ignored factors that may affect the
traffic flow. As these information is not easy to foresee, utilizing these informa-
tion timely can help for further prediction. Another aspect is that a model with
concrete interpret-ability is more important sometimes when compared with
accuracy. For example, the traffic manager may prefer a prediction with error
estimation so as to estimate the possibility when the prediction fails and take
every measure to curb the worst case.

The remainder of our paper is organized as follows: Sect. 2 provides a concise
introduction of the related preliminary knowledge; Sect. 3 presents the algorithm
and gives a theoretical analysis about the solution to the problem and the evalu-
ation of the proposed method is presented in Sect. 4; Sect. 5 presents the related
work and Sect. 6 concludes this paper and shows our future work.
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2 Preliminary Knowledge

2.1 ARIMA Model

ARIMA model, which refers to autoregressive integrated moving average model.
ARIMA model is extensively deployed in the area of warehouse management,
stock exchange prediction, risk management, etc. The ARIMA model assume
that the future value of a variate, in our case the volume of passenger flow, is a
linear function of several past observation value and random errors.

A general ARIMA model of order (p, d, q) is written as

φ(B)∇dRt = θ(B)et, (1)

where B is the back-shift operator BdRt = Rt−d; ∇ is the single lag difference
operator; ∇ = 1 − B and ∇d = (1 − B)d. et represents the random error at
time t, reflecting the temporal effect of the system. φ(B) and θ(B) represent the
autoregressive and moving average operator respectively, which are defined as

φ(B) = 1 − φ1B − φ2B
2 − · · · − φBp (2)

θ(B) = 1 − θ1B − θ2B
2 − · · · − θBq (3)

where φ1, φ2, . . . , φp are the autoregressive coefficients and θ1, θ2, . . . , θq are the
moving average coefficients. et is generally regarded as the Gaussian white noise
with variance σ2.

Two important property of et will be used in the following discussion.
1. Correlation coefficient is zero for any two different time, namely

cov(et, es) =

{
0 if s �= t,

σ2 if s = t.
(4)

2. The conditional expectation of the white noise et+l at time t is zero, namely

Et[et+l] = 0, l ∈ N+. (5)

When the order of d is zero, the ARIMA model degenerates into the ARMA
(autoregressive moving average) model, which is a linear time series model. The
time series depicted by ARMA model can be regarded as the output of the linear
filter (ψ1, ψ2, . . . , ψj . . .) for input {et}, which can be defined as

Rt = et + ψ1et + ψ2et + · · · =
∞∑
j=0

ψjet−j , (6)

where ψ1, ψ2, . . . , ψj . . . are the coefficients of the linear filter and ψ0 = 1.
At time t we rewrite the above equation for time t + l as

Rt+l =
l−1∑
j=0

ψjet+l−j + Ct(l), (7)

where Ct(l) =
∑∞

j=l ψjet+l−j . According to Eq. (5), the condition expectation of
Rt+l is given as

E[Rt+l|Rt, Rt−1, Rt−2, . . .] = Ct(l). (8)
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2.2 Definition and Notation

Definition 1 A passenger flow time series. PFTS is a sequential series of
passenger flow volume, which are collected from, in our case, the card reader
and are aggregated in one hour, 24 h/day.

PFTS = {Xt} = {· · · Xt−1,Xt,Xt+1 · · · }

where Xt is the traffic flow volume from t − 1 to t and t = 0, 1, ..., 23.

Table 1 introduces the main symbols and notation used in our paper.

Table 1. Table of key notations

Notation Description

Xt Passenger flow volume from t − 1 to t

St Seasonal component of passenger flow volume from t − 1 to t

Rt Residual component of passenger flow volume from t − 1 to t

X̂t+l Predicted passenger flow volume from t + l − 1 to t + l

B Back-shift operator, which means BjXt = Xt−j

∇ Single lag difference operator, ∇Xt = Xt − Xt−1

et Gaussian white noise at t, i = 1, 2, 3 . . .
̂zt(l) Passenger flow volume from t + l − 1 to t + l predicted at time t

3 An Evolutionary Approach for Short-Term Traffic Flow
Forecasting

3.1 History Average Method and STL Decomposition

We observe from the dataset described in Sect. 5 that the weekdays passenger
flow are similar to each other, while the Saturday and the Sunday show the
similarity.

According to the observation above, the PFTS can be sorted to two category,
the weekdays PFTS and the weekends PFTS. Based on the history record, we
can count the passenger flow volume of each hour as the future prediction and
treat weekdays and weekends respectively. In the following discussion, we use
PFTSweekday[t] and PFTSweekend[t] representing the average passenger flow
volume from t − 1 to t in weekday and weekend respectively.

We also observe that both the PFTS in weekday and in weekend fluctuate
sharply over a day, and does not satisfy the stationary prerequisite. Generally,
difference operation is widely used to transform the primary time series station-
ary. However, the first order autocorrelation coefficient {∇Xt}, in our experi-
ment on the real data depicted in Sect. 6, is only approximately 0.4 and is not
remarkable enough to capture any useful linear relationship of the time series.
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Therefore, STL decomposition is deployed as a preprocessing step to acquire a
stationary time series.

STL decomposition is a widely used method to decompose a time series into
seasonal, trend, remainder component.

We assume that the primary PFTS is an addition of the seasonal compo-
nent {St} which is deterministic and the residual component {Rt}, which is a
stochastic time series, namely

Xt = St + Rt. (9)

3.2 Evolutionary Method

After STL decomposition, the residual component can be viewed as an output
of the linear time-invariant filter Ψ , with coefficient ψ1, ψ2, ψ3 . . ., as is shown in
Eq. (6).

The order of the ARIMA model can be determined according to the autore-
gressive function and AIC criteria. Here, we use the ARIMA model with
order (2, 0, 0).

Therefore, according to the Eq. (1) the residual component of PFTS is mod-
eled as:

Rt = φ1Rt−1 + φ2Rt−2 + et. (10)

The autoregressive coefficient, namely φ1 and φ2 can be calculated from the
training dataset and in this paper, we use the statistical software to determine
these parameters. As is the passenger flow pattern in weekend and weekdays
are remarkably different, when we use software to determine the autoregressive
coefficient, we treat the weekday and weekend respectively.

According to the Eq. (10), to predict Rt+1, we need the value of Rt and Rt−1.
et+1 can be regarded as zero according to the Eq. (5).

The basic l−periods prediction for Xt can be implemented by the following
algorithm.

The Algorithm 1 implements the l−periods forecasting. At time t + 1, there
are more information about passenger flow, therefore, we can improve our pre-
diction of the rest l − 1 periods.

Theorem 1. ̂zt+1(l − 1) = ẑt(l) + ψl−1et+1.

Proof. According to the STL decomposition, we get ẑt(l) = St+l + r̂t(l) and

̂zt+1(l − 1) = St+l + ̂rt+1(l − 1).
̂

zt+1(l − 1) − ẑt(l) = ̂rt+1(l − 1) − r̂t(l). For
r̂t(l), namely the conditional expectation of Rt+l at time t, we substitute it for
Ct(l) according to Eq. (8). ̂rt+l(l − 1) therefore can be replaced by Ct+1(l − 1).

̂rt+1(l − 1) − r̂t(l) = Ct+1(l − 1) − Ct(l) = ψl−1et+1. The theorem is proved.

Following Theorem 1, when we let l = 1 and immediately get the following
corollary.
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Algorithm 1. The basic l−periods forecasting
Input: Forecast date D, begin time t, periods l, Rt and Rt−1

Output: The l−periods forecasted passenger flow volumes {X̂t+1, X̂t+2, . . . , X̂t+l}
1: if D is weekday then
2: φ1 = φ1,weekday; φ2 = φ2,weekday;
3: else
4: φ1 = φ1,weekend; φ2 = φ2,weekend;
5: end if
6: //̂Rt = Rt and R̂t−1 = Rt−1 at time t
7: for i ← 1 to l do
8: R̂t+i = φ1R̂t+i−1 + φ2R̂t+i−2

9: end for
10: if D is weekday then
11: for i ← 1 to l do
12: X̂t+i = R̂t+i + PFTSweekday[t + i];
13: end for
14: else
15: for i ← 1 to l do
16: X̂t+i = R̂t+i + PFTSweekend[t + i];
17: end for
18: end if
19: return {X̂t+1, X̂t+2, . . . , X̂t+l}

Algorithm 2. update method for the rest (l − 1)−periods

Input: begin time t, periods l, Xt+1, primary forecasting {X̂t+1, X̂t+2, . . . , X̂t+l}
Output: Passenger flow volume {X̂t+2, X̂t+2, . . . , X̂t+l}
1: et+1 ← Xt+1 − X̂t+1

2: for i ← 2 to l do
3: Xt+i = Xt+i + ψi−1et+1

4: end for
5: return {X̂t+2, X̂t+2, . . . , X̂t+l}

Corollary 1. Rt+1 = r̂t(1) + et+1.

Equation (6) can be rewritten as ψ(B)et = Rt where ψ(B) = 1+ψ1B+ψ2B
2+

· · · + ψiB
i + · · · , i ∈ N+. In our case, the order of the ARIMA model is (2, 0, 0),

that is φ(B)Rt = et. We substitute ψ(B)et for Rt, deducing φ(B)ψ(B) = 1.
That is

(1 − φ1B − φ2B
2)(1 + ψ1B + ψ2B

2 + · · · + ψiB
i + · · · ) = 1

Let the coefficient of B with power greater than zero be zero, we can get

ψ1 = φ1

ψ2 = φ1ψ1 + φ2

· · ·
ψl = φl−2ψl−1 + φl−2ψl−1.

(11)
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Then, following Eq. (11) we can calculate the coefficient of ψl, l ∈ N iter-
atively. At time t + 1,the update for R̂t+i, i = 2, 3, .. l can be implemented by
Algorithm 2.

4 Experimental Evaluation

4.1 Experiment Data Sets and Experiment Context

The dataset used in our experiment is the real transaction data collected from
the bus from Foshan to Guangzhou. The bus line is 281, which is an inter-city
bus line. There are totally 6020530 transaction records, ranging from 2014/08/01
to 2014/12/31, which consist of the identification of the card, the deal time and
the type of the card, etc.

Technically, we conducted our experiment in a HANA cluster environment.
The proposed services are distributed in the cluster. As a result of making full
potential of the memory database, our method can be implemented in a short
response time (Table 2).

Table 2. The experiment settings

Client HANA cluster

Hardware Lenovo
ThinkpadT430
machine with
Intel i5-3210M
2.50GHz
processor,
8GB RAM
and 250GB
Hard Disk

Master (1 node): HP Z800 Workstation
Intel(R)Multi-Core X5690 Xeon(R),
3.47GHz/12M Cache, 6cores, 2 CPUs,
128GB (8 × 8GB+4X16GB) DDR3
1066MHz ECC Reg RAM,
2TB 7.2K RPM SATA Hard Drive
Slave (1 node): HP Z800 Workstation
Intel(R) Multi-Core X5690 Xeon(R),
3.47GHz/12M Cache, 6cores, 2 CPUs,
128GB (8 × 8GB+4X16GB) DDR3
1066MHz ECC Reg RAM,
2TB 7.2K RPM SATA Hard Drive

Software Windows 7
Professional
64bit OS and
HANA Studio

SUSE Enterprise Linux Server 11 SP3
and SAP HANA Platform SP07

4.2 Performance Evaluation

The volume in the morning and evening are remarkably high and the noctur-
nal volume is roughly zero. Therefore, the nocturnal forecasting service is less
meaningful and when comparing the predictive ability of the different meth-
ods, we only take into account the passenger flow volume from 6:00 to 22:00.
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In this research, we explore root-mean-square error (RMSE) and mean absolute
percentage error (MAPE) for performance analysis, which are defined as

RMSE =

√√√√ 1
K

K∑
k=1

(Xk − X̂k)2 (12)

MAPE =
1
K

K∑
k=1

∣∣∣Xt − X̂t

∣∣∣
Xk

× 100%. (13)

where Xk denotes the actual passenger volume from 6:00 to 22:00 and X̂k denotes
the predicted value generated by different prediction model. To measure the
predictive ability of the model for each day, the value of K is identically 16 when
Xk denotes the passenger volume of one hour.

Without the loss of generality, we take a whole week for performance evalu-
ation, from 2014/12/01 to 2014/12/07. The compared method are:

1. HA (History average method) considers the weekdays and weekend passenger
flow volume separately, and use the calculated history average volume as the
predicted value.

2. RW (Random Walk) explores the STL decomposition first and assume that
Rt = Rt−1 + et where the Rt denotes the residual component and et is a
random variate that follows the Gaussian distribution. In practice, as the
expectation of the random variate et is zero, the predicted value R̂t is iden-
tically Rt−1.

3. ANN (Artificial Neural Network) uses single hidden layer feed forward net-
work is deplored to model the passenger flow [8].

Figure 1 shows that there are four days out of seven days that our method
outperforms other methods in term of MAPE. Figure 2 shows that there are five
days out of seven days that our method outperforms other method in term of
RMSE. As is shown in Fig. 3, five predictions from five successive hours illustrate
that the trend predicted passenger flow trend approximate the actual trend.
Figure 4 compare the prediction of the passenger flow volume from 15:00 to
16:00 and show that the prediction is outperformed by the afterwards prediction
and the most recent prediction is remarkably more approximate the actual value.

5 Related Work

Time series analysis has been widely used to model the traffic flow and has
achieved great success. The ARIMA model [2] is first utilized to solve the short-
term traffic flow problem. A. Abadi et al. [10] proposed an algorithm based on
the autoregressive model that can adjust itself to unpredictable events and pay
attention to the sparsity of the traffic data. Billy M. Williams et al.

Another group of methods are related with the prosperous area in recent years,
machine learning, which have been widely deployed in ITSs field. These methods,
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Fig. 1. Comparison of EM, ANN, RW,
HA in MAPE (%)

Fig. 2. Comparison of EM, ANN, RW,
HA in RMSE

Fig. 3. Monday afternoon prediction
showing evolution

Fig. 4. Convergence of 16:00 forecast
on a Monday afternoon

unlike ARIMA model, always deploy nonparametric model. The two representa-
tive methods are certainly artificial neutral networks (NNs) [10,11] and support
vector regression [13]. These methods have strong capacity to handle the complex
and uncertain nonlinear traffic time series. Deep learning method [4,6] is also pro-
posed to model the traffic flow in a deep architecture model. Tigran T. Tchrakian
et al. [12] used spectral analysis method for the implementation of short-term traf-
fic flow prediction with the capacity of real-time updating.

6 Conclusion and Future Work

This paper has proposed an evolutionary method for the passenger flow predic-
tion and has demonstrated that the proposed method is effective. We sort the
daily passenger flow pattern into two categories, namely weekdays and week-
ends and calculate the average passenger flow volume for each time interval, one
hour a unit in our paper. A STL decomposition is deployed to make stationary
the original passenger flow time series. Then, based on the history record, we
give predicted passenger flow prediction of several periods and update the future
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prediction based on the difference of the actual passenger flow volume and the
predicted passenger flow volume. To verify that the proposed method is effective,
we carry out experiments on actual transaction record data accumulated from
the bus card reader.

We also notice that the proposed evolutionary method requires further
improvement. For example the parameter of the model comes from the train-
ing data and is fixed for weekday and weekend. Actually, these parameters shift
a little as the daily passenger flow pattern changes. Hence, we are now try-
ing optimizing our model and mining the relationship between weather and the
passenger flow pattern for a dynamic adjustment of the parameters.
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Abstract. Based on the airborne LiDAR data from Jiyuan test area, this paper
studies the technical scheme and operation flow of the all - digital pho-
togrammetry workstation VirtuoZo, which is used to rapidly produce and update
geo-information data DOM for surveying and mapping. It provides the technical
support for the production standard formulation of the geographic information.

Keywords: The digital orthogonal map � VirtuoZo � Three-dimensional
triangulation

1 Introduction

Since the early 1980s, the production application of the large scale topographic map
using aerial survey technology was carried out in some large cities, such as Beijing,
Shanghai, Shenyang, Wuhan and so on, in china. But with the development of the
national economic construction, the demand of large scale digital orthogonal map
(DOM) that used in city planning, city construction and management increase, and
meanwhile the currency requirement is increasing day by day.

Commonly, the image data of aerophotograph, MODIS images and SPOT images
are used in surveying and mapping production, and these images are obtained by aerial
photography or remote sensing satellites. The production process of the digital
orthogonal map is described as follows: first of all, some ground control points are
measured on the image pair; and secondly the digital elevation model (DEM) within the
scope of this image pair are generated using the digital photogrammetric workstation;
thirdly the tilt error and projection error of the image are corrected and finally the film
map of digital photograph of each single model is generated. Then a number of the
digital orthogonal map are jointed together, and after the image smoothing process, the
digital orthogonal map is cut out according to a certain range of the image.

In order to meet the demand of the frame construction of basic geographic spatial
infrastructure in Jiyuan city, this paper discusses the production method of the digital
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orthogonal map (DOM) through the 1: 10000 DOM produced examples based on all
Digital Photogrammetry Workstation VirtuoZo of Supresoft company.

2 Technical Scheme

The basic process to produce DOM using VirtuoZo digital photogrammetric work-
station is shown in Fig. 1.

2.1 Data Preparation

2.1.1 Data Analysis of Survey Area
Flight quality: flight route curvature to meet the requirements; no aerial absolute vul-
nerability discovery; course overlap in 65%–75%, side lap general in 35–50%, but
because of the overlap is too large, the measurement of photo control point is increased.

Image quality: because of aerial camera focal length, aerial photographic materials
and the aerial vertical visibility, there is a phenomenon of color restoration distortion of
aerial film which affect external interpretation of the fringe section and the color
rendition of the whole image, we should use the central part of the image as much as
possible to over come the shortcoming of the image quality.

Fig. 1. DOM production flow
chart

Fig. 2. Aerotriangulation flow chart
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2.1.2 Data Preparation of Survey Area
Scanning Digital Image: the scanning resolution is 255 μm, and the image is stored in
TIFF format without compression. The scanned image should be moderate contrast,
full color, full image and frame label clear.

Image Smoothing: color levels adjustment. The computer quantify image samples
to 256 levels. After the comparison test, the gray scale output is defined between 30 and
225, which not only meets the requirement of the operator, but also is less lost of
image. The colour levels of orthophoto map which is generated by correcting and
mosaicking are again adjusted to 0 to 255, and it can improve image clarity and ensure
uniform color balance. For single image adjustment, the “histogram” function is used,
and for the measurement of different light and shade areas, the “curve” adjustment
method is used. The photos should be compared with each other and be consulted with
each other (including heading, lateral, area). The visual method is relatively simple, but
the accuracy is poor. So local area of the same name can be measured firstly by the
“histogram” function, and then the gray level distribution, intermediate value and
average value are compared. If the difference is large, the result should be adjusted until
it meets the requirements of gray level transition.

Survey area: camera files, control point files, aerial image index, photo area, route,
aerial image metadata file.

2.2 Three-Dimensional Triangulation

The survey area are established by using VirtuoZo AATM, and PAT-B is used in
regional network adjustment. The three-dimensional triangulation is carried out by
zone, and its process is shown in Fig. 2.

The connection strength of each model should be improved to improve the pre-
cision of the results. 5 points are chosen near the vertical line which is near the main
point in each photograph, and 3 encryption points are chosen near the point; Frame
scalar measurement use automatic internal orientation, and inspect artificially piece by
piece. The default to the residuals should not be greater than ±20 μm. In order to
ensure the stability of the regional network, each photograph should have connection
point on the course and lateral in the connection between strips. The connection point
that exist on the treetop and connection point of texture difference should be moved to
the point which image texture is clear, and can be accurately matched. The connection
point and the ground control point are edited until it fully meet the requirements and
there is no gross error. Rigorous adjustment of light beam method is carried out by
introducing correction of photo deformation system error correction, earth curvature
and atmospheric refraction after the gross error detection.

During the three-dimensional triangulation, multi angle image encryption screen
test point should be used to interpretate and identify the data when the position is not
clear, or ground deformation is too large.
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2.3 Image Matching Pretreatment

The nuclear line image range is generated after the three-dimensional model is
established. According to the image of the same name, the image is re arranged to form
a nuclear line image.

Some necessary feature points, lines or surfaces are picked up according to the
terrain feature to decrease the local deformation of digital orthophotoimage and
improve the accuracy of digital orthophoto map. So as to control the matching pre-
cision of DEM and ensure the accuracy of the digital image. Elevation must be strictly
cut to the ground, feature line node uniform and can not cross, node symmetry on the
ridge and below the ridge in feature extraction. Nonrelated regional line cut the ground,
and the regional difference in line does not differ too much, so as not to affect the
accuracy of image matching; The river water characteristic acquisition and general
characteristics of the flow lines are the same, but the elevation change collected should
be consistent with the river, because the water flow to the low; If ponds, lakes and other
water surface elevation is consistent with each other, we can measure the height of the
water, and then lock the elevation, water collection characteristics, so as to ensure the
water level; If not, you should first determine the surface average height, and then lock
the elevation line acquisition characteristics. The following processing, such as image
matching, contour editing, will be carried out the nuclear line image. The matching
window size and matching interval should be determined by parameter setting, and the
point of the same name should be determined along the core line. According to the
terrain of the model to edit and ensure that the contour of the surface.

2.4 DEM Generation

Digital terrain elevation model (DEM) is the basis of the production of a positive
image. DEM can be generated after the image matching editing; and then according to
the image matching effect DEMMaker can be used to edit the DEM. The production
process is shown in Fig. 3.

The grid spacing of DEM is more appropriate in the general election between 20–
50 m, it can not only reflect the features of the changes, but also ignore certain objects
(for example: because there are more city buildings, if the grid spacing is too small, the
deformation of buildings may caused and it will increase the workload of editing). The
range of the feature image acquisition should not exceed the connection of the
encryption point 20 m. Acquisition of characteristic elements are stored by mappable
unit as unit, storage, collection range map profile range extension of 10 m. Collection
scope is external expansion to m of map profile range.

Figure painting medium grid DEM are generated by using the collected feature
images or vector structure TIN. The editing command of DEMMaker is used to check
the degree of anastomosis of DEM point and each model. Feature points, feature lines,
and feature surfaces should be added for the regions in which DEM point and each
model are misfit to make each grid node close to the surface. After checking the quality
of each model grid in the graph, the characteristic elements of the map can be derived.
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2.5 DOM Generation

Digital orthophoto map (DOM) is obtained by using digital elevation model
(DEM) data, applying digital differential correction technique and carrying image
photo rectification to eliminate the projection error of image (Fig. 4). The scope of the
range of aerial photographs correction should in orientation points, and the maximum
range should not exceed the control point of photograph of 20 m.

A standard map of DOM map need more than one image pair ortho image to join
and mosaic. Due to the image gray level difference of surface features with the same
name that caused by the difference of image photography angle, the complexity of the
connection is far greater than the line drawing. The boundary requires not only to meet
the accuracy of spatial coordinates of objects, but also to ensure that the image gray
level of the same name in the area. Hand stitching must be used when city images are
handled, because there are many surface features in the city and there are not DEM
correction for tall buildings. Smooth curve of approximate straight line is the best
choice and try to avoid small angle line when you select the stitching line. Furthermore,
you should try to avoid tall buildings, and you can use the single model image to patch
splice defect that cannot be eliminated. Image smoothing may be needed for the
boarded area at the edge of the positive image. The method is the same with the above,
and there is no longer describe about it.

Fig. 3. Make DEM flow chart Fig. 4. Make DOM flow chart
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3 Experiment and Analysis

3.1 Conversion and Post - Conversion Accuracy Statistics of Point Cloud
Coordinate System

The method of plane coordinate transformation and elevation fitting is used to trans-
form the point cloud coordinate system. D grade GPS control network results of Jiyuan
city is used to calculate the conversion parameters by choosing 10 points in the plane
coordinate transformation, and Henan 20 × 20 quasi-geoid refinement results are used in
elevation conversion. The elevation differences of checkpoint is shown in Table 1.

3.2 DEM Production and Extraction of Landform Elements

According to the measurement accuracy requirements of 1: 10000 DEM, the point
cloud data are divided into Ground, Water, Noise, Default and Temp, and the final
DEM product is constructed and outputted to the ground point cloud data with fine
classification. The field measured elevation is used to check the production of DEM
data as a checkpoint. It is calculated that the elevation error is ±0.12 m. The DEM data
is shown in Fig. 5.

Table 1. The elevation difference of the laser data after calibration (unit: m)

Serial number Point number X Y HS HLiDAR DH

001 A001 640605.274 3893035.602 196.992 197.042 +0.050
002 A002 640624.720 3893034.227 196.826 196.817 −0.009
003 A003 640653.458 3893031.985 196.561 196.619 +0.058
004 A004 640681.832 3893029.979 196.350 196.338 −0.012
005 A005 640732.967 3893026.232 195.903 195.899 −0.004
006 A006 640775.201 3893023.083 195.513 195.529 +0.016
007 A007 654190.474 3893318.133 149.874 149.821 −0.053
008 A008 654199.923 3893343.246 150.183 150.132 −0.051
009 A009 654214.488 3893382.056 150.635 150.591 −0.044
010 A010 654230.205 3893423.829 151.190 151.161 −0.029

Fig. 5. Flat ground DEM shading effect
diagram

Fig. 6. Xiaolangdi Reservoir DOM
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3.3 DOM Production

The corrected outer azimuth element is obtained through the regional free network
adjustment of the outer orientation element of each photo and the elimination of error
between the various photos which are obtained using the camera calibration value
calculation. And the DOM of Xiaolangdi Reservoir in Jiyuan city is produced by using
accurate DEM data to orthorectification, mosaic, splicing, color and sub-frame output.
And then the DOM accuracy are made by actual inspection (Fig. 6). As a result, the
error in the plane position is ±0.546 m.

4 Concluding Remarks

This paper discusses the production process and quality control methods of making
DOM through the full digital photogrammetric workstation VirtuoZo, connecting with
the production practice of the film map of digital photograph in Jiyuan city. Large scale
production and application of digital image is the inevitable trend of the development
of “digital city”, which provides a powerful information support and information
security for the building “digital city”.
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Abstract. Many researches and experiments have shown that delay-based
congestion avoidance (DCA) algorithms improve TCP throughputs. However,
many factors affect the veracity of DCA algorithms. In order to solve these
problems, a fuzzy control based on DCA algorithms (FDCA) is proposed which
eliminates these negative influences when gauging network congestion condi-
tions. The performance of the algorithm has been tested and evaluated using NS
simulator and the simulation results have demonstrated that the algorithm
identifies network congestions more accurately and consequently increases
network throughputs.

Keywords: Fuzzy control � Congestion control � Congestion avoidance

1 Introduction

TCP protocol is commonly used by hosts to manage network congestion on the
Internet. Many researches have shown that native TCP congestion management
mechanism is conservative in nature, affecting the network throughputs in many sce-
narios. There have been a lot of ongoing researches on TCP congestion management
with the aim to increase the throughputs of TCP protocol. A well-known improvement
is TCP Reno method. TCP Reno uses ACK messages – the successful arrival or not of
them, to perform congestion control. However, this does not take into consideration of
the transport latency of ACK messages. Upon the occurring of network congestion, the
time latencies in ACK messages will start to increase. But, as long as they are not
exceeding TTL and not lost, even if the latencies of ACK messages are getting greater,
TCP Reno will continue to increase the transmit window which in turn worsen the
network congestion. As a further improvement, TCP Vegas [1] algorism was developed
and focused on CWND adjustment algorism improvement – congestion window
adjustment in congestion avoidance phase. This is based on observing the changes of
Round Trip Time (RTT) in TCP connections to detect potential network congestions,
rather than detecting packet losses. Accordingly CWND sizes are adjusted. This is a
delay-based congestion avoidance (DCA) algorism. In DCA algorism, changes in RTT
are considered as consequences of network congestions. Increases in RTT suggest
network congestion and the algorism would reduce sender’s CWND size by a defined
percentage. Decreases in RTT suggest network load is easing and the algorism would
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increase sender’s CWND size by a ratio. Leading DCA algorisms developed until
today include TCP/Vegas and Dual. Researches have shown that TCP Vegas can
increase throughput by 40%–70%, comparing with widely used TCP Reno algorism.

Previous researches on DCA focused on low speed data links or networks with high
percentage of DCA flows. This research document [2] has shown that in modern high
speed data links or where there are less DCA flows, using RTT to manage congestion
will result in TCP throughput decreases. After analyzing a large number of tests, it is
discovered that only 7–58%. In fact, this document [2] has pointed out that it is neither
accurate to only use RTT to indicate 18% of packet losses are relevant to increases in
RTT. In these circumstances, using DCA algorism to manage congestion would reduce
TCP throughput by 7%–58%. In fact, this document [2] has pointed out it is neither
accurate to only use RTT to indicate network congestions nor that it has the ability to
detect sudden (bursty) congestions on high speed networks – as such can not to be used
to accurately gauge the status of network congestions.

This paper uses ideas in this document [3] to thoroughly analyze the use of RTT as
congestion control indicators and has discovered two defects. First, there is no con-
sideration of the impact on RTT due to non congestion delays. Second, on high speed
networks sudden bursty congestions can occur within a fraction of a time, traditional
RCA algorisms can neither detect accurately nor react in time. This paper discusses a
fuzzy control based on DCA algorithm (FDCA). This algorism not only eliminates the
impact to RTT due to non congestion delays by using fuzzy theory to describe the
fuzzy nature of changes of RTT but also utilizes a combined method based on real time
data and historical data of RTT to engage a fuzzy control mechanism to adjust to
CWND. This has consequently achieved optimized detection and reaction to network
congestions, effectively resolving the issue of reduced throughputs due to bursty net-
work congestions, and greatly increasing TCP throughputs in congestion avoidance
phase. Simulation tests have demonstrated that this algorism can significantly increase
TCP throughputs and improve network performance.

2 The Fuzzy Control Model of a Congestion Avoidance
Algorism

In typical DCA algorism TCP Vegas, congestion window is not continuously increased
in the congestion avoidance phase. Rather, the additional network traffic is estimated to
reasonably control CWND. First BaseTT is recorded as BaseRTT = min(RTTi), then
calculate Expected = CWND/BaseRTT. When a new sampling NewRTT is received,
calculate Actual = CWND/NewRTT. Compare Expected and Actual, we get Diff =
Expected – Actual. As per definition, Diff should be greater than 0. If Diff < 0, then
BaseRTT is too large and needs to be adjusted to NewRTT. Two thresholds are defined:
α and β. When Diff < α, Vegas increases CWND linearly; When Diff > β, Vegas
decreases CWND linearly; CWND is not adjusted when α < Diff < β.
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In fact, Diff = Expected – Actual = (NewRTT – BaseRTT)CWND/(Base-
RTT*NewRTT), so

Diff ¼ DRTT � CWND= BaseRTT � NewRTTð Þ ð1Þ

In formula (1), ΔRTT is the difference (D-value) of the minimum RTT and the
current RTT, and is a crucial factor influencing the outcomes of DCA algorisms.
Usually, RTT is affected by four factors: data transport time Tp (the physical signal
transport time of a packet through all data links), processing time Td (time it taken) for a
packet to be processed by all nodes), transmit time Tt (time it taken) by network nodes
to place a packet onto data links) and queuing time Tq (time a packet waits in queues at
network nodes). Among these, only Tq is good indicator of network congestion. If all
other factors stay the same or do not change significantly during the trip of a network
packet, ΔRTT would indicate the level of network congestions reasonably well.

However, for TCP traffic, while Tp and Tt can be stable [4] in a given duration of
time, it is highly likely that Td incurs changes. When we examine a router’s processing
of network packets, the process time variations due to packet sizes are negligible.
However, when destination host generates ACKs, some ACKs would incur additional
latency of 0–500 ms due to TCP Delayed Acknowledgement TCP ACK combinations.
This introduces significant impact to overall RTT. As to Td, this can be represented as
Td ¼ Td 0 þ Tdelay. Td 0 represents the sum of processing times to a packet by all network
nodes and Tdelay is the ACK combination delay, varies dynamically between 0–500 ms.

We can derive from above analysis, that network congestion detection mechanisms
solely relying on RTT are vulnerable to Td interference. Such interference can be
eliminated through further processing. This paper recommends an algorism, which
employs a corrector to eliminate errors introduced by Td, before subjecting RTT to
fuzzy control algorism. In this way Tq is obtained which reflects changes in congestion
levels more accurately, as per Fig. 1:

In high speed networks bursty congestions typically last very short times (去s).
Queuing in buffers due to network fluctuation can be cleared up swiftly by high speed
data links – disappearing in short period of time. A result of this is there can be sparse
occurrence of large latency RTT. In such scenarios, if we use Vegas algorism, it will use
linear computation to drastically reduce CWND to avoid generation of congestion.
However, the most likely scenario is network has already returned to normal after a large
RTT. Vegas algorism in these cases will reduce TCP throughputs. To counter the
negative impact that DCA algorisms bring in bursty congestions, this paper discusses

Corrector Fuzzy Controller CWND

Told

Tnow

RTTΔ

Δ

Δ

Fig. 1. DCA’s fuzzy controller model
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the use of not only ΔRTT to identify network congestions, but also the use of the relative
changes in RTT as well as the most recent historical changes of RTT for fuzzy control.

In Fig. 1, the inputs to the Fuzzy Controller include not only ΔRTT but also the
difference of two consecutive Tq − ΔT. One such input is ΔTnow – the difference of
current Tq and last Tq. Another such input is ΔTold – the sum of the differences of last n
Tq. When large ΔRTT or large ΔTnow starts occurring, Fuzzy Controller will not
immediately greatly reduce CWND. Rather, it will perform more reasonable processing
based on ΔTold, effectively avoids the issue of reduced throughputs due to bursty
congestions. The number of the most recent sampled Tq differences should not exceed
the number of ACKs within the given RTT time frame, subjecting to real life scenarios.

3 The DCA Algorism Using Fuzzy Control

3.1 The Algorism of the Corrector

From the above analysis we can conclude, that the effective component from TCP RTT
that indicating network congestions is Tq. ACK delays cause significant changes in RTT
and affect the congestion indication accuracy by direct use of RTT. To increase the
accuracy of congestion prediction, we need to overcome the influences by ACK delays.

In a given stable duration of time, RTT of a TCP flow can be calculated using this
simplified formula:

RTT ¼ Tp þTt þTd
0 þTdelay þTq ð2Þ

In Formula (2), we need to know Tq to predict the status of network congestions.
And finding out Tq is difficult. So to obtain a measurement that reflects the network
congestions, we compare the subsequent two RTT values:

RTT1 ¼ Tp1 þ Tt1 þ Td1
0 þTdelay1 þTq1 ð3Þ

RTT2 ¼ Tp2 þTt2 þTd2
0 þTdelay2 þTq2 ð4Þ

Generally, within the lapse of time of two subsequent RTTs,
Tp1 � Tp2; Td1 0 � Td2 0; Tt1 � Tt2. Perform Formula (3) – Formula (4), and further
transformation, we get:

DTnow ¼ Tq2�Tq1 ¼ RTT2�RTT1� Tdelay2�Tdelay1
� � ð5Þ

Using Formula (5), ΔTnow, which can indicate queuing delays, can be derived from
two consecutive RTTs, and be used as indicator for network congestion levels. This
would greatly increase the accuracy of network congestion prediction. However, Tdelay
in Formula (5) is not practically obtainable. We slightly modify the TCP protocol,
leveraging a reserved field in TCP Header to transport back the latency (ms) of the
ACT combination delays. Every time the receiver sends ACK, TCP will write the value
of timer ‘ACK delay’ to the reserved field. This reserved field in TCP header only has
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6 bits so we define each unit as 4 ms, thus, a total of 26 × 4 ms, i.e., 256 ms can be
represented. As to normal TCP algorisms, this reserved field can be totally ignored so
(when?) compatible to sender’s processing.

Besides, the corrector will store the recent calculated ΔTnow. Based on the RTT size,
the corrector decides how many ΔTnow it will store. In each calculation:

DTold ¼
Xn
i¼1

DTnowi ð6Þ

Through this way the corrector can obtain the trending values of the recent changes
in queuing delays, together with the current calculated ΔTnow are fed to the fuzzy
controller for processing. When data link statues incur changes, all stored ΔT are cleared.
In the mean time, the corrector also calculates the difference of current RTT and
BaseRTT − ΔRTT and feeds to the fuzzy controller, as well as updating BaseRTT. So

DRTT ¼ RTT�BaseRTT ð7Þ

3.2 The Delay Differences (Jitters) Based Congestion Evaluation

Due to the fuzzy attributes of the very concept of congestion, we can not just use
precise queuing time to describe network congestion. Although in previous discussions
we have used corrector to process RTT and obtained relatively accurate differences in
queuing times, we can only state it reflects congestion status in some duration of time.
I.e., with RTT of a particular time, ΔRTT and ΔTnow may demonstrate large values,
suggesting the possibility of the existence of network congestion, but a very small or
negative value of ΔTold would indicate this current congestion status is highly likely to
be bursty in nature. As such, we introduce fuzzy theory to describe this fuzzy natured
procedure, fully leveraging the advantages that fuzzy theory possesses on handling non
linear situations and problems with uncertainty, to achieve the goal of optimizing
congestion control mechanism, increasing the throughputs of the whole network.

ΔRTT, ΔTnow and ΔTold have values in vast different ranges. For the sake of
algorism processing, we first apply normalization to these three parameters to derive
them into delay difference (jitter) ratios in closed interval [0, 1]. We use the timed out
value in TCP calculation as the maximum RTT to work out:

DRTTmax ¼ timeout�BaseRTT ð8Þ

Then the normalization results to ΔRTT, ΔTnow and ΔTold will be:

DRTT0 ¼ DRTT=DRTTmax ð9Þ
DT0

now ¼ ðDRTTmax þDTnowÞ=2DRTTmax ð10Þ

DT0
old ¼ ðDRTTmax þDToldÞ=2DRTTmax ð11Þ
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The delay difference ratios are categorized into three language variables {Free,
Normal, Congestion} with following detailed definitions: Free (F) – the network is light
on congestion, with free capacity; Normal (N) – The network has low level congestion;
Congestion (C) – the network is congested. As per Zadeh’s definition of fuzzy subset,
we define domain of discourse U: delay difference ratios (the ratio of the current jitter to
the maximum jitter) and three mappings from U to closed internal [0, 1]:U → [0, 1], u
→ μF(u); μN:U→ [0, 1], u→ μN(u); μC:U→ [0, 1], u→ μC(u). Three fuzzy subsets
of U are established: F, N, & C. And μF(u), μN(u), μC(u) are named membership
functions to F, N and C, respectively. At same time, we use decision set V = {F, N, C} to
describe the current congestion status of the whole network.

The selection of membership functions is the crucial step in performing fuzzy
comprehensive analysis. Common membership function choices are trigonometric
functions, trapezoidal functions and spline functions. We derive the required number of
language fuzzy sets to describe every jitter from the quantified magnitude of conges-
tions. Every language fuzzy set maps to a different congestion level and a different
membership function. In this discussion we use trigonometric functions to define the
three membership functions on U: μF(u), μN(u), μC(u), as shown in Fig. 2:

The Normal Interval in Fig. 2 is defined by α and β, similar to the two thresholds α
and β in TCP Vegas, to ensure the network status in system stable durations.

3.3 The Congestion Processing Using the Three Jitter Ratios

For the purpose of accurately obtaining the current congestion status of the network,
comprehensive evaluation of the three jitter ratios is required. We use factors set U to
represent three fuzzy variables: U = {u1, u2, u3}, u1, u2, u3 map respectively to three
jitter ratios: ΔRTT′, ΔT′now and ΔT′old. A fuzzy relationship is established from factors
set U to decision set V, which we can describe using fuzzy matrix R:

Fig. 2. Membership functions
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R ¼
lFðu1Þ lNðu1Þ lCðu1Þ
lFðu2Þ lNðu2Þ lCðu2Þ
lFðu3Þ lNðu3Þ lCðu3Þ

2
64

3
75

In consideration of different significant levels of the jitter ratios in comprehensive
evaluation, we distribute weighting values as w = (w1, w2, w3), where weighting
coefficient wk represents the significant level in our view of the jitter ratio k, where
0 ≤ wk ≤ 1, k = 1, 2, 3; w1 + w2 + w3 = 1. Obviously, when w1 = 1, w2 = w3 = 0, the
result approaches to that of TCP Vegas.

Let the comprehensive evaluation result be p = (p1, p2, p3), then:

p ¼ w � B ð12Þ

where ° is the Max-min synthesis operation commonly used in fuzzy matrixes, and pj
represents the different statuses of degree of membership of how the current level of
network congestion belongs to V, after comprehensive considerations of the three jitter
ratios. When compare pi(i = 1, 2, 3), there exists a k, so that

pk ¼ maxj pj
n o

ð13Þ

Based on the principle of maximum degree of membership, we can evaluate the
network status defined by pk, and intelligently control CWND. Table 1 describes the
principles of fuzzy congestion processing:

3.4 Algorism Processing Steps

① Perform correction processing to received RTT, as per formulas (5), (6) and
(7) to calculate respectively ΔTnow, ΔTold and ΔRTT.

② As per formulas (9), (10) and (11), apply normalization to ΔTnow, ΔTold and
ΔRTT, to derive ΔT′now, ΔT′old and ΔRTT′.

③ Fill in Matrix R with the results from normalization processing.
④ As per defined weighting w, calculate p with formula (12).
⑤ Calculate pk through formula (13) to obtain the current network status.
⑥ Use Table 1 to calculate the newest value of CWND.
⑦ Finish.

Table 1. The principles of fuzzy congestion processing

Status Action

Free Increase congestion window linearly
Normal Make no change to congestion window
Congest Decrease congestion window linearly
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4 Performance Simulation Analysis

We used NS to perform simulation analysis to the designed algorism. First, further
expansion is made to NS to realize the FDCA algorism which first time defined by this
paper. Then the performance of this algorism is compared to (with) the performance of
TCP Vegas. The network topology and its parameters used in the simulation are shown
in Fig. 3:

Bottlenecks will not occur between R1 and R2. The data link bandwidth between
R2 and R3 is 10 Mbps, when all sending hosts transmitting data to respective receiving
hosts, this data link will be the bottleneck. The initial transport latency of each data link
is shown in the diagram which can be adjusted during simulation. We also define the
sending-receiving success rates of all data links are 100% to avoid any deviation cased
by it on the evaluation of the algorism on each node.

When performing simulation, each router was set to FIFO and DropTail queuing
management algorism, buffer max queue length 100 KB, and acknowledgement win-
dow size 20 message segments. The maximum data packet length was set to 1400 bytes.
S1*S6 run TCP, use respectively pure TCP Vegas and FDCA (will be referred to as
FDCA TCP next) in congestion avoidance phase to compare the congestion avoidance
improvements by FDCA algorism. S7 and S8 used to generate background traffic.

During the performance evaluation, default values were set for fuzzy membership
function parameter α and β as 0.4 and 0.6; weighting distribution as w = (0.4, 0.3, 0.3).
The main focus was to examine the throughputs of FDCA TCP and pure TCP Vegas
under various conditions, as explained below.

4.1 Performance Comparison with Different Transport Delays

To demonstrate that FDCA has sound adaptability over transport delays, we setup six
Telnet flows, between Si and Di (i = 1, 2, …, 6) respectively. S7 and S8 transmitted

Fig. 3. Network topology

502 H. Zhang et al.



CBR background traffic. All TCP flows were two ways, with the host to server traffic
being 1/3 of that of from server to host. For comparison purpose, all other settings were
the same to FDCA TCP and TCP Vegas. Every simulation run was 50 s. The
throughput results of R3 are reported in Fig. 4:

Figure 4a shows the network throughputs with small transport latencies between
R2 and R3. We can see that FDCA TCP significantly increases the overall throughputs.
We can also find that throughputs of TCP Vegas are inconsistent while FDCA TCP is
relatively consistent. This was mainly due to t the changes in transport latencies and
ACK delays caused TCP Vegas misjudgment and lowered the congestion prediction
accuracy.

Then we slightly adjusted the simulation condition to increase the data link latency
between R2 to R3 to 100 ms. The results are shown in Fig. 4b. We found reduced
performance differences between TCP Vegas and FDCA TCP. This was mainly

a) R2-R3 Transport delay: 20ms 

 b) R2-R3 Transport delay: 100ms 
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Fig. 4. (a) R2-R3 Transport delay: 20 ms and (b) R2-R3 Transport delay: 100 ms
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because the latency caused by data packet length was reduced to a smaller proportion in
the overall RTT, consequently making the comparison results closer. By further adjust
FDCA’s α and β thresholds, further improvements to throughputs can be achieved.

4.2 Performance Comparison in Bursty Congestions

To demonstrate that FDCA has good adaptability to impacts of bursty congestions, we
modified the previous simulation setup so that the background traffic generated by S7
and S8 becoming ON-OFF flows, with continuous 50 ms of 4 Mbps traffic in every
second on average. To highlight the impact of sudden bursty congestion, R2’s buffer
size was set to 50 KB. Data link latency between R2 to R3 was set to 100 ms. The R3
throughput results are shown in Fig. 5:

We can see clearly that FDCA TCP significantly increased the throughputs. We can
also find that in bursty congestion scenarios neither TCP Vegas’ nor FDCA TCP’s
throughputs were consistent. However, FDCA TCP has less fluctuation amplitude. This
is mainly because the use of historical jitters by FDCA TCP has smoothened the large
magnitude movements in throughputs caused by bursty congestions.

5 Conclusion

The Fuzzy Control based on DCA Algorism considered the impact of transport
latencies and ACK delays, as well as the current and historical changes of RTT,
significantly increasing the accuracy of network congestion prediction. Simulation
experiments have demonstrated that FDCA can provide significant performance gains
in bursty congestion common scenarios. It can also significantly increase network
throughputs and can increase the resource utilization of IP networks.
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10 20 30 40 Time(s)

FDCA TCP

TCP Vages

Fig. 5. Throughputs of Telnet flows
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Further research through better understanding of network traffic characteristics
could lead to establishment of better membership function models, which will better
predict the network congestion status, and further improve the performance of FDCA
algorism.
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Abstract. User revocation is an important functional requirement in
hierarchical identity-based encryption (HIBE) scheme from the point
of practical applications. In this paper, we propose a revocable HIBE
scheme with constant ciphertext size and prove it is semantic secure
under the strong adaptive-ID model by employing the recent dual system
encryption methodology and predicate encoding technique.

Keywords: Hierarchical identity-based encryption · Revocable identity-
based encryption ·Revocable hierarchical identity-based encryption ·Dual
system encryption · Predicate encoding

1 Introduction

Hierarchical identity-based encryption (HIBE) [1] is an important extension of
identity-based encryption (IBE) [2], which can offer user more levels of flexibility
in sharing sensitive data for cloud computing [3]. In an HIBE scheme, user
identities are arranged in an organizational hierarchy, and the trusted private key
generator (PKG) can delegate private key generation and identity authentication
to its sub-authorities, who in turn can keep delegating private key generation
and identity authentication further down the hierarchy to the users. The first
fully functional HIBE scheme was proposed by Gentry and Silverberg [4], which
is proved to be adaptive-ID secure in the random oracle model. Recently, Lewko
and Waters [5] proposed the first HIBE scheme (LW-HIBE) with constant size
ciphertext in composite order bilinear groups, which is proved to be adaptive-ID
secure in the standard model.

To apply an IBE scheme or an HIBE scheme in real applications, we should
revoke the private key of a user if his private key is compromised or his cre-
dential is expired. Several efficient revocable IBE (RIBE) schemes have been
proposed by using the complete subtree method [6] in recent years ([7–10]).
Seo and Emura [11] proposed the first realization of revocable HIBE (RHIBE)
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 506–515, 2017.
DOI: 10.1007/978-3-319-52015-5 52
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scheme in CT-RSA 2013. However, Seo and Emura’s RHIBE scheme is only
proved to be semantically secure in the relaxed selective-ID model, and the size
of ciphertext increases linearly with respect to the depth of the identity hier-
archy. Seo and Emura proposed to construct more efficient (in the sense of the
ciphertext size) and secure (in the sense of adaptive-ID model) RHIBE scheme
as an open question. Tsai et al. [12] proposed an adaptive-ID secure RHIBE
scheme. However, it is not scalable. Recently, Seo and Emura [13] presented a
new method to construct RHIBE scheme that implements history-free updates,
and proposed two RHIBE schemes with shorter secret keys and constant size
ciphertexts using the complete subtree revocation method and subset difference
revocation method, respectively. Unfortunately, both schemes are only proved to
be selectively secure under the decisional �-weak Bilinear Diffie-Hellman Inver-
sion assumption, and both schemes have the inherent limitation that the size of
public parameters linearly grows to the maximum hierarchy depth.

To obtain an adaptive-ID secure RHIBE scheme with constant-size cipher-
texts, a natural approach is to combine the complete subtree method with
LW-HIBE scheme [5]. Unfortunately, this direct combination may result in the
exponential growth of the size of subkeys and difficulty in the security proof [11].
In this paper, we propose an efficient adaptive-ID secure RHIBE scheme with
constant-size ciphertext, which solves the open problem presented by Seo and
Emura [11]. In our RHIBE construction, we apply the asymmetric trade strat-
egy [11] to avoid exponentially large secret keys in the corresponding hierarchical
level, and prove its security by using Wee’s strategy [14], which combines dual
system encryption methodology with predicate encoding technique.

The rest of the paper is organized as follows. In Sect. 2, we introduce some
preliminary work necessary for our RHIBE construction and security proofs. In
Sect. 3, we give formal syntax and security definitions for RHIBE scheme. In
Sect. 4, we describe our RHIBE construction from composite bilinear groups.
In Sect. 5, we present efficiency analysis and security proofs of our RHIBE con-
struction. Finally, we conclude the paper in Sect. 6.

2 Preliminaries

Let p1, p2 and p3 are distinct primes, and n = p1p2p3. A composite order
bilinear groups generator G is a probabilistic polynomial-time (PPT) algorithm
that on input a security parameter κ outputs a composite order bilinear group
(n,G,GT , ê), where G and GT are multiplicative groups of order n, and ê:
G × G → GT is a bilinear pairing with the following properties:

– Bilinearity: For all g, h ∈ G and a, b ∈ Z∗
n, we have ê(ga, hb) = ê(g, h)ab.

– Non-degeneracy: If g is a generator of G, then ê(g, g) is a generator of GT .
– Computability: There exists an efficient algorithm to compute ê(g, h) for all

g, h ∈ G.

We denote by Gp1 , Gp2 and Gp3 the subgroups of order p1, p2 and p3 in G,
respectively. Our RHIBE construction relies on the following two assumptions



508 C. Wang et al.

which are instances of the general subgroup decision assumption in composite
order bilinear groups [14].

Denote (p1p2p3,G,GT , ê) ← G(1κ), g1
$← G∗

p1
, g3

$← G∗
p3

, g12
$← Gp1Gp2 ,

D = (g1, g3, g12), L1
$← Gp1 and L2

$← Gp1Gp2 . Given two distributions
(G(1κ),D, L1) and (G(1κ),D, L2), the advantage of an adversary A in break-
ing the subgroup decision problem 1 is defined as

AdvSGD1
G,A (κ) =

∣∣∣∣ Pr[A(G(1κ),D, L1) = 1] − Pr[A(G(1κ),D, L2) = 1]
∣∣∣∣

Assumption 1. We say that G satisfies the subgroup decision assumption 1 if
AdvSGD1

G,A (κ) is a negligible function of κ for any PPT adversary A.

Denote (p1p2p3,G,GT , ê) ← G(1κ), g1
$← G∗

p1
, g3

$← G∗
p3

, g12
$← Gp1Gp2 ,

g23
$← Gp2Gp3 , D = (g1, g3, g12, g23), L1

$← G∗
p1
Gp3 and L2

$← G∗
p1
G∗

p2
Gp3 .

Given two distributions (G(1κ),D, L1) and (G(1κ),D, L2), the advantage of an
adversary A in breaking the subgroup decision problem 2 is defined as

AdvSGD2
G,A (κ) =

∣∣∣∣ Pr[A(G(1κ),D, L1) = 1] − Pr[A(G(1κ),D, L2) = 1]|

Assumption 2. We say that G satisfies the subgroup decision assumption 2 if
AdvSGD2

G,A (κ) is a negligible function of κ for any PPT adversary A.

The KUNode algorithm was proposed by Boldyreva et al. [7] to achieve effi-
cient revocation for IBE schemes. Denote the root node of the tree T by root.
If η is a leaf node, we denote the set of nodes on the path from η to root by
Path(η). If η is a non-leaf node, we denote the left and right child of η by ηL and
ηR, respectively. Each user is assigned to a unique leaf node. If a user (assigned
to η) is revoked on time T, then (η, T ) is added into the revocation list RL.

X,Y ← ∅;
For ∀(ηi,Ti) ∈ RL, if Ti ≤ T, then add Path(ηi) to X;
For ∀η ∈ X, if ηL �∈ X, then add ηL to Y;
For ∀η ∈ X, if ηR �∈ X, then add ηR to Y;
If Y = ∅, then add root to Y;
Return Y.

To prove adaptive security under simple assumptions for HIBE and attribute-
based encryption schemes ([15–17]), Waters [18] first introduced a new proof
methodology named dual system encryption. In a dual system encryption
scheme, there are two types of keys and ciphertext: normal and semi-functional.
A normal private key can decrypt normal or semi-functional ciphertexts, and a
normal ciphertext can be decrypted by normal or semi-functional private keys.
However, when a semi-functional private key is used to decrypt a semi-functional
ciphertext, decryption will fail with high probability.
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To simplify the process of designing and analyzing of dual system encryption
schemes in composite order bilinear groups, Wee [14] introduced a framework
named predicate encoding. A predicate encoding for a boolean predicate P(·, ·), is
specified by a pair of sender encoding sE(x,w) and receiver encoding rE(α, y, w; r)
with a common private input w, which satisfy the following three requirements:

– Reconstruction: If P(x, y) = 1, we can recover α from the encodings.
– Privacy: If P(x, y) = 0, the encodings hide α perfectly.
– w-hiding: All information about w in the receiver encoding can be hidden by

setting the randomness r to some fixed value.

3 Syntax and Security Definitions of RHIBE Scheme

The KEM/DEM hybrid encryption paradigm is a simple way of constructing
efficient and practical public key encryption schemes, and it has been successfully
adapted in many new standards and recommendations for encryption [19]. In this
approach, one first uses a key encapsulation mechanism (KEM) to generate a
random symmetric key K together with a ciphertext that encapsulates K, and the
symmetric key is then fed into a highly efficient data encapsulation mechanism
(DEM), such as AES, to encrypt the actual message. We give the syntax of
RHIBE scheme in the framework of key encapsulation as follows.

– Setup(1κ, N, L): The probabilistic setup algorithm is run by the PKG. It
inputs a security parameter κ, maximal number of users N in each level, and
maximum depth L of the hierarchy of identity. It outputs the master public
key mpk, the master secret key msk, the initial revocation list RL = ∅, and a
initial state st0.

– KeyGen(skID|� , stID|� , ID|�+1,mpk): The probabilistic private key generation
algorithm is run by a user (or the PKG). It inputs the �-th level user’s private
key skID|� (or msk for the PKG), state stID|� , a children’s identity ID|�+1 and
mpk. It outputs a private key skID|�+1 for ID|�+1.

– KeyUp(skID|� ,T,RLID|� , stID|� , kuID|�−1,T,mpk): The probabilistic key update
algorithm is run by a user. It inputs the �-th level user’s private key skID|� ,
key update time period T, a revocation list RLID|� , state stID|� , update key
kuID|�−1,T published by ID|�−1, and mpk. It outputs a update key kuID|�,T or ⊥
(when ID|� is revoked).

– DKG(skID|� ,T, kuID|�−1,T,mpk): The probabilistic decryption key generation
algorithm is run by a user. It input the �-th level user’s private key skID|� ,
key update time period T, a update key kuID|�−1,T, and mpk. It outputs a
decryption key dkID|�,T that can be used during time period T or ⊥ that
means the identity ID|� is revoked for some period T′ ≤ T.

– Enc(ID|�,T,msg,mpk): The probabilistic encryption algorithm is run by a
sender. It inputs a receiver’s identity ID|�, time period T, a message msg, and
mpk. It outputs a ciphtertext ct as well as a session key K ∈ {0, 1}κ. Note
that the actual message msg is then encrypted using AES algorithm with the
session key K.
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– Dec(dkID|�,T, ct,mpk): The deterministic decryption algorithm is run by a
receiver. It inputs decryption key dkID|�,T, a ciphertext ct, and mpk. It outputs
the session key K if ID|� is not revoked at time period T; otherwise, it outputs
⊥.

– Revoke(ID|�,T,RLID|�−1 , stID|�−1): The deterministic revocation algorithm is
run by a user. It inputs an identity ID|�, a time period T, the revocation list
RLID|�−1 managed by ID|�−1 and state stID|�−1 . It updates the revocation list
RLID|�−1 by adding ID|� as a revoked user at time period T.

Note that algorithm KeyGen and Revoke are stateful, and if ID|� is revoked
at time period T, then all descendants should be revoked at the time T. Figure 1
explains the hierarchical structure with binary tree structures.

Fig. 1. The hierarchical structures.

We give the security definition for RHIBE scheme by extending Seo et al.’s
security definition for RIBE scheme [9], which captures realistic threats including
decryption key exposure. Let Π be an RHIBE scheme, we say that Π is adap-
tively secure if any PPT adversary A has negligible advantage in this following
experiment:

ExpΠ
A(κ) :

(mpk,msk,RL0, st0) ← Setup(1κ, N, L),

(ID∗
|�,T

∗, st) ← AO(st,mpk)

b
$← {0, 1},K1

$← {0, 1}κ

(ct∗,K0) ← Enc(mpk, ID∗
|�,T

∗),

b′ ← AO(mpk, st, ct∗,Kb),
return 1 if b′ = b and 0 otherwise.
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The adversary A’s advantage is defined as

AdvΠ
A(κ) = |Pr[b′ = b] − 1

2
|.

In the above experiment, O is a set of oracles defined as follows.

– KeyGen(·): It takes as input an identity ID|� of length �. It returns the private
key skID|� by running the KeyGen algorithm.

– KeyUp(·): It takes an identity ID|� of length � and a time period T as input.
It returns the update key kuID|�,T by running the KeyUp algorithm.

– Revoke(·): It takes as input an identity ID|� of length �, its child identity
ID|�+1, and a time period T. It revokes ID|�+1 and updates RLID|� by running
the Revoke algorithm.

– DKG(·): It takes as input an identity ID|� of length �, and a time period T.
It returns dkID|�,T by successively running algorithms KeyGen, KeyUp and
DKG.

We assume that all oracles share a state, and the adversary A is allowed to
query above oracles with the following restrictions:

– KeyUp(·) and Revoke(·) can be queried on time period which is greater than
or equal to the time of all previous queries.

– If KeyGen(·) was queried on ID∗
|� (� ≤ �∗), then Revoke(·) must be queried

to revoke ID∗
|� or one of its ancestors at a time period T for some T ≤ T∗.

– DKG(·) cannot be queried on time period T before KeyUp(·) was queried
on T. In addition, DKG(·) cannot be queried on (ID∗

|i,T
∗) for 1 ≤ i ≤ �∗.

4 Our RHIBE Construction

Table 1 summarizes the notations that will be used in our RHIBE construction.
Each intermediate level user ID|� = (I1, · · · , I�) has its own binary tree BTID|�
for revoking capabilities and issues the key update kuID|� at each time period T.

Setup. Run G(1κ) → (n = p1p2p3,G,GT , ê). Choose α, a0, a1, · · · , aL, b
$← Zn,

and a hash function H : GT → {0, 1}κ. Set �w = (a0, a1, · · · , aL, b), ui = gai
1 for

0 ≤ i ≤ L and h = gb
1. Publish system parameters pp = {n,G,GT , ê, g1, g3,H}

and the master public key mpk = {g �w
1 , ê(g1, g1)α}. Keep the master secret key

msk = {gα
1 gα

2 , �w} secret.
KeyGen. This algorithm is differently defined according to the value �.

– � = 0. Choose an unassigned leaf node η from BT0 at random, and store ID|1
in the node η. For all θ ∈ Path(ηID|1) ⊂ BT0, recall Sθ in BT0 if it is defined.

Otherwise, Sθ
$← Gp1Gp2 and store it in the node θ ∈ BT0. Choose rθ

$← Zn,
set t1 = logg1

Sθ, t2 = logg2
Sθ and

�d
(1,j)
ID|1

= R3((g
rE(α,t1,ID|1, �w;rθ)
1 ) ◦ (grE(α,t2,ID|1, �w;0)

2 )).

Return skID|1 = {�d
(1,j)
ID|1

}j∈[1,nu], where j is the level of node θ in binary tree
BT0.
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Table 1. Notations

Symbol Description

g, g1, g2, g3 g ∈ G, g1 ∈ Gp1 , g2 ∈ Gp2 and g3 ∈ Gp3

�u ◦ �v (uivi)
m
i=1, where �u = (ui)

m
i=1 ∈ Gm and �v = (vi)

m
i=1 ∈ Gm

�ur (ur
i )

m
i=1, where �u = (ui)

m
i=1 ∈ Gm, r ∈ Zn

g�x (gxi)m
i=1, where g ∈ G, �x = (xi)

m
i=1 ∈ Zm

n

grE(α,t,ID|�, �w;r) (gtgα(uI1
1 · · · uI�

� h)r, gr, ur
0, u

r
�+1, · · · , ur

L) ∈ GL−�+3

grE(α,t,T‖ID|�, �w;r) (gtgα(uT
0uI1

1 · · · uI�
� h)r, gr, ur

�+1, · · · , ur
L) ∈ GL−�+2

g
sE(T‖ID|�, �w)

1 (g1, (u
T
0uI1

1 · · · uI�
� h)) ∈ G2

R3(�u) �u ◦ g�x
3 , where �x

$← Zm
n

loggi
X ti ∈ Zpi , where X = gt1

1 gt2
2 gt3

3 ,

– � > 0. Choose an unassigned leaf η from BTID|� at random, store ID|�+1 in
the node ηID|�+1 . Parse

skID|� = {�d
(i,j)
ID|�

}(i,j)∈[1,�]×[1,nu] = (d(i,j), d′(i,j), d(i,j)0 , d
(i,j)
�+2 , · · · , d

(i,j)
L ).

For all (i, j) ∈ [1, �] × [1, nu], recall S(i,j) from stID|� if it is defined. Otherwise,

S(i,j)
$← Gp1Gp2 and store it in stID|� . Choose r(i,j)

$← Zn, set

�d
(i,j)
ID|�+1

= R3((S(i,j)d
(i,j)(d(i,j)�+1 )I�+1(uI1

1 · · · uI�+1
�+1h)r(i,j) , d′(i,j), d(i,j)0 ,

d
(i,j)
�+2 , · · · , d

(i,j)
L ) ◦ (g, u0, u�+2, · · · , uL)r(i,j)))

For all θ ∈ Path
(
ηID|�+1

) ⊂ BT�, recall Sθ from the corresponding node θ

in BTID|� if it is defined. Otherwise, Sθ
$← Gp1Gp2 and store it in the node

θ ∈ BT�, choose rθ
$← Zn and set

�d
(�+1,j)
ID|�+1

= R3((g
rE(α,t1,ID|�+1, �w;rθ)
1 ) ◦ (grE(α,t2,ID|�+1, �w;0)

2 ))

Return skID|�+1 = {�d
(i,j)
ID|�+1

}(i,j)∈[1,�+1]×[1,nu], where j is the level of θ in the
tree BTID|� .

KeyUp. This algorithm is differently defined according to the value �.

– � = 0. For nodes θ ∈ KUNode(BT0,RL0,T), recall Sθ from the node θ ∈ BT0,

choose δθ
$← Zn, and compute

�fID|0,θ = R3((g
rE(α,−t1,T‖ID|0, �w;δθ)
1 ) ◦ (grE(α,−t2,T‖ID|0, �w;0)

2 ))

Return kuID|0,T = {∅, �fID|0,θ} for all θ ∈ KUNode(BT0,RL0,T).
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– � > 0. For all θ ∈ KUNode(BTID|�−1 ,RLID|�−1 ,T), let Lvi be the level of θi in
BTID|i−1 where θi = Path(ID|i)∩KUNode(BTID|i−1 ,RLID|i−1 ,T). Then, parse
kuID|�−1,T = {{Lvi}i∈[1,�−1], �fID|�−1,θ

}. For all i ∈ [1, �], recall S(i,Lvi) from
stID|� , compute S̃ =

∏�
i=1 S(i,Lvi), identify one node θ̃ from the intersection

between Path(ηID|�) and KUNode(BTID|�−1 ,RLID|�−1 ,T). Let Lv� be the level
of θ̃, the PKG can get �fID|�−1,θ̃ that contains (fθ̃, f

′
θ̃
, fθ̃,�, · · · , fθ̃,L). For all

θ ∈ KUNode(BTID|� ,RLID|� ,T), recall Sθ from θ ∈ BTID|� , choose δθ
$← Zn,

and compute

�fID|�,θ = R3((SθS̃)−1fθ̃(fθ̃,�)
I�(uT

0uI1
1 · · · uI�

� )δθ , (f ′
θ̃
, fθ̃,�+1, · · · , fθ̃,L)

◦(g, u�+1, · · · , uL)δθ )

Return {{Lvi}i∈[1,�], �fID|�,θ} for all θ ∈ KUNode(BTID|� ,RLID|� ,T).

DKG. If KUNode(BTID|� ,RLID|� ,T) ∩ Path(ηID|�) = ∅, it returns ⊥. Otherwise,

choose a node θ ∈ KUNode(BTID|� ,RLID|� ,T) ∩ Path(ηID|�) and r
$← Zn, com-

pute

dkID|�,T = R3(((
∏

i∈[1,�]

d(i,Lvi)(d(i,Lvi)
0 )T), (

∏
i∈[1,�]

d′(i,Lvi)), (
∏

i∈[1,�]

d
(i,Lvi)
�+1 ), · · · ,

(
∏

i∈[1,�]

d
(i,Lvi)
L )) ◦ g

rE(0,0,T‖ID|�, �w;r)
1 ◦ (fθ(fθ,�)I� , f ′

θ, fθ,�+1, · · · , fθ,L))

Enc. The sender chooses s
$← Zn and computes

ct = (gsE(T‖ID|�, �w)
1 )s = (gs

1, (u
T
0uI1

1 · · · uI�
� )s),K = H(ê(g1, g1)αs).

Dec. On receiving the ciphertext ct, the receiver first parses ct = (A,B) and
dkID|�,T = (D,D′,D�+1, · · · ,DL), and computes

K = H(
ê(D,A)
ê(D′, B)

).

Revoke. Let η be the leaf node in BTID�−1 associated with ID|�. The PKG
updates the revocation list by RLID|�−1 ← RLID|�−1 ∪ {(η,T)}.

5 Efficiency and Security Analysis

The performance comparison of our RHIBE scheme with existing RHIBE
schemes is summarized in Table 2, where |G| and |GT | are the bit-length of
an element in group G and GT , respectively. te is the computation cost for per-
forming a bilinear pairing ê(G,G) → GT , DKE means decryption key exposure
and DBDH is the decisional bilinear Diffie-Hellman assumption, and SGD is the
subgroup decision assumption.
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Table 2. Comparison with existing RHIBE schemes

RHIBE

schemes

Security model Complexity

assumption

Scalability DKE

resistance

CT size Dec. cost

[12] Adaptive-ID SGD No No �(5|G| + |GT |) 5�te

[11] Selective-ID DBDH Yes Yes (� + 2)|G| + |GT | (� + 2)te

Ours Adaptive-ID SGD Yes Yes 2|G| + |GT | 2te

Theorem 3. Our RHIBE scheme is adaptively secure against any adversary
under the Assumptions 1 and 2. More precisely, we have

AdvRHIBE
A ≤ (L + 1)q3(AdvSGD1

G,A1
(κ) + 4qAdvSGD2

G,A2
(κ) + 2−Ω(κ))

Proof. We will provide detailed security proof in the extended version. ��

6 Conclusion

In this paper, we give formal syntax and security definitions for revocable hier-
archical identity-based encryption scheme, which supports both key delegation
and scalable revocation functionality. We propose the first adaptive-ID secure
revocable hierarchical identity-based encryption scheme with constant cipher-
text size by integrating Lewko and Waters’s hierarchical identity-based encryp-
tion scheme with the complete subtree method. The proposed scheme is proved
to be semantic secure in the adaptive-ID model by applying the dual system
encryption methodology and predicate encoding strategy. An interesting open
problem is to combine hierarchical identity-based encryption scheme with subset
difference method (instead of complete subtree method).
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Abstract. Contemporary advances of networking technologies have
enabled enormous new applications in various domains. The networking
capacity has been playing a significant role in achieving a high perfor-
mance of the Web-based solution. However, the challenging sector is that
the diverse of the networks have brought the difficulties in establishing an
efficient mechanism, since different networking types may have various
performances in various operating environments. This paper focuses on
understanding the fact of networking capacity management in heteroge-
neous cloud computing and aims to provide a comprehensive survey on
the target issue for assisting enterprises in developing proper web-related
strategies. In this survey, we map the crucial issues of the capacity plan-
ning, as well as the main solutions, in order to represent a holistic view
of the subject.

Keywords: Cloud computing · Network management · Capacity plan-
ning · Networking optimization

1 Introduction

Recent rapid development of the networks have been improving the Web-based
applications in various disciplines or fields, which is strongly impacting on
current individuals’ lives [1–3]. The great change in networking deployments
has enabled the networking capacity to be an important role in delivering an
expected service presentation [4,5]. The challenge becomes greater align with
the growth of the data sizes [6]. For example, a bottleneck in a network is a crit-
ical obstacle to increase the performance of the entire network system [7], which
can result in either a great latency or a networking congestion [8,9]. There-
fore, a quality implementation of the networks is an urgent demand for current
network-based deployments.

However, the challenging issue is that it is difficult to be aware of different
networks due to numerous new technologies enabled by the growth of network-
ing usage [10–12]. This paper addresses this topic and aims to review the main
superiorities of applying networking capacity management in cloud computing,
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as well as represents the virtues of the networking management for current orga-
nizations. A few aspects will be covered in this survey and the findings of this
work can aid enterprises to conquer various challenges of networking deploy-
ments and operations. More specifically, we will review following aspects, which
include the demands of the networking capacity management, awareness of the
techniques, data collection and monitoring mechanisms, and crucial advantages
and features of the networking capacity management.

Fig. 1. Architecture of benefits received from using cloud-based networking capacity
management in a perspective of strategy-making.

The significance of understanding the networking capacity management in
cloud computing is great for most current enterprises or organizations that intend
to utilize cloud-based solutions. Figure 1 represents three vital benefits in this
field from strategic perspective, which were represented below. First, under-
standing the advantages of cloud-based networking capacity management can
assist enterprises to make proper decisions in multiple dimensions, such as risk
management [13]. The outcomes of the strategic planning need to be aligned
with updated industrial trends and developments. Second, enterprises or orga-
nizations can justify the costs to reduce the financial budget based on a great
understanding of new equipment, facilities, or software. Finally, an enhanced
business adaptability can be retrieved when applying a cloud-based networking
capacity management, since current manipulative environment is dynamic.

The main contributions of this work include:

1. This work has provided a panoramic review on the networking capacity man-
agement in cloud computing.

2. The findings of this work can be used as a reference for enterprises’ future
technical strategy-making.

The remainder of this paper follows the order below. Section 2 describes the
structure of the cloud-based networking capacity management. Next, Sect. 3 fur-
ther represent the main issues and proposes the solution framework in the dis-
cipline. Finally, we draw the conclusions in Sect. 4.
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2 Structure of Networking Capacity Management
in Clouds

Networking capacity management can penetrate through different layers of the
business, such as employee operations, facility deployments, and production
assessments. We map the crucial advantages of implementing networking capacity
management techniques in this section in order to discern the topic in a perspective
of business operations. One dimension of understanding cloud-based networking
capacity management is to be aware of its impacts on enterprises’ operations [14].
We summarize four crucial aspects concerning this dimension [15]. Figure 2 depicts
a virtue structure of cloud-based networking capacity management in a perspec-
tive of enterprise operations.

The first aspect addresses the enhancement of prediction ability when using
networking capacity management in cloud computing, which can assist enterprises
in avoiding unnecessary expenses on technical infrastructure [16,17]. There are a
variety of focuses providing dimensions that are generally determined by the busi-
ness demands. For instance, the financial budgets can be controlled, maintained,
and adjusted in terms of the economic conditions, either in a growth or a recession
period, when a proper networking capacity management is achieved [18,19]. The
achievement can be also favorable to creating an effective technical facility budget
based on the networking resource usage.

Fig. 2. Virtue structure of using cloud-based networking capacity management in a
perspective of enterprise operations.

The next aspect is that having an effective cloud-based networking capac-
ity management strategy can help enterprises to obtain a proper production
cycle, even though a great deal of maintenance work needs to be carried [20].
Fully understanding the production cycle addressing the networking capacity
dimension is an important fundamental for enterprises to make a strategy on
resource distribution and planning [21]. Enterprises can adjust their technical or
networking tactics based on their positions within the whole production cycle as
considering using network-based solutions. The utilization of the cloud resources
can be scaled up and down based on the continuous changes in the production
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cycles [22]. The changes can be designed and implemented by aligning with both
internal operations and external conditions.

Furthermore, enterprises need to discern the method of increasing Customer
Relationship Management (CRM) by optimizing cloud-based networking capac-
ity management [18,23] in order to adapt themselves for continuous changing
requirements of customers. The scalability and adaptability can be beneficial
for increasing the quality of the service deliveries, which can increase the sat-
isfaction of customers [24,25]. For instance, cloud resource manager can assist
customers to obtain the computing resources from the nearest cloud servers in
order to speed up the efficiency of the resource acquisitions. This benefit becomes
expressive and significant when the enterprise encounters unexpected external
changes, such as a dramatical marketing transformations or a quick networking
service level update [26–28]. In the financial industry, this feature has become an
important role in connecting customers with financial services, such as mobile
payments. New financial services need to be not only scalable but also efficiently
reachable.

Finally, it is also a significant component of the networking management
for an enterprise’s risk management [29–32]. The networking capacity within a
cloud computing environment is a new issue in the field of networking manage-
ment. A great loss can occur if the enterprise does not have a prepared solution.
However, this issue is still a challenging task for most current enterprises, since
understanding most cyber risks and preparing solutions to all potential risks are
not easy [33,34]. The cyber risks derive from not only capacity limitations but
also adversarial attacks [35], such as network abuse or malicious codes [36].

In summary, it is important to understand that creating a long-term plan
of networking capacity management plan in cloud computing for most current
companies that highly rely on the implementations of networks. Having an effec-
tive cloud-based networking capacity management can bring various advantages
based on the reviews above. The next section will present the main issues of
applying networking capacity management in cloud computing, as well as the
corresponding potential solutions.

3 Main Issues and Solutions

3.1 Main Concepts

The concept of networking capacity management in cloud computing is a series of
procedures forming a whole process in which the network system’s usage demand
can be predicted for a certain purpose configured by the organization’s demand,
such as avoiding networking resource wastes or reducing latency. By using net-
working capacity management in cloud computing, the organization or enterprise
can plan the networking usage ahead in order to achieve the optimizations of
the network system.

In addition, the crucial issue in networking capacity management is to obtain
a quality ability of predictions [37], so that the risks or obstacles can be avoided
or solved by the planned solutions. This process is usually implemented by an
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application that examines and controls the networking configurations in terms
of the real-time networking requirements [38,39]. To reach this goal, an exami-
nation of the workloads is required for obtaining the estimated values of various
parameters, such as the networking service schedules, service response time, and
estimated service frequency [40]. Therefore, the forecast techniques for predict-
ing networking conditions are considered one of the crucial required conditions
in the establishment of the efficient networking capacity management [41].

3.2 Bottleneck Issues

The bottleneck issue in networking capacity management mainly refers to the
network node that takes majority time consumptions. Thus, it is one of the
most important aspects that can improve the performance of the entire net-
work system from the perspective of reducing total response time [42,43]. There
are a variety of elements that can influence the outcomes of web performances.
One element is that there exist some trade-off in the network system, such as
the contradiction between response time and workloads. Another common ele-
ment is the saturation of the network system [9,44]. The saturation refers to the
usage level of the network system with a limitation. Figure 3 illustrates a high
level framework of our proposed solution, which shows the client/server-based
networking environment for capacity management in cloud computing. The cen-
tralized node monitors the operations of the entire network in order to ensure
the saturation level of the network is attached to a proper position.

InFig. 3, client-end refers to the representationof the servicedeliveries.For each
client-end, a server is required for the purpose of data storage or processing [45].
Meanwhile, the data can be also transferrable between local and remote servers,
to which the authenticated users have the access. It means that each client-end

Fig. 3. Example of client/server-based networking environment for capacity manage-
ment in cloud computing.
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location has a local network that establishes the sub-level network system. In gen-
eral, a router is required to connect the local network to the Internet or other
networks. Our solution is to use a added layer that is called Networking Capacity
Management Controller (NCMC) to monitor, control, and schedule the network-
ing resources based on the real-time demands. The purpose of adding this layer in
the cloud-based network system is to make sure the networking resources are man-
ageable for avoiding bottleneck issues.

Moreover, prior researches have also pointed out that the crucial factors
in improving networking performances include clients, network, and servers. In
these three factors, a server is the critical component in the Web by which the
service requests are delivered [46]. Web services are “carriers” for delivering ser-
vices between computing and networking nodes [47]. In some situations, the main
obstacles of the networks are mainly caused by the limitations of information
reaching, such as unpredictable service requests or retrievals. We summarize that
the networking problems derive from a few aspects, which include data, applica-
tions, infrastructure, operating systems, and networking bandwidth [48,49]. Any
improper operations or unexpected mechanical problems can create networking
bottlenecks.

In summary, the bottleneck issues in cloud computing mainly exist when
multiple service requests are reaching the same computing source in clouds. The
jams can be caused by either networking collisions or cloud servers’ overloads.

3.3 State Estimations

In the cloud context, the capacity statuses of the networks can be considered
the “states”. Most current active task schedulers have fixed task scheduling algo-
rithms so that the task forwards are usually not changed. This method can avoid
networking bottlenecks only when the networking conditions are stable and con-
tinuous, which means the bottleneck issues will occasionally take place within the
dynamic networking usage environment. Therefore, estimating the networking
states is a fundamental for task schedulers to create a dynamic task forwarding
method. The support of the state estimations brings the dimension of using a
variety of mature techniques, such as parallel computing, state optimizations, or
networking capacity planning.

Some recent studies also addressed the explorations of forecasting or analyz-
ing networking states. The purposes might be varied due to different demands,
such as security solutions and efficient performances [50]. A common description
of state forecasts can be defined as the activities of predicting the upcoming
statuses of the states based on the applied prediction techniques. The methods
of state estimations are generally based on the historical data sets or real-time
state condition updates. For example, one of the approaches for predicting cloud
servers’ conditions is using time-series prediction methods [51], which normally
utilize the state condition at the precedent time slot to forecast the state condi-
tion at the succeeding time slot. The other common approach is using machine-
learning techniques for decision-making assistance [52,53].
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Based on the reviews and syntheses above, we propose a solution framework
that is designed to deal with the common constraints caused by networking
bottlenecks. The proposed solution is represented in Sect. 3.4.

3.4 Solution Framework

Figure 4 illustrates our proposed framework that consists of a few components.
There are mainly three phases in the framework, which are data collections, data
analyses, and plan generations. At the phase of data collections, the system
needs to gather the data that are required for scheduling tasks, such as the
earliest arrival time, the earliest finish time, bandwidth, and required processing
time. Next, the phase of data analyses consists of two steps, namely data re-
processing and scheduling tasks. The step of data pre-processing is for estimating
networking states by forecasts. In the figure, State 1 means the precedent state
and State 2 means the succeeding state that is forecasted from State 1. There are
a few dimensions of forecasts, which are determined by the demands. A number
of examples are shown in the figure, including security, energy consumptions,
networking node status, and Virtual Machine (VM) availabilities. The other
step at the phase of data analyses is scheduling tasks, which arrange the tasks
to the proper cloud sources for processing workloads. The parameters used at
this step depend on the outcomes produced from data pre-processing. Finally, a
plan will be created from using the task scheduler.

Fig. 4. Networking capacity management framework.
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4 Conclusions

This paper focused on the issue of networking capacity management in cloud
computing and completed a survey on the corresponding topics. The study con-
centrated on the main issues of networking limitations and proposed potential
solutions based on the prior researches. Future work will address the implemen-
tations of the networking capacity management in cloud computing and examine
the proposed approach in various applications.
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Abstract. Virtual network mapping (VNM) is a crucial technology for network
virtualization to allocate network resource. One of the major challenges for
virtual network mapping is the efficient allocation of substrate resources to the
virtual networks. In order to further improve the efficiency of the previous
algorithms in large scale network, the crossover operator is introduced into
discrete particle swarm optimization algorithm, and a hybrid intelligent algo-
rithm is designed. The algorithm can solve the problem that the traditional
particle swarm algorithm is easy to fall into local optimal point and is difficult to
reach the global optimal. Experimental results show that the algorithm consumes
the lowest cost in the case of mapping the same virtual network requests than
existing ones, and has higher revenue/costs ratio.

Keywords: Network virtualization � Virtual network � Virtual network
mapping � Revised discrete particle swami optimization

1 Introduction

With the rapid development of Internet, there is difficulty in meet the development of
new applications for existing network architecture. Network virtualization is an effective
method to solve the problem caused by ossification of Internet architecture [1]. In
network virtualization, infrastructure providers (InPs) and service providers (SPs) play
different roles: InPs manage the physical infrastructure while SPs create VNs and offer
end-to-end services [2]. The virtual network (VN) embedding problem deals with
finding a mapping of a virtual network request onto the substrate network [3]. Virtual
network Embedding problem is known to be NP-hard even in the offline case. Even if all
the virtual nodes are mapped, it is still NP-hard to mapped virtual links [4].

In this paper, we formulate the virtual network mapping problem using integer linear
programming, present a discrete particle swarm optimization algorithm with crossover
operator to avoid premature phenomenon in traditional PSO algorithm. The algorithm
has stronger global searching ability so as to be more close to the optimal solution.
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The remainder of this paper is organized as follows. In Sect. 2, we provide an
overview on the related work. In the Sect. 3, we describe the virtual network mapping
model, and present an algorithm GADPSO-VNM in Sect. 4. In Sect. 5, we conduct the
simulation and performance analysis, and conclude this paper in Sect. 6.

2 Related Work

In the existing work, the VNM problem was solved by formulating the VNM as an
optimization problem with the mapping cost as the objective. Recently, some
researchers have presented some algorithms or customized algorithms in [4–10].

Minlan et al. in [5] provided a two stage algorithm for mapping the VNs. Firstly, they
embedding the virtual nodes. Secondly they proceed to map the virtual links using
shortest paths and multi-commodity flow (MCF) algorithms. In order to increase the
acceptance ratio and the revenue, D-ViNE and R-ViNEwere designed in [6]. The authors
formulated the virtual network mapping problem as a mixed integer program through
substrate network augmentation, and then relaxed the integer constraints to obtain a linear
program. VNE-AC algorithm in [7] is a new VNE algorithm based on the ant colony
meta-heuristic. They do not restrain the virtual network mapping problem by assuming
unlimited substrate resources, or specific virtual network topologies or restricting geo-
graphic locations of the substrate core node. Hong et al. in [8] used a joint node and link
mapping approach for the VI mapping problem and develop a virtual infrastructure
mapping algorithm. Jiang et al. proposed a time-based VN embedding algorithm in [9].
They built a probability model to obtain the maximum probability that the available
resources of substrate network can be used by succeeding VN requests. Then separate the
VN mapping into two independent phases: node mapping and link mapping, and use
greedy algorithm to embed the virtual nodes and a shortest path algorithm to embed the
virtual links. Zhang and Gao presented a locality awareness approach in [10] with
topological potential ranking and influence choosing node algorithm. Such mechanism
can reflect the relative importance of nodes, and considers the mutual influence between a
mapped node and its candidate mapping nodes. So it can improve the integration of node
and link mapping. Considering time-varying resource requirements of virtual networks,
Sheng et al. presented an opportunistic resource sharing-based mapping framework [11],
in which the substrate resources are opportunistically shared among multiple virtual
networks. They modeled the VNE problem as a bin packing problem. By adopting the
core idea offirst-fit, two practical solutions are proposed: first-fit by collision probability
(CFF) and first-fit by expectation of indicators’ sum (EFF). The embedding framework
consists of the macro-level node-to-node/link-to-path embedding and the micro-level
time slot assignment.

3 Network Model and Problem Description

In this section, we first provide the network model, including substrate network, virtual
network request, and then introduce the virtual network mapping problem, including
basic definitions and object.
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3.1 Substrate Network and Virtual Network Request

We model the substrate network as a weighted undirected graph and denote it by
P ¼ ðNS; LSÞ, where NS and LS is the set of substrate nodes and substrate link,
respectively; We denote the set of loop-free substrate paths by PS.

Similar to the substrate network, We denote a virtual network request can be
defined by VNR ¼ ðV ; tÞ, where V is a weighted undirected graph; t the duration of VN
staying in the substrate network; the virtual network will be modeled V ¼ ðNV ; LV Þ,
where NV and LV denote the set of virtual nodes and virtual link, respectively.

In this paper, each substrate node ns 2 NS is associated with the CPU. Each sub-
strate link lsðm; nÞ 2 LS between two substrate nodes m and n is associated with the
bandwidth.

3.2 Problem Statement

When a VN request arrives, the substrate network has to determine whether to accept
the request or not. If the request is accepted, the substrate network has to perform a
suitable Virtual network embedding and allocate substrate resource.

The virtual network embedding problem is defined by an embedding Γ from a V to
a subset of the substrate network P. The embedding action can be expressed as follows:

C : V 7! ðNS�;PS�; dN ; dPÞ ð1Þ

where NS��NS; PS��PS dN and dP denote the attributes of the node and link,
respectively.

Each virtual node and link from a VN is mapped to substrate node and link by a
one-to-one mapping:

CN : NV 7!NS� ð2Þ

CL : LV 7!PS� ð3Þ
Such that 8nv 2 NV ; CNðnvÞ 2 NS� , subject to the CPU constraint:

RcpuðnvÞ�CcpuðCNðnvÞÞ ð4Þ

CcpuðCNðnvÞÞ ¼ cpuðCNðnvÞÞ �
X

h2NV 7!CN ðnvÞ
RcpuðhÞ ð5Þ

Such that 8lði; jÞ 2 LV , and PS is the set of simple paths of S. We have
CLðlvÞ � PSðCNðiÞ;CNðjÞÞ, subject to the bandwidth capacity constraints:

RbwðlvÞ�CbwðpÞ;8p 2 CLðlvÞ ð6Þ
CbwðpÞ ¼ min

ls2p
CbwðlsÞ ð7Þ
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CbwðlsÞ ¼ bwðlsÞ �
X

k2LV 7! ls
RbwðkÞ ð8Þ

DISðnv;CNðnvÞÞ� c ð9Þ

where RcpuðnvÞ is requested CPU constraints for the virtual node nv; CcpuðCNðnvÞÞ
denote the available CPU capacity of substrate node; cpuðCNðnvÞÞ denote the available
total CPU capacity of substrate node; RbwðlvÞ is requested bandwidth constraints for
the virtual link lv; CbwðpÞ denote the available bandwidth capacity of substrate link;
bwðlsÞ denote the available total bandwidth capacity of substrate link.

3.3 Object

The main objective of virtual network embedding is to make efficient use of the substrate
network resources when mapping the virtual network into the substrate network. In this
paper, we aim to decrease cost of the InP so as to support more virtual networks.

Similar to the early work in [5–7], Firstly, we define the revenue and cost.

Definition 1: Revenue the sum of total an virtual network request gain from InP at
time t as

RevðGVðtÞÞ ¼
X
lv2EV

bwðlvÞþ
X
nv2NV

cpuðnvÞ ð10Þ

where bwðlvÞ is the bandwidth of the request link, cpuðnvÞ is the CPU capacity of the
request node.

Definition 2: Cost the sum of total substrate resources allocated to that virtual network
at time t as

CosðGV ðtÞÞ ¼
X
lv2EV

bwðlvÞLengthðPÞþ
X
nv2NV

cpuðnvÞ ð11Þ

Where LengthðPÞ is the hop count of the virtual link lv when it is assigned to a set of
substrate links.

Definition 3: Revenue to Cost ratio the long-term revenue-to-cost ratio, which is
formulated by

Rev=Cos ¼ lim
T!1

PT
t¼0 RevðGV ðtÞÞPT
t¼0 CosðGV ðtÞÞ ð12Þ

The long-term revenue to cost ratio indicates the efficiency of substrate network
resource usage, which is an important factor to judge the performance of a virtual
network embedding algorithm.
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4 DPSO-Based VNE Algorithm with Crossover Operator

4.1 System Model

Wemodel the problem of embedding of a virtual network as a mathematical optimization
problem using integer linear programming (ILP). In order to minimize the usage of the
substrate resources, the objective of our optimization problem is defined as follows:

‘wij is a binary variable. 8w 2 lv 8i; j 2 Ns ‘wij
0 i ¼ j
1 i 6¼ j

�

Object:

Minimize
X
ði;jÞ2Ps

‘wij � bwðlwÞ ð13Þ

Constraints

8u 2 NV ; 8i 2 NS

CcpuðiÞ ¼ cpuðiÞ �
X
nv!i

cpuðnvÞ	RcpuðuÞ ð14Þ

8i; j 2 Ns; Pij 2 Ps; 8w 2 lv

CbwðPijÞ ¼ min
ls2Pij

CbwðlsÞ	RbwðwÞ ð15Þ

CbwðlsÞ ¼ bwðlsÞ �
X
lv!ls

bwðlsÞ ð16Þ

where
P
nv!i

cpuðnvÞ is the total amount of CPU capacity allocated to different virtual

nodes hosted on the substrate node;
P
lv!ls

bwðlsÞ is the total amount of bandwidth

capacity allocated to different virtual links hosted on the substrate link.

4.2 Revised Discrete PSO for Virtual Network Mapping

Particle swarm optimization (PSO) is a population based stochastic optimization
technique developed by Dr. Eberhart and Dr. Kennedy in 1995, inspired by social
behavior of bird flocking or fish schooling [12].

During the evolutionary process, the velocity and position of particle updated as
follows:

Vkþ 1 ¼ xVk þ c1r1 Xk
p � Xk

� �
þ c2r2 Xk

g � Xk
� �

ð17Þ

Xkþ 1 ¼ Xk þVkþ 1 ð18Þ
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Where Vk is the velocity vector; Xk is the position vector;x denote the inertia weight;
r1 and r2 denote two random variables uniformly distributed in the range of (0, 1); c1 and
c2 denote the accelerator of particle; Xp

k denote the position with the best fitness found so
far for the kth particle; Xg

k denote the best global position in the swarm.
Standard PSO is not directly applicable to the optimal virtual network mapping

problem, so we used variants of PSO for discrete optimization problems to solve the
optimal virtual network mapping problem.

Redefine the position and velocity parameters for discrete PSO as follows:

Definition 4: Position Xk ¼ xk1; x
k
2; � � � ; xkm

� �
a possible virtual network mapping

solution, where xi
k is the number of the substrate node the ith virtual node embedding

to. m denotes the total number of nodes in virtual network k.

Definition 5: VelocityVk ¼ vk1; v
k
2; � � � ; vkm

� �
makes the current virtual networkmapping

solution to achieve a better solution, where vi
k is a binary variable. For each vi

k, if vki ¼ 1,
the corresponding virtual node’s position in the current virtual network mapping solution
should be remains; otherwise, should be adjusted by selecting another substrate node.

The operations of the particles are redefined as follows:

Definition 6: Addition of Position and Velocity Xk þVk a new position that corre-
sponds to a new virtual network embedding solution. If the value of vi

k equals to 1, the
value of xi

k will be kept; otherwise, the value of xi
k should be adjust by selecting another

substrate node.

Definition 7: Subtraction of Position Xm � Xn a velocity vector. It indicates the dif-
ferences of the two virtual network embedding solutions Xm and Xn. If Xm and Xn have
the same values at the same dimension, the resulted value of the corresponding
dimension is 1, otherwise, the resulted value of the corresponding dimension is 0.

Definition 8: Multiple of Velocity w � Vm keep Vm with probability w in the corre-
sponding dimension.

Definition 9: Addition of Multiple w1 � Vmþw2 � Vn a new velocity that corresponds
to a new virtual network embedding solution, where w1þw2 ¼ 1. If Vm and Vn have
the same values at the same dimension, the value of the corresponding dimension will
be kept; otherwise, keep Vm with probability w1 and keep Vn with probability w2.

Because of the specificity of discrete quantity operation, we modify the particle
motion equation and cancel the original inertia item. The position and velocity of
particle k are determined according to the following velocity and position update
recurrence relations:

Vkþ 1 ¼ w1 � Xk
p � Xk

� �
þw2 � Xk

g � Xk
� �

ð19Þ

Xkþ 1 ¼ Xk þVkþ 1 ð20Þ

where w1 and w2 are set to constant values that satisfy the inequality w1þw2 ¼ 1.
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For multidimensional optimization problem, Discrete PSO (DPSO) algorithm is easy
to fall into local optimal solution in later stage, unable to achieve the global optimal
solution. And the speed is not fast when solve some particular problems. In order to
overcome above defect, we proposed a revised DPSO with crossover operator
(GADPSO). The algorithm introduces the idea of crossover operation in genetic algo-
rithm during search process. Crossover method is as follows: In each iteration, select the
first half particles with good fitness and make them directly into the next generation; put
the after half particles into a pool and pairwise coupling, make a crossover operation like
in genetic algorithm. Produce child particles with the same number of theirs parent, and
compare them to theirs parent to select the first half with good fitness into the next
generation to maintain the same population number of particles. Such mechanism can
increase the diversity of particles, jump out of local optimum, and can also speed up the
convergence speed.

4.3 GADPSO-VNE Algorithm

Specific steps of GADPSO-VNM Algorithm are as follows:

1. For substrate network, sort the substrate nodes NList according to their CPU
capacity CcpuðnsÞ in descending order sort the substrate edges LList according to
their bandwidth capacity CbwðlsÞ in descending order;

2. For a virtual network request, sort the virtual nodes VNList according to their
required CPU resources RcpuðnvÞ in ascending order, then minRcpuðnvÞ  
required CPU resources of the first node of VNList; sort the virtual edges VLList
according to their required bandwidth resources RbwðlvÞ in ascending order, then
min RbwðlvÞ  required bandwidth resources of the first edge of VLList;

3. Obtain NList0  NList CcpuðnsÞ\minRcpuðnvÞf gj ;

LList0  LListjfCbwðlsÞ\minRbwðlvÞg:

4. Initialize n = Particle Count, m = Max Iteration Count;
5. Randomly generated Xk and Vk;
6. Each Xk corresponds to link embedding with shortest path. Set Xk

p and Xk
g to these

particles according to their fitness values of /ðxÞ. If Xk is an unfeasible position,
the fitness value /ðxÞ of this particle will be set to þ1;

7. If /ðxÞ of the particle equal to þ1, re-initialize its Xk and Vk. Otherwise, if

/ xkp
� �

	/ xk
� �

, then set Xk to be the xkp of the particle. If / xkg
� �

	/ xk
� �� �

, then

set Xk to be the xkg of the particle;

8. Use formula (19) and (20) to update Xk and Vk;
9. For each particle, calculate its fitness according to its current position and sort them

from big to small order. Select the first half particles with good fitness and make
them directly into the next generation; put the after half particles into a pool and
pairwise coupling. For the after half, randomly generate a cross position and do
selection and crossover operation like in the genetic algorithm to generate the same
number of offspring.
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10. When cross over, update and calculate fitness of the offspring and compare to their
parent. Select the first half particles with good fitness in both generations and put
them into the next generation. Note that the number of particles doesn’t change.

11. Evaluate each particle’s fitness, if the current fitness value of the new position is
superior to Xk

p which the particle has experienced, then update Xk
p , i.e., use its

current position as its new best position; if the current fitness value of the new
position is superior to Xk

g , then update Xk
g .

12. Check termination conditions, whether algorithm reached the maximum number of
iterations or reached the best fitness (Xk

g does not change during a given number of
rounds). If reached such conditions, the algorithm will be ended. Otherwise, will
jump back to step 8.

5 Experimental Results and Analysis

We implemented the RBVNM algorithm using the CloudSim 3.0.1 on a PC which has
one Intel Core i7-3770 CPU and 20G DDR3 1600 RAM. We design a random topo-
logical generator in java to generate topologies for the underlying substrate networks and
virtual networks in CloudSim. Substrate networks in our experiments have 60 nodes,
each node connect to other nodes with probability 0.2, so there are about 300 links in the
networks. The substrate nodes and links were assigned resources by generating a uniform
random number between 50 and 100. For each VN request, the number of virtual nodes
was determined by a uniform distribution between 2 and 12, with the probability of a
virtual link between any two virtual nodes set to 0.5. The CPU and bandwidth
requirements of virtual nodes and links are real numbers uniformly distributed between 3
and 30 units. Each virtual network’s living time uniformly distributed between 100 and
1000 time unit. We analyze the performance of the new algorithm by comparing it with
the D-ViNE-SP, M-VNE-DPSO [13] and MLB-VNE-SDPSO [14].

Figure 1 shows the Cost of substrate network changing with different number of
virtual network requests. From the results we can see, when running 100 virtual net-
work request, D-ViNE-SP algorithm is the highest Cost, the GADPSO-VNM algorithm
less than M-VNE-DPSO and MLB-VNE-SDPSO algorithm, along with the increase of
the number of virtual network, their difference is more and more obvious. The reason is
that in D-ViNE-SP, its relaxation-based approach weakens the coordination between
node mapping and link mapping, which results in poor performance. The other three
algorithms use repeatable embedding over substrate nodes that saves the substrate link
cost and makes more virtual network embedded. The GADPSO-VNM algorithm
adopts the revised discrete particle swarm optimization algorithm to avoid premature
phenomenon in traditional PSO algorithm and has stronger global searching ability, the
answer is closer to the optimal.

FromFig. 2we can see that the Revenue-Cost (Rev/Cos) ratio of theGADPSO-VNM
algorithm was larger. Along with the increase of the number of virtual network, their
Rev/Cos ratio becomes more balanced. The reason is that the GADPSO-VNM algorithm
adopted the discrete particle swarm optimization algorithm with crossover operator to
avoid premature phenomenon in traditional PSO algorithm. The higher Rev/Cos ratio
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indicates higher resource utilization, which further results in accepting more VNs at
certain infrastructure resources.

6 Conclusion

The problem of efficiently allocating network resources of multiple VNs coexist on a
shared substrate network is challenging. This paper introduced a novel VNE algorithm
which adopted the discrete particle swarm optimization algorithm with crossover
operator to avoid premature phenomenon in traditional PSO algorithm. Simulation
results showed that the algorithm consumes the lowest cost in the case of mapping the
same virtual network requests than existing ones and has higher revenue/costs ratio.

Fig. 1. Comparison of embedding cost for different number of VN request

Fig. 2. Revenue-Cost ratio
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Abstract. Atmospheric humidity is one of the most important environ-
mental attributes for weather condition. It affects the economy of nature
as well as human life. Many environmental processes are affected by this
attribute. For example, rice has the most powerful photosynthesis when
the atmospheric humidity is in between 50% and 60%. For most of the
human being, the humidity in between 20% and 80% is good to have a
healthy life. Consequently, humidity measurement methods are urgently
required. The existing methods are neither convenient for large scale
deployment due to the high cost nor accurate enough to use. Recently,
researchers found that humidity has a direct effect on radio propaga-
tion. This observation is undoubtedly useful to measure humidity in the
environment. However, the humidity estimation based on received signal
strength indicator (RSSI) is easily affected by the temporal and spatial
variance due to multipath effect. Meanwhile, the change of radio signals
incurred by RSSI-based systems is not that much obvious when the trans-
mitter and receiver are in close distance. As a result, it is challenging to
measure humidity in indoor environments. In this work, we provide a
novel system, namely WiHumidity, to tackle this problem. The system
utilizes the special diversity of channel state information (CSI) to alle-
viate multipath effect at the receiver. Extensive experiments have been
conducted to verify the effectiveness of WiHumidity. The experimental
results verify that on average, WiHumidity can achieve 79% measure-
ment accuracy.

Keywords: Humidity measurement · Channel state information ·
Received signal strength indicator

1 Introduction

Wireless network technologies [1–3] have been developing rapidly in recent years.
At the same time, people are increasingly concerned about the relationship
between their health and nature. Atmospheric humidity strongly influences eco-
nomic sectors as well as plays an important role in a variety of environmental
processes.
c© Springer International Publishing AG 2017
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Besides hygrometer [4] and weather satellites [5], the existing humidity mea-
surement methods are typically developed based on the idea of wireless signal
attenuation. The accuracy of hygrometers is very high. However, due to the high
cost, hygrometers are not suitable for large-scale deployment. On the other hand,
meteorological measurement near the Earth surface is not accurate. The humid-
ity measurement methods based on wireless signal attenuation require the use
of several tens of GHz band and special equipments. These special equipments
are quite expensive, and hence these methods are not suitable for large-scale
deployment. Consequently, the necessity of an accurate and low-cost method to
measure atmospheric humidity is high.

Wireless technologies are capable to identify the changes of environments.
One application that utilizes this idea is [6]. This system exploits the change of
wireless signal to measure rainfall. The heavier the rainfall the more attenuation
is caused to the wireless channel. Based on the same principle, wireless network
technologies can be used to measure atmospheric humidity [7]. However, there
are still two problems with this idea. First, due to the small attenuation caused by
water vapor, measurement over a long distance is required to have a significant
amount of attenuation. A typical experimental distance can be upto several
kilometers. It is inconvenient to conduct measurements over such long distance
in one shot. Second, a very high frequency and special device have been used,
which is not common in life.

There are some humidity measurement systems [8,9], which are developed
based on the received signal strength indicator (RSSI) concept of radio signals.
There are many problems associated with RSSI-based measurement systems.
First, RSSI is measured from the RF signal at a per-packet level, the accurate
value of which is difficult to obtain. Some surveys [10–12] show that the variance
of RSSI can be upto 5 dB in 1 min. Second, multipath effect of the radio signal
always exists, especially in indoor environments. RSSI is easily affected by this
effect. In theory, a model to measure the humidity using the received power
can be established. However, in practice, RSSI value is not monotonic due to
multipath effect. Consequently, the RSSI-based propagation model is invalid in
short distance.

In order to tackle these challenges, we utilize channel state information (CSI)
instead of RSSI of wireless signals in designing our system. And, unlike in [8,9],
we redefine a new propagation model to accommodate these issues. Our proposed
WiFi signal-based humidity measurement system is based on the new propaga-
tion model, and we name our system as WiHumidity. In the system, two Com-
mercial Off-The-Shelf (COTS) WiFi devices are used, one of which is a sender
(e.g., a router) and another one is a receiver (e.g., a laptop). The sender continu-
ously emits signals and the receiver continuously receives signals. We conduct the
humidity measurement experiments over a short distance on 5 GHz radio band.

Our refined propagation model has an unknown parameter, the value of
which is greatly dependent on the environment. Since the model parameter is
unknown, we cannot directly apply the new model to predict the humidity of a
certain place. Consequently, we adopt a supervised machine learning algorithm,
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i.e., Support Vector Machine (SVM) to build a learning model that infers the
relationship between CSI samples and humidity. Once we establish the model
using training data, we verify the effectiveness of our model using test data. The
main contributions of this paper are summarized as follows.

– We develop a supervised learning model that concludes the relationship
between CSI samples and humidity of a certain place, and can measure humid-
ity accurately. To the best of our knowledge, this is the first work that has used
fine-gained PHY layer information in orthogonal frequency division multiplex-
ing (OFDM)-based systems to build a propagation model so as to improve the
performance of atmospheric humidity measurement.

– Since the refined propagation model has an unknown parameter, it cannot
be directly applied to measure humidity of a certain environment. Conse-
quently, we develop a supervised learning model that concludes the relation-
ship between CSI samples and humidity of a certain place.

– We implement our method in commercial 802.11 Network Interface Cards
(NICs), and conduct extensive experiments in typical indoor environments to
show the feasibility of our design.

– Experimental results demonstrate that WiHumidity can measure atmospheric
humidity effectively and accurately. The average measurement accuracy can
be upto 79%.

The rest of this paper is organized as follows. We first provide some back-
ground information related to the content of this paper in Sect. 2, which includes
the detailed explanation of CSI and the traditional wireless signal propagation
model. In Sect. 3, the refined propagation model based on CSI is introduced.
In Sect. 4, we present the detailed design description of our CSI-based humidity
measurement system. Followed by the experimental setup, we evaluate the per-
formance of our system in Sect. 5. Finally, Sect. 6 concludes the paper with some
directions on future research.

2 Preliminaries

In this section, we provide a detailed description of CSI and the general wireless
signal propagation model.

2.1 Elaboration of CSI

CSI represents the channel properties of a communication link. In wireless com-
munications, the radio signal is affected by surrounding physical environments.
The combined effect of reflections, diffractions and scattering is revealed by CSI.
In frequency domain, the narrow band flat-fading channel model is

y = Hx + n, (1)

where y and x are the received and transmitted signal vectors, respectively. n is
the additive white Gaussian noise vector, and H is the CSI matrix. The noise is
often modeled as to have circular symmetric complex normal distribution with
n ≈ cN(0, S). Thus, H in the above formula can be estimated as H = y

x .
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2.2 General Radio Propagation Model

Previous studies [8,9,13] have indicated that many weather attributes can affect
the transmission of electromagnetic waves. Precipitation, water vapor, oxygen,
snow, mist and fog are the typical notions of weather attributes. Diffraction,
refraction, absorption and scattering caused by these weather factors can affect
the electromagnetic waves and cause attenuation to radio signals. Hence, the
current widely distributed wireless communication network technologies have
opened a new door to measure environmental attributes. Quite a lot of research
have been conducted in this context for many different purposes, such as rainfall
measurement [6,14–16], etc.

The research results in the field of Physics show that oxygen and water vapor
are the main absorbing gases, especially in lower atmosphere [17]. Although other
atmospheric molecules have definite effect on radio signals, their impacts are too
small to be ignored. Hence, the attenuation γ due to dry air and water vapor
can be described as follows.

γ = Aw + Ao = 0.1820fGHzN
′′
(f), (2)

where Aw is the attenuation amount caused by the water vapor, and Ao is
the attenuation amount caused by the dry air. N

′′
(f) is the imaginary part of

the frequency-dependent complex refractivity, which is a function of pressure,
temperature and water vapor density. And, N

′′
(f) is given by

N
′′
(f) =

∑
i

Si(.)Fi(.) + N
′′
D(f), (3)

where Si(.) = Si(p, T ) (the function of pressure and temperature) is the strength
of the ith frequency line; Fi(.) = Fi(p, T, f) (the function of pressure, temperature
and frequency) is the line shape factor; and N

′′
D(f) represents the dry continuum

due to pressure induced nitrogen absorption and the Debye spectrum [18]. Hence,
according to (2) and (3), we can obtain

γ = 0.1820f(
∑
i

Si(.)Fi(.) + N
′′
D(f)). (4)

Reorganizing (4), we obtain
∑
i

Si(.)Fi(.) =
γ

0.1820f
− N

′′
D(f). (5)

The right hand part of (5) does not have any variable related to humidity.
However, both Si(.) and Fi(.) have parameters, which are related to humidity.
As for Si(.) and Fi(.), the precise expression can be found in [18].

3 Proposed Refined Radio Propagation Model

In this section, we utilize the fine grained CSI instead of RSSI of radio signals
to build a propagation model, and accommodate the issues relevant to humidity
measurement in the model. Before proposing the new refined model, we discuss
about the deficiencies of the existing RSSI-based propagation model.
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3.1 Deficiencies of the RSSI-based Model

According to (4), we have plotted some figures, that characterize this model.
As illustrated in Fig. 1(a), maximum attenuation occurs at around 22 GHz band
within the range of [0 ∼ 40] GHz frequency band. In theory, water vapor has
a resonance line at 22.235 GHz channel. Hence, at ∼22 GHz band, the signal
loss is caused predominantly by the water vapor. Consequently, [22 ∼ 23] GHz
electromagnetic wave was used for the experiments in [8]. Figure 1(b) shows us
the relationship between attenuation and temperature. Below 100◦C, the higher
the temperature, the smaller the attenuation.

Figure 1(c) shows us the important information in this context. The func-
tional relationship between the attenuation and humidity is monotonic. The
higher the humidity, the larger the attenuation. At the same time, one impor-
tant key point is, the attenuation ratio is relatively low (in the order of 10−3) at
2.4 GHz frequency or at 5 GHz frequency band compared to that in Fig. 1(a).
Consequently, in order to obtain obvious and measurable attenuation value,
the measurement distance is often several kilometers long even at ∼5 GHz fre-
quency band1.

Fig. 1. The RSSI-based model.

Fig. 2. The relationship between humidity and RSSI of the signal.

1 The higher the frequency band, the larger the attenuation value.
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We chose a confined space, which is 4 m long and 2 m high. We used humidifier
to adjust the humidity in this small space. Then, we collected data for five
different humidity values. 50 samples were collected at each humidity value.
In total, there were 5 different humidity points and their corresponding 250
samples. The distance between TX and RX was set to 3 m. Figure 2(b) describes
the changing trend of RSSI for different humidity values. Whereas, in Fig. 2(a),
we show the RSSI variance w.r.t. different humidity samples.

We conducted some experiments to emphasize the deficiencies of this model
further. The distance between TX and RX was set to 3 m. In total, we collected
5 different humidity values and 50 samples for each humidity value. Figure 2(b)
describes the changing trend of RSSI for different humidity values. Whereas, in
Fig. 2(a), we show the RSSI variance w.r.t. different humidity samples.

To summarize, the greater the humidity, the greater the attenuation ratio.
In theory, the RSSI value is monotonically decreasing with humidity. However,
in Fig. 2, we see the fluctuations in terms of this trend. There are two reasons
which contribute to this observation. First, the attenuation ratio is relatively
low even at 5 GHz band, which is obvious in Fig. 1(c). Second, multipath effect
always exists, especially in the indoor environment.

3.2 CSI-Based Model

In order to address the problems with the RSSI-based model, we refine the
propagation model here. Comparing with RSSI, CSI can better reflect the quality
of the channel. Denoting the CSI-based attenuation by CSIeff and replacing γ
with CSIeff in (5), we can obtain

∑
i

Si(.)Fi(.) =
α · |CSIeff |

0.1820f
− N

′′
D(f), (6)

where CSIeff is given by

CSIeff =
1
K

K∑
k=1

(
fk
f0

× |Hk|), k ∈ (−15, 15). (7)

α is an unknown factor which is greatly dependent on the environment. f0 is
the central frequency. Respectively, fk and |Hk| are the frequency and amplitude
of the kth subcarrier. The reason to replace γ by CSIeff is that it can exploit
the frequency diversity to compensate the small-scale fading effect.

4 System Design

Using the refined CSI-based propagation model described in the previous section,
we propose a system that measures humidity in a certain place effectively. We
name our system as WiHumidity. Although the model provides the relationship
between the humidity of a certain place and CSI of wireless signal, our system is
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Fig. 3. The system flow diagram.

based on the supervised machine learning algorithm. Supervised learning algo-
rithm requires some training data to build a prediction model, and test data to
validate the model. In the following discussions, we provide the detailed descrip-
tion of our system including the methodology. Figure 3 shows the functional
flow diagram of our system. There are mainly two components in the system,
the functionalities of which are described as follows.

4.1 Data Collection and Processing

In a typical environment, CSI is easily influenced by human activities, and hence
CSI needs filtering to reduce noise. We choose a confined space in the indoor
environment, in which there are NT number of transmit antennas and NR num-
ber of receive antennas. WiFi NIC(s) of the receiver(s) report(s) CSI values over
30 OFDM subcarriers of the 20 MHz wide WiFi channel. This leads to 30 CSI
samples with dimension NR×NT per humidity value. Consequently, the number
of collected CSI samples for one humidity value is 30 × NR × NT .

4.2 Feature Extractioin and Classification

In order to cope with the randomness of data, we collect a set of samples for
each humidity value. Seven features of the collected 30 × NR × NT CSI samples
(for per humidity sample) are used to build a classification model. These seven
features are: (1) mean value, (2) normalized standard deviation (NSTD), (3)
median absolute deviation (MAD), (4) interquartile range (IR), (5) maximum
value, (6) skewness, and (7) signal entropy. As shown in the next section, none
of the features alone can determine the corresponding humidity value effectively.
Taking all features jointly into account, we apply a supervised machine learn-
ing algorithm, i.e., SVM to make a definite decision about the corresponding
humidity.
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Fig. 4. The change of individual feature value w.r.t. different humidity samples.

5 Experiments and Performance Evaluation

In this section, we first describe the details of the experimental settings and the
implementation of our system, WiHumidity. Then, to justify the effectiveness of
WiHumidity, we show the results of our experimentation.

5.1 Experimental Settings

For the experiment, we design a confined space, the size of which is 4 m long
and 2 m high. We use humidifier to adjust the humidity of environment in this
small space. One TP-LINK router acts as the TX. A desktop of DELL with
2.4 GHz dula-core CPU as the RX, and implements WiHumidity. The desktop
is equipped with Intel WiFi Link 5300(iwl5300) 802.11n NICs. In order to avoid
the interference from the neighboring bands, we conduct our experiment on
5 GHz band. Moreover, we implement our system on the MATLAB platform,
and evaluate the system in a typical laboratory room. Then, we collect data to
evaluate the performance of our system. In order to ensure the diversity of data,
50 samples are collected for each humidity value.

5.2 Experimental Results

5.2.1 Signal-Level Analysis of the Collected Data
Previous works [9,13] have proved that water vapor can cause attenuation to
radio signals, which leads to the change in RSSI or CSI values. However, to
the best of our knowledge, no model based on CSI has been established before.
This is the first work that has established the relationship between humidity
and CSI. The key of the humidity measurement problem is to extract features
from the CSI samples to discriminate different humidity values. We select four
different features of the CSI samples to show the variation with different humidity
values. From Fig. 4, for different humidity values, we can find obvious difference
in terms of a feature value. It implies that different humidity values have different
variation of CSI.
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5.2.2 The Final Measurement Performance
As mentioned previously, a total of 250 CSI-humidity samples are collected.
To establish a classification model, 120 of them are used for training, the rest
(130) are to test. Finally, we run the classification process for 10000 times. As
demonstrated in Fig. 5, WiHumidity can achieve detection accuracy 79% on aver-
age. The highest accuracy can be even upto 91%. Figure 5(a) shows comparison
of three features combination. Figure 5(b) is the pdf plot for the measurement
accuracy when all seven features are taken into account in building the SVM
classification model. One of the outstanding works, in this context, is to pre-
dict the humidity following the relation in (6). However, there is an unknown
factor α in this equation, which can be determined using the relations in (5)
and (6). Then, the results of the proposed classification model can be verified
with that of the proposed CSI-based propagation model. We would like to leave
this work as our future study. Furthermore, we have not compared the results of
our classification model with that of a RSSI-based measurement model. This is
because the short distance over which we have conducted our experiments, and
the RSSI-based models are not applicable for the short distance. Moreover, it
requires specialized expensive equipments which are not easy to obtain.

Fig. 5. Accuracy of our SVM classification model.

6 Conclusions and Future Work

In this paper, we proposed an effective and low-cost humidity measurement
system. Having noticed several drawbacks of the existing RSSI-based humid-
ity measurement systems, we proposed a refined CSI-based propagation model.
To the best of our knowledge, this is the first work that used fine-gained PHY
layer information (CSI) in OFDM-based systems to build a propagation model
for improving the performance of atmospheric humidity measurement. Since the
refined model has an unknown parameter and it is greatly dependent on the envi-
ronment, we used SVM learning model to predict the humidity. Comprehensive
experiments were conducted to verify the effectiveness of the learning model in
predicting humidity. The average measurement accuracy that we obtained was



546 X. Zhang et al.

around 79%. The accuracy of the prediction can be further improved by using
better machine learning algorithm.

As a continuation of this work, our first objective is to improve the mea-
surement accuracy of the system. Perhaps, we can use higher frequency radio
signals to improve the accuracy. Furthermore, we can conduct more comprehen-
sive experiments at different environments while considering different distance
between the TX and the RX to verify the new CSI-based propagation model
further.
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Abstract. Bike-sharing systems, as a green travel way, recently have
been widely spreading over 1000 cities around the world. How to plan
and optimize such systems receive attention in academia as well as in
practice. However, scientific literature about planning, usage prediction,
pattern analysis, and system operation in this field is still rather scarce
and full of challenges. And the solutions of these articles can hardly meet
the increasing the demands of users and management of bike-sharing sys-
tems in the big-data era. To this end, a comprehensive literature com-
parison and analysis has been given focused on four topics. Then, a bike-
sharing systems process framework from a big-data analysis perspective
is proposed in the paper.

Keywords: Bike-sharing system · Big-data · 5Vs model · Framework

1 Introduction

Bike-Sharing System (BSS) refers to a public transportation for short distance
trips either free or at an affordable price in the first half or one hour. According
to the bike-sharing blog [1], over 1,000 cities or districts now provide the bike-
sharing programming, with an estimated 1,270,000 bikes by the end of 2015.
From the first generation the White Bicycle Plan in 1960s in Amsterdam, to the
third generation integrated with information technology [2], the challenges of
programs come along with the massive increasing number of subscribers or short-
term consumers. How to analyze from such a huge volume of data generated by
BSS and meet the realtime demands from users became the main problems
constraint the performance of the BSS.

Owing to the big-data technologies springing out recently, this gives us a clue
to solve the above-mentioned problems. This paper gives a big-data perspective
on the BSS problems. Our contributions are: (1) make a comprehensive litera-
ture comparison on the topics that most talked in recently, including the BSS
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 548–557, 2017.
DOI: 10.1007/978-3-319-52015-5 56
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planning, BSS pattern analysis, BSS demands or trip prediction, and reposition-
ing problems on BSS. (2) talk BSS’ 5Vs features and propose a BSS framework
by big-data technologies to solve the problems faced by the system. (3) analyze
the challenges faced by the BSS.

2 Studies on BSS

BSS has received an increasing attention with the rapid expansion over the
world. DeMaio [2] and Shaheen et al. [3] studied the history, system structures,
influence and future. Other studies on BSS are mainly summarized to four parts:
system planning [4–7], usage prediction [8–13], pattern analysis [14–18], and
system operation (repositioning problem) [19–22]. A comparison list of studies
in patterns and predictions on BSS is showed in Table 1.

2.1 BSS Planning

To launch a BSS, the planner should identify goals and expectations of what the
system will look like. Kim et al. [4] analyzed factors influencing travel behaviors,
argued that appropriate scale of each station must be calculated in consideration
of nearby land use and facilities. Buck et al. [5] found a significant correlation
between the presence of bicycle lanes and Capital Bikeshare usage, and high-
lighted the importance of population density and mixed-uses in encouraging
ridership. Martinez et al. [6] proposed an algorithm to optimise the location of
stations by using the Mixed Integer Linear Program algorithm. Lin et al. [7]
developed a mathematical model to determine the number and locations of bike
stations.

2.2 BSS Prediction

Prediction model infers station demands and trips (duration and destination)
ahead of time. Froehlich [8], the first to study the prediction of BSS for station
demands, introduced four probability model Last Value (LV), Historic Mean
(HM), Historic Trend (HT) and Bayesian Network (BN) to predict the available
bikes for each station. Borgnat et al. [9] and Singhvi et al. [10] predicted bike
demands using regression with many factors. Li et al. [11] proposed a hierarchical
prediction model to predict the check-out/in of each station cluster in a bike-
sharing system, based on the historical bike data and meteorology data.

Trip prediction is an interesting but important problem in BSS operation.
Chen et al. [12] formulated the trip inference problem as an ill-posed inverse
problem, and proposed a regularization technique to incorporate the a priori
information about bike trips to solve the problem. Zhang et al. [13] adopted two
models: trip destination prediction and trip duration inference on individual trip
prediction problem, using MART and Lasso regression model, respectively.
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Table 1. Comparison of studies on patterns and predictions of BSS

City/Program Focuses Method Value Index

Barcelona/Bicing Station-level
demands
prediction

Probability model
(LV, HM, HT, BN)

First to study the
prediction, classify
station state with
80% accuracy
up to two hours
into the future

[8]

Lyon/Vélo’v Global activity
prediction, spatial
patterns

Signal processing
tools for
prediction, data
mining for patterns

Used methods from
signal processing
and data analysis
to study the Vélo’v
system

[9]

NYC/Citi Bike Bike demands
prediction

Regression models
with covariates
including
population,
weather and taxi
usage

First to use taxi
data to predict
bike trip volume

[10]

NYC/Citi Bike;
DC/CaBi

Prediction on
station cluster level

Offline: clustering,
GBRT, trip
duration learning
and inter-cluster
transition learning,
online: inter-cluster
transition
prediction,
check-out
prediction

Proposed a
hierarchical model
to predict
check-out/in of
each cluster of
stations

[11]

DC/CaBi Trip prediction Treated as an
ill-posed inverse
problem

Proposed a method
infer bike trip
patterns directly
from the public
station status data

[12]

Chicago/Divvy Trip prediction MART, Lasso
regression model

Inferred the
potential trip
destination station
and trip duration

[13]

Brisbane/CitiCycle Spatio-temporal
patterns

Multivariate
regression modelto
capture the effect
of factors,
Flow-comap to
depict the usage
patterns

Developed a tool
to quantify salient
factors influencing
the system

[14]

Lyon/Vélo’v Station patterns Spatial clustering
of the traffic flows,
PCA, K-means,
and visualization

Introduced the
notion of spatial
analysis for
bike-sharing

[15]

Boston/Hubway;
DC/CaBi;
Chicago/Divvy

Station-level usage
patterns between
cities

Maximal Clique,
Louvain
Modularity, and
ST-DBSCAN to
clustering

Provided an
accessible interface
for examining
bikeshare programs
across cities

[16]



Bike-Sharing System: A Big-Data Perspective 551

2.3 BSS Pattern

Spatio-temporal patterns and station-level patterns are two main part of the BSS
patterns. While spatio-temporal reveals the flow of the city over time, station-
level patterns focus on the similarity of the bike rental behavior among the
stations. Corcoran et al. [14] developed a visualization analysis technique flow-
comap to depict the subtle changes in spatio-temporal usage patterns under
different weather conditions and various calendar events in Brisbane’s CityCycle
Scheme.

Other researchers did more on the station-level analysis. Borgnat et al. [15]
proposed an approach based on spatial clustering of the flows between stations,
highlighting the main features of bicycle movements all along the week. Bargar
et al. [16] adopted ST-DBSCAN to reveal different patterns between cities. They
performed graph theoretic algorithms, including maximal clique and Louvain
modularity, to select a subset of the trip data that the stations are more con-
nected before clustering. Sarkar et al. [17] compared 10 cities Bike-Sharing sys-
tem patterns by using a hierarchical clustering algorithm to run a cross-city
occupancy clustering and activity clustering. Keenan [18] leveraged big-data
technology tools like Hadoop and Cloudera to handle large datasets, and got
some statistics relationship between trips and weather-related data.

2.4 BSS Repositioning

Repositioning is an operation which redistribute the bicycles to meet the
demands of BSS, focusing on the decision making of the vehicles route and reg-
ulating of the inventory for each station. Most of those studies are based on the
assumption of knowing the inventory of stations, treated as a vehicle scheduling
problem. Vogel et al. [19] proposed a model to assesses the prospects of oper-
ational repositioning services by an aggregate feedback loop model with Kar-
markar algorithm. Chemla et al. [20] described the problem as a Single Vehicle
One-commodity Capacitated Pickup and Delivery Problem, adopting a ranch-
and-cut algorithm to solve the relaxation problem, and a tabu search to get the
upper bound of the optimal solution. Dell’ Amico [21] presented four mixed inte-
ger linear programming formulations for the same problem. Schuijbroek et al. [22]
presented a cluster-first route-second approach to decomposes the multi-vehicle
rebalancing problem into separate single-vehicle problems by using mixed integer
programming based on the clustering problem.

3 BSS with Big-Data

From last section, we infer the fact that studies on BSS top four topics are most
achieved in the conventional method with a great numbers of assumptions. We
also found that BSS with big-data is scarcely ever mentioned in those papers.
The problems that system data accumulated in a rapid rate of speed and volume,
that realtime demands from users are still there, and big-data can save us a life.
In the following part, we will get an in-depth analysis and study to the big-data
technology and the solution by a big-data perspective.
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3.1 Brief Talk About Big-Data

Big-data has been a hot buzzword since 2014, yet with no rigorous definition.
The definition is intentionally subjective and incorporates a moving definition
of how big a dataset needs to be in order to be considered big-data said by
McKinsey researchers [23]. Here is a generally definition from Wikipedia: a term
for data sets that are so large or complex that traditional data processing appli-
cations are inadequate [24]. As a fact, 3Vs model (early definition of big-data:
Volume, Velocity, and Variety) was firstly introduced by Doug Laney in 2001 [25],
although such a model was not originally used to define big data. IDC (Inter-
national Data Corporation) proposed a 4Vs model (3Vs plus Value): extracting
value from very large volumes of a wide variety of data, by enabling the high-
velocity capture, discovery, and/or analysis [26]. At the same time, IBM also
proposed their 4Vs model: with Veracity instead, and later the 5Vs model: with
both Veracity and Value included.

According to MGI’s (McKinsey Global Institute) report on big-data [23]
there will be billions of big-data related market. And lots of country adminis-
trations and economic commissions like U.S., European Commission, Australia,
and China have released their official documents on the promotion of big-data
in order to embrace the big-data era.

3.2 Deep into Big-Data

The point of Big-data is to develop a system moves data along the path – raw
data to actionable insights [27]. A big data solution typically comprises four log-
ical layers: big data sources, data massaging and store layer, analysis layer, and
consumption layer [28]. Figure 1 shows the architecture of the Big-data solution.

Big data sources: data that available for analysis.
Data massaging and store: it is where the source data lives, using a dis-

tributed file system like HDFS (Hadoop Distributed File System) or GFS
(Google File System). Data is broken down into smaller pieces (called blocks)
and distributed throughout the cluster.

Analysis layer: reads the data from the store layer, then process and analyze
the data using a MapReduce tool such as Pig or Hive.

Output layer: gets the output of the analysis layer. The output can take the
form of charts, figures, and recommendations, etc.

When comparing with the big-data analysis at extreme scale, conventional
methods could be out at elbows not only on the storage but the CPU processing
performance. Big-data can easily scale-out rather than scale-up owing to the
distributed idea. Big-data analysis can also take as much covariates as you want
into the system to give a better understanding of influences for each factor.
Duing to such advantages big-data have, we will propose a framework later to
cope with 5Vs in BSS.
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Fig. 1. Architecture of big-data

3.3 5Vs in BSS

Big-data is featured with 5Vs: Volume, Variety, Velocity, Veracity, and Value.
As a data related service, BSS faces the same problems most service-oriented
companies do. In the following, we will talk the BSS’ 5Vs in detail.

Volume. It refers to the amount of data. A typical BSS generates amounts of
trips. For example, the world biggest BSS program: Hangzhou Public Bicycle
Service. There are 84,100 bicycles scattered in 3574 stations, more than 150
million trips generated in 2015, 448,600 highest daily usages, more than 310,000
on average. Another successful scheme in Taiyuan (China), with 41,000 bicycles
in 1258 stations, less than half of the Hangzhou’s, reached a record-breaking
568,500 highest daily usages, and more than 400,000 on average. Vélib’ in Paris,
the largest BSS outsides of China, with around 14,500 bikes and more than 1,230
stations in their fleet, with an average daily ridership of 110,000 (75 hires per
minute), and more than 283 million rentals since the launch (2007).

Variety. It refers to the number of types of data. The data is structurally het-
erogeneity nowadays. In a BSS, data is generated with each check-in or check-out
behavior: timestamps, serial number of the slot and station, duration, GPS (trip



554 Z. Jia et al.

path, bike location), video data from camera in kiosk; gender, age data from sub-
scribers. Most of this operation data are tabular data being stored structurally
in spreadsheets. But BSS is not a standalone system, many factors may have
influence on the system also collected such as weather-related data, resident den-
sity, geographic data (streets, elevation), time of the day, holidays and events,
even data from social network software (e.g. text data from Twitter, pictures
or videos from Instagram, location-based data from Foursquare, etc.). All above
included, but not limited to, contribute to the BSS for big-data analysis.

Velocity. It refers to the rate at which data is generated and coming into
the database [29]. BSS rental behaviors happen every second and minute, and
the system has to handle this tsunami of rental behaviors every day. Besides
the data-level, the velocity also refers to the speed at which the incoming data
should be analyzed and acted upon, i.e. if a subscriber sends a request to check
the available bicycles for a specific station or the trend of the flow for the nearest
station, the server must reply as soon as possible. That requires a fast real-time
processing.

Veracity. It refers to the messiness or trustworthiness of the data. With many
forms of data, quality and accuracy are less controllable, which requires processes
to keep the bad data from accumulating in your systems. i.e. if a trip duration
is less than 90 s, it is an invalid record in the database, should be set aside in
some processing like ridership prediction.

Value. It is the end game. The purpose of the big-data analysis is to extract
the potential value behind the data. The value of the BSS is to find the patterns
of the system, improve the performance of the system, and reduce the cost for
both venders and subscribers.

3.4 BSS Framework

This framework shared the insights from an air quality inference model pro-
posed by Zheng et al. [30]. The framework give a clear flow path on how the
system works. As shown in Fig. 2, it consists two main part: the offline learn-
ing and online inference. Three main process flows are processed in the system:
preprocessing data flow, learning data flow, and inference data flow.

Preprocessing Data Flow. We receive the kinds of data like the bicycle
records: timestamps, station and slot serial numbers bike borrowed from or
returned to, trip duration, etc. the preprocessing is an important part before
the offline learning, dirty data like trip duration less than 90 s is set aside or
deleted in this process. Others like weather-related data were emerged with the
operation data. So the data stored in the database are usually not the raw data,
means the data is preprocessed.
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Fig. 2. BSS Framework

Learning Data Flow. Multi-factors like rental records, geography information,
metrological, and POIs or road networks data are included in the system. In this
part of the system, the factors that have an influence on the BSS are extracted
as features to get the spatio-temporal patterns of bicycle flows. Demographic,
human activity, area function, and the BSS itself are taken into consideration.
By a series of training (e.g. machine learning, semi-supervised learning, deep
learning, and community detection, etc.), we can get knowledge from the complex
system. After the offline training, each station will get a label to be clustered by
similarity.

Inference Data Flow. While offline learning cares about the historical data
and correlation between them, inference flow focus on the streaming data, and
infer the demands of the station in the future. The inference results need a

3.5 Challenges

There are two main challenges about the data. The first one is how to break the
data source barriers [31], e.g. not all programs put their operation data on a pub-
lic website, especially in China where the largest and non-profit programs are in
there. The ridership can be times more than other countries, and worth a study
in-depth. Besides the trip data, the types of data we can access are also limited,
like residential density data. Second is the trustiness of the data: fake data and
outdated data can have nothing to do with the system but have negative effects.
So, a data quality examine tool in big-data should be introduced and add into the
framework. Another serious problem is the security of the data [32,33], every sin-
gle trip contributes to the way users’ living habits in some ways. How to protect
the users’ information from being hacked should be treated at a priority level.
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4 Conclusion

BSS is a perfect alternative public transportation with many benefits for both
personal and public. In this paper, we made a comprehensive literature compar-
ison and analysis on four main topics of BSS: system planning, usage prediction,
pattern analysis, and system operation. And we analyzed the BSS on a big-data
perspective about the 5Vs features and proposed a process framework. In our
future work, we will apply the proposed BSS framework with various machine
leaning or semi-supervisor learning to establish the real system.
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Abstract. Process mining is relatively new approach which is often using for
performance managing and optimizing of the most important business processes.
Process mining analysis allows extracting information from event logs. The main
purpose of this paper is to describe advantages of process mining, current trends
and provide process mining analysis of event log from web information and
administration system for management of student’s computer networks in case
study. The case study deals with using Disco software tool for process mining of
mentioned event log. Case study will provide information about processes such
as automatic discovery of process model based on imported data, process map
with detail information about activities and paths (frequency, repetitions and
duration), number of events, overview about events and active cases over time
and finally also using resources.

Keywords: Process mining · Events log · Management of computer networks ·
Disco software tool

1 Introduction

There are many web information and administration systems that store the information
about events in the log files. We will discuss the issue of analyzing events log from web
information and administration system for management of student’s computer networks.
If we want to provide analysis of events log we will need to use process mining tech‐
niques to extract event logs from data sources such as information systems databases,
transaction logs, audit trails etc. We will use events log that are saved in MySQL database
of Pawouk information system for administration and management of student’s
computer networks.

The structure of this paper is divided into the following chapters: Process mining,
Management of student´s computer networks at School of Business Administration in
Karvina, Process mining software, Case study: Process mining of events log from infor‐
mation system for management of network users and Conclusion.
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2 Process Mining

Process mining is defined by van der Aalst [1] as a relatively young research discipline
that sits between computational intelligence and data mining on the one hand, and
process modeling and analysis on the other hand. Process mining is according to [12]
closely related to BAM (Business Activity Monitoring), BOM (Business Operations
Management), BPI (Business Process Intelligence), and data/workflow mining.

The main idea is to discover, monitor and improve real processes by extracting
knowledge from event logs. We can find many sources of event logs such as audit trails
of a workflow management system or the transaction logs of an enterprise resource
planning system. Why is process mining so important? Process mining techniques allow
extracting information from event logs [4]. We can find at least two reasons that are
described in [5]: first of all, it could be used as a tool to find out how people and/or
procedures really work. Second, process mining could be used for Delta analysis, i.e.,
comparing the actual process with some predefined process.

Starting point for process mining is according to van der Aalst et al. [2] an event log
and all process mining techniques assume that it is possible to sequentially record events
such that each event refers to an activity and is related to a particular case. Process
Mining Manifesto [11] discusses important aspects that process mining includes such
as: process discovery (i.e., extracting process models from an event log), conformance
checking (i.e., monitoring deviations by comparing model and log), social network/
organizational mining, automated construction of simulation models, model extension,
model repair, case prediction and also history-based recommendations. Process mining
is used for example in software development and testing process [16], application of
process mining in healthcare [9], for analyzing inventory processes [14]. We can find
more case studies about using process mining for example in academic sphere. Depart‐
ment of Mathematics and Computer Science at University of Technology Eindhoven is
engage in an extensive research on the application of process mining in many research
areas. We can find a list of process mining case studies such as: improved invoicing,
support of operational excellence and sales, refund service process of an electronics
manufacturer, inefficiencies in city government, process mining for auditing, process
mining in invoice handling process are available here [13].

3 Management of Student’s Computer Networks at School of
Business Administration in Karvina

During the last ten years of administration of student’s computer networks in dormitories
of The School of Business Administration in Karvina was introduced and updated web
information system called Pawouk. Pawouk is a web information and administration
system for managing student’s computer networks. Information and administration
system Pawouk currently provides complete operation of student’s computer networks
in dormitories of The School of Business Administration in Karvina.

Pawouk is based on using open source technologies and it was designed as a three-
layer web database application. Architecture and structure is more detailed described
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by Petránek [10] who is author and developer of this system. There is used MySQL
database for storing the data and to ensure running applications is used layer of Apache
Web server module for PHP. As the main development environment has been chosen
PHP. For communication between the application and data layer is used the PHP Data
Objects (PDO).

The web application of Pawouk system is divided into two separate interfaces: user
and administrator. The user interface is designed for both network users and visitors to
the website portal. Website portal provides general information and technical support
for users of the network. Admin interface is designed only for network administrators.
It is a tool for network administrators to perform most tasks related to network manage‐
ment: to register new users, access to information about current network users and their
devices (PC, notebooks, tablets, smartphones), administration of evidences such as
charges for internet connection and payments for print accounts, setting the rules,
configuring the server, providing technical support to users etc.

There are many common activities and processes associated with management of
student’s computer networks which are support by Pawouk information system. We can
recognize main following types of functionalities defined by Petránek [10]: website
(information about the network, documents, manuals and contacts), technical support
system for network users, registration of new users of the network via a web form, user
authentication system, list of users and connected devices, processing and recording of
payments.

4 Process Mining Software

There are many tools that provide process mining. The most famous is open source
project framework called ProM which has been developed at the Eindhoven University
of Technology by team of professor van der Aalst. There are also commercial tools such
as Disco by Fluxicon, Interstage Automated Process Discovery by Fujitsu, ARIS Process
Performance Manager by Software AG etc.

ProM. ProM is an extensible framework that supports a wide variety of process mining
techniques in the form of plug-ins. It is platform independent as it is implemented in
Java, and can be downloaded free of charge [15]. The ProM framework has been devel‐
oped as a completely plug-able environment. The most interesting plugins are the mining
plugins and the analysis plugins [3]. The architecture of ProM allows different types of
plugins: mining plug-ins, export plug-ins, import plug-ins, analysis plug-ins and conver‐
sion plug-ins. The functionality of ProM is according to Aalst [1] unprecedented and
there is no product offering a comparable set of process mining algorithms. Some of the
process mining plug-ins present used in ProM 6 are following: alpha miner, heuristic
miner, genetic miner, fuzzy miner, simple log filter, guide tree miner and social network
miner.

Disco by Fluxicon. Disco is complete process mining software developed by Fluxicon.
Disco provides very fast process mining algorithms and also includes tools such as
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efficient log management and filtering framework. We can easily add your Excel or CSF
file with log events from information system or other data storages.

Professor van der Aalst from Eindhoven University of Technology described Disco
as a great process mining tool that simply works and it is able to deal with large event
logs and complex models and conversion and filtering are made easy. Performance
metrics are shown in a direct and intuitive manner and the history can be animated on
the model [6].

Disco provides according to official website [6] useful functionality for optimize
performance, control deviations, or explore variations such as: automated process
discovery, process map animation, detailed statistics, cases, filters, import and export
and project management.

Günther and Rozinat [8] deals with idea that the core functionality of process mining
is the automated discovery of process maps by interpreting the sequences of activities
in the imported log file. Disco provides this functionality in an intuitively understandable
way of process map visualization. Visualization is user friendly with good possibility
of visual discovering the main paths of the process flows (coloring and thickness of
paths) and also wasteful rework loops.

5 Case Study: Process Mining of Events Log from Information
System for Management of Network Users

In this case study is utilized a commercial process mining tool called Disco which is
used at our faculty under academic license for research in process mining area.

5.1 Preparing Data from Events Log

We have obtained events log from Pawouk information and administration system which
contains 4314 events and we can analyze behavior of 361 internet users during academic
year 2014–2015. There are also resources such as 3 network administrators which have
consultation hours at student’s dormitory, 2 IT specialists from faculty Institute of
Information Technology, WWW interface of web portal which is connected with
Pawouk system, resource SYSTEM means automatic termination of network traffic
when academic year ends. There are also student’s users as resources in cases of their
own user and device registration or updating device information through web portal of
Pawouk system. These registration and updates are in all cases subsequent approved or
rejected by network administrators. There are the following basic activities (processes)
during academic year: new user registration (WWW), registration of new user device
(WWW), user authentication, updating the user detail, updating the device detail, restart
password for recovery of user registration, restart the user’s password, changing user
password, added a new fee, added a new fee-cancellation, inserting a new printing bill,
update of printing bill, termination of network traffic.

We can see an example of default events log from Pawouk system which is available
in module called “logging system”. (Table 1)
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Table 1. Default events log

Date and time Source Network Text IP address
21.9.2014 11:12 WWW [ID: 0] Z@vináč new user

registration WWW
(o0923xx –
Name_Surname)

85.70.56.xxx

21.9.2014 11:16 ANONYM [ID:
2000000000]

N/A user authentication
(o0923xx –
Name_Surname)
[id: 90]

85.70.56.xx

21.9.2014 20:37 Tomas01 [ID: 11] Z@vináč updating the user
detail (o0923xx –
Name_Surname)
[id: 90]

193.84.220.x

7.10.2014 18:31 radim_dolak [ID: 4] Z@vináč updating the user
detail (o0923xx -
Name_Surname)
[id: 90]

193.84.220.x

7.10.2014 18:31 radim_dolak [ID: 4] Z@vináč updating the device
detail (o0923xx)
[id: 98]

193.84.220.x

7.10.2014 20:51 Miro [ID: 10 Z@vináč added a new fee (ID
number: 259) [id:
259]

193.84.220.xx

… … … …
31.8.2015 23:59 SYSTEM Z@vináč termination of

network traffic
N/A

User must be extracted from column text, where is information about user identifi‐
cation. It is primarily key student´s number in the following form oYYXXXXXX, where
YY represents last two numbers from year when student starts to study, XXXXXX
represents six specific numbers. There are many data storage in Pawouk events log for
managing student computer networks. There is following structure of columns for trans‐
formed events log: date and time, user, source, action. We can see an example of event
log after data transformation for one internet user with o0923xx from Pawouk system
in the following Table 2 called Transformed events log.

There are 7 basic different actions during academic year which is typical period for
internet services for students who are accommodate in students dormitory of our faculty.
The first action is typically new user registration (WWW) following by user authenti‐
cation, updating the user and device detail. Sometimes are students changing their user
password. Internet services are not free of charge so there is also possibility for adding
a new fee. The last action is termination of network traffic associated with ending of
summer academic semester or student’s accommodation contracts.
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Table 2. Transformed events log

Date and time User Source Action
21.9.2014 11:12 o0923xx WWW [ID: 0] new user registration (WWW)
21.9.2014 11:16 o0923xx ANONYM [ID:

2000000000]
user authentication

21.9.2014 20:37 o0923xx Tomas01 [ID: 11] updating the user detail
21.9.2014 20:37 o0923xx Tomas01 [ID: 11] updating the user detail
7.10.2014 18:31 o0923xx radim_dolak [ID: 4] updating the user detail
7.10.2014 18:31 o0923xx radim_dolak [ID: 4] updating the device detail
7.10.2014 18:44 o0923xx radim_dolak [ID: 4] updating the user detail
7.10.2014 18:44 o0923xx radim_dolak [ID: 4] changing user password
7.10.2014 20:49 o0923xx Miro [ID: 10] updating the user detail
7.10.2014 20:49 o0923xx Miro [ID: 10] changing user password
7.10.2014 20:51 o0923xx Miro [ID: 10] updating the user detail
7.10.2014 20:51 o0923xx Miro [ID: 10] added a new fee
4.1.2015 20:34 o0923xx Tomas01 [ID: 11] added a new fee
26.2.2015 15:31 o0923xx Miro [ID: 10] added a new fee
31.8.2015 23:59 o0923xx SYSTEM termination of network traffic

Text column contains information about actions and also about users which are
identified according to their student numbers. It is necessary to extract information about
actions and users to the separated columns. The easiest way is using for example Micro‐
soft Excel text functions.

Fluxicon, Disco User´s Guide [7] is defining the minimum requirements for an event
log. The data columns determine the analysis possibilities. We need to identify at least
the following three elements in our event log for providing process mining analysis in
Disco: Timestamp, Case ID and Activity. Other elements in Disco terminology are for
example resources, costs etc. We can see an example of transformed events log from
Pawouk system in previous Table 2. It is prepared to be imported into Disco process
mining tool. We can define analyzed columns in the following bullet item list.

• Date and time = Timestamp in Disco
• User = Case ID in Disco
• Source = Resource in Disco
• Action = Activity in Disco

There are also other columns which are possible to analyze but we made a decision
to analyze them in a future work. Other columns in Pawouk system are the following:
network, IP, Amount (internet connection payment or payment for printing tasks)

5.2 Process Mining Analysis in Disco

In this section are presented the results of process mining analysis using Disco software.
We have used for the verification, 361 cases ad 4314 events which were generated by
Pawouk information and administration system.
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Process model map. We can see only the most frequent paths in the flow if we want.
It is possible to change the level of detail of the shown process map by using the inter‐
active setting in the software (setting detail of paths in percent). The some situation is
in number of activities (setting detail of activities in percent). We can easily create with
Disco animations for visualizing our processes. Animations can be beneficial and helpful
because it can help us find out spot bottlenecks where work is piling up. The following
Fig. 1 shows the discovered process model using DISCO software tool.

Fig. 1. Disco process model map. (Source: Own analysis in Disco)

There are more important results than only display of paths and actions in process
map. We can use possibilities of advanced filtering allows us to set the focus to certain
process variants or processes for further analysis.

There are three ways how can be user added to the Internet network: “user authen‐
tication” using confirmation email, verification by network administrators (“updating
the device detail” together with “updating the user detail”) when new user must visit
them during consultation hours in internet office on student´s dormitory and the last
direct import of users from the users database from the last academic year. Only the last
variant is possible without “new user registration”.

We have used mean, median, maximum and minimum duration for analysis of the
most important activities related to user management. Median duration between new
user registration using web portal and user authentication is 3 min. Mean duration is
9.9 h. It is caused by some users which did not use confirmation email immediately but
after several days. We can compare also minimum (60 s) and maximum (11.3 d) dura‐
tion. We can see median duration for some basic activities in the following Fig. 2.
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Fig. 2. Median duration of some processes (Source: Own analysis in Disco)

We can see in the previous Fig. 2 that median duration between “new user registra‐
tion” and “updating the device detail” together with “updating the user detail” by
network administrators is only 60 s. This good result is due to the fact that at the begin‐
ning of the academic year are all three network administrators in the internet office ready
to help with the registration of first-year students, who are almost immediately after
registration authenticated and connected to the network (“updating the device detail”
together with “updating the user detail”).

We can see the loop at some activities such as “updating the device detail” and
“updating the user detail”. It is due to the fact that these records contain many items
sometimes in different tabs and are not always filled at once. Another reason is that there
are errors in entering data such as MAC address and so on. And these errors are subse‐
quently corrected.

Activity Event Classes. We have found activity event classes based on DISCO anal‐
ysis. The most common activities are: updating the user detail, updating the device detail
and added a new fee.

Events Over Time. We can see an overview of events during academic year from
1.9.2014 to 31.8.2015 in the following Fig. 3. There are some periods with an increased
occurrence of events. There are total 4314 events, 361 cases and 12 activities.

Fig. 3. Events over time (Source: Own analysis in Disco)

Process Mining of Event Log from Web Information 565



The third week of September is characterized by the arrival of students at university
dormitory and there are the following activities: new user registration (WWW), regis‐
tration of new user device (WWW), user authentication, updating the user and the device
detail. Some students forgot the password from last year for renewal of registration, and
in this case there are these activities: restart password for recovery of user registration,
restart the user´s password, changing user password. Fees for Internet access are set
from the month of October. There is the choice of payment for 1 month, 3 months and
10 months. Another increase in events during the year, according to the analysis
presented payment for Internet access in the event of short-term payments for 1 or 3
months at the beginning of the month for which the fee is necessary to be paid together
with payment for printing tasks on network printer. We can distinguish these activities:
added a new fee, added a new fee-cancellation, inserting a new printing bill and update
of printing bill. The last significant activity is the closure of a student´s computer
networks at the end of the academic year - 31 August 2015. It is necessary to make
backup of the user database and create a new empty database for the next academic year,
which is connected to the web portal to register new users or renewal of registrations
from the previous academic year. It is also possible to directly export some users from
the past to the current database.

Overview of Using Resource. There are 3 network administrators which have consul‐
tation hours at student’s dormitory (Miro, radim_dolak, and Tomas1). We can see that
the workload of network administrators is nearly almost evenly in all. It is therefore not
necessary to make changes in the distribution of their consulting hours.

SYSTEM provides automatic command to terminate traffic of student´s computer
network by disconnecting all current users.

WWW represents all activities that are carried through the information web portal,
which allows particularly user registration and adding equipment.

ANONYM represents activities that can be conducted before a portal or via email
registered users. These are the following activities: restart password for recovery of user
registration, user authentication and restart the user’s password.

6 Conclusion

The main purpose of this paper was to introduce process mining in a specific area of
web information and administration system for management of computer networks. We
have used Disco process mining tool to provide process mining analysis of events log
from web information and administration system for management of student’s computer
networks. We have obtained the following results: process model map, activity event
classes, events over time and also overview of using resources.

As a future work, we are planning to compare process mining analysis from different
academic years to find out some changes during last 5 years such as for example different
behavior of users (more automatic registration through web portal with user authenti‐
cation by confirmation email, payments for longer periods etc.), using of resources and
times (mean, median, min and max) for the most important activities.
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Abstract. Allocating the underlying physical substrate network resources for
users reasonably is the target of virtual network embedding (VNE), which is a
hot issue in virtual resource allocation field. In order to prevent the premature
convergence and poor performance of local optimization during mapping pro-
cedure, in this paper, we combine DPSO, taboo-search technology and simu-
lated annealing algorithms to solve premature convergence problem by using
taboo list and annealing process, then propose a virtual network embedding
algorithm based on hybrid particle swarm optimization. Simulation results show
that our algorithm can improve the revenue to cost ratio and the acceptance ratio.

Keywords: Virtual network � Virtual network embedding � DPSO �
Taboo-search � Simulated annealing

1 Introduction

Network virtualization technology [1] allows the existence of multiple heterogeneous
virtual network above the sharing underlying physical substrate network. The problem
of allocating the request for asking underlying network resources from users in nodes
(CPU, Memory, Storage) and link resources with restrictions of virtual network is
called Virtual Network Embedding (VNE) problem [2]. VNE has been proved to be a
NP-hard problem. Even if all the virtual nodes have been mapped, virtual links with
restrictions on bandwidth resources are also NP-hard [3]. Therefore, most of the
existing work used intelligent algorithm to solve VNE problem [4].

Discrete particle swarm optimization (DPSO) is a global optimization technique
based on swarm intelligence. Each particle represents a candidate solution. The algo-
rithm finds the optimization area in searching space by interactions between two
particles. It has some advantages, such as fast convergence, simple algorithm and high
searching efficiency [5]. However, in practice, the use of intelligent algorithm to solve
VNE problem is not efficient, because there is be a convergence to local optimization
problem after running for a time in mapping scheme based on DPSO. Thus, in this
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paper, we propose an algorithm, called HPTS-VNE-PSO (Hybrid of Particle swarm
optimization, Taboo search and Simulated annealing about Virtual Network Embed-
ding Based on Particle Swarm), to solve premature convergence problem in finding
optimal solutions, by utilizing the taboo list in taboo search and the annealing process
in simulated annealing algorithm.

2 Related Work

Without any restriction above the problem space, by allowing the substrate network to
support path splitting and migration, Yu et al. [5] advocated a different approach on the
design of the substrate network to enable simpler embedding algorithms and more
efficient use of resources. They simplified virtual link embedding by allowing the
substrate network to support path splitting and migration, and proposed VN embedding
algorithms without restricting the VN embedding problem space.

Lischka and Karl [6] modeled the topology of the substrate and the VN as a
directed graph and propose a VN embedding algorithm based on subgraph isomor-
phism that maps nodes and links during the same stage. Their algorithm can be seen as
an extended version of the classic VF graph matching algorithms [7], where
link-on-link mapping has been relaxed. However, this algorithm cannot work when the
location constraints on the virtual nodes are taken into consideration.

Xiang et al. [8] applied the particle swarm optimization to solve the VNE problem.
For the particle swarm algorithm is simple, the virtual network mapping problem
becomes easier to solve. The algorithm defined the virtual nodes mapping targets as
positions of particles and uses resource consumption of substrate network as fitness
function to evaluate the current scenario. In the process of iteration, each particle
adjusts their position based on the individual and global optimal information to obtain
optimal virtual network mapping. The proposed algorithm can improve VNR accep-
tance rate and reduce the time to gain VNE solutions.

Ying et al. [9] proposed a DPSO-based load balancing algorithm to solve the VNE
problem also used particle swarm optimization algorithm. And put forward a load
balancing MLB-VNE-SDPSO algorithm which can reuse physical nodes. The algo-
rithm considered the CPU resource utilization, saved bandwidth resources of physical
links and reduced the virtual links mapping times. However, deficiencies are not taken
the premature problem and resource consumptions in link nodes into consideration.

PSO algorithm is independent of the problem, which is to say that without knowing
too much specific information related to the problem, just knowing the fitness value of
each solution, we can easily proceed the optimizing operation, which makes PSO
algorithm become much stronger than other search algorithms. However, since the
particle swarm algorithm is a random search algorithm and has been proved to be an
uncertain global search. If the solving process to the problem is very difficult and
complicated, PSO algorithm may not find the best solution needed. Tabu Search
(TS) and Simulated Annealing (SA) algorithms can avoid of falling into local opti-
mization to some extent, and the search process can be controlled by the cooling
strategy. By designing the neighborhood structure and cooling strategy of TS and SA
algorithms to control the search process, individuals can effectively avoid of falling into
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local optimization. Therefore, we propose HPTS-VNE-PSO algorithm and expand
search rang from the horizontal and vertical levels.

3 Hybrid VNE Approach

TS algorithm [10], as a meta-heuristic algorithm, to some degree is an intelligent search
of simulating human’s behaviors. Different from swarm intelligence algorithm like
genetic algorithm and simulated annealing algorithm, the TS algorithm overcomes the
premature convergence in searching process by using the tabu strategy to achieve
global optimization. This paper makes use of this characteristic of TS algorithm and
references the tabu list to avoid repetitive search and improve the convergence effi-
ciency. SA algorithm [11] introduced the natural mechanism of the annealing process
from the physical system. In the iterative process, it not only accepts the tentative point
which makes the fitness value become “good”, but also accepts the point that makes the
fitness value become “bad” with a certain probability. Decrease in temperature will also
reduce the probability of acceptance. Such a search strategy can effectively avoid
falling into the scenario that the searching process cannot escape because of the local
optimal solution and improve the reliability of receiving the global optimal solution.

3.1 Problem Formalization

There are several key technologies in the design of HPTS-VNE-PSO algorithm, such as
(1) search space, (2) PSO algorithm framework, (3) neighbor search, (4) taboo list,
(5) fitness function, and (6) cooling control, which are described as follows:

(1) Search space

Assume the number of virtual nodes is N, then the searching range of particle
swarm is an N-dimensional space. Set the initial number of particle swarms to m. Since
the VNE problem is a discrete problem, we use the DPSO algorithm and redefine the
position, velocity, individual optimal position and global optimal position of particle i
as follows.

Position : Xi ¼ ½x1i ; x2i ; . . .; xNi �; x ji � 0; j 2 ð1;NÞ; i 2 f1; 2; . . .;mg

N denotes the number of virtual nodes in the virtual network request, x ji sets to a
positive integer, the value of which denotes the number of underlying physical node to
which the j-th virtual node is mapped.

Velocity : Vi ¼ ½v1i ; v2i ; . . .; vNi �; i 2 f1; 2; . . .;mg

v ji is a binary number. If its value is 0, means it need to select another node for
mapping from the candidate node. Otherwise, there is no adjustment to make.

570 C. Wang et al.



(2) PSO algorithm framework

The inertia weight of the PSO algorithm is:

w ¼ wmax � wmax � wmin

itermax
� iter ð1Þ

where wmax is the initial weight, wmin is the final weight, itermax is the maximum
number of iterations, iter represents the number of current iteration. The inertia weight
w is very critical to the searching ability of the PSO algorithm. The bigger the value is,
the further space is more inclined to be searched. On the opposite, the smaller the value
is, the closer space is more inclined to be searched. Therefore, the initial weight value
used in this paper linearly decreases from a higher value to a lower value, who tends to
have strong global search ability from the outset, and then tends to the local search.”

Viþ 1 ¼ ufwVi � c1 � RandðÞ � ðXi
pHXiÞ � c2 � RandðÞ � ðXgHXiÞg ð2Þ

u ¼ 2

j2� c�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 � 4c

p ; c ¼ c1 þ c2; c[ 4 ð3Þ

In a particle swarm, “cognitive” weight c1 and “social” weight c2 control the range
of particles’ movements, usually we set it to 2.0. In this paper, the formula for updating
the velocity of particle is described in (2) and (3).

(3) Neighbor search

In order to continuously expand the search space, taboo search needs to keep
neighbor moving constantly. Neighbor movement is based on the current solution,
according to a certain mobile strategy to produce a certain number of new solutions,
known as the neighbor solution. Neighbor search is very effective for local search, and
generally, unnecessary and infeasible movements must terminate. Currently the most
famous neighbor structure is based on “block”. The neighbor structure of our algorithm
is set to be an array.

(4) Taboo list

Taboo objects, which are stored in the taboo list, cannot be re-searched before
being lifted. The taboo list used in this article is an array, and taboo objects in this list
have been searched before.

Taboo length refers to the survival time of a taboo object in the taboo list. When a
taboo object is added to the taboo list, sets its term to a taboo length value, and the
HTPS-VNE-PSO algorithm sets the population size to the taboo length. The taboo
length is dynamically changed during the searching process. In this paper, the term of
the taboo object is automatically decremented by 1 for each iteration. When the term of
a taboo object is 0, then remove it from the taboo list. A taboo object with a term higher
than 0 is set to taboo state, during the searching process it cannot be selected as a new
solution.
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(5) Fitness function

The fitness function can calculate the corresponding evaluation for solutions, and
evaluate the solution from the taboo search space by the evaluation function. The value
of evaluation function represents the degree of merit of the solution, which is a per-
formance index of the particle swarm. By comparing the value of evaluation function
(i.e., fitness function), we can determine whether the current solution is better or not.
We use the minimization of bandwidth as the fitness function: Min

P
luv!lij

f uvij bðluvÞ. The
smaller the value is, the better it will be. This is also a typical goal to the VNE problem.

(6) Cooling control

The SA algorithm module can be controlled by a cooling strategy. The initial
temperature of the cooling strategy T0 ¼ Dfmax, in which Dfmax represents the maxi-
mum different value between the fitness values of two neighbors. The formula of
temperature changing is: Tk ¼ B� Tk�1ðk ¼ 1; 2; 3. . .Þ, descent factor B is less than 1.

3.2 HPTS-VNE-PSO Algorithm

The main idea of HPTS-VNE-PSO is to use PSO algorithm to generate the position
particle in each turn, which is a possible mapping plan; and then use the shortest path
algorithm to find the shortest path for the virtual link and allocate links for it; add the
initial particle information to the taboo list; for each particle, calculate the fitness value,
gbest, pbest and find the optimal solution; then create a neighbor solution for the
optimal solution according to the specific rule and store the best neighbor solution from
the neighbor solution set, which is not in the taboo list as the current solution; update
the taboo list. In the simulated annealing section, we first select the initial temperature,
when the temperature is not high enough, continue to generate the neighbor solution
with the current solution, and calculate the fitness value. If it reaches the terminal
condition, then update gbest and add it to the taboo list, then reduce the temperature.
When the temperature decreases to a certain degree, return the optimal solution, or
continue with the cooling process.

The PSO algorithm provides the initial particles for the HPTS-VNE-PSO algorithm
and forms the outer frame of the algorithm. The pseudo-code is shown as follows:
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Algorithm 2 is the operation process of the TA(SA) algorithm, including the
neighbor operation and the use of taboo list of TS algorithm. Meanwhile, the cooling
process of SA algorithm is adopted. When the temperature reaches a certain value,
break the loop and output the optimal solution, which constitutes the core of
HPTS-VNE-PSO algorithm.

4 Experimental Results and Analysis

We compare our proposed algorithm to VNE-R-PSO [9] and D-ViNE-SP [2] which is a
typical PSO-based VNE approach in dealing with online VNRs. Both algorithms are
implemented in CloudSim [12]. The control granularity of CloudSim has been modi-
fied from virtual machines to virtual networks. A topology generator is developed to
generate virtual and physical topologies. The parameters of the generator contain
number of nodes, connected probability and task duration of VNRs. The substrate
network is set to have 100 nodes and 500 links. The physical node CPU capacity and
physical link bandwidth are uniform distribution from 50 to 100. For online virtual
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network requests, assume that the arrival process of them follows Poisson process, with
time unit 100 and strength 5, and the lifetime of each virtual network follows expo-
nential distribution, with parameter 400. For every virtual network request, the number
of virtual nodes uniform distribute from 2 to 20. The probability of link generation
between nodes in virtual network is 50%. Both virtual network node CPU request and
virtual bandwidth request are uniform distribute from 3 to 50. There are 50,000 time
units running in each simulation experiment, and average 2500 virtual network requests
are operated. The maximum number of iterations is 20.

Figure 1 shows the changing curve of the acceptance rate of the virtual network
request with the clock tick of the algorithm increases, the value of load factors is 1. It
can be seen from the figure that the acceptance rate of virtual network request decreases
gradually and tends to become flat over time, and it’s better than other algorithms.

Figure 2 shows the comparison of average cost-to-benefit ratio in the long-term
among the HPTS-VNE-PSO algorithm with other two algorithms, the value of load
factor is 1. It can be seen from the figure that fluctuations of average long-term

Fig. 1. The comparison of virtual network request acceptance ratio by HPTS-VNE-PSO
algorithm

Fig. 2. The comparison of R/C ratio by HPTS-VNE-PSO algorithm
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cost-to-benefit ratio from several algorithms are less than our proposed algorithm.
However, the HPTS-VNE-PSO algorithm performs better than the other two
algorithms over time.

5 Conclusion

In this paper, we proposed the HPTS-VNE-PSO algorithm by using taboo search
algorithm and annealing technology of simulated annealing algorithm. The taboo list
can avoid repetitive search and extend the horizontal search range, while the stimulated
annealing algorithm can avoid the dilemma of local optimization from the vertical
level. The combination of them can solve the premature convergence problem of VNE
problem, and can also obtain better virtual net-work cost-to-benefit ratio.
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Abstract. The large-scale application of VoD still remains to be
restricted due to users’ dynamics and time sensitivity with popular P2P
technology. Driven by this demand, a hybrid streaming distribution over-
lay is proposed, called CAPMedia, which supports the P2P VoD service
with on-demand cloud assisting with its high reliability, storage, and
processing ability. In this paper, the mechanism of segments selected
is proposed which combines the segments popularity and nodes failure.
Then, the formalized cost model is detailed to guide the VoD service to
reduce the deployment cost. The extensive simulation experiments vali-
date CAPMedia’s efficiency. Compared with traditional solution, CAP-
Media improves the user’s satisfaction, bandwidth saving significantly,
and reduce the bandwidth consumption.

Keywords: VoD · P2P · Cost model · Cloud service

1 Introduction

With the rapid advances of network and multimedia technologies, Video-on-
Demand has become an important part of Internet life. Online video streaming
has proliferated rapidly, it emerges a dominant form of big data on Internet
world. According to Cisco Systems, Internet videos accounted for 78% of all
U.S. Internet traffic in 2014, and is expected to rise to 84% in 2018 [1]. However,
the growing user scale, huge volume multimedia data and high dynamic of user
challenge VOD service, how to support interactive operations with low cost on
the current physical network is still a key issue [2].

Among of all content delivery network, peer-to-peer (P2P) overlay has
become an promising choice for efficient and low-cost delivery for VoD, how-
ever its successful application remains to be restricted by the dynamic, view-
independent behaviors of P2P users. In addition, user’s demand varies with the
time in one-day or in a special period, such as a big events or game and et al.
It is reported that it consumes 60% bandwidth with the top 25 popular videos.
VoD application is of time-constraint, it has to support 95% value for golden
time however it must sustain a few hours leads to bandwidth idle at other time
in one day [3] which leads to a big waste.
c© Springer International Publishing AG 2017
M. Qiu (Ed.): SmartCom 2016, LNCS 10135, pp. 577–586, 2017.
DOI: 10.1007/978-3-319-52015-5 59
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On-Demand service of cloud supporting enough caching and high-speed com-
puting exploits a new opportunity for VoD application. However, it will become
the traditional C/S model with all the VoD application migrating to the cloud
platform, VoD provider has to spend enormous amounts for user’s frequent
accesses. It is reported that it will spend 130 thousands dollars a month for
bandwidth of MMVE service [4]. For numerous video data, the cost will be more
unimaginable.

The issues which are described above are incentives to investigate two mech-
anisms: cloud computing and P2P networks. In this paper, we targeted to design
a hybrid topology combining P2P and cloud service, called CAPMedia. It makes
full use of advantages of P2P and cloud, meanwhile avoiding the long jumping
latency of playback and high cost of bandwidth consumption. Then an effec-
tive content-selection mechanism was proposed considering the popularity and
user’s leaving behaviors. In order to evaluate them, we compared it with state-
of-the-art solutions, and the results show that it outperforms the traditional
mechanisms by high user satisfactory and low cost significantly.

The remainder of this paper is organized as follows. Section 2 gives the related
work. The cloud-assisted P2P video content distribution model is given in Sect. 3.
The video segment uploading Mechanism and cost estimating of CAPMedia
system is detailed in Sects. 4 and 5 respectively. Then, in Sect. 6, we present the
evaluation results. Finally, Sect. 7 concludes the paper.

2 Related Work

As two popular mechanism of streaming content distribution, P2P and cloud
draw more and more attentions, works focusing on the integrating of P2P and
cloud can be classified into two categories, we called them P2P-in-Cloud and
Cloud-in-P2P.

P2P-in-Cloud model: for the VoD supporter, the cloud platform can be con-
sidered as a central server which contains many data centers deploying in various
positions, however, the single point failure is fatal shortcoming of the cloud-like
topology service. A lot of works on cloud server optimization with P2P tech-
nology are introduced [5–8]. For GFS file storing systems, in order to avoid
bottleneck of master directory servers. Structured DHT is introduced to orga-
nize Trunk Servers [6]. Duplicated deployment of more master directory servers
is cited to avoid single point of failure [7]. Rayjan and et al. proposed the app-
roach with a structured peer-to-peer network model to connect cloud system
components [8]. P2P-in-Cloud focus on cloud servers, which is different with
application of migrating from users’ aspect, called Cloud-in-P2P model.

Cloud-in-P2P model: With P2P and cloud technology, a content distribution
overlay was proposed for mobile devices. Storing and computing are processed
with clouds, otherwise load-balance of content distribution is finished with P2P
among mobile devices [9]. Paper [4] introduce the application of p2p and cloud
in Massively Multiuser Virtual Environments(MMVE). Feng Wang and et al.
proposed the cloud-assisted live media streaming [10]. P2Pcloud platform is
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proposed to process reliable resource reservations, while our work focuses on
Video-on-Demand application, especially on bandwidth cost optimization of
application.

The tasks of this paper conclude: (1) Exploiting cloud-assisted VoD con-
tent distribution model to solve the problems of high-cost and low utilization;
(2) Then proposing the key issues of content segment selection mechanism and
cost estimation model; (3) Evaluation and analysis of simulation results.

3 Model Description

3.1 Prerequisites of Model

Firstly, we introduced the basis of thoughts from the following three aspects:
(1) P2P model is not perfect solution for VoD application due to its unreliable
nodes, low scalability of servers. With the storing, computing, reliable service,
content will be distributed to cloud platform to migrate the load which leads to
reduce the load and the cost; (2) It was reported that 20% super nodes serve 80%
user demand. Super nodes in P2P overlay is crucial, therefore, we can consider
cloud server as super node in cloud-assisted P2P overlay; (3) For cloud service
model with renting resource, P2P is a promising candidate to reduce the cost.

Migrating video content to cloud platform takes the storing and reliable ser-
vice advantages of cloud, by shifting load to reduce server’s cost of VoD suppliers.
The key issues of solution are segments selection and the amount of traffic which
are related to the cost of VoD supplier spending to cloud supplier.

In this paper, we introduced cloud server as super node cooperating with P2P
node to solute the problem of high volume streaming content and high bandwidth
cost. The key issues of solution contain the deployment of cloud nodes and P2P
nodes, placement of content segment, optimizing of bandwidth cost.

3.2 CAPMedia Model

With the analysis above, we proposed the CAPMedia (Cloud Assisted P2P
Media) overlay Model, see Fig. 1. In P2P overlay, we took advantage of super
node, Cloud CDN performs super nodes’ task by Internet. Uploading and down-
loading streaming are finished by super nodes.

In CAPMedia model, there are three participant Objects including video
provider (VP), cloud provider (CP) and users (US). VP stores and supports
video content source, it also manages users, content distribution and interactive
operations with CP. CP is introduced to support user demand by cooperating
with CP. US is the terminal serving user, their demands are the goal of CAPMe-
dia achieving. CP, VP and other US all can provider content service for a US.

We divided these participant nodes into six categories which are showed in
Fig. 2. Cloud platform providers cloud storage servers (CSS) which store big
data of streaming, it also provides cloud content distribution servers (CCDN)
which locate the optimal CCDN to server users by segment selection mechanism.
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Fig. 1. The overlay of CAPMedia

Fig. 2. Node deployment of CAPMedia model

Source servers (SS) and scheduler server (SCHS) are provided by VoD provider.
SCHS is the interface between P2P and cloud platform, it also manages segment
uploading mechanism. In P2P model, it concludes users (US) and super nodes
(SN). In CAPMedia, with a user’s request, the target content indexing will be
triggered. Firstly it searches target content in P2P overlay, then in stead of
resorting to VP, it will satisfy user’s demand by requesting CP by cost estimating
mechanism. In order to meet user’s experience and reduce the service cost of VoD,
user’s request can be satisfied by the following three approaches: cooperation
among users, VoD provider, cloud provider, which are showed in Fig. 3.

3.3 Interface of P2P and Cloud Service

As Fig. 4 shows, broker is the communication interface of cloud platform and
VoD application. Cloud provider and VoD provider will decide the service level
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Fig. 3. The model of user request of CAPMedia

Fig. 4. Interface of P2P and Cloud service

and type basing on the cost, then arrange VM scheduler to schedule VM cluster’s
resource. It needs to be put forward that VoD provider and users all can upload
video content to cloud platform which can reduce the private servers’ load of
VoD provider. It is obvious that two key problems are needed to solve, one is
segment selection of uploading, the other is how to estimate the right cost to
rent proper resource.

4 Video Segment Uploading Mechanism

It is reported that it consumed 60% bandwidth with the top 25 popular video.
Obviously, the popular video can not cooperate to save bandwidth effectively
as, though they have more users. Users who like the video do not mean they are
willing to share their resource, they may leave after playing video.

For video segment selection mechanism, the video segment popularity is cited
to be a key factor. The streaming service will be migrating to cloud when user’s
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demand can not be satisfied by sharing among users. We firstly introduced a con-
cept, called availability which takes segment popularity and node failure into con-
sideration. Then uploading mechanism was proposed basing on availability value.

We defined m as the total of video segments in a video, users can request
for any segments. We assumed the caching state of every segment is S(T ) =
(n1(t), n2(t), n3(t), ....nm(t)), which ni(t) represents the nodes of caching ith seg-
ment at time slot t. On the time period [t, t+Θ], the leaving (failure) probability
of nodes can be formalized:

FΘ(T ) = (f
Θ
1 (t), f

Θ
2 (t), )f

Θ
3 (t), )...f

Θ
m(t))) (1)

Then the availability of node can be defined as follows:

∑m
i=1(1 − ∏ni(t)

j=1 fΘ
ij (t))

m
(2)

The above definition and analysis describe the availability from global view
which need the whole history log information. It introduced more new traffic
of control information leading to new bottleneck problem. In order to solve the
problem, we selected uploading segment by exchanging information among users
which spread the task to every user.

We assumed the neighbor of i node is partneri(t) at time slot t, neigh-
bor caching k segment is partnerk

i (t). Caching k segment in local buffer is
localcachei(t). qΘ

k (t) is the probability of requesting segment k. Our mechanism
choosing minimum availability value see the following equation. Minimize

(1 −
∏

p∈patnerk
i (t)

fΘ
p )qΘ

k (t) where k ∈ localcachei(t) (3)

If the k /∈ localcachei(t), the availability value is 0.

5 Migrating Cost Estimation Mechanism

In this paper, we utilized the streaming traffic as the parameter to analyse the
cost of CAPMedia model. Based on the topology of CAPMedia, we induced the

Fig. 5. Cost model of CAPMedia
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Table 1. List of Notations

Notation Description

cost1 Cost of video provider spending for serving user’s demand

cost2 Cost of video provider spending to cloud platform

cost3 Cost of uploading video of normal nodes

cost4 Cost of downloading from cloud platform

cost5 Cost of content storing of cloud platform

s(i) The size of segment

tocsε(t) Segments of VP servers uploading to cloud at ε time slot

tocpε(t) Segments of nodes uploading to cloud at ε time slot

V PCapacity The total bandwidth of VP servers

Rε(t) The average request at ε time slot

V PtoNodeε(t) The average bandwidth of VP to nodes

P2P ε(t) The average bandwidth of nodes sharing

CSS(t) The renting storing space of cloud

cloudε(t) The average bandwidth of cloud providing to users at ε time slot

cost distribution as Fig. 5. It is obvious that the total cost of VoD application
conclude five aspects. The formal representation is detailed as follows. First, we
summarized some notations in Table 1. At the time period [t, t + ε], the total
cost is defined:

cost = cost1 × V PCapacity +
∑

i∈ tocsε(t)

cost2 × s(i) +
∑

j∈ tocpε(t)

cost3 × s(j)

+ cost4 × [Rε(t) − V PtoNodeε(t) − P2P ε(t)] + cost5 × css(t) (4)

Based on cost estimation above, we give the optimal approach by handling the
request among VP, users and cloud servers adaptively. Assuming λ1, λ2 repre-
senting the resource proportion of VP and cloud supporting respectively. IT can
be formalized in to minimum problems. Minimize:

C = λ1 × V PtoNodeε(t) × cost1 + λ2 × cloudε(t) × cost4 (5)

Constraints:
P2P ε(t) + V PtoNodeε(t) + cloudε(t) ≥ Rε(t)

6 Performance Evaluation

In order to evaluate the performance of CAPMedia model, we implemented an
event-driven simulator to conduct a series of simulations. We also performed
extentive simulations on P2P, C/S model as comparison.
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Simulation settings: the whole video contains 720 chunks and 16000 users in
all. Initially, the start playback point of each user is evenly distributed between
1 to 720. Segment popularity we adopt log-normal distribution with the value
μ = 0.0159, σ = 1.35, The skew factor of the Zipf distribution is set to be 0.57
[11,12]. The main metrics investigated are showed as follows.

The Proportion of Failure Request (PFR): the ratio of failure requests and
total requests. The Proportion of Saving Bandwidth (PSB): the ratio of request
satisfied by cloud and total request. The Proportion of Cost (PC): the cost ratio
of CAPMedia and C/S model.

6.1 The Proportion of Failure Request (PFR)

As Fig. 6 shows, the comparison of C/S, P2P and CAPMedia is represented.
Assume the request of users are more than VoD servers’ supporting. CAPMedia
perform excellently without influence of high peer failure, even 90% nodes leave,
there is no segment in whole overlay, CAPMedia also meet user’s demand. This
figure verifies the robustness of CAPMedia. For C/S Model, initially it can server
40% user’s request. When nodes failure ratio achieves 60%, C/S can server users
well. However, with P2P model, it is not robust to nodes failure, when nodes
failure achieves 90%, the PFR increases quickly.

Fig. 6. Performance of nodes failure

6.2 Proportion of Saving Bandwidth

Figure 7 shows performance of video uploading mechanism, the left shows the
PSB and the right shows the PFR. According to the 25 popular video consuming
60% bandwidth, we introduce the 20 video segments as research objects. Obvi-
ously, PSB is dependent to number of uploading to cloud platform. The first
8 video segments make great impact to PSB. As the availability value grows,
PSB tread become gentle which verify the efficient of proposed video uploading
mechanism. 32% users can’t be satisfied without cloud assisting, when uploading
first 3 segments (15% of total video segment), PFR reduces greatly. It improve
the experience of users and scalability.
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Fig. 7. Performance of video uploading mechanism

6.3 Cost Evaluation

PC is a key parameter of CAPMedia, it is crucial to decide whether adopt
cloud service or not. All the value of parameters in simulation is normalized,
also the traffic are counted by number of segments. Uploading or Downloading
one segment charges 1 cost. Figure 8 shows the cost under different charging
standards. Model1 represents that VoD provider and cloud provider have the
same charging standard. The average performance of cost is dependent on VP’S
bandwidth. Model2 represents that cloud provider charge standard is 1.5 for one
segment, which takes the storing service into consideration. It is higher than
VoD provider. It is obviously that PC reduces with the bandwidth of VP server
growing. When VP can supported 60%–70% or higher, the PC will increased.
Intuitively, VP can finish most of request, Cloud service take little impact on
cost. Obviously, we can induce that server’s load is one of crucial issue in cloud-
assisted streaming system.

Fig. 8. Cost estimation

7 Conclusion

Due to problem of storing big data of streaming and unreliable P2P applica-
tion, we introduced the cloud to P2P model and proposed a hybrid topology



586 H. Guo and T. Ma

called CAPMedia, supporting P2P VoD service with Cloud assisted which is
of high reliability, storage, and processing ability. The video segment upload-
ing mechanism takes nodes’s failure into consideration, which select the right
segments effectively. Then the formalized cost model was proposed to guide the
VoD service to reduce the deployment cost. The extensive simulation experi-
ments validate CAPMedia’s efficiency.
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