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Preface

These proceedings contain the papers presented at MMM 2017, the 23rd International
Conference on MultiMedia Modeling, held at Reykjavik University during January
4–6, 2017. MMM is a leading international conference for researchers and industry
practitioners for sharing new ideas, original research results, and practical development
experiences from all MMM related areas, broadly falling into three categories: multi-
media content analysis; multimedia signal processing and communications; and mul-
timedia applications and services.

MMM conferences always include special sessions that focus on addressing new
challenges for the multimedia community. The following four special sessions were
held at MMM 2017:

– SS1: Social Media Retrieval and Recommendation
– SS2: Modeling Multimedia Behaviors
– SS3: Multimedia Computing for Intelligent Life
– SS4: Multimedia and Multimodal Interaction for Health and Basic Care Applications

MMM 2017 received a total 198 submissions across four categories; 149 full-paper
submissions, 34 special session paper submissions, eight demonstration submissions,
and seven submissions to the Video Browser Showdown (VBS 2017). Of all sub-
missions, 68% were from Asia, 27% from Europe, 3% from North America, and 1%
each from Oceania and Africa.

Of the 149 full papers submitted, 35 were selected for oral presentation and 33 for
poster presentation, which equates to a 46% acceptance rate overall. Of the 34 special
session papers submitted, 24 were selected for oral presentation and two for poster
presentation, which equates to a 76% acceptance rate overall. In addition, five
demonstrations were accepted from eight submissions, and all seven submissions to
VBS 2017. The overall acceptance percentage across the conference was thus 54%, but
46% for full papers and 23% of full papers for oral presentation.

The submission and review process was coordinated using the ConfTool conference
management software. All full-paper submissions were reviewed by at least three
members of the Program Committee. All special session papers were reviewed by at
least three reviewers from the Program Committee and special committees established
for each special session. All demonstration papers were reviewed by at least three
reviewers, and VBS papers by two reviewers. We owe a debt of gratitude to all these
reviewers for providing their valuable time to MMM 2017.

We would like to thank our invited keynote speakers, Marcel Worring from the
University of Amsterdam, The Netherlands, and Noriko Kando from the National
Institute of Informatics, Japan, for their stimulating contributions.

We also wish to thank our organizational team: Demonstration Chairs Esra Acar and
Frank Hopfgartner; Video Browser Showdown Chairs Klaus Schoeffmann, Werner
Bailer, Cathal Gurrin and Jakub Lokoč; Sponsorship Chairs Yantao Zhang and Tao Mei;



Proceedings Chair Gylfi Þór Guðmundsson; and Local Organization Chair Marta Kristín
Lárusdóttir.

We would like to thank Reykjavik University for hosting MMM 2017. Finally,
special thanks go to our supporting team at Reykjavik University (Arnar Egilsson, Ýr
Gunnlaugsdóttir, Þórunn Hilda Jónasdóttir, and Sigrún Heba Ómarsdóttir) and CP
Reykjavík (Kristjana Magnúsdóttir, Elísabet Magnúsdóttir and Ingibjörg Hjálm-
fríðardóttir), as well as to student volunteers, for all their contributions and valuable
support.

The accepted research contributions represent the state of the art in multimedia
modeling research and cover a very diverse range of topics. A selection of the best
papers will be invited to submit extended versions to a special issue of Multimedia
Tools and Applications. We wish to thank all authors who spent their valuable time and
effort to submit their work to MMM 2017. And, finally, we thank all those who made
the (sometimes long) trip to Reykjavík to attend MMM 2017 and VBS 2017.

January 2017 Björn Þór Jónsson
Cathal Gurrin

Laurent Amsaleg
Shin’ichi Satoh

Gylfi Þór Guðmundsson
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A Comparative Study for Known Item Visual
Search Using Position Color Feature Signatures
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Abstract. According to the results of the Video Browser Showdown
competition, position-color feature signatures proved to be an effective
model for visual known-item search tasks in BBC video collections. In
this paper, we investigate details of the retrieval model based on feature
signatures, given a state-of-the-art known item search tool – Signature-
based Video Browser. We also evaluate a preliminary comparative study
for three variants of the utilizes distance measures. In the discussion, we
analyze logs and provide clues for understanding the performance of our
model.

Keywords: Similarity search · Feature extraction · Known item search ·
Color sketch

1 Introduction

Nowadays, video data are present almost everywhere which challenges state-
of-the-art video management systems and their query interfaces. Whereas tra-
ditional approaches rely on text-based query formulation or query by example
paradigm [6], novel video retrieval scenarios require more sophisticated query
interfaces [16]. An example of such scenario is known-item search (or mental
query retrieval), where users cannot perfectly materialize their search intents
and try to iteratively interact with the system to find a desired scene.

Systems for solving known-item search tasks rely on intuitive, interactive and
multi-modal query interfaces. In the known-item search process, the user is in the
center of the retrieval process and controls the intermediate actions navigating
him towards the results. This feature complicates development and evaluation
of known-item search systems. Therefore, competitions like the Video Browser
Showdown [15] or evaluation campaigns (e.g., TRECVID [17]) are organized,
where participating teams compete in predefined known-item search tasks. Two
popular tasks are visual and textual known item search. In the visual known
item search task, users see and memorize a short video clip (recording is not
allowed), while in the textual known item search task, users receive a short text
describing the desired scene.
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 3–14, 2017.
DOI: 10.1007/978-3-319-51814-5 1
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During the last five years of the Video Browser Showdown, several promising
approaches have been revealed by winning teams. Generally, the winning tools
[1,3,4,7,12] pointed on several features to be highly competitive in known-item
search tasks:

Effective query initialization – instead of starting the search from the
scratch, a preliminary initialization is necessary. For example, position-color
sketches have proved to be highly effective for visual known-item search
[3,4,11].
Concept based filtering – restricting the collection to scenes containing
recognized concepts significantly helps with the retrieval. However, the tech-
nique relies on the effectiveness of concept detectors and their ability to recog-
nize a search concept. In this direction, novel deep learning based approaches
achieve promising results [2,9,18].
Visualization of the results – after query initialization and concept based
filtering, the results require a suitable form of visualization enabling fast
detection of desired scenes. A popular approaches are color sorted image maps
[1] and/or results accompanied with temporal context from the corresponding
video.
Effective browsing – the correct results are often not present on the first
page and so scrolling between pages becomes necessary. Furthermore, scrolling
can be performed also within the temporal context of a detected results,
using similarity search techniques given a candidate key frame, or other video
interaction scenarios [16].

Available work [5] investigates overall performance of most of the available
video search approaches in detailed manner. In this paper we focus on one of such
approaches based on position-color sketches introduced by the Signature-based
Video Browser [13]. We summarize the tool in the next section and highlight the
features investigated in this paper. Then we introduce three different distance
measures that can be utilized in our model. To select the most appropriate one,
we carried out a user study which is then analyzed and discussed. Alongside the
distance measure selection, we provide a number of observations and clues on
user behaviour leading to successful search.

2 Signature-Based Video Browser

The Signature-based Video Browser tool (SBVB) [4], has been successfully intro-
duced at the Video Browser Showdown in 2014 (first place out of six teams). The
first version relied solely on position color feature signatures [10,14] extracted
from uniformly sampled key frames. This representation enables simple sketch
based query interface, where users draw colored circles and place/modify them
on the sketching canvas (depicted in Fig. 1 right). Assuming that the users are
able to recognize and memorize rare/unique color stimuli, the color based rank-
ing of the key frames provides a powerful tool to localize desired scenes. In
order to improve the ranking, two time ordered color sketches can be provided.
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Fig. 1. Sketch-based Video Browser user interface (left) and a detail of sketching canvas
(right). (Color figure online)

The details of the ranking model are presented in the following section. The
results are visualized as a list of matched key frames, accompanied with a tem-
poral context from the corresponding video (see Fig. 1 left). Hence, similar key
frames from different parts of the video can be distinguished.

Since 2014, the tool has been significantly extended by several new features
[3,11]. The tool supports compact visualizations of the results and interactive
navigation summaries. Colored circles can be picked from or aligned to promising
key frames. Since the video collection often consists of a set of clips, some clips
can be excluded from the search or users can fix to just one particular video.
All these features have been included in our user study as traditional browsing
approaches. There are also other extensions that were not included in the user
study as the study focuses solely on the color-based retrieval. The reason is that
the position color feature signatures proved to be highly competitive in visual
search also in the following years (the first place in 2015 and the third place
in 2016). Therefore, in the user study users were not allowed to provide multi-
modal sketches comprising also edges, perform similarity search using DeCAF
features [8], enter keywords or query by example object. Note also that the results
of color-sketch queries were presented just as a sorted list of matched keyframes
(marked by red rectangle) accompanied by its temporal context occupying the
whole line (depicted in Fig. 1 left). No other visualization technique was used in
the study.

3 Feature Signatures Video Retrieval Model

In this section, details of the retrieval model for a set of video files are presented.
To index video files, roughly one key frame for every second is selected,

resulting in the set of key frames F = {F1.F2 . . . FN}. For all the key frames
Fi ∈ F, feature signatures FSi = {rij} are extracted where rij denotes the j-
th centroid of the i-th feature signature. The centroid is defined as a tuple
comprising x, y coordinates of the circle, L, a, b color coordinates from the
CIE Lab color space and r denoting radius of the circle. The feature signatures
are extracted using an adaptive k-means clustering. As mentioned earlier, users
are enabled to define several sketch centroids that are matched to the extracted
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feature signatures. Since users may memorize only the most distinct color regions
from the searched scene, only few query centroids are expected to be specified;
hence, the model uses local instead of global matching between two feature
signatures.

For a user defined query FSu = {ruv}mv=1 and a centroid distance measure δ,
we start with calculating distances to all the key frames for each of the sketch
centroids separately. For the sketch centroid ruv the distance to the i-th key
frame is defined as:

distuvi = min
∀rij∈FSi

δ(rij , ruv) (1)

I.e., distuvi is the distance to the closest of the key frame centroids. For a sketch
centroid ruv we denote the set of distances to all the key frames as Duv. Formally,

Duv = {distuvi | i = 1 . . . N} (2)

Now, the distances for the sketch centroid ruv are scaled to [0,1] interval accord-
ing to the minimal and maximal value in Duv.

rankuvi =
(distuvi − min Duv)

(max Duv − min Duv)
(3)

Thanks to the scaling, all the centroid rankings are comparable and we might
obtain the overall ranking by simply averaging them. In particular, the rank of
the key frame i is

rankui = avg
∀ruv∈FSu

rankuvi (4)

To complete our ranking model, we need to define the centroid distance
measure δ. Given a user-defined centroid q and a database centroid o, δ(o, q)
shall define their distance or dissimilarity. As both spatial and color spaces are
suitable for Lp metrics, the first choice for δ is the regular Euclidean distance:

A δa(o, q) = L2(o, q) =
√ ∑

d∈{x,y,L,a,b}
(do − dq)

2

Nonetheless, δa actually ignores one part of the extracted feature signatures
information – the centroid size/radius. As we fixed the sketch circles sizes1,
including r in δa would only favor centroids of a particular size. For these reasons,
we introduce two additional distance measures:

B δb(o, q) =

√√√√ ∑
d∈{L,a,b}

(do − dq)
2 + max

(
0,

√ ∑
d∈{x,y}

(do − dq)2 − ro

)2

C δc(o, q) =

√√√√ ∑
d∈{L,a,b}

(do − dq)
2 + max

(
0,

∑
d∈{x,y}

(do − dq)2 − r2o

)

1 Specifying sketch circle sizes was rather confusing for users. In practice, users were
placing multiple circles of the same color to capture large color areas.
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The idea is to take into account the database centroid radius ro. The fun-
damental observation is that larger database centroids are effectively closer to
the query centroid q. Hence, we subtract the radius ro from the spatial part of
the Euclidean distance. To elucidate the idea, consider the proposed distance
functions without the color coordinates:

δ′
a(o, q) =

√ ∑
d∈{x,y}

(do − dq)
2

δ′
b(o, q) = max

⎛
⎝0,

√ ∑
d∈{x,y}

(do − dq)2 − ro

⎞
⎠

δ′
c(o, q) = max

⎛
⎝0,

√ ∑
d∈{x,y}

(do − dq)2 − r2o

⎞
⎠

Given only position coordinates, the distance δ′
b measures just the distance

from the query centroid to the border of the colored circle representing the data-
base centroid. Hence, the distance enables users to match more likely centroids
with larger radius.

4 User Study

We carried out a user study with total of 33 participants2 that searched for
previously presented video segments using SBVB tool. Our aim was to identify
the most suitable distance measure as well as to determine whether there are
certain search patterns and strategies providing higher chances of finding the
searched scene.

4.1 Conditions and Collected Data

The user study focuses on the visual known item search, where users see a nine-
second video clip, memorize it and then try to find the clip in a video database
using the SBVB tool with a limited functionality. The employed database con-
tains almost 30-hour subset of diverse video content randomly selected from the
Video Browser Showdown 2016 dataset, including, but not limited to, TV shows,
sports, indoor and outdoor activities, etc. Example key frames from the searched
video segments are displayed in Fig. 2.

As up to date SBVB is rather complex tool, we selected only a subset of
features (listed bellow) to be available for users in the study.

– Color based retrieval using position-color sketches and feature signatures.
– Temporal color-based queries using two color sketches.
– Fitting and updating the currently used centroids to a specific key frame.
2 17 out of 33 participant received a university education in computer science.
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(a) Task 1 (b) Task 2 (c) Task 3 (d) Task 4 (e) Task 5 (f) Task 6

(g) Task 7 (h) Task 8 (i) Task 9

Fig. 2. Example key frames from the searched video segments which were selected
randomly from the dataset. Note that both natural and artificial contents are covered.

– Excluding a video from the search.
– Fixing the search to a specific video.
– Horizontal (e.g. temporal order of key frames within one video) and vertical

(e.g. between different pages of results) scrolling.

After brief introduction, users were asked to perform 9 visual KIS tasks as
fast as possible using the tool with a limit of 2 min per task. The study was
carried out on a notebook with Intel Core i7-4710HQ CPU, 8 GB RAM and
FullHD 15,4” screen. It has been set up in the same way for all the participants.
The participants performed the tasks in a room without direct sunlight and
always during the day.

For each task one of the distance measures (A, B, C) was selected randomly
so that each participant searched three times with each of the three distance
measures. The experiments were observed by an administrator and each user
action was stored in a log file. The system monitored the ranking of the searched
scene and its adjacent key frames depending on the participant’s actions. In
particular, we recorded any query modification (adding, moving, removing of
sketch centroids etc.), results displaying, browsing and even events induced by
mouse movements.

Some of the tasks were composed of parts of longer scenes; hence, it could
happen that the correct scene is found yet the exact key frames to be searched
are missed by a second or two. Therefore, we decided to keep track not only of
the exact key frames from the task, but also the adjacent key frames up to a
tolerance of 10 s.

In the study, we were interested whether the search was successful or not, if
any of the searched key frames were displayed and how the participants inter-
acted with the tool. These properties are – Successfully submitted denoting
the number of successful searches (user submitted a correct key frame), First
page appearance representing how many participants received (not necessarily
spotted) the searched scene on the first page and Number of searches showing
the number of searches where participants used a given feature (e.g. the second
sketch).
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4.2 Color Sketching Observations

The main way to interact with the tool was to sketch the searched scene. On
average, participants added 11 centroids, deleted 4.1 of them, moved 3.3 and
changed the color of 5.4 centroids. Restricting the count to successful tasks only,
8.7 centroids were added, 2 deleted, 1.7 moved and 3.8 had their color changed,
which is about the decrease that can be expected in a successful search. The
analysis has also shown that there is no optimal number of centroids that would
lead to a success, as that depends on the complexity of the searched scene and the
similarity to other scenes in the dataset. According to our empirical observations,
experienced users with a prior knowledge about the dataset can select fewer
colored centroids and find the scene faster. In all tasks, some users tried both
color-sketch canvases (Fig. 3). Overall, two canvases were used only in one fourth
of all searches.

Fig. 3. The effects of using the second sketch. Only searches where the second sketch
was used are considered. (Color figure online)

Fitting and updating the currently used centroids to a specific key frame
(Fig. 4) was used mainly for task 7 and 9, where the initial color sketching
effectiveness was not high for all three compared distances (see Fig. 6).

Fixing the search to a specific video was mostly counterproductive for the
search. In many cases, users fixed the search to a wrong video and then were
unable to retrieve the desired scene.
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Fig. 4. The effects of fixing a scene. Only searches where the scene was fixed are
considered.

4.3 Comparison of Distances

In this section, comparison of all three centroid distances is empirically evaluated.
In the terms of the number of successful searches, in most tasks distance

B outperforms the other two distances with altogether 36 successful searches
compared to 25 for distance A and 29 for distance C. Details of the comparison
with regards to single scenes can be found in Fig. 5. It is questionable, however,
if the overall success is the best performance measure as it is influenced by
additional factors; hence, we have investigated whether the number of successful
searches correlates with the position of the results in the ranking. In other words,
whether distance B pushes the searched key frames to the first page of results.

Taking into account the ranking of the searched scene among the search
results instead of the successful submit, the results do not show distance B to
be the most effective variant. We measured the rankings for the matched key
frame with tolerance of 0 to 10 s. Thorough analysis of the results has shown
that tolerance of 3 s is the highest length of tolerance that doesn’t compromise
the results. In this case, the chance that a ranking of a completely different
scene that followed a cut that happened right after the end of the searched is
taken into account is still reasonably low; and the likelihood of the user’s sketch
matching a part of the searched scene is fairly high.

In the terms of the total number of the first page appearances, all dis-
tances show different behavior for different tasks, without a clear winner tech-
nique (see Fig. 6). This surprising empirical observation demonstrates that the
appearance on the first page does not necessarily guarantee a successful search
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Fig. 5. The success rate per scene comparison.

(e.g., Tasks 1, 2 and 3 for distances A and B). According to the experience of
the tool administrator controlling the users and tasks, often the users had the
correct results in front of their eyes but did not recognize them in the list of
results. First page appearance of a searched frame without consequent success-
ful submit occurred 18 times for distance A, 15 times for distance B and 16 times
for distance C.

4.4 Discussion

It is not easy to explain why one distance has higher success rate without dom-
inating the other two distances in the first page ranking. In the following we
present just several observations from the administrator of the user study and
several observations from the logs.

The number of logged operations after the best rank was achieved showed
that the distances differ in the browsing phase. Using distance B leads to a
lower number of logged operations (i.e., browsing efforts) comparing to distances
A and C. This could explain the higher number of successful searches in our time-
limited test settings. The reason why users browse less with distance B is the
subject of our future investigations.

There are several general issues when users try to solve the known-item
search task. One group of users focuses too much on drawing a sketch and
miss very promising results that were shown during the process (observed by
the administrator). Another group looks only for a certain part of the video
and when another part appears in the results, they miss it. Some users scroll
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Fig. 6. The number of first page appearances of the searched scene with 3 s tolerance.
(Color figure online)

randomly through a promising video. It was also observed that some users were
able to locate the searched key frame through noticing visually dissimilar, but
semantically relevant scenes appearing close to the result. Thus early in the task
restricted the search to that particular video. Scrolling through three or more
pages usually doesn’t help very much, because people tend to miss the searched
scene when overwhelmed by the rest of the content. The other search techniques,
such as the second sketch and fixing a scene are indeed helpful, but only when
used properly. Hence more difficult for novice users.

5 Conclusions

In this paper, we have focused on a technique for visual known-item search based
on position-color feature signatures. The video retrieval model was presented and
a preliminary comparative user study evaluated. The results of the study show
that the ranking of the results is not necessarily the most important criterion
for visual known-item search tasks. Based on this preliminary observations, we
would like to organize a more thorough user study with a higher number of
participants and perform a more sophisticated statistical analysis of the results.

Acknowledgments. This research was supported by grant SVV-2016-260331,
Charles University project P46 and GAUK project no. 1134316.



A Comparative Study for Known Item Visual Search 13

References

1. Barthel, K.U., Hezel, N., Mackowiak, R.: Navigating a graph of scenes for exploring
large video collections. In: Tian, Q., Sebe, N., Qi, G.-J., Huet, B., Hong, R., Liu,
X. (eds.) MMM 2016. LNCS, vol. 9517, pp. 418–423. Springer, Heidelberg (2016).
doi:10.1007/978-3-319-27674-8 43

2. Bengio, Y.: Learning deep architectures for AI. Found. Trends Mach. Learn. 2(1),
1–127 (2009)
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7. Fabro, M., Böszörmenyi, L.: AAU video browser: non-sequential hierarchical video
browsing without content analysis. In: Schoeffmann, K., Merialdo, B., Hauptmann,
A.G., Ngo, C.-W., Andreopoulos, Y., Breiteneder, C. (eds.) MMM 2012. LNCS, vol.
7131, pp. 639–641. Springer, Heidelberg (2012). doi:10.1007/978-3-642-27355-1 63

8. Donahue, J., Jia, Y., Vinyals, O., Hoffman, J., Zhang, N., Tzeng, E., Darrell,
T.: DeCAF: a deep convolutional activation feature for generic visual recognition.
CoRR abs/1310.1531 (2013)

9. Krizhevsky, A., Sutskever, I., Hinton, G.E.: ImageNet classification with deep con-
volutional neural networks. In: Pereira, F., Burges, C., Bottou, L., Weinberger,
K. (eds.) Advances in Neural Information Processing Systems 25: 26th Annual
Conference on Neural Information Processing Systems 2012, Lake Tahoe, Nevada,
US, 3–6 December 2012, pp. 1097–1105. Curran Associates, Inc. (2012)
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Abstract. With the fast development of social media in recent years,
affective video content analysis has become a hot research topic and the
relevant techniques are adopted by quite a few popular applications. In
this paper, we firstly propose a novel set of audiovisual movie features to
improve the accuracy of affective video content analysis, including seven
audio features, eight visual features and two movie grammar features.
Then, we propose an iterative method with low time complexity to select a
set of more significant features for analyzing a specific emotion. And then,
we adopt the BP (Back Propagation) network and circumplex model to
map the low-level audiovisual features onto high-level emotions. To val-
idate our approach, a novel video player with affective visualization is
designed and implemented, which makes emotion visible and accessible
to audience. Finally, we built a video dataset including 2000 video clips
with manual affective annotations, and conducted extensive experiments
to evaluate our proposed features, algorithms and models. The experimen-
tal results reveals that our approach outperforms state-of-the-artmethods.

Keywords: Affective analysis · Novel features · Feature selection ·
Emotion visualization

1 Introduction

In the last decades, thousands of videos are produced every day. Since the num-
ber of videos is enormous, various applications based on affective video content
analysis have become more and more popular in recent years, such as video seg-
mentation [1], video recommendation [2,3], highlights extraction [4], and video
retrieval [5]. In affective video content analysis, audiovisual features extracted
from video play an important role. To some extent, significant features can bridge
the gap between a video stream and the emotions the video stream may elicit.

c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 15–27, 2017.
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In [5], Zhang et al. extracted music related features like tempo, beat strength,
and rhythm regularity to analyze music videos. Several low-level features like sat-
uration, lighting, pitch, and zero crossing rate were also utilized in their work.
In [6], Hanjalic et al. extracted four features (motion, shot change rate, sound
energy and audio pitch) to compute “arousal” and “valence”. Besides the features
mentioned in the above two papers, abundant features have been introduced in
previous work. Most of these features can be classified into several categories:
(1) Features extracted directly from raw data, like sound energy, saturation,
lighting, etc. [2,7,8]. (2) Classical features frequently used in signal processing
like MFCC (Mel Frequency Cepstrum Coefficient), ZCR (Zero Crossing Rate),
LPCC (Linear Prediction Cepstrum Coefficient), spectral rolloff, etc. [9–13]. (3)
Features used for special analysis, for instance, rhythm strength and tempo for
music analysis [5], and music emotion and face features for highlight extraction
[4]. (4) Shot features, such as shot types, shot change rate, and motion [6,14].
In this paper, a novel feature is proposed to describe the “harmony” in audio
signal. This feature measures the amount of harmonious elements in a piece of
audio. Besides, four “color emotions” in the color psychology field are also uti-
lized [15]. These four color emotion features contain more affective information
since they are the result of psychology research, and therefore, the four features
are supposed to be more useful than other features. Together with another 12
common features introduced in previous work, 17 features make up the feature
set used in our work.

Fig. 1. Russell’s circumplex model

In order to achieve affective visualization, we adopt a categorical affective
model since dimensional affective models are usually obscure to people. As
shown in Fig. 1, the categorical affective model (Russell’s circumplex model)
contains eight emotions (i.e., arousal, excitement, pleasure, contentment, sleepi-
ness, depression, misery, and distress) [16]. The intensity of these eight intuitive
emotions will be computed using the extracted features and BP (back propa-
gation) network. In order to obtain significant features for computing certain
emotion in movies, a novel feature selection algorithm with quadratic time com-
plexity is proposed. Based on the affective content analysis of movies, a video
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player with affective visualization is implemented, which shows the emotions of
videos while playing videos. Extensive experiments are conducted to prove the
effect of the novel features we used and the validity of the proposed feature
selection method. The major contributions of this work include:

1. We propose a novel feature set including an audio feature depicting the “har-
mony” of the sound in videos and four color emotion features from the color
psychology field. The features are proved to be helpful for affective video
content analysis.

2. We propose a quadratic-time method to select significant features for com-
puting a certain emotion in a movie.

3. We design and implement a player that can display video emotions while
playing videos. Extensive experiments are conducted to validate our methods
and player.

The rest of this paper is organized as follows. Section 2 introduces the overall
methodology of this work. Section 3 explains the specific methods of extracting
the novel features proposed in this work and also discusses the proposed feature
selection method. Section 4 presents the data collection in this work and the
experiment results. Finally, conclusions are drawn in Sect. 5.

2 Overall Methodology

In this paper, we aim to improve the accuracy of affective video content analysis.
Figure 2 describes the framework of our work.

Fig. 2. The framework of our work

Data collection and annotation: We segment movies into short clips, and
each movie clips is annotated with the intensity indices of eight emotions
shown in Fig. 1. The movie clips are collected as the training or testing sets
for experiments.

Feature extraction: Seventeen features are extracted from each movie clip
and used for predicting emotions.

Feature selection: Apparently, it is not appropriate to use all the seventeen
features to predict an emotion, and we proposed a novel method to select sig-
nificant features for predicting each emotion.

Emotionprediction:BPnetworks are adopted tomap features to emotions.The
BP network used in this work contains one hidden layer. The training function
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Fig. 3. User Interface of AffePlayer

is “trainlm”, and the transfer function used in the hidden and output layers is
“tansig”. Eight BP networks are trained for predicting eight emotions respectively.

Affective visualization: Based on the affective content analysis, a video player,
we term it AffePlayer1, is developed to exhibit the emotions in the playing video.

Emotion annotations of movie clips and the corresponding features are used
to train eight BP networks, for the aim of computing the eight emotions of
a movie. Since a movie is long, the emotions of the movie may vary greatly
over time. We extract the emotions of a movie every 10 s (using windows of ten
seconds and 9 s overlap between neighboring windows) and thus obtain eight
emotions sequences of the movie. The UI (User Interface) of AffePlayer is shown
in Fig. 3. As shown in Fig. 3, it displays video in the left window, and the emotions
(bottom) and audio signals (top) in the right window. The 8 light bars represent
arousal, excitement, pleasure, contentment, sleepiness, depression, misery, and
distress from left to right, respectively. The dim bars between two light bars
represent the transition between two emotions, which can be interpreted as the
mixture of the two emotions. The height of these bars represents the intensity
of emotions. When the player is playing a video, the height of these bars will
change with the intensity fluctuations of emotions.

3 Feature Extraction and Selection

Totally 17 features are extracted, including seven acoustic features, eight visual
features, and two movie grammar features. A novel method is proposed to select
significant features from these 17 features for analysing emotions in movies.

1 www.ldmc.buaa.edu.cn/AffePlayer/AffePlayer.html.

www.ldmc.buaa.edu.cn/AffePlayer/AffePlayer.html
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3.1 Features

One of the novel features is proposed in this work to measure the “harmony”
in audio signal. Figure 4 shows the spectrogram of noise sound and a piece of
piano music, i.e., the changes of frequency over time. The lighter is the color in
the spectrogram, the stronger is the amplitude of the corresponding frequency.
Harmony sound show continuity in spectrogram while noisy sound show only
disorder. As is shown in Fig. 4, there are continuous peak in the spectrogram of
piano music but none in the spectrogram of noise sound. Based on this observa-
tion, we propose a method to compute “harmony” in audio signal by measuring
the peak continuity in the spectrogram.

(a) noise (b) piano

Fig. 4. Spectrogram of noise and a piece of piano music

Firstly, the Fourier transform of the audio segment is obtained every 1024
samples, and the spectrogram of the audio segment can be obtained. Assume
the spectrogram of an audio segment is denoted by Fij , where i is the index of
frequency and j is the index of time. Then the local maximum of each j is found,
and a matrix M is used to record the local maximum. In matrix M , the element
Mij equals 1 if Fij is bigger than Fi−2j , Fi−1j , Fi+1j , and Fi+2j ; otherwise Mij

equals 0. Matrix M is used to compute the harmony of the audio. “Harmony
sequence” is defined as (Mia,Mib), where a� b, Mia−1 = 0, Mib+1 = 0, and
Mik = 1 (a� k � b). It is assumed that there are n “harmony sequences” in total:
(Mia,Mib)s (s = 1, 2, · · · , n), then the harmony of the audio segment can be
denoted as

H =
1

Size(M)

∑
1�s�n

∣∣∣∣(Mia,Mib)s
∣∣∣∣ (1)

where
∣∣∣∣(Mia,Mib)s

∣∣∣∣ = (b − a)2, and Size(M) denotes the size of matrix M
which equals the product of the height and the width of M .

Color is important in affective video content analysis since existing research
results suggest that color directly affects human’s emotion. The research results



20 J. Niu et al.

from color psychology reveal that different color induce different feelings of peo-
ple, and based on the result, four novel color features (Warm-Cool, Transparent-
Turbid, Vivid-Sombre, and Hard-Soft) are utilized in this work. Nakamura et al.
investigated twelve pairs of color emotions and quantify these color emotions.
As the results of their experiments, empirical formulae were obtained, and we
select four typical color emotions as the features used in our work. The four color
emotions are calculated in the CIELAB color space and the specific calculation
methods are:
Warm-Cool:

WC = 3.5[cos(h − 50) + 1]B − 80 (2)

where B represents the brightness calculated by B = 50C∗(1 − Δh290/360)/D,
and D is the color depth calculated by D = (100−L∗) + (0.1 + Δh290/360)(1−
Δh290/360)C∗.
Transparent-Turbid:

TT = [{5(L∗ − 40)}2 + [5.8{1 + 0.35cos(Δh220)}(1 − Δh290/360)C∗]2]1/2

− 180 (3)

Vivid-Sombre:

V S = [{2.5(L∗ − 50)}2 + {5.4(1 − Δh290/360)}2]1/2 − 130 (4)

Hard-Soft:

HS = [(3.2L∗)2 + {2.4(1 − Δh290/360)C∗}2]1/2 − 180 (5)

In the above equations, L∗ is the CIELAB lightness, C∗ is the CIELAB chroma,
h is the CIELAB hue-angle, and Δh290 is the CIELAB hue-angle difference from
h = 290 [15].

Besides the novel features mentioned before, other twelve common features
are also extracted. Six acoustic features including: (1) Sound energy (the average
amplitude of audio signals), (2) Sound centroid (the average frequency of the
fourier transform of audio signals), (3) Spectral contrast of an audio segment
(extracted in three sub-bands resembling that in Lu’s work) [17], (4) Silence
ratio (the proportion of the time duration of silent sound to the entire time
length). Four visual features including: (1) Darkness ratio and brightness ratio
extracted in the HSV (Hue-Saturation-Value) color space according to the value
of V (Value) dimension, (2) Saturation, which has strong effects on emotions [18],
is the average saturation of all frames. (3) Color energy is extracted following
that in [19]. Two movie grammar features are extracted in this paper: motion
and shot change rate.

3.2 Feature Selection

It is a simple way to feed all seventeen features into a BP network and get the
emotions of a video, but is not rational. Since some features are not relevant to
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a certain emotion, that is, some features may be “detrimental” for calculating a
certain emotion. Thus, it is necessary to find a way to select significant features
and exclude redundant features.

If we are going to obtain the optimal combination of features for analysing
emotions, the computational complexity will be O(2n) (where n is the number
of features extracted from videos), which is unpractical. Therefore, we propose
a method to select significant features with quadratic time complexity. Though
it is hard to get the optimal feature combination, we can obtain a near-optimal
solution with low time complexity. For emotion e1, assume that S1 is the set of
selected features to predict e1 and S0 is the set of features that are not selected.
Initially, S0 contains all the 17 extracted features, while S1 contains none. Then
one feature f in S0 is chosen and added into set S1, where f meets the condition:

mse(f,D)� mse(f ′,D)|f ′∈S0&f ′ �=f (6)

D denotes the training set, f ′ denotes the feature in S0. f ′ is different from the
chosen feature f . mse(f,D) means the Mean Square Error (MSE) while using
feature f to predict emotion e1 on data set D. Equation 6 means that feature
f performs better than any other feature in S0 on predicting e1. The Mean
Square Error is recorded as m. The chosen feature f is moved from S0 to S1.
Next, features in S1 (now there is only one selected feature) are used to predict
emotion e1, and 80% of the movie clips, which are worse predicted than the
other 20% movie clips, make up a data set named D′. Then, a feature f in S0 is
chosen and added into set S1 if f meet the condition:

mse(f,D′)� mse(f ′,D′)|f ′∈S0&f ′ �=f (7)

Emotion e1 in set D is predicted using features in S1 and the Mean Square
Error m′ is obtained. If m′ is greater than m, then the selecting process is
terminated and remove the last selected feature from S1; or else assign m′ to m
and continually choosing a feature and move it from S0 to S1 until there are no
features in S0. At last, the features in set S1 are the features selected to predict
emotion e1. There are eight emotions used in this paper, and therefore, eight
feature sets will be obtained to predict the eight emotions of videos respectively.

4 Experimental Results

Experiments are conducted on both our own collected database and the LIRIS-
ACCEDE database [20]. In the first subsection, we introduce the process of
building our own database. In the second subsection, experiments conducted on
the LIRIS-ACCEDE database are presented. The significant features for valence
and arousal are obtained and the results of our method are compared to that in
[20]. In the third subsection, experiments are conducted on our own database.
The most relevant single feature of each emotion is found from the 17 extracted
features, and the feature combinations for predicting eight emotions are obtained
using the method we proposed in Sect. 3.
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4.1 Data Collection and Annotation

Our database consists of 2000 video clips manually segmented from 112 movies
which can be download from our website2. The movies are various in genres,
including action, comedy, thriller, romance, etc. Languages are English, Chinese,
Spanish, Japanese, and Korean. Each movie clip lasts about 10 s and all the
movie clips are annotated with the intensity of eight emotions from the Russell’s
circumplex model [16]. The intensity of eight emotions are divided into 5 grades:
1, 2, 3, 4, and 5 correspond to very weak, weak, normal, strong, and very strong,
respectively. The annotators are fifty students from our university, including
13 females and 37 males. A web site is built for students to complete their
annotating work. After the students watch a movie clip, they are requested
to estimate the intensity of eight emotions and annotate the movie clip with
eight values denoting the intensity of eight emotions respectively. Thus, for each
emotion of a movie clip, there are 50 values annotated by 50 different persons.
A video clip is excluded from our dataset if the Mean Square Error of any
emotion annotations is bigger than 1. Fifty values are averaged and rounded to
an integer, and the average value is taken as the final annotation of the emotion.

0 5 10 15
0.31

0.315

0.32

0.325

0.33

0.335

0.34

0.345

stop

m
ea

n 
sq

ur
e 

er
ro

r

number of features
(a) arousal

0 5 10 15
0.25

0.26

0.27

0.28

0.29

0.3

stop

m
ea

n 
sq

ur
e 

er
ro

r

number of features
(b) valence

Fig. 5. Mean Square Error of feature selection for arousal and valence (95% confidence
interval)

Table 1. Features used to calculate arousal and valence in LIRIS-ACCEDE database

Emotion Features

Arousal Warm-cool, vivid-sombre, harmony, centroid, low contrast, mid
contrast, high contrast, color energy, dark color ratio, silence ratio

Valence Warm-cool, transparent-turbid, vivid-sombre, centroid, hard-soft,
saturation, color energy, dark color ratio

2 www.ldmc.buaa.edu.cn/AffePlayer/database.rar.

www.ldmc.buaa.edu.cn/AffePlayer/database.rar
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4.2 Experiments on LIRIS-ACCEDE Database

The results of experiment on the LIRIS-ACCEDE database are presented in this
subsection. Figure 5 shows the variation of Mean Square Error while selecting fea-
tures for predicting arousal and valence. At first, only one feature is selected for
predicting emotions with relatively big error. With the increase of the number
of features, the Mean Square Error become smaller. According to the algorithm
introduced in Sect. 3, the process end at the black circle marked in Fig. 5. That
is, ten features are selected for arousal and eight features for valence as shown in
Table 1. As can be seen from Fig. 5, the prediction error will increase slightly if
all 17 features are used. Although there may exist better feature combinations for
predicting arousal or valence, the process of the feature selection shown in Fig. 5
proves that the results in Table 1 are at least near-optimal solutions. The pro-
posed feature “harmony” and two color emotions are in the feature combination
for arousal and four color emotions are included in the feature combination for
valence, which demonstrate the effectiveness of the novel features we introduced
in Sect. 3. Experiments are conducted based on protocol A and protocol B intro-
duced in [20]. The results of experiments are shown in Fig. 6. It can be seen from
Fig. 6 that the method proposed in this paper performs better on the prediction
of valence and the prediction of valence is as good as that in [20].
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Fig. 6. Results of experiments on LIRIS-ACCEDE database.

4.3 Experiments on Our Own Database

In this subsection, the database collected in this work is used in several experi-
ments. Seventy percent of the 2000 movie clips are used as the training set and
the rest thirty percent are used as the testing set. We apply the feature selec-
tion method on the training set, and the variation of Mean Square Errors in the
process of feature selection are shown in Fig. 7. Eight feature combinations are
selected for predicting eight emotions using the method proposed in Sect. 3. The
black circles marked in the figure represent the terminations of feature selection,
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and the selected features are shown in Table 2. As can be seen from Table 2, the
novel features we proposed and introduced from color psychology play important
roles in emotion predictions.
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Fig. 7. MSE of feature selection for 8 emotions (95% confidence interval)

Table 2. Features used to estimate the 8 emotions in our work

Emotion Features

Arousal Motion, shot change rate, sound energy, harmony, sound centroid,
low contrast, mid contrast, high contrast, color energy, silence ratio

Excitement Motion, transparent-turbid, vivid-sombre, hard-soft, silence
ratio, low contrast, mid contrast, high contrast, brightness ratio,
darkness ratio

Pleasure Shot change rate, warm-cool, transparent-turbid, vivid-sombre,
color energy, hard-soft, sound centroid, darkness ratio, brightness
ratio

Contentment Shot change rate, warm-cool, transparent-turbid, vivid-sombre,
hard-soft, sound centroid, silence ratio, darkness ratio, brightness
ratio, low contrast

Sleepiness Motion, shot change rate, sound energy, harmony, high contrast,
sound centroid, low contrast, mid contrast, silence ratio

Depression Warm-cool, transparent-turbid, vivid-sombre, hard-soft,
brightness ratio, low contrast, mid contrast, color energy, darkness
ratio

Misery Shot change rate, warm-cool, transparent-turbid, color energy,
vivid-sombre, hard-soft, sound centroid, saturation, darkness ratio,
brightness ratio, silence ratio

Distress Motion, shot change rate, vivid-sombre, darkness ratio, low
contrast, mid contrast, color energy, silence ratio
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The first feature chosen for a certain emotion can be regard as the most
relevant feature of the emotion. Color emotion vivid-sombre is most relevant to
pleasure, contentment, and misery. The feature most relevant to sleepiness is
silence ratio, which is the same as common sense. Silence ration is also most
relevant to distress and motion, mid-band spectral contrast and bright ratio are
most relevant to arousal, excitement and depression respectively. It can be seen
from Fig. 7 that excitement is best predicted with single feature, which means
mid-band spectral is really suitable for predicting excitement.

The feature combinations for predicting eight emotions are shown in Table 2.
The feature combinations for predicting each emotion are different from each
other. As shown in Fig. 7, the Mean Square Errors of the computation are
between 0.205 and 0.333. It can be seen from Fig. 7 that the computation results
vary with emotions, and the computations of arousal, excitement, sleepiness, and
misery are more precise than that of the other four emotions, which means the
features extracted are more suitable for predicting arousal, excitement, sleepiness
and distress. Among these emotions, sleepiness is the best estimated emotions
with MSE of 0.205 and contentment is the worst estimated with MSE of 0.333.
The average MSE of computing eight emotions is 0.2654. Therefore, we could
say that compared to the result in [20], the features and the framework in this
work perform better.

Another experiment is conducted to find the impact of feature types on ana-
lyzing different video emotions. The 17 features contain three types of feature,
that is, acoustic features, visual features, and movie grammar features. Every
feature is used to compute the eight emotions respectively. The MSEs are aver-
aged within each type of features and the results are shown in Fig. 8. Visual
features perform best in computing pleasure, contentment, and misery, which
means features about color and lighting have greater impact on emotions plea-
sure and unpleasure. Acoustic features and movie grammar features are more
suitable to compute the intensity of arousal and sleepiness.
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5 Conclusion

In this work, a novel feature set is used in affective video content analysis, includ-
ing an acoustic feature depicting the “harmony” in audio signal and four color
emotions. The “harmony” feature performs well in predicting emotion arousal
and sleepiness. And the four color emotion features which contain the psychol-
ogy information are useful in predicting almost all the emotions. A feature selec-
tion method is proposed to obtain significant features, and experimental results
proves the effectiveness of the feature selection method.
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Abstract. Integer-pixel Motion Estimation (IME) is one of the funda-
mental and time-consuming modules in encoding. In this paper, a novel
two-step IME algorithm is proposed for High Efficiency Video Coding
(HEVC) on a Graphic Processing Unit (GPU). First, the whole search
region is roughly investigated with a predefined search pattern, which is
analyzed in detail to effectively reduce the complexity. Then, the search
result is further refined in the zones only around the best candidates
of the first step. By dividing IME into two steps, the proposed algo-
rithm combines the advantage of one-step algorithms in synchronization
and the advantage of multiple-step algorithms in complexity. According
to the experimental results, the proposed algorithm achieves up to 3.64
times speedup compared with previous representative algorithms, and
the search accuracy is maintained at the same time. Since IME algo-
rithm is independent from other modules, it is a good choice for different
GPU-based encoding applications.

Keywords: HighEfficiencyVideoCoding (HEVC) ·GraphicsProcessing
Unit (GPU) · Integer-pixelMotionEstimation (IME) ·Two-stepalgorithm

1 Introduction

High Efficiency Video Coding (HEVC) [1] is the latest generation video cod-
ing standard. With enhanced coding tools, HEVC achieves about 50% bit-rate
reductions at similar Mean Opinion Score (MOS) compared with H.264/AVC [2].
Among the enhanced coding tools, HEVC introduces a quadtree-like coding
structure. The frames are first partitioned into Coding Tree Units (CTUs) with
a maximum size of 64 × 64, then the CTUs are further partitioned into Coding
Units (CUs) and Prediction Units (PUs). For each CU, there are up to 8 different
kinds of PU partitions.

c© Springer International Publishing AG 2017
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Within the encoding process, Motion Estimation (ME) is applied to find
proper Motion Vectors (MVs) for different PUs. ME investigates the MV Can-
didates (MVCs) within a specific region determined by the search range and
the start MV, and tries to find the MVC with the least cost. Generally, ME is
partitioned into Integer-pixel ME (IME) and Fractional-pixel ME (FME). IME
investigates the integer-pixel MVCs among the whole search region and find out
the best integer-pixel MVC for FME. Since IME is the topic of this paper, the
MVCs in the following part means the integer-pixel MVCs only.

The cost of MVCs determines which MVC is better. In typical IME methods,
Rate Distortion Optimization (RDO) [3] framework is applied with the following
formula:

cost = D + λ ∗ R, (1)

where D can be measured with Sum of Absolute Difference (SAD), R can be
derived from the distance between the MVC and the start MV, and λ is the
Lagrange multiplier.

It is complex to retrieve the best MVC for different PUs in a quad-tree. One
possible way to increase the speed is to use Graphic Processing Units (GPUs).
GPUs are essential for modern personal computers. With many-core architec-
ture, numerous tasks can be gathered as a kernel and be processed simultaneously
on a GPU. Synchronizations of GPU are quite expensive. Besides, sufficient inde-
pendent tasks should be provided to make full use of the cores. Compared with
Central Processing Units (CPUs), GPUs are more energy saving and powerful
when processing numerous independent tasks.

GPU-based IME algorithms are extensively applied in previous works. Since
synchronizations are quite expensive, CPU-based multiple-step IME algorithms
are not adopted. Early GPU-based IME methods [4,5] are usually based on Full
Search algorithm, which introduces only one synchronization and achieves the
best accuracy. However, since Full Search is complex, these methods are not
satisfactory. S. Radicke et al. propose an algorithm based on Frayed Diamond
Search Pattern (FDSP) [6]. Only the MVCs of a predefined pattern are searched
in this work. And Recursive Sum of Absolute Differences (RSAD), which accu-
mulates the SADs of basic blocks for the large blocks, is introduced to avoid
redundant SAD calculations. Although the complexity is significantly reduced
with FDSP, the synchronization cost is overrated for high motion videos. C. Jiang
et al. propose an algorithm called DZfast [7]. By judging the possible zone of
the best MVC, DZfast reduces the complexity for static area with lower search
ranges. However, DZfast is designed for parallelizing within a macroblock with
the multiview extension of H.264/AVC. The feature of independent views is uti-
lized, which makes it unsuitable to be applied to HEVC directly. Since IME
algorithm is fundamental in GPU-based encoding, it should be carefully studied
and further optimized.

The main contribution of this paper is to propose a novel two-step IME
algorithm for GPU-based encoding, which combines the advantage of one-step
algorithms in synchronization and the advantage of multiple-step algorithms in
complexity. According to experimental results over the widely used encoder x265
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[8], the proposed algorithm achieves up to 9.75 times and 3.64 times speedup
compared with Full Search and FDSP respectively, while the search accuracy is
still maintained.

The rest of this paper is organized as follows. Section 2 introduces the pro-
posed two-step IME algorithm. Section 3 presents the analysis of different IME
algorithms. The detailed performance evaluation of the proposed algorithm is
given in Sect. 4. And finally, the conclusions are made in Sect. 5.

2 The Proposed Two-Step IME Algorithm

The greedy algorithm is applied in the traditional CPU-based IME algorithms.
The IME process is first divided into multiple steps, and only the MVCs around
the start MV are investigated in each step. After a step, the cost of the MVCs
in this step is summarized, and the best MVC among them is found as the
start MV of the next step. Thus, regions far from the best MVC of each step
will be neglected. To apply similar algorithms on a GPU, synchronizations will
be introduced after each step. In summary, the greedy algorithm reduces the
complexity. But the many synchronizations become a heavy burden for GPU-
based encoding.

To avoid the synchronizations, previous GPU-based methods [4–6] apply one-
step IME algorithms. The costs of the MVCs are only summarized once when all
the MVCs are investigated. And the best MVC is found directly. Since there’s
only one step, the MVC distribution of this step should be quite dense, so that
the search region can be well covered and good search accuracy can be achieved.
As a result, although there’s only one synchronization in one-step algorithms,
the MVC count is large, and the complexity is significant.

By combining the advantage of multiple-step and one-step algorithms, we
propose a two-step IME algorithm for GPU-based encoding. In the proposed
algorithm, the IME process is divided into two steps. Only the MVCs around
the best MVC of the first step are investigated in the second step. As a result,
although an extra synchronization is introduced, the extra cost is limited and
the complexity reduction is significant. Thus, the overall speed can be increased.

The two steps of the proposed IME algorithm are based on corresponding
Search Patterns (SPs). The SP of the first step changes with the search range,
while the SP of the second step is a fixed 8× 8 pattern. The SPs of the two steps
are carefully designed, so that every MVC within the search region has chance
to be selected as the best MVC. Within a specific region, the denser the MVC
of the first step, the higher the possibility it can be investigated in the second
step. Considering that the MVCs closer to the start MV are more likely to be
the best MVC, the SP of the first step is designed denser around the start MV.
To reduce the complexity, the SP of the first step does not need to be too dense
since the second step is always applied. Figure 1 shows the SP of the first step
when search range is 16, and Fig. 2 shows the SP of the second step. In these
two figures, the black point represents the start MV and other points represent
the MVCs investigated in each step.
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Fig. 1. The SP of the first step in the proposed two-step IME algorithm when search
range is 16.

Fig. 2. The SP of the second step in the proposed two-step IME algorithm.

Fig. 3. The algorithm to derive the SP of the first step for different search range in
the proposed two-step IME algorithm.
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The algorithm to derive the SP of the first step for different search range is
shown in Fig. 3. According to the search range, the search region is divided into
3 zones. The density of MVCs decreases from Zone 1 to Zone 3. The MVCs lie
on several circles, which are depicted as dashed squares. The distance between
the start MV and the circle is defined as the circle’s radius. In the proposed
algorithm, the radius increases by 2 in Zone 1, and increases by 4 and 6 separately
in Zone 2 and Zone 3. For each circle, the MVC assigning distance is set as the
minor between the radius and 6. The MVCs are assigned starting from the four
angles. When the distance between two MVCs in the middle of an edge is greater
than the assigning distance, an extra MVC will be assigned between them.

The proposed algorithm is applied on basic blocks first. For large blocks,
RSAD method is applied in the first step. However, since the second step start
MV of large blocks might be different from that of basic blocks, separate SAD
calculations are applied. The basic block is set as the minimum PU, which is
8× 8 in the experiment of this paper.

To implement the proposed algorithm on a GPU, the device memory con-
sumption should be considered. Before applying IME algorithms, the frames and
their referenced frames should be stored on device memory. The generated IME
results should also be stored. Besides, if RSAD is applied, the SADs of the basic
blocks should be stored to derive the SADs of large blocks. For the proposed
two-step algorithm, RSAD is only applied in the first step. Thus, only the SADs
of the first step should be stored. Meanwhile, the best MVCs of the first step
are utilized as the start MV of the second step, and they should also be stored.

To make full use of the GPU platform, the IME of a whole frame is applied
together. For the proposed algorithm, IME is divided into 3 kernels: (1) First step
IME for the basic blocks, (2) First step IME for the large blocks, (3) Second step
of every block size. 8 threads are assigned for each basic block. Thus, for a frame
with 416× 240 resolution, there can be 12480 threads working independently in
a kernel. For higher resolution, there will be more independent threads.

3 Analysis of Different IME Algorithms

To present the advantage of the proposed algorithm, three different IME algo-
rithms are analyzed in this section. The comparison between them is shown
in Table 1, where MVC Count means the count of overall investigated MVCs,
Sync. Count means the synchronization count, and Full Covered means whether
all the MVCs in the search region have chance to be investigated. It can be
observed that the proposed algorithm significantly reduces the MVC count of
basic blocks with only one extra synchronization. Meanwhile, only a part of
MVCs in the search region have chance to be the best MVC in FDSP, and all
the MVCs have chance in Full Search and the proposed algorithm.

The effect of RSAD method on complexity should be considered. For large
blocks, RSAD is applied in Full Search and FDSP, but it can only be applied
in the first step of the proposed algorithm. However, there are always 64 MVCs
in the second step, thus the complexity increment is constant for a specific PU
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Table 1. Analysis of different IME algorithms

Algorithm Search Range MVC Count Sync Count Full Covered

Full Search 16 1089 1 Yes

32 4225 1 Yes

48 9409 1 Yes

64 16641 1 Yes

FDSP 16 241 1 No

32 865 1 No

48 2001 1 No

64 3521 1 No

Proposed 16 125 2 Yes

32 233 2 Yes

48 433 2 Yes

64 709 2 Yes

partitioning strategy. It will be shown in Sect. 4 that for high motion videos, this
increment is not significant compared with the complexity reduction from the
MVC count.

The device memory consumption is an advantage of the proposed algorithm.
Since RSAD is applied for all MVCs with Full Search and FDSP, the SADs of
basic blocks should be all stored. Meanwhile, only the SADs of the first step with
the proposed algorithm should be stored. When search range is 64, Full Search
will store 16641 SADs for each basic unit. Suppose each SAD is 2 bytes, for a
video with 2560× 1600 resolution, about 2 G bytes will be utilized. For FDSP,
which stores 3521 SADs for each basic unit, about 450 M bytes are necessary. For
the proposed algorithm, only the 645 SADs of the first step need to be stored for
each basic unit. Then, only about 83 M bytes are utilized. Extra device memory
is necessary to store the best MVCs of the first step with the proposed algorithm.
But it is only about 500 K bytes, and can be ignored.

4 Experimental Results

Detailed experimental results are given in this section. According to our experi-
ments, λ in (1) does not affect the result much, and it is set to 10 (corresponding
Quantization Parameter is 32) in IME process. The experimental platform is
described in Table 2. And the results are collected under HEVC common test
conditions [9] by applying the default parameter preset of x265.

The speed comparison between different IME algorithms using different
sequences is shown in Fig. 4. The speed is measured in Frames Per Second
(FPS), and is derived from the IME time of each algorithm on the GPU. It can
be observed that the FPS reduction speed of the proposed algorithm is much
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Table 2. Experimental platform

GPU AMD Radeon R9-290X

Maximum power 250 w

Sreaming processors 2816

Core freq. 1 GHz

Device memory 4 GB

Device memory freq. 5 GHz

Computing framework OpenCL 1.0

Fig. 4. The speed comparison between different IME algorithms using different
sequence with search range of 16, 32, 48 and 64.

slower than that of Full Search and FDSP with the increment of the search
range, which is an obvious advantage when search range is large.

The detailed results are illustrated in Table 3, where SR represents the search
range, and ΔS represents the speedup compared with Full Search algorithm.
Each result is summarized by averaging the results of all 8-bit HEVC standard
sequences in that class listed in [9]. By replacing the original IME algorithm
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Table 3. Experimental results of different IME algorithms

SR Class Algorithm FPS BD-Rate ΔS SR Class Algorithm FPS BD-Rate ΔS

16 A Full Search 26.8 0.00% 1.00 32 A Full Search 7.4 0.00% 1.00

FDSP 59.6 1.24% 2.22 FDSP 18.4 1.63% 2.48

Proposed 47.5 0.75% 1.77 Proposed 34.6 1.07% 4.65

B Full Search 51.5 0.00% 1.00 B Full Search 14.4 0.00% 1.00

FDSP 114.0 0.90% 2.22 FDSP 35.6 0.91% 2.46

Proposed 92.4 0.54% 1.79 Proposed 67.5 0.64% 4.68

C Full Search 229.7 0.00% 1.00 C Full Search 67.7 0.00% 1.00

FDSP 522.6 1.38% 2.28 FDSP 165.3 1.49% 2.44

Proposed 408.3 1.01% 1.78 Proposed 298.9 1.21% 4.41

D Full Search 583.9 0.00% 1.00 D Full Search 164.7 0.00% 1.00

FDSP 1369.7 1.02% 2.54 FDSP 461.1 1.20% 2.80

Proposed 1259.6 0.74% 2.34 Proposed 904.9 0.85% 5.49

E Full Search 114.8 0.00% 1.00 E Full Search 32.7 0.00% 1.00

FDSP 255.3 0.48% 2.22 FDSP 81.4 0.51% 2.48

Proposed 202.8 0.24% 1.77 Proposed 151.0 0.38% 4.61

48 A Full Search 3.5 0.00% 1.00 64 A Full Search 2.0 0.00% 1.00

FDSP 9.0 1.84% 2.59 FDSP 5.2 2.09% 2.59

Proposed 25.3 1.23% 7.28 Proposed 18.1 1.53% 9.01

B Full Search 6.7 0.00% 1.00 B Full Search 3.8 0.00% 1.00

FDSP 17.4 0.97% 2.61 FDSP 10.4 1.03% 2.70

Proposed 49.6 0.75% 7.42 Proposed 35.6 0.80% 9.28

C Full Search 32.3 0.00% 1.00 C Full Search 18.8 0.00% 1.00

FDSP 74.5 1.67% 2.31 FDSP 44.9 1.76% 2.39

Proposed 222.5 1.33% 6.88 Proposed 163.6 1.42% 8.70

D Full Search 84.6 0.00% 1.00 D Full Search 52.3 0.00% 1.00

FDSP 222.1 1.39% 2.63 FDSP 138.5 1.41% 2.65

Proposed 662.6 1.07% 7.84 Proposed 503.8 1.09% 9.63

E Full Search 15.2 0.00% 1.00 E Full Search 8.2 0.00% 1.00

FDSP 39.2 0.64% 2.57 FDSP 23.3 0.64% 2.83

Proposed 112.1 0.49% 7.36 Proposed 80.1 0.49% 9.75

of x265 and keeping other modules the same, PSNR and bitrate of different
algorithms are derived and summarized as BD-Rate. BD-Rate is also derived by
comparing with Full Search. The effect that does not use RSAD in the second
step can be observed from the results. When the search range is 16, the com-
plexity increment caused by RSAD is significant and the proposed algorithm
is slower than FDSP. However, when the search range is larger, the proposed
algorithm outperforms the other two algorithms. Up to 9.75 times speedup of
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the proposed algorithm is observed compared with Full Search, and up to 3.64
times speedup is observed compared with FDSP. Meanwhile, the results show
that the BD-Rate of the proposed algorithm is better than FDSP and is close
to Full Search. Considering that Full Search always investigates every MVC and
precisely finds out the best one, the results indicate that the search accuracy
with the proposed algorithm is well maintained.

5 Conclusion

In this paper, a two-step IME algorithm is proposed for HEVC encoding on a
GPU. By dividing IME into two steps with the proposed algorithm, the MVC
count as well as complexity is significant reduced. According to the experimental
results, up to 9.75 times and 3.64 times speedup is achieved compared with Full
Search and FDSP respectively, and the search accuracy is well maintained at
the same time. Since IME algorithm is fundamental and independent from other
modules in GPU-based encoding, the proposed two-step IME algorithm is a good
choice for different GPU-based encoding applications.
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Abstract. We propose a scalable video conferencing system that
streams High-Definition videos (when bandwidth is sufficient) and ultra-
low-bitrate (<0.25 kbps) cached facial expressions (when the bandwidth
is scarce). Our solution consists of optimized approaches to: (i) choose
representative facial expressions from training video frames and (ii)
match an incoming Webcam frame against the pre-transmitted facial
expressions. To the best of our knowledge, such approach has never been
studied in the literature. We evaluate the implemented video conferenc-
ing system using Webcam videos captured from 9 subjects. Compared to
the state-of-the-art scalable codec, our solution: (i) reduces the bitrate
by about 130 times when the bandwidth is scarce, (ii) achieves the same
coding efficiency when the bandwidth is sufficient, (iii) allows exercising
the tradeoff between initialization overhead and coding efficiency, (iv)
performs better when the resolution is higher, and (v) runs reasonably
fast before extensive code optimization.

Keywords: Compression · Cache · Codec · Facial landmarks · Facial
models

1 Introduction

Video conferences using commodity computers and over the Internet has become
increasingly popular in many sectors, including enterprises, healthcare, govern-
ments, defense, and educations. Reports indicate that the market of video con-
ferencing systems is going to double between 2013 and 2020, reaching 6.4 bil-
lion USD annually [16]. Providing good video conferencing experience, however,
is quite challenging, because video conferencing systems are resource demanding
and delay sensitive. Commercial video conferencing systems recommend at least
700 kbps for 720p video calls [12], which is non-trivial for the best-effort Inter-
net and wireless networks. In fact, video conferencing systems are vulnerable to
insufficient and fluctuating network bandwidth, which must be addressed for good
video conferencing experience. One way to cope with this problem is to reduce the
encoded video bitrate, in order to reduce the demands on network bandwidth.
Doing so, unfortunately, leads to lower video quality and degraded user experi-
ence, which may drive users away. Hence, a better solution is required to support
video conferences under heterogeneous and dynamic network conditions.
c© Springer International Publishing AG 2017
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We argue that the existing commercial video conferencing systems fail to
leverage a unique feature of conferencing videos: each video usually contains a
talking head1 with stationary (and often simple) background. Since the talking
head and background are quasi-static, we believe some video frames may be
cached for future reuse, so as to reduce the bitrate. The way we choose the
cached video frames is based on the facial expression of the talking head. We
refer to the cached video frames as Cached Facial Expressions (CFE), whose
index can be encoded in a byte or two. The video frames chosen as CFEs are
transmitted from the sender to the receiver before each video conference starts.
That is, the CFEs exist at both the sender and the receiver, which can be used
for encoding and decoding video frames. Therefore, the sender only needs to
transmit the CFE indexes when the bandwidth is scarce, so the participants can
still see approximated facial expressions. When the network conditions are good,
the sender encodes and streams the Webcam video at high quality on top of the
basic CFEs.

Fig. 1. Overview on the proposed scalable video conferencing system.

Figure 1 illustrates the proposed scalable video conferencing system that sup-
ports High-Definition (HD) videos and CFEs. We refer to the CFE indexes as
the base layer (BL) and the HD videos as the enhancement layer (EL), following
the terminologies used in scalable video coding [4]. The base layer contains a
sequence of CFE indexes pointing to the cached, pre-transmitted video frames,
while the enhancement layer encodes the actual video frames captured by the
Webcam. We notice that during video conferences, although the encoder at the
sender side compresses both the base layer (chosen CFEs) and the enhancement
layer (HD videos), the enhancement layer dominates the traffic amount over the
Internet. This is because the number of chosen CFEs is typically a small inte-
ger, so the CFE indexes can be largely compressed. This leads to the unique
feature of our system: the base layer stream is at extremely low bitrate, while the
enhancement layer can optionally be transmitted for enhancing user experience.
1 For the sake of our discussion, we assume that each video call is between two people.

Our system can be readily extended to video conferences with multiple participants
at each site.
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Realizing the proposed scalable video conferencing system is no easy task,
because CFEs need to be carefully chosen to approximate the actual facial
expressions during video conferences. Doing so not only improves the user experi-
ence (when only base layer is transmitted) but also increases the coding efficiency
of the enhancement layer (redundancy across base and enhancement layers is
exploited). Upon the CFEs are chosen, we need to extract the facial expression
from each Webcam image during video conferences. Furthermore, the process
needs to be efficient enough, for real-time executions on commodity comput-
ers. In this paper, we rigorously solve the problem of choosing CFEs, extracting
facial expression, and managing selected CFEs. Our experiments demonstrate
the merits of our proposed scheme and optimization techniques, e.g., compared
to the state-of-the-art scalable codec, our proposed solution: (i) achieves higher
video quality for most subjects, while consumes less than 1/130 of the band-
width, (ii) achieves the same coding efficiency when the bandwidth is sufficient,
(iii) leads to more bitrate reduction and video quality increase as the resolution
increases.

2 Related Work

Ultra-Low-Bitrate Video Conferencing. Wang et al. [18] design an ultra-
low-bitrate video conferencing system by analyzing the structure of video frames
and aggressively skipping redundant information. They adopt warping techniques
for interpolating unsent frames, and achieves a bitrate at about 25 kbps. Zeng
et al. [20] utilize facial models to reduce the transmission bitrate and encode the
region of eyes and mouth by Differential Pulse-Code Modulation (DPCM) for
better quality during video conferences. Koufakis et al. [10] propose that every
human face is constructed by linear combination of three base images, and they
utilize Principle Component Analysis (PCA) on regions such as eyes and mouth
to identify these base images. Allen et al. [1] describe a model-based video coding
system, using statistical shapes and models of faces to construct facial models.
They utilize Active Appearance Models (AAM) to extract facial feature points
from images for low-bitrate video transmission. The references above give human
faces higher priority, which is similar to our proposed system. We use the concept
of landmarks, which emphasizes importance of the areas around eyes and mouth.
However, instead of sending facial landmarks directly [18], we send the index of the
CFE that matches the best in terms of landmarks. This action lowers the bitrate
further: <1 kbps is observed. Different from our work, Qi et al. [13] do not make
an effort on analyzing facial expressions. Instead, they adaptively set the frame
rate at the sender side, and interpolate the missing frames at the receiver side.

CFE Selection Mechanisms. For choosing CFEs, one straightforward app-
roach is using facial expression extraction to classify frames. Fasel and Luettin [6]
point out that facial expression extraction can be divided into three steps includ-
ing face acquisition, facial feature extraction, and facial expression classification.
Ari et al. [2] and Suk and Prabhakaran [15] propose a system architecture that
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first locates facial landmarks and uses those as features to train a facial expres-
sion classifier. However, using discrete facial expression classes is less general,
and may hurt the coding efficiency. For example, the expression joy may include
smile, laugh, grin, smirk, chuckle, which may not be distinguished by the facial
expression classifiers [2,6,15]. Wang and Cohen [17] take open eyes as an impor-
tant condition in their selection method, which is not that rigorous and com-
prehensive. In contrast to above studies, we take a more general approach by
directly using facial landmarks. That is, we take a more data-driven approach.

3 Architecture

3.1 Overview

Figure 2 presents the architecture of our proposed solution, which has two phases.
The training phase solves the problem of selecting CFEs using either a historical
or a warm-up Webcam video at the sender before actual video conferences. The
selected CFEs are stored at the sender side and sent to the receiver side. We
next enter the conferencing phase, in which we stream CFE indexes as the BL
and coded video as the optional EL. The receiver either renders the CFEs if
only BL is received or decode the EL if both BL and EL are received. Details
on individual components are given in the following.

(a)

(b)

Fig. 2. The architecture of our system: (a) The training phase and (b) The conferencing
phase. The highlighted CFE selector and CFE matcher are two key components.

Landmark extractor is responsible to extract the coordinates of facial fea-
tures, including eyes, nose, and mouth from a talking-head Webcam frame. The
extracted coordinates are referred to as landmarks, which represent the partici-
pant’s facial expressions [6]. In this work, we adopt a low complexity facial model,
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called Constrained Local Model (CLM) [5], which captures the coordinates of
68 landmarks.

CFE selector analyzes the landmarks and frames of the historical or the warm-
up video, and chooses K representative CFEs. We note that K is a system
parameter. Larger K values allow us to send CFEs that better approximate the
actual Webcam frames, while larger K values also lead to higher transmission
and storage overhead. We will study such tradeoff in Sect. 5.

CFE cache stores the selected video frames and landmark coordinates. It also
assigns a unique index to each video frame and corresponding landmark coordi-
nates. The CFE cache is built at the sender side, and sent to the receiver side
before the conferencing phase.

CFE matcher is responsible to find the CFE that is the best approximation of
each Webcam frame. To achieve this, it compares the landmark coordinates of
the current Webcam frame against those of the CFEs (in the CFE cache). The
resulting CFE frames are sent to the encoder as the BL, and the CFE indexes
are sent to the stream sender.

Encoder is a scalable video coder, such as SHVC [4], which takes the CFEs as
the approximated BL and uses the HD Webcam frames as the EL. At the sender
side, the encoder generates a BL and an EL, but only passes the EL to the
stream sender. The BL (coded video stream) is not transmitted in our design;
rather, it is regenerated at the receiver using the same encoder and CFEs. More
precisely, at the receiver side, the received EL and regenerated BL are sent to
the decoder, which renders the HD Webcam videos.

Stream sender/receiver are responsible for segmentation, packetization, and
transmission of the coded video stream (EL) and CFE indexes (BL) using pro-
tocols like lightweight RTP [14] or reliable HTTP [9].

Last, we note that the CFE selector and CFE matcher are two unique com-
ponents of our proposed system. We carefully design them in Sect. 4 to optimize
our system.

4 Design Decisions

The design goal is to maximize the coding efficiency of the reconstructed CFEs
(BL) and HD Webcam videos (EL). We achieve this in two steps. First, we
assume the K CFEs are given, and for each Webcam frame, we identify the CFE
that best approximates the Webcam frame. Second, we choose K CFEs from a
set of historical or warm-up Webcam frames to best represent all possible facial
expressions.

4.1 CFE Matcher

We use xv,f,l and yv,f,l to represent the coordinates of landmark l of video v,
frame f . We define the landmark displacement dvi,j of frames i,j in video v as:
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Fig. 3. Our optimal CFE matcher leads to: (a), (b) Smaller displacement, and (c), (d)
Higher BL video quality.

dvi,j =
√∑L

l=1[(xv,i,l−xv,j,l)2+(yv,i,l−yv,j,l)2]

L , where L is the number of landmarks.
To achieve the design goal of the CFE matcher, it is rational to use the landmark
displacement dvi,j to guide the matching process. In particular, for frame f , we
find the optimal CFE e∗ = arg mine∈E dvf,e, where E is the given set of CFEs.

We conduct an experiment using 10-sec conferencing videos of 9 subjects
(details are given in Sect. 5) with K = 8. In particular, we chose 8 CFEs from
equally-spaced video frames among the 300 total frames. We compare the per-
formance of our proposed CFE matcher (denoted as Optimal in the figures) and
a temporal-based approach, in which the most recent (equally-spaced) CFE is
matched. More specifically, for each 300-frame video, we replace the video frames
that were not chosen as CFEs using Optimal and temporal-based approaches,
to get two approximated BL videos. We then compute and report the landmark
displacement and video quality in PSNR (Peak Signal-to-Noise Ratio) and SSIM
(Structural Similarity Index) [19]. We consider 50 dB as the perfect PSNR value.
Figure 3 shows that our proposed CFE matcher outperforms the temporal-based
approach in all aspects. Figures 3(a) (from subject 7) and (b) (overall) reveal that
our CFE matcher significantly reduces the landmark displacement: cutting the
landmark displacement as high as half, e.g., frame 180 of Fig. 3(a) and subject
9 of Fig. 3(b). Such improvement then leads to higher video quality, as shown in
Fig. 3(c) (from subject 7) and (d) (overall). The SSIM gap could be as high as
0.1351 (frame 263 in Fig. 3(c)), and the PSNR gap could be as high as 2.8777
dB (subject 7 in Fig. 3(d)). In summary, Fig. 3 demonstrates the merits of our
CFE matcher.
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4.2 CFE Selector

Our design goal is to maximize the diversity among the selected CFEs. The
rationale is: the more distinguishable the selected CFEs, the higher chance for
our CFE matcher to find a better approximation. To maximize the diversity,
we transform all landmark coordinates of a video frame into an one-dimensional
space as the features of that frame. Then, we use these features to perform K-
means clustering [7] to divide F frames in the video into K groups. The outputs
are the center points of each cluster, and we take the nearest frame of each
cluster as our CFEs. In total, we get K CFEs.
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Fig. 4. Our clustering-based CFE selector leads to: (a), (b) smaller displacement, and
(c), (d) higher BL video quality.

We also conduct an experiment to compare our proposed CFE selector
(denoted as Clustering in the figures), and equally-spaced video frames with
K = 8. Figure 4 presents some sample results. This figure reveals that our pro-
posed CFE selector outperforms the equally-spaced approaches in all aspects.
Figures 4(a) (from subject 7) and (b) (overall) show our CFE selector cuts the
landmark displacement by as high as a half. Figures 4(c) and (d) depict the
video quality improvements: up to 0.1114 in SSIM and 3.4061 dB are observed.
In summary, Fig. 4 shows the merits of our CFE selector.

5 Experiments

5.1 Setup

We have implemented our video conferencing system using CLM [3] and Matlab
libraries. Our prototype system is constructed by five major components: (i)
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landmark extractor, which extracts the facial landmarks from input frames, (ii)
CFE selector, for choosing CFEs from the frames of training videos2, (iii) CFE
matcher, which matches the frames against the CFE cache for the most suitable
CFE, (iv) encoder, which encodes the base layer (constructed from CFEs) and
the enhancement layer (streamed when the bandwidth is sufficient) together,
and (v) decoder, which reconstructs the videos for display. Using the five com-
ponents, we build our system as illustrated in Fig. 2. Some components appear
in both sender and receiver sides. Our prototype system consists of 346 lines of
C/C++ code, 339 lines of Matlab code, and 65 lines of Shell script. We record
videos of 9 subjects at 1280 × 720 and 30 frame-per-second using off-the-shelf
Webcams and computers. We ask the subjects to talk naturally as if they are
in video conferences. We select 10-second video from each subject. We measure
the following performance metrics.

• Video quality. We consider both PSNR and SSIM [19].
• Cache size. The total size of CFEs stored in the CFE cache.
• Running time. The running time of each component.
• Training delay. The time consumed in training phase, including training for

CFE cache and sending the CFEs to the receiver.

We run the experiments using the 9 videos with our solution and pure
SHVC [8] without CFEs (denoted as SHVC in figures and tables). The SHVC [4]
codec is a state-of-the-art scalable video codec, and serves as the baseline of all
our comparisons. For thorough comparisons, we vary several parameters for each
video. In particular, we adopt quantization parameter (QP) of the base layer in
{16,24, 32, 40, 48}, QP of the enhancement layer in {3, 6,12, 24, 48}, resolution
in {1280 × 720, 640×360, 320×180}, and the number of CFEs in {4,8, 16, 32}.
The bold numbers in the preceding sentence indicate the default settings. We
run the experiments on a Linux workstation with an Intel i7 CPU at 3.6 GHz and
8 GB RAM. For running time and training delay measurements, we repeat each
experiment 10 times, and report the average, minimum, and maximum values.

5.2 Results

Our Solution Delivers Good Video Quality even when the Bitrate is
<1 kbps. We first report the video quality achieved by our solution and the
SHVC. Figure 5 plots the sample video quality under different bitrates. Notice
that the x axis is in the logarithmic scale. This figure shows that our solution
achieves more than 30 dB and 0.9 in PSNR and SSIM at a very low video bitrate
of 0.24 kbps.3 In contrast, the lowest bitrate that can be achieved by the SHVC
codec is 29 kbps, about 130 times higher than our solution. Such improvement
can be attributed to the fact that we only transmit the CFE indexes to the
receiver.

2 The selected CFEs are saved and transmitted as lossless PNG files.
3 The bitrate mentioned throughout the article only consider the bitrate of video.
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Fig. 5. Our solution achieves good video quality in: (a) PSNR and (b) SSIM at a very
low bitrate (0.24 kbps), which is much lower than the lowest bitrate of SHVC (29 kbps).
Sample results from subject 3 are shown.
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Fig. 6. Our solution outperforms the SHVC with most subjects in terms of: (a) PSNR
and (b) SSIM.

Figure 6 compares the video quality of individual subjects under the default
parameters. Illustrated in Fig. 6(a), our solution outperforms SHVC with most of
the subjects except subjects 8 and 9 in PSNR. A deeper investigation indicates
that this is due to the higher temporal displacements, which is the average
landmark movement of adjacent frames, of subjects 8 and 9. Specifically, these
two subjects have temporal displacements of 35.1% and 13.1% respectively, while
the average value of the other videos is 8.91%. Figure 6(b) shows that our solution
outperforms the SHVC in SSIM across all subjects.

In summary, the bitrate of our solution is lower than the SHVC by more than
130 times, yet our solution outperforms the SHVC in most cases (16 out of 18).
Among all subjects, our solution achieves 33.38 dB in PSNR and 0.96 in SSIM,
at about 0.25 kbps on average.

Our Solution Achieves Comparable Coding Efficiency as the SHVC
does when the Bandwidth is Sufficient. Figure 7 plots the bitrate, PSNR,
and SSIM values of the enhancement layer from individual subjects under the
default QP settings. This figure reveals that our solution consumes slightly
lower bitrate while achieving comparable PSNR and SSIM values. In particular,
Fig. 7(a) shows that our solution saves bitrate by 250 kbps at least, and 595 kbps
on average across all subjects, while Figs. 7(b) and (c) demonstrate that our
solution still achieves almost the same video quality as the SHVC across all
subjects.
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Fig. 7. Our solution saves (a) bitrate, and achieves almost the same video quality in
(b) PSNR and (c) SSIM, compared to the SHVC with the enhancement layer.

Implications of the CFE Cache Size. Figure 8 plots the video quality under
different cache sizes, where the cache size is the total PNG file size of the CFEs.
Figure 8(a) shows that the video quality increases as the cache size increases,
which can be attributed to the increased number of CFEs to match against in
the conferencing phase. This figure shows the tradeoff between the storage and
transmission overhead and the video quality of the base layer. Figure 8(b) shows
that the cache size has little impact on the video quality of the enhancement
layer. This demonstrates that CFEs in the base layer imposes virtually no nega-
tive impacts on the coding efficiency of the enhancement layer. Figure 9 reports
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Fig. 8. The video quality under different cache sizes with (a) The base layer and (b)
The enhancement layer. Sample results form subject 3 are shown.
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Fig. 9. Videos with the default parameters: (a) The cache size, (b) PSNR, and (c)
SSIM.
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Fig. 10. The improvements of our solution over the SHVC in: (a) bitrate, (b) PSNR,
and (c) SSIM.

the CFE cache size under the default settings. This figure shows that the aver-
age cache size is 824 kB across all subjects, which is manageable for modern
computers and smartphones.

Implications of Resolutions. Figure 10 plots the improvements of our solu-
tion over the SHVC codec at different resolutions with the enhancement layer.
Figure 10(a) shows that our solution always reduces the bitrate under all con-
sidered resolutions. Figure 10(b) and (c) show that our solution outperforms the
SHVC in both PSNR and SSIM when the resolutions are high. There are 3 (out
of 54) cases, where the SHVC performs better. However, we believe that is not a
concern because these boundary cases all happen with the relatively low resolu-
tion of 320× 180, which is less common on modern computers. Figure 10 reveals
that our solution leads to more bitrate reduction and video quality improvement
when the resolution is higher. This is a good property because the resolution of
video conferences will increase as the hardware technologies advance.

Running Time and Training Delay. We report the average per-component
running time in Table 1. For each 10-second video, the landmark extractor and
CFE selector run in 11.40 s and 322.19 ms on average, which are quite man-
ageable. For sending the chosen CFEs to the receiver, it takes 9.76–27.14 s at
the bandwidth of 50 kbps. The CFE transfer time dominates the training delay,
yet it is much shorter than the lengths of typical video conferences. For the

Table 1. The running time of each component

Component Minimum Average Maximum

Landmark extractor 11.26 s 11.40 s 12.06 s

CFE selector 320.01 ms 322.19 ms 324.89 ms

CFE transfer Bandwidth = 50 kbps 9.76 s 20.59 s 27.14 s

Bandwidth = 100 kbps 4.38 s 10.30 s 13.57 s

Bandwidth = 200 kbps 2.19 s 5.15 s 6.79 s

CFE matcher 0.019 ms 0.020 ms 0.020 ms
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conferencing phase, for each Webcam frame, in addition to the 11.4 s/300 =
38.00 ms consumed by the landmark extractor, the CFE matcher also takes
0.02 ms. These two components consume negligible running time, compared to
the scalable video codec [8], which is implemented in software and is not intended
for real-time systems. Integrating a hardware SHVC codec, similar to the one
used in Android TV [11], for real-time encoding/decoding is one of our future
work.

6 Conclusion

We designed, implemented, and evaluated an ultra-low-bitrate scalable video
conferencing system, which selects and transmits CFEs from a sender to a
receiver in the training phase. In the conferencing phase, our system extracts
landmarks, matches CFEs at the sender side, and transmits CFE indexes to the
receiver side for constructing the base layer. The enhancement layer is trans-
mitted along with the CFE indexes only if we have sufficient bandwidth. At
the receiver side, the base and (optional) enhancement layers are decoded for
display. We conducted extensive experiments using 9 subjects with commodity
Webcams and computers. The experimental results show that, compared to the
state-of-the-art SHVC, our proposed system: (i) lowers the bitrate by about 130
times, yet maintaining almost the same video quality at an ultra-low-bitrate of
<1 kbps, (ii) achieves the same coding efficiency when the bandwidth is sufficient,
(iii) provides a control knob to balance the CFE overhead and video quality, (iv)
incurs more performance improvements when the resolution is higher, and (v)
runs reasonably fast before extensive code optimization.

This study can be extended in several ways. First, we will conduct an user
study to further investigate our design decisions, such as parameter selection, as
well as the results compared with classic SHVC and audio-only video conferenc-
ing. Second, we will improve our CFE selection method by dynamically training
and update CFE at the receiver when the bandwidth is sufficient. Last, our
system could be more robust by supporting multi-participant, face obstruction,
and no face situations. We plan to introduce a matching mechanism to handle
multiple participants video conferencing.
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Abstract. This paper proposes a unified facial motion tracking and expression
recognition framework for monocular video. For retrieving facial motion, an
online weight adaptive statistical appearance method is embedded into the
particle filtering strategy by using a deformable facial mesh model served as an
intermediate to bring input images into correspondence by means of registration
and deformation. For recognizing facial expression, facial animation and facial
expression are estimated sequentially for fast and efficient applications, in which
facial expression is recognized by static anatomical facial expression knowl-
edge. In addition, facial animation and facial expression are simultaneously
estimated for robust and precise applications, in which facial expression is
recognized by fusing static and dynamic facial expression knowledge. Experi-
ments demonstrate the high tracking robustness and accuracy as well as the high
facial expression recognition score of the proposed framework.

Keywords: Facial motion tracking � Facial expression recognition

1 Introduction

Facial motion and expression enable users to communicate with computers using
natural skills. Constructing robust systems for facial motion tracking and expression
recognition is an active research topic.

Generally, 2D approaches [1, 2] or 3D approaches [3, 4] can be conducted for this
task. Compared with 2D methods, 3D methods are more qualified for the view-
independent and illumination insensitive tracking and recognition situations [5]. For 3D
methods, a 3D facial mesh model or a depth camera is often used [4–8]. Because the
high cost-effectiveness of single video cameras, they are used as inputs here by a 3D
facial mesh model, which is served as the priori knowledge and constraints.

For facial motion tracking [9], appearance-based techniques [12, 13] are more
robust compared with feature-based ones [10, 11], and often implemented statistically
to increase the robustness. Offline statistical appearance-based models [3, 14], such as
3D shape regression [15, 16], use a face image dataset taken under different conditions
to learn the parameters of appearance model, while online statistical appearance models
(OSAM) [17–19] are more flexible and efficient than the offline ones by updating the
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learned dataset progressively. In addition, an adequate motion filtering strategy should
be adopted to obtain the true value. Particle filtering [19] has been widely used for the
global optimization ability by using the Monte Carlo technique.

For facial expression recognition [20–22], static techniques use spatial ones or
spatio-temporal features related to a single frame [23] to classify expressions by several
statistical analysis tools [24–30], such as neural network, while dynamic techniques use
the temporal variations of facial deformation to classify expressions by several statis-
tical analysis tools [31–33], such as dynamic Bayesian networks.

In this paper, a framework (Fig. 1) is proposed for pose robust and illumination
insensitive facial motion tracking and expression recognition on each video frame base
on the work in [34].

Firstly, facial animation and facial expression are obtained sequentially in particle
filtering. To alleviate the illumination variation difficulty during facial motion tracking,
OSAM is improved to illumination weight adaptive online statistical appearance model
(IWA-OSAM), in which 13 basis point light positions are constructed to model the
lighting condition of each video frame. Then facial expressions are recognized by the
static facial expression knowledge learned from the anatomical definitions in [35].

Secondly, because both the temporal dynamics and static information are important
for recognizing expressions [36], they are combined and fused here by tracking facial
motion and recognizing facial expression simultaneously in particle filtering. Com-
pared with the sequential approach discussed above, particles are not only generated by
the resampling, but also predicted by the dynamic knowledge; thus resulting into a
more accurate recognition result.

2 Facial Motion Tracking

2.1 OSM-Based Facial Motion Tracking

The model (Fig. 2(a)): CANDIDE3 [37] is served as the priori knowledge and con-
straints for facial motion tracking, and defines the facial motion parameters as:

Facial motion tracking based on  
IWA-OSAM and illumination modeling

Particle Filtering 

Facial mesh model

The current frame of input video

Static facial expression knowledge Static+Dynamic facial expression knowledge 

The estimated facial motion parameters and facial expression 

Fig. 1. Framework.
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b ¼ ½hx; hy; hz; tx; ty; tz; bT ; aT �T¼ ½hT ; bT ; aT �T ð1Þ

where h¼ ½hx; hy; hz; tx; ty; tz�T is global head motion parameters. b; a are shape and
animation parameter. 10 shape parameter and 7 animation parameter are used.

A face texture is represented as a geometrically normalized facial image (GNFI)
[37]. Figure 2(b)–(d) illustrate the process of obtaining a GNFI with an input image.
Different facial areas may have different levels of influence on the tracking perfor-
mance. Because the part above the eyebrows hardly take effect on the facial motion,
and is often contaminated by the hair, it is removed from the GNFI. In addition, we
found that the top part of the nose and the temples seldom undergo local motions.
However, the appearance of these two facial areas is often influenced by head pose
change and illumination variation. Therefore, the image regions corresponding to these
two facial areas are removed from GNFI. The resulting image, called improved GNFI
(Fig. 2(e)), is then used for measurements extraction.

Because the pixel color values are easily influenced by environment, and thus not
robust for tracking, a more robust measurement is extracted from the improved GNFI
as follows according to the discussion in [34]: for the improved GNFIs of the first and
current frames, we obtain the illumination ratio images, and compute Gabor wavelet
coefficients on the selected facial areas (Fig. 2(f)) where high frequency appearance
changes more likely.

Moreover, illumination variation is one of the most important factors which reduce
significantly the performance of face recognition system. It has been proved that the
variations between images of the same face due to illumination are almost always larger
than image variations due to change in face identity. So eliminating the effects due to
illumination variations relates directly to the performance and practicality of face recog-
nition. To alleviate this problem, a low-dimensional illumination space representation
(LDISR) of human faces for arbitrary lighting conditions [38] is proposed for recognition.
The key idea underlying the representation is that any lighting condition can be represented
by 9 basis point light sources. The lighting subspace is constructed not using the eigen-
vectors from the training images with various lighting conditions directly but the light
sources corresponding to the eigenvectors. The 9 basis light positions are shown inTable 1.

However, it is only used for the situation in which the face has only the 2D in-plane
rotation, while the face with out-of-plane rotation is a common situation for the face in the
real scene. Therefore, we extend the LDISR from 2D to 3D, in which the in-plane rotation
and out-of-plane rotation are both considered. The training process is similar to that in the
method discussed in [38], and the obtained 13 basis light positions are shown in Table 2.

(a) (b) (c) (d)  (e)     (f) 

Fig. 2. (a) CANDIDE3 model. (b) A frame of input video. (c) The projection of CANDIDE3
under b. (d) The GNFI. (e) The improved GNFI. (f) Selected facial areas.
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Because different human faces have similar 3D shapes, the LDISR of different faces
is also similar. In addition, by using the normalization with GNFI (Fig. 2), it can be
assumed that different persons have the same LDISR.

Suppose the 13 basis images obtained under 13 basis lights are Li; i ¼ 1; � � � ; 13,
the LDISR of human face can be denoted as A ¼ L1; L2; � � � ; L13½ �. Given an image of
human face Ix under an arbitrary lighting condition, it can be expressed as:

Ix ¼ A � k ð2Þ

where k ¼ k1; k2; � � � ; k13½ �T ; 1� ki � 1 is the lighting parameters of image Ix, and can
be calculated by minimizing the energy function E kð Þ as:

E kð Þ ¼ A � k� Ixk k2 ð3Þ

Table 1. Positions of the 9 basis light sources.

Light Pitch h (degree) Roll u (degree)

1 0.0 0.0
2 17.5 −47.5
3 25.7 44.4
4 36.0 −108.0
5 44.0 88.0
6 68.6 −3.0
7 33.3 85.0
8 −35.0 −95.0
9 −70.0 22.5

Table 2. Positions of the 13 basis light sources.

Light Pitch h (degree) Roll u (degree) Yaw x (degree)

1 0.0 0.0 0.0
2 17.5 −47.5 −59.5
3 25.7 44.4 −60.7
4 36.0 −108.0 −55.7
5 44.0 88.0 −60.9
6 68.6 −3.0 55.6
7 −33.3 85.0 60.3
8 −35.0 −95.0 65.0
9 −70.0 22.5 60.1
10 −89.2 0.7 −91.3
11 −90.2 0.4 −90.4
12 90.1 −0.3 −90.6
13 91.1 −0.6 91.6
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Then the lighting parameters can be obtained as:

k ¼ ATA
� ��1

AT � Ix ð4Þ

In practice, the image pixel will be less influenced by lighting if the light positions
are distributed more evenly. In this case, the values of k1; k2; � � � ; k13 should be close
for the 13 basis light positions discussed above. With this fact, an index can be defined
to evaluate the lighting influence on the pixel values of each triangular patch of the
improved GNFI. To achieve this goal, these triangular patches are first split to 13 areas
corresponding to 13 basis point light positions, and then the lighting influence weight
of the kth; k ¼ 1; � � � ; 13 area is given for the tth video frame as follows:

wk
t jð Þ ¼ abs kk � k1 þ � � � þ k13

13

� ��X13

k¼1
abs kk � k1 þ � � � þ k13

13

� �
ð5Þ

where j is the index of the pixel in the kth area of the triangular patches in Fig. 1(e).
Based on the lighting influence weight discussed above, OSAM is extended to

illumination weight adaptive online statistical appearance model (IWA-OSAM). The
details are as follows.

m btð Þ with size d, abbreviated as mt, is the concatenation of pixel color value at
time t, and it is modeled as a Gaussian Mixture stochastic variable with 3 components,

s;w; l, as Jepson et al. [17] does. li;t; i ¼ s;w; l
n o

is the mean vector. ri;t; i ¼ s;w; l
� �

is the vector composed of the square roots of the diagonal elements of the covariance
matrix. ki;t; i ¼ s;w; l

� �
is the mixed probability vector. The observation likelihood is

p mt=btð Þ, which is represented by the sum of the Gaussian distributions of 3 compo-
nents, s;w; l, weighted by ki;t; i ¼ s;w; l

� �
.

The IWA-OSAM represents the stochastic process of all observations until time t-1:
m1:t�1. In order to enable IWA-OSAM to track target, ki;t; i ¼ s;w; l

� �
and ls;t, rs;t are

updated when bt, mt are got [18]. The following equations are valid for j ¼ 1; 2; � � � ; d.
c ¼ 0:2 is forgetting factor.

ki;t jð Þ ¼ 1� cð Þþ cN wk
t�1 jð Þmt�1 jð Þ; li;t�1 jð Þ; r2i;t�1 jð Þ

	 
	 

ki;t�1 jð Þ

ls;t jð Þ ¼ 1� cð Þls;t�1 jð Þ�ks;t jð Þþ cwk
t�1 jð Þmt�1 jð Þks;t�1 jð Þ�ks;t jð Þ

r2s;t jð Þ ¼ 1� cð Þr2s;t�1 jð Þ
.
ks;t jð Þþ c wk

t�1 jð Þmt�1 jð Þ� �
ks;t�1 jð Þ�ks;t jð Þ � l2s;t�1 jð Þ

ð6Þ

Moreover, the methods discussed in [19] are used to reduce the influences of
occlusion and outlier here.

Once the solution bt is solved, the corresponding pixels in the resulting synthesis
texture will be used to update IWA-OSAM. While IWA-OSAM are not updated for
outlier or occlusion pixels, thus the outlier and occlusion cannot deteriorate
IWA-OSAM.
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3 Facial Expression Recognition

Static knowledge and dynamic knowledge are extracted to cope with the complex
variability of facial expression.

3.1 Static Facial Expression Knowledge

The retrieved a of one frame from the input video can be seen as a description of facial
muscles activations of the person in that frame according to the definitions of action
units in [36]. Therefore, the relationship between a and facial expression modes is
established, namely 7 typical vectors asu; adi; afe; aha; asa; aan; ane

� �
are chosen as the

representatives of 7 universal facial expressions: surprise, disgust, fear, happy, sad,
angry and neutral. They are set as the static knowledge for facial expression
recognition.

When a of one frame of input video is retrieved, the Euclidian distances between it
and each of asu; adi; afe; aha; asa; aan; ane

� �
are computed, and the facial expression

corresponding to the minimum distance is set as the recognition result.

3.2 Dynamic Facial Expression Knowledge

For each expression c, a three layer Radial Basis Function (RBF) network is trained for
describing the temporal evolution of facial animations at as:

at ¼ W �Uðat�1ÞþB ð7Þ

The middle layer contains 400 nodes. Wð7� 400Þ, Bð7� 1Þ are the weight matrix
and bias vector of the output layer. The ith node of middle layer is given by RBF:

UiðAÞ ¼ expð�ð a� IW ik k � BmiÞ2Þ ð8Þ

where IW i is the ith row component of the weight matrix of the middle layer
IWð400� 7Þ, and represents the mean value of the ith RBF. a� IWik k represents the
distance between a and IWi. Bmi is the ith component of bias vector of the middle layer
Bmð400� 1Þ, and its reciprocal represents the variance of the ith RBF. The dynamic of
facial animations associated with the neutral expression is simplified as at ¼ at�1.

We define a transition matrix T whose entries Tc0;c describe the probability of
transition between two expressions c0 and c. The transition probabilities are learned
from a database [39]. Then the RBF network is trained on the 60% of the Extended
Cohn-Kanade (CK+) database 25 and the database [39]. The corresponding facial
animations at are tracked by IWA-OSAM. Therefore, the RBF network is set as the
dynamic knowledge for facial expression recognition.
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3.3 Framework

Given a facial video, we would like to estimate bt and the facial expression for each
frame at time t, by particle filtering, given all the observations up to time t. Therefore,

we create a mixed state bTt ; ct
� �T

, where ct 2 1; � � � ; 7f g is a discrete state, representing

one of 7 universal expressions. For the estimation of bTt ; ct
� �T

, two schemes are pro-

posed. The first scheme (Fig. 3) is to infer bTt ; ct
� �T

sequentially, where facial
expression is recognized by static facial expression knowledge. The second scheme

(Fig. 4) is to infer bTt ; ct
� �T

simultaneously, where facial expression is recognized by
fusing the static and dynamic facial expression knowledge.

Fig. 3. Inferring the facial motion and facial expression sequentially.

Fig. 4. Inferring the facial motion and facial expression simultaneously.
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4 Evaluation

A workstation with Intel i7-6700K 4.0G, 8G memory and NVIDIA GTX960 is used.

4.1 Testing Dataset and Evaluation Methods for Facial Motion Tracking

A facial image sequence [5] and the IMM face database [40] with the ground truth
landmarks available are used. They support point based comparison for errors, and a
texture based test could also be performed on it. Besides, as the pose coverage and
illumination condition variations of above databases are not large enough, the 13
videos, including Carphone and Forman image sequences, in the MPEG-4 testing
database and 78 captured videos from 48 subjects with the resolution 352 × 288 are
also used. The ground truth landmarks of them are obtained by manual adjustment.

Root Mean Square (RMS) landmark error measures the Root Mean Square Error
(RMSE) between the ground truth landmark points and the fitted shape points after
tracking, and is defined as:

XN

i¼1
sqrt Ci

fit � Ci
grd

	 
.
N ð9Þ

where Ci
est, C

i
grd are the x or y coordinate of the ith fitted shape point and the ith ground

truth landmark point.

4.2 Testing Dataset and Evaluation Methods for Facial Expression
Recognition

The Extended Cohn-Kanade (CK+) database [25] and the database [39], not including
the training part, are used. The database also presents the baseline results using AAM
and a linear support vector machine classifier.

For evaluation, the facial expression recognition score is used, and a confusion
matrix between different facial expression is used.

4.3 Facial Motion Tracking for Monocular Videos

Figure 5 shows the facial motion tracking results of several publically and captured
videos. By computing the evaluation criteria, we can say that accurate tracking is

Fig. 5. Facial motion tracking results.
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obtained even in the presence of perturbing factors including significant head pose and
illumination as well as facial expression variations.

Based on the testing dataset, the comparison between different tracking algorithm is
conducted. It should be stated that the work in [3] an offline method, and its perfor-
mance is highly dependent on the training data. However, Active Shape Model (ASM)/
Active Appearance Model (AAM) based trackers, such as that in [3], are the main-
stream, and after learning the model in a dataset, the tracker can track any face without
further training. Therefore, we compare this work with that in [3]. The images of the
training dataset, which approximately correspond to every 4th image in the sequences
of the testing dataset, are used to construct the AAM in [3], and the number of bases in
the constructed AAM is chosen so as to keep 95% of the variations. The performances
is evaluated on the testing data except for the training images.

By computing the evaluation criteria, Table 3 shows the superiority of our algo-
rithm. This is because the IWA-OSAM in our proposed approach can learn the vari-
ation of facial motion effectively, and our proposed approach has the ability to alleviate
lighting influence. Moreover, this is also because the improved GNFI is less influenced
by the head pose change and illumination variation.

4.4 Facial Expression Recognition

Figure 6 shows the facial expression recognition results on the testing database. As can
be seen from it, facial expressions can be recognized effectively by our proposed
algorithm in the presence of perturbing factors including significant head pose and
illumination.

Table 3. Performance evaluation of different facial motion tracking algorithms.

RMS landmark error

Our facial motion tracking algorithm 2.54
Our facial motion tracking algorithm
not using illumination modeling

4.23

The method in [3] 4.33
The method in [34] 3.65
The method in [37] 5.29

Fig. 6. Facial expression recognition results.
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Based on the CK+ database, we compare our proposed algorithm to the methods in
[20–22, 31, 34, 37] (Table 4). The recognition score of our facial expression recog-
nition algorithm is higher than those of other algorithms, and also higher than those of
our facial expression recognition algorithm not using illumination modeling.

According to the benchmarking protocol in the CK+ database, the leave-one-
subject-out cross-validation configuration is used, and a confusion matrix is used to
document the results. Table 5 shows the high recognition scores by our proposed
algorithm. This is because that both static and dynamic knowledge are used, illumi-
nation is modeled and removed from improved GNFI to increase the accuracy and
robustness of facial motion tracking.

5 Conclusion

We propose a unified facial motion tracking and expression recognition framework for
monocular video. For retrieving facial motion, an online weight adaptive statistical
appearance method is embedded into the particle filtering strategy by using a
deformable facial mesh model served as an intermediate to bring input images into
correspondence by means of registration and deformation. For recognizing facial
expression, facial animation and facial expression are estimated sequentially for fast

Table 4. The accuracy comparison between several algorithms.

Recognition score

Our facial expression recognition algorithm 87.4%
Our facial expression recognition algorithm
not using illumination modeling

79.8%

The algorithm in [31] 82.2%
The algorithm in [31] 78.4%
The algorithm in [37] 80.1%
The algorithm in [21] 70.4%
The algorithm in [20] 72.7%
The algorithm in [22] 79.2%

Table 5. The confusion matrix of facial expression recognition by our algorithm.

Angry Disgust Fear Happy Sad Surprise

Angry 89.7 4.1 2.9 0.0 2.1 1.2
Disgust 0.9 99.1 0.0 0.0 0.0 0.0
Fear 3.1 0.0 86.1 4.2 0.0 6.6
Happy 0.0 0.0 0.0 100.0 0.0 0.0
Sad 6.1 2.8 2.7 0.0 87.2 1.2
Surprise 0.0 0.0 0.0 0.0 0.0 100.0
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and efficient applications, in which facial expression is recognized by static anatomical
facial expression knowledge. In addition, facial animation and facial expression are
simultaneously estimated for robust and precise applications, in which facial expression
is recognized by fusing static and dynamic facial expression knowledge. Experiments
demonstrate the high tracking robustness and accuracy as well as the high facial
expression recognition score of the proposed framework.

In future, the recursive neural network will be used to learn the dynamic expression
knowledge.
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Abstract. Maintaining total awareness when maneuvering an ice-
breaking vessel is key to its safe operation. Camera systems are com-
monly used to augment the capabilities of those piloting the vessel, but
rarely are these camera systems used beyond simple video feeds. To aid in
visualization for decision making and operation, we present a scheme for
combining multiple modalities of imagery into a cohesive Virtual Reality
application which provides the user with an immersive, real scale, view
of conditions around a research vessel operating in polar waters. The
system incorporates imagery from a 360◦ Long-wave Infrared camera as
well as an optical band stereo camera system. The Virtual Reality appli-
cation allows the operator multiple natural ways of interacting with and
observing the data, as well as provides a framework for further inputs
and derived observations.

1 Introduction and Related Works

As traffic and development in polar regions increases, systems to operate safely
in this environment are becoming increasingly important to the vessels and the
environment. Icebreakers like the RV Polarstern, are designed to operate in dense
ice cover, and have a variety of camera systems for observing conditions. Dur-
ing the ARK-XXVII/3 research cruise two of the platforms in use were the
FIRST-Navy IR system and the Polar Sea Ice Topography REconstruction Sys-
tem (PSITRES). These systems vary drastically in capabilities, field of view, and
operational goals. These platforms have been used independently for a variety
of tasks, but here we present a method for unifying these systems by leverag-
ing their geometry and the scene. We then combine these modalities of imaging
into a unified framework for visualization in a Virtual Reality application that
provides a novel means of interacting with image data from multiple sources.

The two systems capture different aspects of the environment around the
ship, from the coverage and type of ice, to the presence of melt ponds and algae,
to animals. In long-wave infrared (LWIR), often referred to as thermal images,
warm blooded animals like polar bears are readily visible. In the optical band
algae and sediment can be seen. The differing field’s of view and the different
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 63–75, 2017.
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modalities can provide complimentary information for the operators of the ship,
which should in turn help the ship maneuver in a safe and ecological manner.

The Polar Sea Ice Topography REconstruction System, or PSITRES, is a 3D
camera system consisting of three cameras which obliquely observe a patch of
ice and water greater than 1000 m2 adjacent to the vessel. PSITRES captures
optical band images using machine vision cameras. PSITRES was mounted to
the port side flying deck of the research icebreaker RV Polarstern in 2012 during
the ARK-XXVII/3 cruise. As shown in Fig. 1, PSITRES consists of a stereo
pair on a 2 m baseline which capture synchronized images, and an asynchronous
center camera with a wider Field Of View (FOV) and higher resolution. The
PSITRES system has been used for a variety of reconstruction techniques [14,15].
During the ARK-XXVII/3 cruise PSITRES collected stereo images at a rate of
1/3 Frames Per Second (FPS), and the center camera operated at 1 FPS.

The FIRST-Navy IR system is an omnidirectional gimbal stabilized long-
wave Infrared (LWIR) camera system originally developed by Rheinmetall
Defence for military use, but has been deployed aboard the RV Polarstern for
marine mammal observation [27]. The camera system consists of a LWIR line
scanner which is rotated on an axis atop a gimbal which stabilizes and isolates
it from most of the ship’s motion. It is mounted on the crow’s nest of the ship
and encompasses a circular area around the ship to the horizon. The sensor is
a cooled LWIR sensor sensitive to electromagnetic radiation at 8 to 12µm. The
camera takes images at a resolution of 7200×576 as shown in Fig. 2, at 5 FPS.

Fig. 1. The FIRST-Navy IR camera system and PSITRES

Fig. 2. A sample image from the FIRST-Navy IR system. Note the edges of the image
correspond to the rear of the ship and show a portion of the crow’s nest



A Virtual Reality Framework for Multimodal Imagery 65

The two camera systems vary greatly in their imaging capabilities. The cam-
era systems have different fields of view as illustrated in Fig. 3. The cameras have
virtually no overlap in viewing area, they operate in radically different portions
of the spectrum, and they operated at different frame rates. We aim to incorpo-
rate both of these camera systems into a unified Virtual Reality system, and to
do this the cameras must be spatially and temporally aligned.

Aligning these two modalities is a difficult task even with overlap. Cross
modality matching is inherently difficult because texture and edges in one modal-
ity may have no counterpart in other modalities. Our problem is further com-
plicated by the lack of overlap between the two scenes, a dynamic environment,
and different resolutions spatially and temporally. Clock drift further compli-
cates temporal alignment as do dropped frames and non uniform frame rates.
To overcome these limitations we leverage the geometry and configuration of the
two systems, as well as the scene layout to align the 3D coordinate systems of
each sensor. Temporal alignment is done by calculating a time offset and match-
ing frames based on histogram binning. This allows for a common coordinate
system and the reprojection.

The common scale and alignment of our reprojection allows us to create
real time Virtual Reality (VR) visualizations of the conditions around the ship.
The technique allows for video streams from each camera to be overlaid on
corresponding real scale geometry. A Head Mounted Display (HMD) provides
a real sense of scale, intuitive control and unprecedented interaction with data
from the two camera systems. This system could help provide people aboard
vessels like this to make informed decisions, and could be used for education and
outreach purposes, allowing people to virtually explore the Arctic.

Fig. 3. (A) An illustration of the differing Fields of View of both camera systems.
Both modalities of image are shown reprojected here in a rendering. (B) The Scaled
axis aligned model used for alignment

There are many works related to using imagery of different modalities for a
wide number of tasks. In this work we use both optical band stereo and omni-
directional long-wave infrared, with applications to virtual reality. Here we will
focus on a few related works with applications of cross modality, 3D calibration
and alignment, and VR. Image based matching between modalities is a difficult
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task, and a number of works have attempted to solve this problem. [19] used
trajectory-to-trajectory matching. [1] approximate the shape of the targets and
align video sequences via affine transformation. Many techniques have attempted
to match thermal and visible images of faces [2,7,17]. Unlike these works our
sensors are spatially distant from one another, and have unshared fields of view.
A number of works have developed techniques for calibrating cameras of different
modalities, and many of these works use custom calibration objects. [6,20] have
cut a calibration pattern to create thermal gradient. Other works have used grids
of wire [23], and light bulbs [4,22], or external heating [16] and cooling [8]. Unlike
these works, our calibration and 3D alignment approach uses scene alignment,
and was performed asynchronously.

Virtual Reality systems have been developed for telepresence [3], therapy
[12], surgical training [5], and teleoperation of vehicles [9]. Head Mounted Dis-
plays have been incorporated into an augmented reality system aboard the F-35
aircraft [10]. The system we have developed has potential applications in the
operation of vessels in ice covered waters. It combines video feeds in different
modalities from different areas and allows the user to view them in an accu-
rate way.

2 Methods

To build a unified VR application that integrates both camera systems, we find
geometric reprojections of the images, and align these models, and align the
image sequences. In this section we discuss our methods for calibration, repro-
jection, spatial and temporal alignment to facilitate a useful VR application.

2.1 Altimetric Calibration Using the Horizon

While PSITRES was calibrated using Zhang’s method [25], the FIRST-Navy
system does not conform to the pinhole model of projection. Furthermore the
configuration and scale of its viewing area means typical calibration techniques
are ill suited. We advocate altimetric based calibration using the horizon, because
for a given altitude the angle to the horizon can be determined. Unlike other
horizon based calibration techniques [13,26] this does not use the pinhole camera
model, and does not incorporate vanishing lines. The camera system has a 360◦

FOV in the horizontal image axis, and an 18◦ FOV vertically. This means we
can model the projection spherically, with images projected from a segment of
a sphere centered at the sensor. This segment is defined for every azimuth angle
between a minimum and maximum angle of elevation. These angles, φmin and
φmax are however unknown. To solve for these angles we assume a uniform pixel
pitch in both the x and y dimensions. The size of our image is 7200×576 so

Pitchx =
360◦

7200
Pitchy =

18◦

576
(1)

where Pitchx and Pitchy are the angle pixel pitch in the horizontal and vertical
direction respectively. By associating the horizon with its projection we can fix
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φmin and φmax. We computed Sobel edge image [18] for 4413 images and summed
the result to find consistent scene edges. While it is faint in a given image, the
horizon stays consistent, because the sensor itself is gimbal stabilized. We found
a common edge at yh = 40 pixels. The angle of declination to the horizon is

d ≈ 3.57
√

h (2)

where d is the distance to the horizon in km, h is the height in meters [24]. The
angle of declination to the horizon is therefore

φdec = −1 ∗ arctan (h/d) (3)

Using this angle of declination we can solve for φmin and φmax allowing for scene
to pixel correspondences by

φmin = φdec − ((576 − yh) · Pitchyφmax = Pitchy · yh + φdec) (4)

2.2 IR Reprojection

Visualizing the 360◦ images on a flat screen is akin to an extreme fish eye effect,
and scene motion is unintuitive. To facilitate realtime playback in a manner that
preserves geometry, we have generated a 3D mesh on which to apply imagery
from the IR system. We present techniques for generating this mesh including the
vertex locations, normals, and texture coordinates. We have developed a planar
reprojection, and corresponding 3D mesh that follows naturally from the camera
configuration. To reproject the images we define a UV texture parameterization
with the mesh, allowing us to directly apply the images as texture.

Intuitively the planar reprojection is the projection of the images onto a
plane at sea level. This is especially useful because it relates the images to real
scale, and the projected images closely match the real world scene for objects
near sea level (which is most of the scene). With the sensor at the origin, we can
model sea level as a plane at z = −h with surface normal [0, 0, 1]. To generate
the planar mesh we uniformly sample −π/2 ≤ θ ≤ 3π/2 and φmin ≤ φ ≤ φdec

using polar coordinates with R = 1. This allows us to tune the polygon count of
the mesh by adjusting the sampling of θ and φ, allowing us to adjust the quality
and computational load. This gives us a set of unit vectors from the sensor to
the sea level plane for points on the image ranging to the horizon. Vertices in our
model are the intersection of these vectors with the sea level plane computed by

i = t · R (5)

where
t = ((Cp · N)/(R · N) (6)

and Cp is the plane center [0, 0,−z], N is the plane normal [0, 0, 1], R is the
ray direction. Note that this is a specific case of ray plane intersection with
ray origins at the global origin. Normalized texture coordinates are computed
((θ + π/2)/2π, (φ − φmin/(φmax − φmin)). We define faces by explicitly indexing
vertices and creating a series of upper an lower triangle faces connecting each
vertex to its neighbors. This mesh provides a geometric canvases onto which the
images can be overlaid using texture mapping based on the UV parameters.
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2.3 PSITRES Reprojection

The PSITRES camera system uses calibrated stereo, capable of producing high
polygon count 3D meshes. While directly integrating these meshes may seem
intuitive at first, we advocate a planar reprojection of PSITRES imagery in this
work for a number of reasons. Reconstructing each mesh is very time consuming,
and takes roughly 2–5 min with the low texture stereo techniques outlined in
[15]. This is time prohibitive for a real time application. Furthermore, using a
low polygon reprojection means we can maintain a higher framerate in our VR
application, which is critical for reducing simulation sickness and maximizing
user comfort [21]. However we do not ignore 3D information, instead we advocate
an offline approach to ensure geometrically accurate reprojection. To do this we
use stereo information to identify the water and ice surface, model the surface,
and reproject the images on a generated mesh. PSITRES looks obliquely at a
patch of ice and water, so the scene is mostly planar with ice lying withing a
few centimeters of the water surface. We took 100 stereo pairs captured by the
PSITRES system sampled over the course of 6 weeks, reconstructed each pair,
and fit a plane to the resulting point clouds using Principal Component Analysis.

With this plane we can generate a mesh based on our projection using a
ray tracing similar to our technique for generating the planar mesh in Sect. 2.2.
Instead of using a spherical projection we now use camera calibration parameters
directly. For xi uniformly sampled from 1 to our image width and yi sample from
1 to our image height. We generate rays Vi by

Vi = C0 + t · β

norm(β)
(7)

where C0 is coordinates of the camera center, and

β = R′ · A−1 · [xi, yi, 1] (8)

where A is the camera matrix, and R is the camera rotation matrix from stereo
calibration. These rays are then intersected with the 3D plane by substituting
solving P from the plane equation

P · n + d = 0 (9)

surface, with Vi. Where P is the plane origin, n the plane normal and d is a
constant. These intersection points become the vertex coordinates of our 3D
mesh, with vertex normal n defined by our scene plane, and [xi, yi] serving as
UV coordinates for texture mapping.

2.4 Temporal Alignment

While the goal of this work is a real time system with potential to operate on
board a vessel while underway, development and testing have happened after-
wards with prerecorded data. We have worked towards building a system that
could operate with video or image streams over the ship’s network. In testing
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we work with data that is sampled at different resolution spatially and tempo-
rally. While both camera systems record a timestamp, clock drift means that
timestamps alone cannot be used. Temporally aligning the two modalities is fur-
ther complicated by the fact that the area inside the near range of the infrared
camera (the area in which PSITRES’s field of view is contained) is very dynamic.
This is the region where the ship breaks and moves ice. The scene goes through
tremendous change between the time it exits the field of view of the IR cam-
era system and enters into the field of view of PSITRES. Dropped frames and
varying framerate further complicates aligning sequences. We decompose the
problem into two steps, that of finding a time offset, and of frame matching.

Manually finding the initial offset is done once per month by using the wider
FOV center camera on PSITRES and compare image sequences to a 40◦ wedge
from the IR camera system. We manually compared patches of open water and
different ice types in both modalities to facilitate minute scale alignment. Fine
grain or second scale alignment was done by manually tracking ice features visible
in both modalities. This was done by observing distinctive melt ponds and ridges.
The result was an approximately 7.5 min offset for aligning sequences.

Matching sequences of frames is accomplished automatically by computing a
single scalar for each adjusted timestamp (similar to Unix epoch time). Frame
level matching can then done by computing a histogram with the bin values of
the scalar times of the lower framerate optical camera. The counts of the bins
correspond to the number of times these frames must be repeated for each corre-
sponding frame of IR imagery. In this way dropped frames are simply repeated 0
times and ignored in the other modality. The result are synchronized sequences
with drops occurring in both modalities.

2.5 Spatial Alignment

So far we have discussed each camera system and its 3D reprojection indepen-
dently, but in order to facilitate a cohesive VR application we must spatially align
the coordinate systems of both sensors. This means we must find [Rinter|Tinter],
or the rotation Rinter and translation Tinter from the FIRST-Navy system to
PSITRES. Thus 3D points in the PSITRES coordinate system can be mapped
to their correct relative position by

PIR = (Rinter · Pstereo) + T (10)

where PIR and Pstereo are 3D points in the IR system and PSITRES respectively.
To solve for Rinter and Tinter we again leverage the configurations of the two
systems.

We can directly observe Tinter by finding the left camera of PSITRES in
the IR coordinate system. To do this we use a 3D model of the Polarstern.
This model is a Structure From Motion (SFM) reconstruction that was made
by flying around the ship in a helicopter and capturing images with a DSLR
camera. We used Autodesk Memento to produce the original model, which was
subsequently aligned to the axes and centered at the FIRST-Navy system. The
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model was scaled using technical drawings of the ship. We manually identified the
left camera housing of PSITRES in this model, which is the origin for PSITRES,
and therefore Tinter. Computing Rinter is more complicated. While the mounting
system for PSITRES is rigid, with a set angle of declination, and a set vergence
angle between the two cameras, in practice the cameras are mounted by hand,
meaning there can be small rotations in multiple axes.

The stereo model is a mean plane generated from reconstruction, which rep-
resents sea level, the xy plane in our coordinate system. We use the known angles
as a starting point and solve for a best rotation matrix to align the mean stereo
plane to the sea level plane. To do this we create a rotation matrix Rbase using
the known angle of declination and vergence from the PSITRES mounts by

Rbase = EulerToRot(φc, 0, θc) (11)

where φc is the declination angle of camera mount, and θc is the angle rela-
tive to forward from the vergence angle of the camera mount, and the function
EulertoRot converts from Euler angles to a rotation matrix. This matrix Rbase

only roughly aligns the two planes however, and furthermore the value of θc has
no affect on the plane alignment as this rotates points within the z axis, parallel
to sea level. To precisely align the two planes we find

arg max
φd,ψd

((EulerToRot(φd, ψd, θc) · nstereo) · [0, 0, 1]) (12)

This maximizes the cosine similarity with the sea level plane normal. To find φd

and ψd we search a narrow wedge of 25◦ in both directions around φc and 0 for
φd and ψd respectively. Thus our final rotation matrix becomes

Rinter = EulerToRot(φd, ψd, θc) (13)

The resulting spatial alignment is shown in Fig. 3.

3 Experimental Verification

To verify the spatial alignment we use two metrics which are independent of the
methods used for alignment, namely the position, and projected motion vectors.
Both of these are independent of the normal and translation.

The transformation [Rinter|Tinter] should align the mean plane mesh and
sea level plane, but the Translation Tinter was computed using the observed
position of the camera in the 3D ship model. To evaluate the transformation,
we can compare the average distance between the two planes over the extent of
the stereo model. We computed point plane distance for each vertex and arrived
at mean distance of 3.4 m or 13.33% of the total distance to the plane. This
number is somewhat high, however there are a number of compounding factors
that contribute to it. The 3D model of the ship is somewhat noisy, and the
PSITRES camera system in this model is a very small. Furthermore, the sea
level plane is not a constant. The draft changes with ballast, fuel weight and a
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number of other factors. The stereo plane represents an average reconstruction
of scenes with ice, not just water and this affects the estimated position of the
plane relative to the sensor. The displacement of these two planes is not apparent
from the perspective of a user of the VR system.

We further verify the alignment by looking at motion. Projected motion from
the images in both modalities should be the same if the alignment is accurate.
To compare projected motion we can compare motion vectors from tracking in
both modalites. To do this we use sequences of images in both modalities with
relatively uniform ship motion. In each modality we track points between consec-
utive images using SIFT matching [11]. These vectors can then be projected in
the same way that we created the meshes in Sects. 2.2 and 2.3. We mask off por-
tions the IR which are occluded by the ship, and place a threshold τ = 15 pixels
on the maximum distance between matches from frame to frame.

Fig. 4. A sampling of projected motion and mean motion vector for the IR and stereo
cameras

We can readily compare the orientation of these projected motion vector by
averaging vectors over the entire sequence and use cosine similarity to compare
the vectors. A sample of these motion vectors as well as the mean is shown in
Fig. 4. The result is a 91.81% similarity. These averaged motions vector could
also be used to further optimize the rotation matrix in Sect. 2.5, as this error
metric is more directly affected the θc term, which was not used in optimization.

4 Virtual Reality Application

We have used these alignment and reprojection techniques to develop a VR
application using the Unreal Engine 4. The application allows a user to move
around in a real scale 3D space and observe the reprojected imagery in a novel
and intuitive ways. The infrared images have been colormapped to aid in visu-
alization and enhance the aesthetics. The real benefit of the application is the
ability to move around in 3 dimensions seamlessly. We are not limited to the
view from the sensors, and can actually fly around in any direction and generate
new views. If an interesting object in the scene is found, for example a polar
bear, the user can fly out and watch it. The user can fly straight up and view a
mixed modality bird’s eye view of the area around the ship as seen in Fig. 5.
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Fig. 5. (A) An example view through the HMD looking at both the planar thermal
and stereo models. (B) A top down perspective from the VR app

The Unreal Engine has a powerful set of tools to allow us to build an applica-
tion that works seamlessly with a variety of display and interface hardware. The
Unreal Engine handles lighting, rendering, movement, and peripheral support,
greatly accelerating development time. Using the unreal engine means that our
application readily ports to different head mounted displays and natively sup-
ports a variety of common control schemes. We have tested our application with
a standard HD monitor, and the Oculus Rift DK2, The Oculus Rift CV1, and
the HTC Vive using either a keyboard and mouse, or a gamepad.

The Unreal Engine supports video textures in the form of both pre-recorded
video files and video streams from across a local network or the internet. In
a real world deployment this system would use networked video streams from
each sensor across the ship network, which means little modification would be
needed to the offline version of our application. We have experimented with video
streams and give results below.

This application testifies to the above alignment and reprojection techniques.
In Fig. 5 you can see a lead (a linear area of open water in an expanse of ice)
which extends from the stereo reprojection into the infrared reprojection. We
have developed the application to be easily extendable, and using the Unreal
Engine means it is readily adaptable to different computing environments.

4.1 Evaluation

To evaluate the application we have compared several objective metrics related
to performance and we have conducted a user evaluation with a small board of 5
experts in the fields of sea ice and biological science, ship’s crew, thermal imaging
experts and navigators. Quantitative evaluation was designed to evaluate the real
time operation and feasibility of the application in a simulated environment.

Our application runs on a variety of displays ranging from traditional 2D
monitors to a range of consumer HMD’s. For evaluation we have used a portable
workstation computer with an Intel Core i7 6700K, and Nvidia GTX 980. We
have tested our application with the Oculus Rift DK2, The Oculus Rift CV1,
and the HTC Vive. The application works at maximum resolution and operates
at the maximum supported framerate of each device. Furthermore we have run
the application using video feeds across a wired gigabit network, and it used
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between 1.5% and 5% of the available bandwidth on a single connection, with
our application playing the video stream at 5 times the speed of recording.

To evaluate the efficacy of the system from a user standpoint we had each
member of our board of experts look at static 2D images as well as their VR
projections. Users were given 45 s to identify animals in the scene and quantify
ice coverage and maximum floe length. The users were told they were not looking
at the same images, however they were presented with mirrored reprojections.
Every user preferred the VR application, and on average spotted more animals.
Distance estimates varied greatly in both setups, indicating an area for possible
improvement.

5 Conclusion

In this work we have presented a framework for multimodal virtual reality visu-
alization using images captured from 360◦ thermal camera and a optical band
stereo system. These camera systems were deployed simultaneously aboard a
research vessel in the Arctic Ocean. We have developed a system that unifies
these camera systems into a single VR application which allows users a novel
means of viewing imagery. Such a system could be used by those onboard a
vessel in ice covered waters to operate safely and ecologically. The application
allows for video from both systems to be reprojected in real time in an accurate
way.

To do this we have spatially aligned the two by leveraging the geometry of
sensors, and the environment around the ship. We have created 3D models that
allow for video streams to be applied directly to the model in real time. We
have combined these aligned reprojections in Virtual reality application using
the Unreal Engine 4, which enables users freedom to move around in 3D and view
the reprojected images from different perspectives. This application was built to
be readily deployable in a real environment on a ship. The VR application runs
smoothly, and works with a variety of common control schemes and VR HMDs.
This application allows for users to view conditions around the ship in every
direction, and combines visible and thermal imaging.

In the future we will integrate more information as well as high level informa-
tion extracted from the images themselves. Both camera systems have been the
subject of computer vision research, and integrating detected marine mammals,
ice concentration, and other derived values is a logical next step. Overlaying
information such as position and heading information would improve the system
for users in a real world scenario. This system could additionally be used for
education, training, and outreach and distributing it would allow people from
distant locations to virtually explore polar regions with those onboard.
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Abstract. With the large number of local feature detectors and descrip-
tors in the literature of Content-Based Image Retrieval (CBIR), in this
work we propose a solution to predict the optimal combination of fea-
tures, for improving image retrieval performances, based on the spatial
complementarity of interest point detectors. We review several comple-
mentarity criteria of detectors and employ them in a regression based
prediction model, designed to select the suitable detectors combination
for a dataset. The proposal can improve retrieval performance even more
by selecting optimal combination for each image (and not only glob-
ally for the dataset), as well as being profitable in the optimal fitting
of some parameters. The proposal is appraised on three state-of-the-
art datasets to validate its effectiveness and stability. The experimental
results highlight the importance of spatial complementarity of the fea-
tures to improve retrieval, and prove the advantage of using this model
to optimally adapt detectors combination and some parameters.

Keywords: CBIR · Interest points · Feature combination · Spatial
complementarity · Regression model

1 Introduction

We are interested in content-based image similarity search, with the aim of bet-
ter organizing and mining in the voluminous, complex image datasets. This work
focuses on local image descriptors, where the extraction of feature points plays
an imperative part in the process. The substantial number of available local fea-
ture descriptors in the present literature of Computer Vision and content-based
image retrieval (CBIR), with respective advantages and drawbacks, makes it
arduous to determine the most relevant descriptors for a given task and a given
dataset. Thus it requires a framework making possible to evaluate the effective-
ness of given descriptors on a specific dataset. It is also possible to combine
descriptors to improve the content representation, such as in [5,17], or to learn
the best combination of given descriptors from a representative dataset [6]. All
the different descriptors involved may not have the same relevance, and in addi-
tion, their distinctiveness may be different from one image to another. We think
c© Springer International Publishing AG 2017
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that it is important to appraise the complementarity between such local fea-
tures, and in this work we focus on the complementarity of the detected points
in the image, by exploiting statistical criteria of spatial analysis, in order to give
the possibility to combine several descriptors, optimally for each image of the
dataset and not only globally for the dataset. We propose a regression model
with multiple complementarity criteria of the feature detectors (which measure
different properties of the detectors), such as distribution [7], contribution [9]
and cluster-based measure [15]. Here, these criteria are evaluated for the combi-
nation of couples of detectors, but can easily be generalized to sets of detectors.
Mean average precision (mAP ) is incorporated to train the model and then
anticipates the proper detector combination for a new dataset and new query
images. Additionally, we demonstrate that this proposal allows to optimally fit
some other parameters, here the best k during the k-nearest neighbor search.

The rest of the paper is organized as follows: Sect. 2 revisits the related
work existing on the combination of descriptors, Sect. 3 explains the proposed
methodology, Sect. 4 is dedicated to the experiments performed to evaluate our
proposal, followed by conclusions in Sect. 5.

2 Related Work

Several approaches of descriptors combination are available in the literature
of CBIR. They are usually categorized as early and late fusion approaches
[2,23], based on the combination step position in the entire process accord-
ing to the retrieval/learning step. The most common approach of early fusion
is to combine multiple features into a single representation before exploiting it
for retrieval/learning [23]. For instance, different shape properties are combined
for image retrieval in [21], where genetic programing is used to find the suit-
able combination function for image descriptors, globally for the dataset. In the
weighted early fusion approach proposed by [26], the weight values for different
features such as color and texture are varied over the range of (0,1) to find the
best appropriate weight values and then these features are combined depending
on the assigned weight.

In the late fusion category, multiple features are learned or retrieved first
separately, and then the responses or decisions are merged at the later stage
[23]. In general for image retrieval, late fusion strategies are carried out in two
primary ways such as, consolidate the rank responses and combining the different
similarity scores for a query. The final output is obtained by cumulative ranked
responses of the feature descriptors. In this context, a retrieval framework, based
on genetic programing and relevance feedback, was proposed [8], where multiple
sets of retrieved images are consolidated and then the rank list of the most
relevant images to the query is returned. Other approaches, such as in short-
term and long-term based learning [25], positive and negative feedbacks of the
users are considered to construct semantic space and the final output. In the
late fusion based image classification proposed by [27], each descriptor classifier
output is combined by a weighted voting strategy where the voting weight is
decided by the accuracy of the individual classifier.
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Sometimes, fusion takes place during the retrieval/learning step, and is often
called intermediate fusion. For example, in work [5], features fusion is performed
during the retrieval step with multiple inverted index. Classification based on
multiple kernels involves a learning step based on individual classifier and on the
combination of weighted classifier [19].

In some of the previous approaches, the fusion step may not only rely on
the fusion strategy but also on the selection of the features. For example, a
hybrid method [18] is proposed for simultaneous feature adaptation and feature
selection, for a given dataset; here the parameter optimization during feature
extraction and feature selection are carried out on a subset of dataset images
by employing mixed gravitational search algorithm. In the work of [28], a rank
based graph fusion technique is proposed by combining deep learning features,
global and local features and the best feature combination is selected globally for
a dataset based on the retrieval performance. [24] proposed a method for local
selection of image features for similarity search and similarity graph construction,
by computing local laplacian score and feature sparsification and considering the
importance of the local neighborhood of each image point with respect to the
image. Note that in all these approaches, the optimal combination of features is
carried out globally for a whole dataset and not locally for each image.

3 Prediction of the Complementarity Between Local
Detectors

This section is dedicated to the presentation of our proposal. In Sect. 3.1, we
revisit the criteria used to evaluate the complementarity of several point detec-
tors, and Sect. 3.2 describes how they are integrated in the whole prediction
framework with a regression model.

3.1 Evaluation Criteria of Complementarity Between Keypoints

Our hypothesis is that better the detections are spread in the image, better the
content is described, first because the detections would have more chance to
describe the many areas of the image, and second because distant detections
should statistically increase the variety of the associated descriptions, making
the whole content description more distinctive. Therefore, we exploit several
detectors of various natures and measure the spatial complementarity of two
detectors, which will be exploited in our prediction model. The presentation is
restricted to pairs of detectors, but can easily be generalized to the complemen-
tarity of sets of detectors. Let us consider the sets of keypoints extracted from
an image by two detectors, Da = {d1

a(x1
a, y

1
a), . . . , dn

a(xn
a , y

n
a )}, |Da| = n and

Db = {d1
b(x

1
b , y

1
b ), . . . , dm

b (xm
b , ym

b )}, |Db| = m.

Analysis of the Spatial Coverage. One of the key measurement criteria is
coverage [7], describing how well the sets of points are distributed over an image.
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It is expected to gain a larger distribution if the points from two detectors occupy
different locations in the image, which can traduce a better complementarity
between the detections, producing a better representation of the content. First,
a keypoint, e.g. di

a(xi
a, y

i
a), is considered as a reference point and Euclidean

distances (EDi
j) are calculated with other (n + m − 1) points of Da ∪ Db. If

two points detected by the two detectors are the same, there is no effect on the
overall distribution. In order to neutralize the effect of the extreme outliers on
the overall spatial distribution of Da ∪ Db, the coverage measure is based on
harmonic mean. The mean of the distances is computed as:

EDMeani
nm =

n + m − 1∑n+m−1
j=1,j �=i(1/EDi

j)
(1)

This step is reiterated for each keypoint of Da and Db considering each keypoint
as a reference. The distribution complementarity score (DCS) is computed as:

DCS =
n + m∑n+m

i=1 (1/EDMeani
nm)

(2)

Higher distribution scores, which are normalized between 0 to 1, indicate the
better distribution of the points in the image.

Contribution Measure. The contribution criterion [9] is a measure of the
amount of dissimilar points detected by two detectors. It is possible that two
detectors extract a certain number of same keypoints (p) for an image. The same
detected points reduce the contribution measure of Db over Da and vice versa.
The contribution of Db over Da is computed as:

ContributionDb|Da
=

n − p

n
(3)

The overall complementarity between Da and Db is measured by:

CnCS = min(ContributionDb|Da
, ContributionDa|Db

) (4)

If the detected points between the detectors are different, the score is 1; increas-
ing number of common points reduces this score.

Cluster-Based Measurement of Complementarity. Based on spatial clus-
tering, this measure [15] determines how the different detectors extract similar
local structures in a cluster. The clusters are generated in the image space from
extracted points of Da and Db, using a clustering algorithm (e.g. k-means). Each
cluster (cj , j = 1 . . . k) may contain points from Da and/or Db. Points from Da

and Db in cluster cj , i.e. resp. FjDa
and FjDb

, contribute to the total number of
points (Fj) present in cj . The frequency of the points from Da and Db in cj is
computed as:

pjDa
=

|FDa
|

|Fj | & pjDb
=

|FDb
|

|Fj | (5)
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The whole complementarity score can be computed as:

ClCS = 1 − 2.
1
k

k∑
j=1

min(pjDa
, pjDb

) (6)

When pjDa
or pjDb

is close to 1 and the other is close to 0, the score is close to
1; it implies a better complementarity of the detectors.

3.2 Image Retrieval Based on Regression Model and
Complementarity Measures

To perform image retrieval, we propose to learn a regression model based on the
three complementarity criteria revisited in Sect. 3.1, on the number of detected
interest keypoints per image (Kp) and on mean Average Precision (mAP ) as
retrieval output, which is a summarized measure of quality across all the queries
by averaging average precision. The objective is to predict the best detector
combinations for an image dataset, and also to fit some parameters. Other con-
figurations of criteria were tested, and we obtained the best results with this
configuration.

Fig. 1. Relationship between complemen-
tarity scores differences and mAP differ-
ences, for each query image and two com-
binations of two detectors.

To illustrate, in the Fig. 1 we
consider two combinations of two
detectors (hesaff-mser and har-colsym
where hesaff-mser being generally
more efficient on the considered
dataset Paris DB), and for each com-
plementarity score and each query
image, we plot the difference of scores
between the two combinations vs. the
corresponding difference in the mAP .
We observe that globally, comple-
mentarity scores values increase with
mAP values (most of the points are
in the area related to positive axes).
Therefore, We assume that the rela-
tionship between the complementar-
ity criteria and the mAP is general
for all image datasets, and we employ a classical linear regression model.

Training of the Regression Model. The training step is decomposed into
three steps involving complementary criteria and mAP :

1. Several detectors, e.g. D1, . . . , Dx, are used to extract keypoints from images,
leading to x sets of keypoints. Here, we consider the C2

x couples of detectors
(Di,Dj)i�=j and compute for them the three complementarity scores, for each
image of the dataset. We also keep the number of keypoints per image.
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2. One mAP is then computed for the images dataset described with a couple of
detectors (Di,Dj)i�=j , using a classical approach of query-by-example retrieval
able to use several descriptors jointly, such as in [5]. We obtain C2

x mAP s.
3. Finally, the relationship between the different combination of complementar-

ity scores and the retrieval output (mAP ) is learned by a linear regression
model. Regression coefficients, such as adjusted R2, are calculated to analyze
the model fitness and to determine the best fitted model for the prediction
for the given model inputs and the output.

Prediction of the Best Detector Combination. The prediction steps of
the best detector pair for a new dataset are:

1. The detectors D1, . . . , Dx extract keypoints on each image of the new dataset.
The three complementarity scores of the detector pairs are computed, simi-
larly to step 1 of Sect. 3.2.

2. For each detector combination (Di,Dj)i�=j , we predict the mAP , called
mAP ′, using previously trained regression model. The complementarity scores
of each detector pair are the inputs for the regression model. The outputs
mAP ′ are predicted using the model parameters and the inputs.

3. The detector pair with the highest mAP ′ is selected as the suitable detector
pair for image retrieval on the new dataset.

These training and prediction steps are presented by considering pairs of
detectors, but can be generalized to any sets of detectors, based on the gener-
alization of the complementarity criteria. The approach of prediction presented
above predicts the best detector combination globally for a given dataset. It can
be directly employed to predict the best combination for each query image, which
can be different from an image to another; in the experiment Sect. 4, we will see
that the quality of image retrieval can be improved even more by considering
such an image-by-image prediction. We will also see that the regression model
can be employed to predict some other parameters, such as the k during k-NN
retrieval.

4 Experiments and Evaluation

This section presents and discusses the experiments conducted to evaluate our
contributions.

4.1 Framework of Evaluation

The experiments are conducted on three image datasets, illustrated in Fig. 2:

1. Paris DB: this dataset is a public benchmark1 consisting of 6412 images col-
lected from Flickr by searching for Paris landmarks.

1 http://www.robots.ox.ac.uk/∼vgg/data/parisbuildings/.

http://www.robots.ox.ac.uk/~vgg/data/parisbuildings/
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2. Oxford DB: this public benchmark2 consists of 5062 images collected from
Flickr by searching for particular 11 Oxford landmarks.

3. Holiday DB: this dataset is a public benchmark3 consisting of 1491 images
includes a large variety of scene types.

Fig. 2. Samples from the three benchmarks: (a) Paris DB, (b) Oxford DB and (c)
Holiday DB.

We have selected 7 detectors from characteristically diverse categories such
as blob, corner, symmetry, etc.: Hessian affine (hesaff) [16], color symmetry (col-
sym) [10], MSER (mser) [14], Harris (har) [22], Star (star) [1], binary robust
invariant scalable keypoints (brisk) [11] and oriented and rotated BRIEF (orb)
[20]. Extracted keypoints are described by three complementarity local descrip-
tors, i.e. SIFT [13], SURF [3] and SC [4], and used jointly in an image retrieval
system designed for bag-of-word descriptors combination (‘FII’) [5]. Perfor-
mances are presented with mean Average Precision (mAP ). Codebook size and
value of k during nearest neighbor (k-NN) search are two important parameters
of the ‘FII’ system. Optimal codebook size used for Paris DB and Oxford DB
is 1500000 words. For the Holiday DB, 30% of the total description points of
each detector combination is selected as codebook size. Parameter k is varied in
between 2 to 10 for optimal combination of nearest neighbors and detectors.

4.2 Global Prediction of the Detectors Combination Performance

In this section, we present the prediction results of detector combinations using
the linear regression model. It is trained with Paris DB as described in Sect. 3.2.
Model inputs, the complementarity scores, i.e. distribution, contribution, cluster
and number of keypoints (Kp), of detectors pairs are computed for Paris DB.
The mAP is calculated using the ‘FII’ approach on Paris DB. The best fitted
model ‘Kp-Distribution-Contribution-Cluster - mAP’ is selected, based on the
highest adjusted R2 value, for further prediction experiments on test datasets,
i.e. Oxford DB and Holiday DB. For predictions on the test datasets, procedure
of Sect. 3.2 is applied by computing complementarity scores of the detector pairs.
The predictions of the detector pairs using previously trained ‘Kp-Distribution-
Contribution-Cluster - mAP’ model are presented in the Table 1, with associated
2 http://www.robots.ox.ac.uk/∼vgg/data/oxbuildings/.
3 https://lear.inrialpes.fr/∼jegou/data.php.

http://www.robots.ox.ac.uk/~vgg/data/oxbuildings/
https://lear.inrialpes.fr/~jegou/data.php
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mAP ′. Due to the space limitation, we only present the selected representative
detector pairs prediction results. We observe that detector pairs, ‘hesaff-har’ and
‘hesaff-mser’ are associated with the best predicted mAP . Thus, we consider
them as the best combinations for image retrieval on these datasets.

Table 1. Different detector combinations and predicted mAP (mAP ′) using the regres-
sion model.

Dataset Detector pair mAP ′ Detector pair mAP ′ Detector pair mAP ′

Paris DB hesaff-colsym 0.512 hesaff-mser 0.548 hesaff-har 0.481

hesaff-star 0.547 hesaff-orb 0.501 hesaff-brisk 0.520

colsym-mser 0.429 colsym-har 0.384 colsym-star 0.457

colsym-orb 0.410 colsym-brisk 0.405 mser-har 0.481

mser-star 0.526 mser-orb 0.510 mser-brisk 0.507

Oxford DB hesaff-colsym 0.501 hesaff-mser 0.537 hesaff-har 0.615

hesaff-star 0.524 hesaff-orb 0.503 hesaff-brisk 0.523

colsym-mser 0.482 colsym-har 0.554 colsym-star 0.459

colsym-orb 0.360 colsym-brisk 0.504 mser-har 0.579

mser-star 0.492 mser-orb 0.465 mser-brisk 0.527

Holiday DB hesaff-colsym 0.442 hesaff-mser 0.461 hesaff-har 0.427

hesaff-star 0.450 hesaff-orb 0.392 hesaff-brisk 0.441

colsym-mser 0.402 colsym-har 0.415 colsym-star 0.354

colsym-orb 0.338 colsym-brisk 0.413 mser-har 0.400

mser-star 0.395 mser-orb 0.376 mser-brisk 0.415

4.3 Effective Performances for Image Retrieval

In this section, the effective image retrieval results (mAP �), for Paris DB and
the test datasets Oxford DB and Holiday DB, are presented. Due to space limi-
tation, in Table 2 we only present results associated with the two best predicted
pairs and one worst predicted pair using ‘FII’ retrieval. For Oxford DB, the best
effective result should be obtained with ‘hesaff-har’ pair (see Table 1). Indeed, the
highest effective mAP (mAP �) is achieved with this combination (see Table 2).
Also, the mAP � of 0.269 is achieved with ‘colsym-orb’ which is the worst per-
forming pair. For Holiday DB, although the mAP � are not in the same range
as the predicted mAP , the sorted sequence of mAP ′ reflects the one of effective
retrieval results. This first set of experiments confirms us that the complemen-
tarity scores, employed with the linear regression model, are able to correctly
estimate the performance of a detectors pair for image retrieval, then to enable
the use of the best detector pair for a dataset.

We also compare our results (see Table 2, related to ‘LF’ rows) with one of
the state-of-the-art late fusion (‘LF’) image retrieval technique [17]. We selected
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the two best performing detector pairs for ‘LF’ retrieval for each dataset. The
comparison results demonstrate that our proposed detector combination selec-
tion approach and then ‘FII’ image retrieval outperforms the ‘LF’ retrieval. In
Table 3, the retrieval results with selected single detector are presented in order
to compare with detector pair results of Table 2. These results demonstrate the
relevance of the use of several detectors in the representation of the content.
In addition to ‘FII’ image retrieval system, the additional computation of our
proposed framework includes computation of different features, complementarity
between the features and regression model for prediction.

Table 2. Effective mAP (mAP �) of detector pair using ‘FII’ and ‘LF’ [17] technique.

Paris DB Oxford DB Holiday DB

Detector pair k-NN mAP � Detector pair k-NN mAP � Detector pair k-NN mAP �

FII hesaff-mser 2 0.589 hesaff-har 2 0.549 hesaff-mser 2 0.683

hesaff-star 2 0.570 mser-har 2 0.456 hesaff-star 2 0.666

har-colsym 2 0.371 colsym-orb 2 0.269 colsym-orb 2 0.499

LF hesaff-mser 2 0.541 hesaff-har 2 0.450 hesaff-mser 2 0.630

hesaff-star 2 0.535 mser-har 2 0.334 hesaff-star 2 0.599

Table 3. mAP � of single detector using ‘FII’ for the different datasets.

Paris DB Oxford DB Holiday DB

Detector k-NN mAP � Detector k-NN mAP � Detector k-NN mAP �

hesaff 2 0.546 hesaff 2 0.498 hesaff 2 0.646

mser 2 0.523 har 2 0.421 mser 2 0.505

4.4 Effect of k-NN Parameter on Retrieval and Its Prediction

In this section, we present retrieval results in Table 4 by varying k during k-NN
retrieval of the closest neighbors (k = 2, 5, 10) and observe the consequence on
mAP �. The best mAP � is obtained with k = 2 for all datasets. The accuracy
difference is 1.8% between k = 2 and k = 5 for ‘hesaff-mser’ in Paris DB, while
it is 1.6% between k = 2 and k = 10 for ‘hesaff-har’ with Oxford DB. During
the search for the nearest neighbors of the query point, higher values of k might
include dissimilar neighbors in the k-NN lists. By using our model, it is possible
to adapt the best value of k for each query image instead of finding it globally
for the dataset. The procedure of Sect. 3.2 is applied for a detector combination,
by varying k (k = 2, 5, 10) and the prediction mAP obtained allows to adapt
k to each query. In Table 4, underlined mAP correspond to mAP � obtained by
adapting k to each query. The accuracy is increased by 0.2%, 1.8% and 0.8% for
Paris DB, Oxford DB and Holiday DB resp. compared to the previous best with
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k = 2. Figure 3 shows the distribution of the k selected adaptively across the
queries for all datasets. The majority of the best results are associated with k = 2
followed by k = 5 and k = 10. For example with Oxford DB, approximately 47%
of the queries are executed with k = 2, 44% with k = 5, and only 9% with k = 10.

Table 4. mAP � for all datasets by varying k-NN and adapting it with prediction
model.

Dataset Detector pair mAP �

k = 2 k = 5 k = 10

Paris DB hesaff-mser 0.589 0.571 0.531

0.591 (adaptive k 2,5 & 10)

Oxford DB hesaff-har 0.549 0.547 0.533

0.567 (adaptive k 2,5 & 10)

Holiday DB hesaff-mser 0.683 0.677 0.670

0.691 (adaptive k 2,5 & 10)

Fig. 3. Distribution of predicted k values across the queries: (a) ‘hesaff-mser’ for
Paris DB. (b) ‘hesaff-har’ for Oxford DB (c) ‘hesaff-mser’ for Holiday DB.

4.5 Image-by-Image Prediction of the Best Detector Combination

In this section, we refine the results obtained in Sects. 4.2, 4.3 and 4.4 by adapting
the selection of the best detector combination to each image, by applying the
prediction strategy of Sect. 3.2 to each query image. Six different combinations of
mAP � obtained with two best detector pairs and three k-NN value (k = 2, 5, 10)
are consolidated. In Table 5, we observe that mAP � is increased by 0.8%, 2.5%
and 21.1% compared to previous best with k = 2 for Paris DB, Oxford DB and
Holiday DB. The achieved retrieval accuracy for Holiday DB is 0.894, which is
one of the best in the state-of-the-art to our knowledge, compared to Ref. [12]
which is also based on bag of words. As depicted in Fig. 4, the majority of the
selections are done with k = 2. For Paris DB, 90.9% are selected for k = 2
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of both pairs of detectors, while 5.49% are with k = 5. Most of the selections
(85%) are done with ‘hesaff-har’ for Oxford DB, while 15% are from ‘mser-har’.
Even if the statistical analysis (Figs. 3 and 4) has highlighted the dominance of
some particular detectors pairs and values of k, we observe that using other ones
adaptively allows to refine the results notably.

Table 5. mAP � obtained for all the datasets, by selecting optimal detector pairs and
optimal value k for each query image.

Dataset Detector pair mAP �

k = 2 k = 5 k = 10

Paris DB hesaff-mser 0.589 0.571 0.531

hesaff-star 0.570 0.544 0.512

Adaptive detector combination 0.597 (Adaptive k 2,5 & 10)

Oxford DB hesaff-har 0.549 0.547 0.533

mser-har 0.456 0.430 0.420

Adaptive detector combination 0.574 (Adaptive k 2,5 & 10)

Holiday DB hesaff-mser 0.683 0.677 0.670

hesaff-star 0.666 0.661 0.650

Adaptive detector combination 0.894 (Adaptive k 2,5 & 10)

Fig. 4. Distribution of predicted values of k and detectors pairs across the queries: (a)
‘hesaff-mser’ & ‘hesaff-star’ for Paris DB. (b) ‘hesaff-har’ & ‘mser-har’ for Oxford DB
(c) ‘hesaff-mser’ & ‘hesaff-star’ for Holiday DB.

5 Conclusions

The main contribution of our approach is the possibility to select adaptively the
best detector combination for each query in query-by-example image retrieval.
The proposal rests on the use of spatial complementarity criteria between local
features and on a linear regression model that models the relationship between
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complementarity and optimal performances during retrieval. Even if the statisti-
cal analysis highlights the dominance of some detectors pairs and values of k, we
observe that using other ones adaptively allows to refine the results favorably.
The conducted experiments clearly highlight the impact of the spatial comple-
mentarity of the selected features on the image retrieval performance: the higher
complementarity scores imply a more distinctive representation of the content.
The proposed framework can effectively reduce the overall experimental time by
narrowing down the choice of detectors, and the adaptive selection of some para-
meters, such as k during the nearest neighbor retrieval, improves even more the
retrieval accuracy. It is easily possible to extend this framework to the evaluation
of the complementarity between multiple detectors.
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Abstract. We present an extension and evaluation of a novel interac-
tion concept for video browsing on tablets. It can be argued that the
best user experience for watching video on tablets can be achieved when
the device is held in landscape orientation. Most mobile video players
ignore this fact and make the interaction unnecessarily hard when the
tablet is held with both hands. Naturally, in this hand posture only the
thumbs are available for interaction. Our ThumbBrowser -interface takes
this into account and combines it in its latest iteration with content
analysis information as well as two different interaction methods. The
interface was already introduced in a basic form in earlier work. In this
paper we report on extensions that we applied and show first evaluation
results in comparison to standard video players. We are able to show
that our video browser is superior in terms of search accuracy and user
satisfaction.

Keywords: Video browsing · Mobile computing · Human computer
interaction

1 Introduction

Using tablets in landscape orientation when watching videos can be quite cum-
bersome. User interfaces of mobile video players usually ignore the typical posi-
tion of the hands at the sides of the device. Although mobile touchscreen devices
offer manifold interaction options, video players still look and work very simi-
lar to their desktop counterparts, as can be seen in Fig. 5. Holding a device in
landscape orientation for longer periods of time is usually more convenient, in
particular for large tablets, e.g., 12-inch devices. As a result, interaction with
the players’ interface becomes unnecessarily hard. Using playback controls that
are positioned in the middle of the screen like seeker bars, play/pause/fast for-
ward/fast rewind buttons or similar, can cause strains of the hands and the
fingers. This problem is ignored even though there is an increasing amount of
video content that is watched with mobile video players. Furthermore, embed-
ded camera systems and mobile content delivery have greatly improved and more
video content – for professional and entertainment purposes – is consumed than
ever before.
c© Springer International Publishing AG 2017
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To solve this problem an ergonomic video player interface should be designed
that is tailored for the special needs in mobile multimedia interaction. As all
eight fingers are occupied when holding the device in landscape orientation, the
thumbs become especially important. In contrast to the fingers they are free to
move at the left and right sides of the device. Therefore, UI controls need to
be positioned at these areas on the screen, so that all functions can be easily
reached with the thumbs. The idea of such a UI layout is in fact far from new.
On-screen keyboards offer a special mode for such use cases already for a long
time. The keyboard is split up into two pieces and placed at the left and right
side of the screen. In Fig. 2 examples of default iOS and Windows keyboards
can be seen. Nevertheless, this idea is completely ignored by user interfaces of
current mobile video players.

Fig. 1. Interface of the ThumbBrowser.

In [9] we already proposed to use the thumbs for mobile video interaction.
However, at that time we were only able to present a first, basic version of our
ThumbBrowser. As we took part in the demo paper track we also were not able
to provide extensive evaluation results and therefore had to leave the readers
unclear about a definite benefit. Therefore, in this work we build on this basis
and present extensions to our interface as well as results of a comparative user
evaluation with a state-of-the-art mobile video player. The evaluation config-
uration is inspired by the work of Schoeffmann and Burgstaller [16], as they
performed a similar experiment with a video player interface tailored for smart-
phone screens in portrait orientation. They utilize the idea of a scrubbing wheel,
as used on Apple iPods to control music, for navigating in videos. Moreover, we
are comparing our results to theirs in the analysis of the evaluation results.
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Fig. 2. Examples of split keyboards on iOS and windows.

2 Related Work

Hürst and Darzentas [11] propose browsing videos on a tablet with a hierarchical
storyboard interface. A videos’ content is represented by a grid of thumbnails
representing segments that can be tapped to be transferred to another, lower-
level grid, representing the content of the specific segment. Hürst et al. [12] also
show mobile browsing for timeline-based video browsing with focus on PDA-
like devices that are operated with a stylus. For example, users are able to
control seek-speed by varying the vertical position of the stylus. This approach
is similar to the interaction paradigm later adopted by the default iOS video
player. Furthermore, Hürst et al. [13] present a concept for video navigation on
smartphones tailored for one-handed, i.e. thumb interaction.

Hudelist et al. [8] utilize the metaphor of a 3D filmstrip for browsing videos
on tablet device, similar to the motivation of [1]. The content is represented by
a floating filmstrip as it is used in analog film projectors and cameras. Each
image on the strip represents a video segment that can be directly played in
the strip visualization. Ganhör [5] shows ProPane, an interface for fast and very
precise mobile browsing on smartphone-like devices. It enables users to control
playback and seeking in a very precise manner, e.g. for video editing scenarios.
Huber et al. [7] present Wipe’n’Watch, an interface for browsing interrelated
video collections, similarly to the approach of De Rooij et al. [3] for desktop
computers. Karrer et al. [15] propose an interface for mobile devices that utilizes
direct manipulation of objects in a scene for navigation instead of traditional
seeker bars as was shown in earlier work by Dragicevic et al. [4] for desktop PCs.

Moreover, Schoeffmann et al. [17] show a mobile video player that uses wipe
gestures for controlling the seeking speed. Hudelist et al. [10] also show a video
player for navigation in single videos on tablet devices that utilizes sub-shots and
different levels of detail for browsing via keyframes. For this, the interface uses
three synchronized filmstrips with which users can easily navigate in the content.
A purely human-computational approach is shown by Hürst et al. [14] where
users browse through videos by inspecting a large array of uniformly sampled
keyframes. Zhang et al. [19] present a mobile interface for collaborative browsing
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of two users in a single video with the abilities to share sketches. The position in
the video is controlled via simple touch gestures. Similarly, Cobarzan et al. [2]
proposes a system for collaborative browsing with multiple mobile clients using
tablets and a single server that manages communication and query requests
of the clients. Finally, a general overview of the field of novel video browsing
interfaces is given by Schoeffmann et al. [18].

3 Interface

The extended interface that is presented in this paper is based on our earlier
work on the ThumbBrowser (see Hudelist et al. [9]). We extended our original
concept with functionality regarding content analysis and user interaction, before
we performed a comparative user study to prove its usefulness to users.

The interface tries to avoid interfering with users’ watching experience as
much as possible. Therefore, in normal playback mode all of the UI controls are
hidden. When users want to interact with the player, e.g., to change playback
position, they simply have to put one of their thumbs on either side on the
screen. Depended on which side is touched different controls become visible, as
can be seen in Fig. 1.

On the right hand side a vertical seeker control is activated. It is inspired
by the classical layout of a traditional seeker bar but the timeline is positioned
vertically. As a result, users can easily navigate to every position inside a video
with their right thumb as every part of the timeline is reachable. Furthermore,
a preview window appears in relation to users vertical thumb position on the
screen. This feature is similar to the magnifying glass functionality shown by
latest iterations of video players used by YouTube and similar websites. There-
fore, to jump to any position in the video users have to place their right thumb
on the screen, drag it to the wanted position on the timeline and then lift it up
again. This activates the navigation process and the playback position is changed
accordingly. It is possible to avoid this navigational jump by dragging the thumb
all way to the right out of the screen, instead of lifting it.

We further extended the original interface concept by automatically analyz-
ing the current video in the background and determining the dominant color in
five second steps. This is done by creating a simple color histogram based on the
HSB color space. Color values are assigned to one of eight bins. The bins cover
value ranges of different size and were defined by results of a preliminary test
(Fig. 3).

On the left side of the screen a radial menu can be activated. It offers options
to play/pause the video, perform fast forwarding and fast rewinding.

Additionally, we added another timeline visualization mode to the interface,
called the filmstrip mode.

The filmstrip mode provides a scroll-able list of keyframes at the right hand
side of the screen, as can be seen in Fig. 4. The keyframes are uniformly sampled
from the video in five second steps.

When users tap on one of the keyframes the video player adjusts accordingly.
This feature is designed to help users refine their search in case of very long
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Fig. 3. Visualization of dominant color directly in the vertical timeline. (Color figure
online)

Fig. 4. Vertical seeker control after activation of the filmstrip mode.

videos. For example, they start a rather crude search with the seeker control and
after some time notice a promising section of the video. As the seeker control
is too sensitive to examine it in detail they are able to continue their browsing
process by switching to the filmstrip mode.
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4 Evaluation

In order to make the results of this study comparable we designed the evaluation
to be very similar to the one used by Schoeffmann and Burgstaller [16]. We even
used the same data set (we want to thank the authors for providing the whole
data set with ground truth).

Participants of the user study had to search and mark all occurrences of pre-
defined objects. Four videos had to be inspected and annotated. The first video
was a documentary about gravity and planets in outer space with a duration
of 35 min. In this video users had to find all scenes where images of the planet
Earth were visible. The second video was an extended report about worldwide
multi-cultural societies with a duration of 30 min. In this case users had to find
scenes where glasses were shown. The third video was a documentary about cul-
tivating fruits and vegetables with a duration of 25 min where study participants
had to find all occurrences of bananas. Finally, video four was a report about
Gamification with 40 min of length where all scenes with smartphones had to be
marked by the participants.

Moreover, participants were told that they could spend as much time as they
deemed appropriate to complete a task, but it was recommended not to spend
more than up to seven minutes in each case. This was done in order to avoid
putting too much stress on users by trying to find really every instance and thus
spending unrealistic amounts of time.

To compare the performance of the ThumbBrowser to the performance of
a default player we used the media player control of the iOS API, which offers
a play/pause button and a seeker bar. Furthermore, two buttons were always
available in both interfaces: one button to mark a scene and one button to finish
the current task. As testing device we used an iPad Air (first generation) with
iOS 9.3.

Fig. 5. Screenshot of the standard video player.
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The order of interfaces and videos were alternated between each participant
with the exception that two consecutive videos were always tested with the same
interface, e.g., video one and two were processed with interface A, followed by
video three and four processed with interface B. Furthermore, before a user
could start the study, we asked them to provide us with their age, gender and
smartphone/tablet experience level, e.g., beginner, advanced or professional. At
the beginning of each task the system described the required objects textually.
After completion of the first two tasks with the first interface a questionnaire was
displayed where users had to give ratings about the interface according to the
NASA Task-Load-Index (TLX) [6] and users had to rate them on a Likert-scale.
The following questions were asked: (i) how mentally demanding the interaction
was, (ii) how physically demanding the interaction was, (iii) how much they had
the feeling that the interface supported them in solving the task, (iv) how much
fun it was to use the interface, (v) how frustrating it was to use the interface,
and (vi) how easy to understand and easy to use the interface was.

4.1 Experimental Results and Statistical Analysis

In total 26 participants took part in the study of which exactly the half were
female. Average age of the participants was at 25.5 years. Moreover, eight indi-
cated that they were smartphone/tablet beginners, 13 told us that they were
advanced users and five selected that they were very experienced users.

A paired-samples t-test was used to determine whether there was a statisti-
cally significant mean difference between the search performance, e.g. how many
scenes were found with the ThumbBrowser compared to the standard player.
One outlier was detected that was more than 1.5 box-lengths from the edge of
the box in a boxplot. Inspection of its value did not reveal it to be extreme and
it was kept in the analysis. The difference scores for the search performance of
the ThumbBrowser and standard player were normally distributed, as assessed
by Shapiro-Wilk’s test (p = 0.70). Data are mean ± standard deviation, unless
otherwise stated. The percentage of found scenes was higher for the Thumb-
Browser (66.19% ± 21.28%) than for the standard player (48.43% ± 18.68%).
The test revealed a statistically significant difference between the two interfaces
(t(51) = 4.53, p < 0.0005, d = 0.63). Please see Fig. 6 for a visualization of the
performance differences.

This result is encouraging as it shows that the ThumbBrowser can in fact
improve users performance significantly. Next, we analyzed the differences on
how much time participants spent for each task.

A paired-samples t-test was used to determine if there was a statistically
significant mean difference between the search times of the ThumbBrowser com-
pared to the standard player. Three outliers were detected that were more than
1.5 box-lengths from the edge of the box in a boxplot. Inspection of their val-
ues did reveal that one of them was extreme and therefore was excluded from
the analysis. The difference scores for the ThumbBrowsers’ search times and the
standard players’ search times were normally distributed, as assessed by Shapiro-
Wilk’s test (p = 0.16). Data are mean ± standard deviation, unless otherwise
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Fig. 6. Amount of retrieved target scenes (error bars: ± s.e. of the mean).

stated. The search times were higher for the ThumbBrowser (417.1s ± 217.4s)
than for the standard player (315.7s ± 229.9s). The test revealed a statistically
significant difference between the two interfaces (t(50) = 2.529, p < 0.05, d =
0.35). In Fig. 7 the difference in mean search times are visualized.

Fig. 7. Task solve time (error bars: 95% confidence interval).

This result is interestingly similar to the results of Schoeffmann and
Burgstaller [16] and could indicate that users were more comfortable with the
ThumbBrowser than with the standard player. Therefore, they invested more
time in the tasks and this could also contribute to the overall better search
performance.

To determine if there are statistical significant differences between the
answers given in the questionnaires a Wilcoxon signed-rank test was performed.
In case of mental demand the ThumbBrowser was significantly less demanding
than the standard player (Z = 2.22, p < 0.05). Moreover, it was physically less
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demanding to use (Z = 2.373, p < 0.05), users had the feeling that it signifi-
cantly supported them in their tasks more than the standard player (Z = –4.373,
p < 0.005), it was significantly more fun to use (Z = –4.286, p < 0.005) and
less frustrating (Z = 4,106, p < 0.005). In terms of usability both interface were
equal (Z = 0.776, p = 0.438). In Fig. 8 the differences between the interfaces
regarding the questionnaires are visualized.

Fig. 8. Workload ratings according to NASA Task-Load-Index [6], with Likert-scale
1–10, for both interfaces (error bars: ± s.e. of the mean). Lower is better for Mental,
Physical and Frustration.

When we visually examined the navigation behaviors of the participants it
also became clear that the search strategies between the two interfaces were
slightly different (see Fig. 9). In case of the ThumbBrowser users were much more
likely to perform their search unidirectional, e.g., starting from the beginning
and searching to the end of the video. This was not the case for the standard
player, as users were more likely to restart their search again and again from
the beginning when they reached the end of the video. Therefore, we can agree
with the the findings of Schoeffmann and Burgstaller [16] who discovered the
same behavior. Moreover, when we further compare their results to ours, we
see that although the search performance as well as the average search duration
were slightly higher in our study, the general trend is very similar. People spend
significantly less time with the standard player and also find significantly less
target scenes.
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Fig. 9. Sample of the navigation behavior for one user in the documentary video. Users
have to find scenes where planet earth is visible when using the ThumbBrowser (top)
and the standard player (bottom).

4.2 User Feedback

Some additional comments that were given after completing the user study were
that the ThumbBrowser offered a much smoother seeking interaction and that
they would prefer a different way to open and close the filmstrip UI. Furthermore,
they told us that additional fast forwarding and fast rewinding speeds would have
also helped, as in its current iteration the ThumbBrowser only supports a fixed
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seeking speed of two times the normal playback speed. One participant who was
editing a lot of videos professionally told us that she would love to have the
interface for her work.

5 Conclusions

In this paper we have presented and evaluated an extended version of the Thumb-
Browser - a video browsing and video search tool for tablets that is optimized
for landscape operation.

As playback controls are often hard too reach when holding the device with
both hands at the sides, using interface controls explicitly designed for the
thumbs provides a much better user experience. The interface provides a ver-
tical seeker control similar to a timeline on the right hand side and a radial
menu with additional playback functionality on the left hand side of the screen.
Moreover, the extended version of the interface uses an easy to understand visu-
alization of dominant colors across the video for faster navigation to scenes with
salient color patterns and provides means to switch between coarse and detailed
browsing modes.

We tested the interface in a user study with 26 participants where users had to
mark scenes containing predefined objects. The results of our study show that the
ThumbBrowser could outperform a traditional standard player by letting users
find significantly more target scenes. Also, it is significantly less demanding in
terms of mental and physical needs, it supports users better in solving the tasks,
is is more fun, less frustrating and as easy-to-use as a standard player.
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Abstract. In this paper, a method combining the distance variation
function (DVF) and image source method (ISM) is presented to gener-
ate binaural 3D audio with accurate feeling of distance. The DVF is
introduced to indicate the change in intensity and inter-aural differ-
ence when the distance between listener and source changes. Then an
artificial reverberation simulated by ISM is added. The reverberation
introduces the energy ratio of direct-to-reverberant, which provides an
absolute cue to distance perception. The distance perception test results
indicate improvement for distance perception when sound sources located
within 50 cm. In addition, the variance of perceptual distance was much
smaller than that using DVF only. The reduction of variance is a proof
that the method proposed in this paper can generate 3D audio with more
accurate and steadier feeling of distance.

Keywords: Distance perception · Distance variation function · Image
source method

1 Introduction

With the rapid development of the virtual reality technique, the binaural 3D
audio is now a heated topic due to its convenience and feeling of immersion.
To generate a binaural 3D audio, Jens Blauert from Uni Bochum proposed the
Head-related transfer function (HRTF) to simulate the propagation of sound
from the sound source to the listener’s ear drum in free filed [1]. Many organiza-
tions conducted measurements to get the HRTF: Algazi et al. released the CIPIC
database measured in a semi-anechoic room in 2001, which included head-related
c© Springer International Publishing AG 2017
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impulse responses (HRIRs) for 45 subjects at 25 different azimuths and 50 dif-
ferent elevations [2]. While the HRIRs in the CIPIC database were measured
under the condition that sound sources were fixed at the distance of 1 m from
the receiver a semi-anechoic roomthe CIPIC database is not able to generate
binaural 3D audio with different distances.

In 2009, the PKU-IOA database was published by Tianshu Qu et al. They
conducted the measurements on a kemar mannequin to get the HRTFs of 6344
positions at different distances. The PKU-IOA database is the first database
that contained HRTFs of different distances [3]. However, to generate binaural
3D audio with more accurate feeling of distance, the gap between measurements
points at different distance should be small enough. To solve this problem, an
increased number of HRIR measurements points are needed to cover the variation
in the HRIRs at different distances which prolongs the measurement process and
can be uncomfortable for human subjects. Due to these technical difficulties,
it has so far been difficult to obtain HRTFs measured on human subjects to
accurately synthesize near-field sound sources in virtual auditory displays [4].

To avoid the difficulties, Alan Kan proposed a method based on a distance
variation function (DVF) to synthesize near-field HRTF from far-field HRTF
[4]. To distinguish the region where the HRTFs show substantial variation with
distance from the region where HRTFs are relatively constant, the term near-
field and far-field will be used in our paper to refer to the two regions respectively.
And a distance of 1 m is considered as the boundary between the two regions [5].

The DVF is an analytic function describing the change in the transfer func-
tion when the location of a sound source changes from far-field to near-field.
It is calculated from a rigid sphere model and approximates the change in the
frequency-dependent inter-aural level difference (ILD) cues as a function of the
change in sound source distance. The distance perception improves for sounds
at simulated distances of up to 60 cm using the DVF while compared to simple
intensity adjustment. Although there is an improvement in distance perception
in the DVF-generated stimulus condition compared to the intensity adjustment,
there is still a high degree of overestimation of the distance and variation for
different listeners.

While according to [6], reverberation is another significant factor which is
not taken into account in the DVF method. Therefore, a method combined DVF
with artificial reverberation is proposed in this paper. Firstly, the DVF is used
to generate HRTFs at different distances, the original audio is convoluted with
synthesized HRTFs using DVF at different distances. After the convolution, an
artificial reverberation is calculated by image-source method (ISM). The ISM
can help to simulate the room impulse response (RIR) that simulates the sound
propagation corresponds to the reverberant settings and to the positions of lis-
teners and sources. Finally, the reverberation is added to the convoluted audio.

Distance perception experiments were conducted to compare the perceptual
fidelity of binaural 3D audio generated using the DVF-ISM method. The same
experiment was also conducted with binaural 3D audio synthesized by simply
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using the DVF method. The results of the experiments are presented and com-
pared in the section of distance perception experiment.

2 Distance Reproduction

The DVF-ISM method can be briefly described in the Fig. 1:

Fig. 1. The process of DVF-ISM is shown in this figure. The HRTF modification part
uses DVF to synthesize near-field HRTF from far-field HRTF. The artificial reverber-
ation part applies ISM to generate a RIR that corresponds to the reverberant settings
and positions of listeners and sources.

In HRTF modification part, the distance and direction between sound source
and receiver are firstly calculated by their coordinates in a given rectangular
room. Then a measured far-field HRTF of fixed distance, corresponding to the
direction between the source and receiver is chosen from the HRTF database.
After that, the DVF is computed to describe the change in the transfer function
of a sound source from the far-field distance to the distance calculated between
source and receiver. Finally, the modified HRTF which is the near-field HRTF
here is synthesized by combining far-field HRTF with the computed DVF.

The artificial reverberation module takes advantage of ISM to generate a
RIR of a given rectangular room with direct sound subtracted. The RIR is often
decomposed into two parts, namely early reflection (direct path together with
a series discrete early reflections) and late (diffuse) reflection in acoustic and
engineering literature [7]. As the HRTF introduced, the direct-path signal in the
early reflection should be subtracted.

The artificial reverberation module here is decomposed into the early reflec-
tion module and late reflection module. The early reverberation module obtains
the RIR with direct-path signal subtracted. Then a cut-off pointmarked as tc
and an energy decay curve (EDC) by Eric A. Lehmann are calculated for the late
reverberation [8]. tc is the specific transition time between the early reflection
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and the late reflection. The EDC is to compute an approximate envelope for the
synthesis of the late reflection. Then, a feedback delay net (FDN) is applied to
implement the late reverberation that corresponding to the EDC.

To generate binaural 3D audio with reverberation, the original audio is first
convoluted with the HRTF synthesized by the DVF, then convoluted with the
early part of the RIR obtained by the ISM. Finally, the audio is filtered by the
FDN that implements the late reverberation. The specific details are discussed
in following section:

2.1 HRTF Modification

A HRTF or its time-domain representation the HRIR describes the propagation
that the sound wave travels from the source to the listener’s ear drum in free
field. HRTF varies as the position of source changes. Also, HRTF differs badly
between different listeners.

When to generate binaural 3D audio with accurate location of the source, the
listener’s HRTF at the right position needs to be measured in advance. However,
due to the difficulties mentioned in the introduction, it is impractical to get all
the needed HRTFs of the listener.

To avoid the difficulties, Alan Kan proposed DVF to synthesis near-field
HRTF from far-field HRTF. The DVF represents the ratio of pressure at the
surface of a rigid sphere which simulates the human head due to a far-field
sound source to the pressure on the rigid sphere due to a near-field sound source.
The pressure at a point X on the surface of a rigid sphere of radius a due to a
sinusoidal source of sound of angular frequency ω at distance r away from the
centre of the sphere, is derived by:

p (a, ω, θ, r) = −kr
∞∑

m=0

(2m + 1)
hm(kr)
h ′
m(ka)

Pm (cosθ) e−ikr (1)

hm (kr) is the spherical Hankel function of the first kind of order m and h
′
m (ka)

is its first derivative at radius a, ω/c is the wave number, c is the speed of sound
in air, Pm (λ) is the Legendre polynomial of degree m, and θ is the angle between
a vector from the centre of the sphere to the point X on the surface of the sphere
and a vector from the centre of the sphere to the sound source.

To synthesize a near-field HRTF, the DVF for a sound source at a near-field
distance dn is calculated as the ratio of the pressure arising from a sound source
at distance dn to the pressure arising from a sound source at a distance df , where
df is the distance at which the far-field HRTF was measured:

DVF =
pn (a, ω, θ, dn)
pf (a, ω, θ, df )

(2)

A separate DVF is calculated for each ear. To synthesize a near-field HRTF
from a far-field HRTF, we calculate:

HRTF (dn) = DVF × HRTF (df ) (3)
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To synthesize sounds at multiple locations and distances, a DVF needs to be
calculated for every sound source distance and direction and for each ear.

The DVF method presented here can synthesize near-field HRTFs from far-
field HRTFs. The DVF approximates the ILD cues of the HRTF as a function
of sound source distance. Using this method, the difficulties when measuring
near-field HRTFs on human subjects are avoided.

2.2 Artificial Reverberation

The artificial reverberation technique is based on the widely-used model that
the RIR can be decomposed into early reverberation and late reverberation.
In this part, two modules are included. One is the early reverberation module
which takes advantage of ISM to generate the room impulse response between
any source and receiver in a given rectangular room. After the RIR is obtained,
a cut-off point, marked as tc, has to be calculated for the decomposition of the
early reverberation and late reverberation. And an energy decay curve (EDC) is
also calculated for the computation of an approximate envelope for the synthesis
of the later reverberation. Then, a feedback delay network (FDN) is applied to
implement the late reverberation that meets the requirements of the EDC.

Early Reverberation. In this module, ISM is applied to get a simulation of
the room impulse response. The original ISM was first proposed by Allen and
Berkley, then soon became a popular technique for simulation of sound propa-
gation in reverberant settings. The image-source method is briefly described as
follows. A model of a rectangular room with dimensions Lx × Ly × Lz contains
a sound source and a receiver, respectively located at Ps = (xs , ys , zs)

T and
Pr = (xr , yr , zr )

T . The reflection coefficient β = (βx1 , βx2 , βy1 , βy2 , βz1 , βz2)
T for

each of six enclosure surfaces is used to characterize the acoustic properties of
the rectangular room. To get a simulation of the RIR between the source and
receiver, the method assumes that the sound waves reflect specularly on the
enclosure boundaries. The RIR (t), is computed by taking account of a series of
mirrored sources extending in 3 dimensions, and then by summing every image
sources contribution at the receiver:

r (t) =
1∑

μ=0

∞∑
ν=−∞

A (μ, ν) · δ (t − τ (μ, ν)) (4)

μ = (μx, μy, μz) and ν = (νx, νy, νz) are triplet parameters controlling the
indexing of the mirrored sources in three dimensions. A (·) is the amplitude factor
and τ (·) is the time delay of the considered mirrored source respectively. In (4)
the sum over μ (respectively, ν) is used to represent a triple sum over each of
the triples internal indices.

To be more specific the Eq. (4) can be written as follow:

r (t) =
1∑

μ=0

∞∑
ν=−∞

β|n−q|
x1

β|n|
x2

β|l−j|
y1

β|l|
y2

β|m−k|
z1

β|m|
z2

× δ (t − |Rμ + Rν | /c)
4π (|Rμ + Rν |) (5)
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Rμ here expresses in terms of the integer three-dimensional vector μ = (q, j, k)
as: Rμ = (xs − xr + 2qxr, ys − yr + 2jyr, zs − zr + 2kzr) and Rν here expresses
in terms of another integer three-dimensional vector ν = (n, l,m) as: Rν =
2 (nLx, lLy,mLz). The βs are the reflection coefficients of the six boundaries
of the enclosure, with subscript 1 referring to the boundaries adjacent to the
origin of the coordinate, and 2 referring to the opposing one. In Eq. (5), the
sum

∑
with index μ is to indicate three sum, namely one for each of the three

components of μ = (q, j, k), which is similar to ν = (n, l,m)’s. These sums are
over a three-dimensional lattice of points. For μ, there are eight, and for ν, the
lattice is infinite. After the r (t) obtained, we subtract the direct sound here by
setting the first non-zero value of the RIR to zero to get the RIR with direct
signal subtracted.

Late Reverberation. After the room impulse response is computed, tc, defined
as the time for which the overall energy of the signal in the RIR decreased by a
certain amount in Δc dB:

tc � E−1 (Δc) (6)

Once the early reflections, i.e., for t ≤ tc , has been computed using the
ISM technique, the late reverberation part of the RIR can be simulated by
generating a noise signal whose energy decay is determined by the EDC for
the given rectangular room. The energy decay curve can then be computed by
normalized Schroeder integration method:

E (t) = 10 · log10

(∫ ∞
t

r2 (ξ) dξ∫ ∞
0

r2 (ξ) dξ

)
(7)

The EDC is then applied for the computation of an approximate envelope for
the synthesis of the later reverberation, and is also limited to the case of small-
room acoustics in rectangular enclosures with specular reflections. The approach
used for EDC prediction relies on the following observation: the acoustic power
h (t) received at the receiver at a given time t corresponds to the addition of the
contributions from all the image sources located on a sphere of radius ρ = c · t
around the receiver (c denotes the propagation speed of acoustic waves).

After tc the and EDC is obtained, an FDN is applied to implement the
late reverberation. The FDN is built using N delay lines, each having a length
in seconds given by τi = mT , where T = 1/fs is the sampling period, and
a feedback matrix which is the Householder matrix we used in this paper. The
transmission function Hi (·) of the filters in the FDN can be derived by the follow
equation:

120 log10
∣∣Hi

(
ejω

)∣∣ = −60
T

Tr (ω)

(
mi − arg

[
ejω

]
ω

)
(8)

while the phase delay is usually negligible when compared to mi , the equation
above is then rewritten as:

20 log10
∣∣Hi

(
ejω

)∣∣ = −60
τi

Tr (ω)
(9)
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The Tr (ω) here describes the time that the energy attenuates r dB compared
to the direct signal. Tr (ω) can be derived from the EDC by equation:

Tr (ω) = E−1 (−r , ω) (10)

while E−1 (−r , ω) is the inverse function of E (t).

3 Distance Perception Experiment

A distance perceptual experiment is conducted to compare the perceptual fidelity
of binaural 3D audio generated by the DVF-ISM method to that using near-field
HRTFs synthesized by DVF.

In the experiment, a piece of music signal of the MPEG’s standard test
sequences is taken as the original signal and it is shown in the Fig. 2. For con-
venience, the HRTFs of subject-165 in CIPIC database is taken as the original
HRTF to be modified [9].

Fig. 2. The figure on the left of the red line shows the wave form of the original signal,
and the one on the right is a example of DVF-ISM processed audio when sound source
is located 30 cm away from listeners. (Color figure online)

8 listeners aged from 20 to 35 took part in the experiment. All the listeners
were first trained in a 6 × 4 × 2.8m3 room whose reflection coefficients of six
surfaces can be considered equal to 0.9. A speaker is used to represent the original
signal in different positions to train the listeners. The source positions are shown
in the Fig. 3:

First, the training starts from the farthest position in front of the listeners.
Then, the source moves towards the listener step by step. Between each step,

there is a 5 s break. After all the positions in the front of the listener trained,
a small test is conducted to verify if the listener is able to recognize the target
distance between him or herself and the sound source. If the listener can make
correct indication of the target distance 3 times in a row. We carry on the
training on the two sides and the back of listener. If the listener fails in the
test, the training need to be repeated, until the listener succeeds. The training
procedure on the sides and the back of the listener is the same as the one in
front of the listener.
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Fig. 3. The listeners are seated in the center of the room. Before they begin the distance
perception test, they all have to be trained to distinguish the locations of different sound
sources at different positions shown in this figure.

After qualified to recognize the distance, the listener begins listening to 16
sequences of processed audio with in-ear tube phones to compare the distance
perception fidelity. The 16 sequences is a mix of 8 DVF-ISM processed audio
at 4 different target distances and 8 DVF processed audio at the same 4 target
distances. The order of the sequences is randomized that the listeners are not
able to guess if the first eight sequences is processed by DVF-ISM. Listeners
have to listen to each sequence 3 times, and then give their perceptual distance
for each time. The perceptual distance given is asked to be chosen from the
distances in Fig. 3.

After given the perceptual distance, the listeners have to do an extra cmos
test to compare DVF-ISM processed audio and DVF processed audio to training
signal, respectively. The rule of score is shown in Table 1:

Table 1. Rule of score

Score Feeling of distance

2 Far further

1 Further

0 Same

−1 Closer

−2 Very closer

We summarized the perception result on different directions. As the paper
focus on the distance reconstruction, the discussion below is limited to the
distance perception performance. In Fig. 4, the distance perception results show



Binaural Sound Source Distance Reproduction Based on DVF and ISM 109

that the mean perceptual distance using the DVF-ISM is closer to the real source
distance than that using DVF when the target distance is in 75 cm. When tar-
get distance is 75 cm or 100 cm away from the listener, the distance perception
result of the DVF-ISM is almost the same as the one of the DVF. Besides, the
range of perceptual distance using DVF-ISM is obviously smaller than that using
DVF, which means the DVF-ISM may produce 3D audio with steadier feeling
of distance.

Fig. 4. Here is the distance perception result. Numbers around the boxes is the mean
perceptual distance when the target distance is 30 cm, 50 cm, 75 cm or 100 cm. The
height of each box means the range of perceptual distance. Lines reach out of the
boxes is the outliers in the tests.

The cmos test also indicates that the DVF-ISM method can generate 3D
audio with more accurate and steadier feeling of distance (Fig. 5).

The DVF-ISM maintains the intensity and ILD that DVF utilizes to indi-
cate the change in the propagation when sound source moves. In addition, the
reverberation added using the DVF-ISM introduces an energy ratio of direct-to-
reverberant (D/R) sound which provides an absolute cue to distance perception
according to [10]. When the source is near around the listener, the change in dis-
tance between source and listener can affect the D/R obviously, which explain
why the mean perceptual distance is closer to the target when using DVF-ISM.
When the source is not near enough, the change in distance between source and
listener may affect the D/R so slightly that the listeners are not able to tell
if the D/R is changed. About the reduction of variance of perceptual distance,
we now have not get a clear explanation. As we human subjects are always
doing distance perception practice unconsciously in rooms, halls, movie theatre
or somewhere else that reverberation always exists, we guessed that the artifi-
cial reverberation might make the listeners more familiar with reverberant audio.
Further study will be made in our following work about the guess. While, there
is still a variation for different listeners. The variation for different listeners may
blame for non-individual HRTF here.
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Fig. 5. Here is the comparison between the distance perception performances of DVF-
ISM and DVF. The mean cmos scores of DVF-ISM is closer to 0 than the scores of
DVF when the distance is 30 cm, 50 cm or 75 cm. When distance is 100 cm, the mean
cmos scores is almost the same. Besides that, the variation of DVF-ISM is smaller than
that of DVF no matter what the distance is.

4 Conclusion

In this paper, a DVF-ISM method was proposed to generate binaural 3D audio
with more accurate feeling of distance. The method combined the DVF with
artificial reverberation simulated by ISM to control intensity, interaural differ-
ences and reverberation at same time. We applied DVF to indicate the change in
intensity and ILD when the position of sound source changes. Also, we applied
ISM to simulate the reflection and absorption of sound wave in the reverberant
settings to add an D/R factor to help the distance perception. The result of dis-
tance perception experiments shows that DVF-ISM can use to synthesize audio
with better accuracy and stability of feeling of distance. Further research will be
done to reduce the complexity of the DVF-ISM method in our following work.
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Abstract. 3D reconstruction has become an active research topic with
the popularity of consumer-grade RGB-D cameras, and registration for
model alignment is one of the most important steps. Most typical sys-
tems adopt depth-based geometry matching, while the captured color
images are totally discarded. Some recent methods further introduce
photometric cue for better results, but only frame-to-frame matching is
used. In this paper, a novel registration approach is proposed. According
to both geometric and photometric consistency, depth and color infor-
mation are involved in a unified optimization framework. With the avail-
able depth maps and color images, a global model with colored surface
vertices is maintained. The incoming RGB-D frames are aligned based
on frame-to-model matching for more effective camera pose estimation.
Both quantitative and qualitative experimental results demonstrate that
better reconstruction performance can be obtained by our proposal.

Keywords: 3D reconstruction · Color mapping · Registration ·
Frame-to-model matching · Optimization

1 Introduction

As one of the most important tasks in computer vision and graphics, high-quality
digitization of real-world objects has always been a hot research theme. Generally
speaking, digital 3D objects cannot be directly acquired by some equipment, and
they are often reconstructed based on the captured raw data, such as depth maps
and color images. In the last decades, several 3D reconstruction methods have
been explored. With the development of sensing technology, consumer-grade
RGB-D cameras have appeared recently. Since they are often with low cost,
easy portability and high streaming rate, these cameras have been widely used
in various applications, such as augmented reality, computer games, and virtual
shopping. Although with many advantages, consumer-grade RGB-D cameras are
often with inevitable distortions, and the obtained data are usually not accurate
enough, especially for the captured depth maps [1]. Therefore, how to obtain
satisfactory 3D reconstruction performance with inaccurate capture devices has
been paid more and more attention in recent years [2–12].

3D reconstruction with RGB-D cameras mainly resorts to the obtained depth
information, and there are two main steps in the whole process: registration and
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 112–123, 2017.
DOI: 10.1007/978-3-319-51814-5 10
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integration. The procedures can be simply described as follows. Since multiple
depth maps are captured from different positions and directions, they are first
aligned into the same coordinate space based on the estimated camera poses.
Then the registered models are combined together to get the final reconstruction
results.

The accuracy of model alignment has a major influence on the final recon-
struction performance, hence most research work mainly focuses on the approach
of registration. The most direct idea is to estimate the camera pose of each depth
map as accurate as possible, and two frequently adopted ways are frame-to-frame
matching [13] and frame-to-model matching [2,3]. Frame-to-frame matching only
considers two consecutive frames at a time, and estimates the camera pose of each
new depth map by aligning it to its last frame. While frame-to-model matching
maintains a model constructed by all the frames coming before, and registers the
incoming depth map to the growing model. Since the existing frames are made
full use of, frame-to-model matching is often more effective and more robust than
frame-to-frame matching [3]. No matter which kind of matching way is adopted,
most registration approaches pay more attention to real-time 3D reconstruction,
and only consider the frames before the incoming depth map. When the real-
time requirement is not necessary, more useful information can be involved for
more accurate results. Two-pass registration [4] is such an example. In the first
pass, all the available frames are used to construct a whole model; and in the
second pass, each frame is revisited again and aligned to the acquired model.
As the frames after the incoming depth map are also taken into account, more
stable camera pose estimation results can be obtained.

Besides kinds of approaches for camera pose estimation, camera distortions
are also addressed in some recent research. Two categories of methods are often
adopted. The first category of methods are mainly based on calibration, and try
to estimate a specific distortion function with a pre-defined form for the given
camera [14,15]. Since specialized calibration sequences are required, the applica-
ble cases of these methods are largely confined. Moreover, the real distortion
function is usually irregular and complicated, so the assumption about its form
may be not exact. The second category of methods do not explicitly estimate
camera distortions, but attempt to correct them by introducing non-rigid defor-
mation, and the most suitable deformation parameters are often calculated by
optimization. Elastic registration [5] finds the most appropriate mapping for each
3D point. Because of the lack of prior knowledge, it always leads to unnecessary
warping in the final reconstruction results. Moreover, it is quite time-consuming.
By factorizing the non-rigid deformation into a rigid localization component and
a latent non-rigid calibration component, the method of SLAC [7] effectively con-
ducts localization and calibration at the same time. As both of the two aspects
are elaborated considered in one joint optimization framework, it achieves better
reconstruction performance. Meanwhile, since the number of parameters to be
optimized is much smaller, its overall computational cost is dramatically reduced.

Most representative systems only adopt depth maps for 3D reconstruction,
and the methods of geometric alignment have been largely explored. However, as
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only distance information is recorded, the captured depth map has a certain lim-
itations. Apart from its inaccuracy and missing data, depth-based reconstruction
is prone to drift and failure in the presence of smooth surfaces. Therefore, some
methods attempt to introduce color images and utilize photometric cue for per-
formance improvement [16–20]. Considering real-time requirements, complicated
image processing operations cannot be conducted, and pixel-level dense match-
ing is often adopted. In the existing methods, only frame-to-frame matching is
used for photometric consistency based registration. That is to say, for color-
involved camera pose estimation, only the incoming image and the previous
one are considered. Like the case for depth-based registration, it is hoped that
frame-to-model matching will also outperform frame-to-frame matching when
color information is taken into account.

In this paper, with the basic idea to utilize color images as well as depth
maps for better reconstruction performance, a novel registration approach is
proposed. The whole system is with the similar workflow to KinectFusion [2,3].
However, its maintained global model contains not only surface vertices and
their normals, but also the corresponding color values. When a new pair of depth
map and color image come, the idea of frame-to-model matching is adopted, and
both geometric and photometric consistency are considered to develop a unified
optimization problem. Since the relationship between the new captured data
and the existing RGB-D frames is fully explored, more accurate camera pose
estimation results are obtained. Moreover, by introducing non-rigid correction
functions, our proposal can be easily extended to involve camera distortions in
the same framework.

The rest of the paper is organized as follows. Section 2 describes our proposed
color-introduced frame-to-model registration approach in detail. Our experimen-
tal results are illustrated in Sect. 3. Some conclusions and analysis of future work
follow in Sect. 4.

2 Color-Introduced Frame-to-Model Registration

In this section, first we explain the approach to represent the maintained global
model with color information. Then we present the optimization problem based
on both geometric and photometric consistency for frame-to-model registration,
and talk about how to effectively solve it. Finally, we discuss some extensions of
our proposed method.

2.1 Colored Global Model Representation

In KinectFusion [2,3], the whole geometry information of the 3D object to be
reconstructed is represented by a volumetric truncated signed distance function
(TSDF). The TSDF value of each point is defined as the signed distance between
its calculated depth and the value of its projection position in the depth map,
and the distance is truncated into a pre-defined interval. For each iteration,
when a new depth map comes, after the step of registration for camera pose
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estimation, its corresponding TSDF volume is calculated and aligned to the
maintained global TSDF volume. Then in the step of integration, the calculated
TSDF volume and the global one are combined together by a simple running
weighted average [21].

Given the integrated TSDF volume, with the idea to find the points with
zero-valued TSDF, pixel-level raycast [22] is performed to determine the vertices
on the model surface, and the corresponding normals are obtained by gradient
extraction. For the global TSDF volume constructed by (k − 1) depth maps,
the calculated surface vertices and their normals are denoted as Vg

k−1(u) and
Ng

k−1(u), respectively, where the superscript “g” indicates that they are defined
in the global world space, and u is the pixel position in the image. These data
are used as the “model” for depth-based frame-to-model matching [2,3].

In our proposal, TSDF volume is also adopted for maintaining the overall
geometry information, the surface vertices Vg

k−1(u) and their normals Ng
k−1(u)

are calculated in the same way as that in KinectFusion [2,3]. To further involve
color information, each surface vertex is transformed into the camera space and
projected to the available color images. Let the already estimated camera poses
for the (k − 1) RGB-D frames be {Tg,1,Tg,2, · · · ,Tg,k−1}, which indicate the
transformation matrices from each camera space to the global world space. Thus
in the m-th (m = 1, 2, · · · , k − 1) camera space, the surface vertices are calcu-
lated as

pm = [xm, ym, zm, 1]T = T−1
g,mVg

k−1(u) (1)

where homogeneous coordinates are adopted, and Tg,m is a 4×4 matrix involving
both rotation and translation. Let H(·) denote the projection operation from 3D
space to 2D space, fx and fy be the focal lengths, and (cx, cy) be the coordinates
for the principal point, then the projection position is

vm = H(pm) =
[
xmfx
zm

+ cx,
ymfy
zm

+ cy

]T

(2)

Given the (k − 1) color images {F1,F2, · · · ,Fk−1}, the color of each surface
vertex can be calculated by averaging all the color values of the corresponding
projection positions, namely

Cg
k−1(u) =

1
k − 1

k−1∑
m=1

Fm(vm) (3)

The above discussion only considers the projection model for each separated
point, but does not address its visibility. In fact, the surface vertex Vg

k−1(u) may
be unseen from the viewpoint of the m-th camera, thus the color value of the
projection position will be meaningless. Therefore, a constraint is introduced,
and we only choose the vertices whose calculated depth in the m-th camera
space and the depth value of the projection position are close enough. Let the
(k − 1) depth maps be denoted as {D1,D2, · · · ,Dk−1}, the constraint can be
formulated as

|zm − Dm(vm)| < θ (4)
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where θ is a pre-defined threshold. Since it is more likely that the surface ver-
tex cannot be seen from the viewpoint of images captured a long time before,
the color calculation is confined for only considering the previous M images to
reduce the computational load. Therefore, the final color of each surface vertex
is determined as

Cg
k−1(u) =

∑M
i=1 Fk−i(vk−i) · I (|zk−i − Dk−i(vk−i)| < θ)∑M

i=1 I (|zk−i − Dk−i(vk−i)| < θ)
(5)

where I(·) is the indicator function, namely I(A) = 1 when A is true, otherwise
I(A) = 0.

With the constantly updated TSDF volume, all the surface vertices may be
totally changed with the new RGB-D frames, thus the color value of each surface
vertex must be recalculated in each iteration. Fortunately, the calculation can
be efficiently implemented in parallel by GPU, thus the computational time cost
is quite low. In our proposal, the calculated colors Cg

k−1(u), as well as the surface
vertices Vg

k−1(u) and the corresponding normals Ng
k−1(u), are utilized as the

global model in the step of registration.

2.2 Frame-to-Model Matching Based Optimization

When the k-th depth map Dk comes, its corresponding vertices Vk(u) and nor-
mals Nk(u) are obtained by the method in KinectFusion [2,3]. As they are
expressed in the camera space, the superscript “g” is not used. The incoming
color image Fk, as well as the calculated Vk(u) and Nk(u), are treated as the
“frame” information.

In our proposal, both geometric and photometric consistency are taken into
account for registration, and the way of frame-to-model matching is adopted for
the two aspects. By fully exploring the available depth maps and color images in
a unified optimization framework, the camera pose Tg,k can be estimated more
accurately.

For frame-to-model geometry matching, the case is the same as that in
KinectFusion [2,3]. By finding the corresponding projection positions and involv-
ing point-to-plane distance, the cost term is defined as

E1(Tg,k) =
∑

(u,û)∈U

∥∥∥(
Tg,kVk(u) − Vg

k−1(û)
)T

Ng
k−1(û)

∥∥∥2

(6)

where u and û are corresponding projection positions for the same point in 3D
space, and U is the set of corresponding position pairs found by considering both
the vertex coordinates and the normal directions.

For frame-to-model color matching, the color of each 3D vertex in the global
model is compared with the value of the 2D projection position in the k-th color
image, and it is hoped that the two color values should be as close as possible.
According to Eqs. (1) and (2), we calculate each surface vertex represented in
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the k-th camera space pk and its corresponding projection position vk, and the
cost term is described as

E2(Tg,k) =
∑
u∈W

∥∥Cg
k−1(u) − Fk(vk)

∥∥2

=
∑
u∈W

∥∥∥Cg
k−1(u) − Fk

(
H

(
T−1

g,kV
g
k−1(u)

))∥∥∥2

(7)

where W is the set of valid projection positions defined by considering a similar
constraint as that in Eq. (4)

W =
{
u

∣∣ |zk − Dk(vk)| < θ
}

=
{
u

∣∣∣∣
∣∣∣zk − Dk

(
H

(
T−1

g,kV
g
k−1(u)

))∣∣∣ < θ

}
(8)

where zk is the z-coordinate of pk, indicating the calculated depth in the k-th
camera space.

The aforementioned two cost terms are linearly combined in our proposal,
and the final cost function involving both geometric and photometric consistency
is defined as

E(Tg,k) = E1(Tg,k) + λE2(Tg,k)

=
∑

(u,û)∈U

∥∥∥(
Tg,kVk(u) − Vg

k−1(û)
)T

Ng
k−1(û)

∥∥∥2

+λ
∑
u∈W

∥∥∥Cg
k−1(u) − Fk

(
H

(
T−1

g,kV
g
k−1(u)

))∥∥∥2

(9)

where λ is a balanced coefficient for the two terms. It may remain unchanged for
all the RGB-D frames or vary with different values. An example for introducing
variable coefficient is to consider the blurriness of each color image. λ can be set
to a smaller value for more blurry images, as it is likely that the photometric
cue obtained from blurry images is inaccurate. The camera pose Tg,k can be
calculated by minimizing the overall cost function, which also means maximizing
the geometric and photometric consistency.

2.3 Solution to Optimization Problem

As how to minimize the first cost term E1(Tg,k) in the optimization problem
has been detailedly explained in KinectFusion [3], we pay more attention to the
second term E2(Tg,k) in this section.

The solution of KinectFusion is an iterative approach, and the camera pose
to be determined in one iteration is locally linearized around its value obtained
in the last iteration. That is to say, in the n-th round of iteration for calculating
Tg,k, we have
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T(n)
g,k ≈ ΔT T(n−1)

g,k

=

⎡
⎢⎢⎣

1 −γ β a
γ 1 −α b

−β α 1 c
0 0 0 1

⎤
⎥⎥⎦T(n−1)

g,k (10)

Here a vector x = [α, β, γ, a, b, c]T ∈ R
6 is adopted for parameterizing the incre-

mental transformation matrix ΔT, in which [α, β, γ]T and [a, b, c]T are used for
describing the tiny rotation and translation variations, respectively. To deal with
T−1

g,k in the second cost term E2(Tg,k), considering that all the six elements in
the vector x are with small values, it can be easily obtained

(
T(n)

g,k

)−1

≈
(
T(n−1)

g,k

)−1

(ΔT)−1

≈
(
T(n−1)

g,k

)−1

⎡
⎢⎢⎣

1 γ −β −a
−γ 1 α −b
β −α 1 −c
0 0 0 1

⎤
⎥⎥⎦ (11)

In the iterative solution for minimizing the first cost term E1(Tg,k), the prob-
lem is transformed into a linear equation in KinectFusion. Since the derivation
process is complicated, the final result is simply denoted as Ax = b, where A
is a 6 × 6 symmetric matrix, and b is a 6 × 1 vector. For more details about
the derivation, the readers can be referred to [3]. For minimizing the second cost
term E2(Tg,k), since it is with the form of non-linear least squares, the Gauss-
Newton method can be adopted. In the n-th round of iteration, we calculate the
residual vector r = [ru] where

ru = Cg
k−1(u) − Fk

(
H

( (
T(n−1)

g,k

)−1

Vg
k−1(u)

))
(12)

as well as its Jacobian matrix J with respect to x, then the parameterized vector
x can be updated by JTJx = −JT r. In our proposal, by taking both of the two
cost terms into account, x is calculated by solving the equation

(
A + λJTJ

)
x =

(
b − λJT r

)
(13)

Like KinectFusion [3], we can also down-sample the depth maps and color
images for multi-scale representations, and conduct a coarse-to-fine framework
to effectively solve the optimization problem.

2.4 Extensions

In the above discussion, we only talk about the case when all the depth maps
have their corresponding color images. While in the practical applications with
RGB-D cameras, depth maps and color images may be captured with different
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frame rates, and it is more likely that color images are obtained with lower frame
rate for larger resolution. To extend our method to manage the situation, our
proposed color-introduced frame-to-model registration is only utilized when the
pair of depth map and color image exist, otherwise only geometry matching is
adopted for camera pose estimation.

Our proposal can also be easily extended for involving camera distortions.
Like the method in [23], in order to deal with the optical aberrations, a non-rigid
correction function Lk over the image plane is introduced, and the cost term for
photometric consistency is modified as

E2(Tg,k) =
∑
u∈W

∥∥Cg
k−1(u) − Fk

(
Lk(vk)

)∥∥2 (14)

where Lk is directly defined for some pre-given positions, and generalized to other
positions in the image plane by bilinear interpolation. The camera pose Tg,k and
the parameters of the correction function Lk can be iteratively calculated by joint
optimization.

3 Experimental Results

To evaluate the performance of our proposed approach, some experiments are
implemented on two data sets. For quantitative evaluation, camera pose estima-
tion and 3D reconstruction are conducted on the RGB-D SLAM benchmark [24].
Three sequences “fr1/desk”, “fr1/room”, as well as “fr3/long office household”
from the benchmark are adopted, and the first 100 pairs of depth maps and
color images in each sequence are used. Some captured color images in the three
sequences are shown in Fig. 1. Since the benchmark provides ground-truth tra-
jectories obtained from a high-accuracy motion capture system, the estimated
camera poses can be compared with the ground-truth data. The absolute trans-
lational root mean square error [24] is utilized as the performance measure.

Fig. 1. Some captured color images in the sequences “fr1/desk”, “fr1/room”, and
“fr3/long office household” from the RGB-D SLAM benchmark (Color figure online)

Three other registration approaches are used for comparison, including
depth-based frame-to-frame matching (D F2F) [13], depth-based frame-to-model
matching (D F2M) [2,3], as well as D F2M further involving frame-to-frame color
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matching (D F2M+C F2F) [20]. The absolute translational root mean square
errors for the three methods and our proposal are listed in Table 1, it can be
seen that our approach produces the best results for all the sequences. D F2F
only adopts two consecutive depth maps for camera pose estimation. As much
useful information is not well explored, its performance is the worst of all. Com-
pared with D F2M, both D F2M+C F2F and our proposal introduce photomet-
ric consistency in the step of registration. Their superiority demonstrates that it
is reasonable to utilize color images as additional cue for obtaining more accurate
trajectories. As far as the two color-involved approaches are concerned, like the
case of geometric alignment, frame-to-model matching also outperforms frame-
to-frame matching for color-introduced registration. Therefore, our proposal is
more effective than D F2M+C F2F.

Table 1. Absolute translational root mean square errors (in centimeters) on difference
sequences from the RGB-D SLAM benchmark

Sequence D F2F D F2M D F2M+C F2F Our proposal

fr1/desk 4.53 2.03 1.99 1.83

fr1/room 4.70 4.33 4.14 3.89

fr3/office 4.74 1.90 1.84 1.78

To demonstrate the difference of the estimated camera poses more clearly,
as an example, the reconstruction results of D F2M and our proposal for the
sequence “fr1/desk” are placed in the same coordinate space and illustrated in
Fig. 2. We can see that there are obvious displacements between the two results.
Similar cases can be obtained for other sequences, and the displacements between
the reconstruction results of our proposal and other approaches always exist as
well. It is known that inaccurate estimated camera poses will hinder subsequent
steps such as color mapping, thus effective registration approach is of great
importance for 3D processing.

We also conduct experiments on our own data, which consists of 1328 pairs of
depth maps and color images captured from various viewpoints for a toy teddy
bear. All the depth maps are adopted in the process of depth-based reconstruc-
tion. For involving color information, 42 images with low blurriness are chosen
to ensure the accuracy of the introduced photometric cue. In order to better
compare different approaches, colored reconstruction results are illustrated here,
and the color of each surface vertex is simply determined by averaging all the
corresponding color values in the images. The reconstructed toy teddy bears
by D F2M and our proposal are shown in Fig. 3. We can see that even only
about 3.2% (42/1328) color images are adopted for registration, our result is
more clear than that by D F2M, especially for the area of characters on the
box, which indicates that the estimated camera poses by our proposal are more
accurate. It should be noted that only simple color mapping is implemented
here, thus the performance is not satisfactory. If more elaborate color mapping
methods, such as [23], are utilized, better results can be achieved.
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Fig. 2. Reconstruction results of D F2M and our proposal for the sequence “fr1/desk”
placed in the same coordinate space

(a) D F2M (b) Our proposal

Fig. 3. Reconstructed toy teddy bears by D F2M and our proposal

4 Conclusions and Future Work

In this paper, by taking both geometric and photometric consistency into
account, a novel registration approach for 3D reconstruction is proposed. Since
they can provide additional information over depth maps, color images are rea-
sonably introduced and largely explored. To make full use of the existing RGB-D
frames, the maintained global model contains not only surface vertices and their
normals, but also the corresponding color values. Frame-to-model geometry
matching and color matching are simultaneously considered in a unified opti-
mization framework, and an iterative solution is well developed. Furthermore,
our method can be easily extended to deal with the case when depth maps and
color images are captured with different frame rates, and it is convenient to fur-
ther involve camera distortions. Experiments demonstrate that our proposal can
achieve more accurate camera pose estimation results.

For the next research work, we will mainly focus on how to involve camera dis-
tortions more effectively. In the existing methods to address camera distortions
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by non-rigid transformation, the correction function is usually directly defined
on a uniform lattice, and the lattice is kept the same for all the color images. In
our proposal, only the projection positions of the surface vertices are useful for
camera pose estimation. Generally speaking, they are not evenly distributed in
the image plane, and their distributions are different for each image. Therefore,
if only the same uniform lattice is adopted, the interpolation results may be inac-
curate for the positions not on the lattice, and more complex lattices should be
considered for better representation of non-rigid transformations. In the future,
we will pay our attention to the problem of how to adaptively determine the
most effective lattice for each color image, and attempt to efficiently finish its
implementation.
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Abstract. In recent years, there has been significant progress in devel-
oping more compact visual descriptors, typically by aggregating local
descriptors. However, all these methods are descriptors for still images,
and are typically applied independently to (key) frames when used in
tasks such as instance search in video. Thus, they do not make use of the
temporal redundancy of the video, which has negative impacts on the
descriptor size and the matching complexity. We propose a compressed
descriptor for image sequences, which encodes a segment of video using
a single descriptor. The proposed approach is a framework that can be
used with different local descriptors, including compact descriptors. We
describe the extraction and matching process for the descriptor and pro-
vide evaluation results on a large video data set.

1 Introduction

Instance search, i.e., finding video clips containing a similar foreground object,
background or scene as in the query, is still a challenging problem in large-
scale video collections. In contrast to video copy detection, the problem cannot
be addressed only by global visual descriptors, due to the variability with which
the object of interest may be depicted. In recent years, there has been significant
progress in defining more compact visual descriptors, typically by aggregating
local descriptors (either sampled from interest points or densely) and applying
means such as dimensionality reductions and binarization. Examples of such
methods are Fisher Vectors [12], VLAD [8] and its improvements [4], VLAT [13]
and CDVS [3]. While these descriptors achieve good matching performance even
at small descriptor sizes, they are all descriptors for still images that need to be
applied independently to individual frames of the video. Thus, they do not make
use of the temporal redundancy of the video. This is not only an issue of the
size of the extracted descriptor, but also of the matching complexity, as pairwise
matching of the frame descriptors has to be performed.

We propose a descriptor for image sequences, which encodes a set of consecu-
tive and related frames (i.e., a segment such as a shot) as a single descriptor. The
descriptor is created from an aggregation of sets of local descriptors from each
of the images, and contains an aggregation of global descriptors and a time and
location indexed set of the extracted local descriptors. The proposed method can
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 124–135, 2017.
DOI: 10.1007/978-3-319-51814-5 11
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use compact still image descriptors (such as CDVS) as its basis. The descriptor
extraction is based on a method for local descriptor extraction from interest
points and a method for aggregation of such descriptors to a global descriptor,
but is agnostic of the specific type of descriptor and aggregation method (as long
as they fulfill certain properties). The descriptor extraction process can be para-
metrized for different descriptor bitrates. Depending on the bitrate, temporal
subsampling and possibly lossy compression of local descriptors is applied. The
matching process is hierarchical, in the sense that matching of details is only
performed if some degree of similarity is found on the coarser level.

The rest of this paper is organized as follows. Section 2 defines the proposed
descriptor and introduces the notation. The extraction of the descriptor from an
image sequence is described in Sect. 3 and the matching of a pair of descriptors
in Sect. 4. Section 5 presents evaluation results on a large video data set and
Sect. 6 concludes the paper.

2 Descriptor Definition

Let I = {I1, . . . , IN} be the sequence of images of a video, and let further
S = {S1, . . . , SK} be the set of segments of the video, with Sk = {Ik

1 , . . . , Ik
Mk

}
being the set of images of a segment. A segment is only characterized by visual
similarity and continuous changes between subsequent frames, but does not nec-
essarily coincide with a semantic unit of the video. However, in practice, a seg-
ment is likely to be a shot or subshot.

Let Pm = {pm
1 , . . . , pm

n } be a set of interest points extracted from image
Ik
m (using a method such as DoG [10], ALP [5] or Hessian Affine [11]), Dm =

{dm
1 , . . . , dm

n } be a corresponding set of descriptors of the surrounding region
of each of the interest points, such as SIFT [10], SURF [6] or ORB [14], and
Gm be a descriptor of the frame obtained from aggregating the descriptors in
Dm using a method such as Fisher Vectors (FV) [7], Scalable Compressed FV,
VLAD [8], VLAT [13]. Let Gm

0 be an encoded version of Gm, such as after
dimension reduction. If the method chosen for descriptor aggregation already
yields a binary descriptor, then let Gm

0 = Gm. The descriptor d̄m
i is an encoded

version of the local descriptor, e.g. as defined by the local descriptor encoding
in CDVS [3].

The compact image sequence descriptor for a segment is composed of a global
and a local descriptor DSk

= (GSk
,LSk

), where the global descriptor is GSk
=

(Gm̃
0 , {Δj

G|j ∈ Ik, j �= m̃}), i.e. consists of one descriptor for frame m̃ (selected
as described in Sect. 3), and a set of descriptors for all or a subset of the other
frames in the shot. Δj

G is calculated as enc(Gj
0 ⊕ Gm̃

0 ), with enc() being the
encoding defined in Sect. 3.

The local part of the descriptor is defined as LSk
= (T, fm̃, Δ̄, {λj}). It

consists of a time map T indicating the presence of descriptors in the frames of
the segments, the encoded local descriptors fm̃ of the medoid frame, a (sub)set
Δ̄ of local descriptors of other frames, which are encoded as the differences of
the feature descriptors, with enc() being the encoding defined in Sect. 3, and the
set of encoded locations of the descriptors λj in each of the frames j.
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Figure 1 shows an example application of the proposed descriptor for match-
ing two image sequences. The two sequences were shot at nearby locations at
different times, and show largely overlapping background scenery. For each of
the images, interest point detection and local descriptor extraction is performed,
and an aggregated global descriptor per frame is determined. In order to repre-
sent the entire sequence efficiently, the descriptors from each of the frames are
encoded as the global and local descriptors of a reference frame (determined by
the medoid global descriptor of the sequence), and differentially coded global
and local descriptors of the other frames. Matching is then done efficiently using
only the segment descriptors.

...

}

...

010110 000100

010111 000001

σ=0.9 

Match

Fig. 1. Example of matching two image sequences.

3 Descriptor Extraction

The extraction process is depicted in Fig. 2. The extraction can be performed
from all or a subset of frames of the image sequence, selected by regular sub-
sampling by factor fs. Clearly, this parameter impacts the size of the resulting
descriptor and determines the upper boundary of the temporal localization pre-
cision of the descriptor. An additional input parameter is the average upper
boundary of the descriptor size Smax, specified in kilobytes per second of video.

The first part is the temporal segmentation of the video in visually homo-
geneous segments. For every frame Im, interest points Pm are sampled, local
descriptors Dm are extracted and aggregated to a global descriptor Gm.

This is done using the similarity of the extracted descriptor, defining a seg-
ment as starting from frame î

Sk = {Ii|δg(Gi, Gi−1) ≤ θg ∧ Ii−1 ∈ Sk, i = î . . . inf}, (1)
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Fig. 2. Segment descriptor extraction.

where δg is an appropriate distance function for the chosen global descriptor,
and θg is a threshold chosen for the desired segmentation properties. Smaller
values will yield more homogeneous segments (in terms of visual variations) and
shorter duration, but more compact descriptors for these segments.

Once segments are identified, the descriptor for a segment is encoded by
aggregating global and local descriptors of the segments.

3.1 Global Descriptor

From the set of global descriptors Gm, Gn,m, n ∈ Sk, the pairwise distances
δg(Gm, Gn) are determined, and the medoid frame

m̃ = argminj

∑
i

δg(Gi, Gj), (2)

is selected. The corresponding descriptor is encoded as Gm̃
0 . For the other sam-

pled frames i �= m̃ ∈ Sk, Δ̄i
G = Gi

0 ⊕ Gm̃
0 is determined, i.e., the bit-wise

differences of the binarized global descriptors are calculated. The rationale is to
obtain descriptors of the same size, but with a lower number of bits set. Then,
adaptive binary arithmetic coding (ABAC) is applied, yielding Δi

G = enc(Δ̄i
G).

Depending on the choice of Smax, all or only a subset of the descriptors are
included in the descriptor for the segment, optionally using a minimum distance
of θS for descriptors to be included. In case descriptors need to be removed,
they are removed by ascending values of δg(Gi, Gm̃) i.e. descriptors more similar
to the medoid descriptor are removed first. The remaining number of difference
descriptors is denoted Kg. In the minimum case Kg = 0, i.e. the resulting global
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descriptor consists only of the medoid descriptor. The descriptors are output in
this order

[Gm̃
0 , Γ0, . . . , ΓKg

],where

Γi =

{
Δk0

G , k0 = argmaxkδg(Gk, Gm̃), if i = 0
Δki

G , ki = argmaxkδg(Gk, Gki−1), Gk /∈ {Gk0 , . . . , Gki−1}, otherwise
(3)

3.2 Local Descriptor

The construction of the local descriptor is done as follows. For each of the frames
feature selection is performed as defined in the encoding process for d̄m

i , but
encoding is not yet performed.

Each of these selected descriptors dm
i = {x, y, π, f} is a tuple of location,

selection priority and feature descriptor. Starting from the medoid frame m̃, the
sufficiently dissimilar descriptors are collected:

L = {dm
i |δl(dm

i , dn
j ) ≥ θl;∀i, j;

m = m̃, m̃ − 1, m̃ + 1, . . . ;n = m̃ − 1, m̃ + 1, . . .}, (4)

where θl is a threshold, chosen depending on the intended descriptor size, δl(·) is
an appropriate distance function. For descriptors omitted due to high similarity,
a reference to the most similar descriptor is kept. This results in a set FL of
feature descriptors. For each l ∈ FL, the set lT of frames mi in which this (or a
very similar) descriptor appears, as well as their location is described as:

li = (fi, l
T
i ) (5)

lTi = {(t(mi), xmi
, ymi

)} (6)

The frames are identified by time points t(mi) relative to the segment’s start.
For the set of descriptors in FL, the most similar descriptor in FL is deter-

mined, and the feature descriptor is determined as the difference of the encoded
descriptors, i.e.

δ̄i = f̄di
− f̄dj

,wherej = argminjδl(fdi
− fdj

). (7)

Adaptive binary arithmetic encoding is applied to the difference descriptors
δ̄i. A counter records in which of the frames instances of the local descriptors
are present:

T = (τm̃, τm̃−1, τm̃+1, . . .),

τi =
∑

lq∈FL

{
1 if i ∈ lTq
0

(8)

The differential part of the descriptor is thus composed as

Δ̄ = {(j, enc(δ̄i)),∀δi}, (9)
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with j being the index of the descriptor from use for difference calculation. The
encoding of locations is performed as described in the CDVS standard (function
locenc()).

The local part of the segment descriptor is composed of the set of the time
map, the local descriptors appearing in the medoid frame, the set of encoded
local difference descriptors, and of the locations of all descriptors:

(T, fm̃,Δ, (locenc(Lm̃), locenc(Lm̃+1), locenc(Lm̃−1), . . .)), (10)

where L̄i is the set of locations of local descriptors present in frame i. The
global and local segment descriptors thus obtained are combined into a segment
descriptor.

4 Descriptor Matching

Given two segment descriptors A and B, with |A|, |B| denoting the respective
segment lengths, matching is performed to obtain a matching score σ, which is
determined as described below and shown in Fig. 3.

Read descriptor A Read descriptor B Match global medoid 
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Itera ve decoding and 
matching of global difference 

descriptors

similarity > θg
no

return score

yes

min. nr. de-
scriptors matched
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do local 
matching?

no
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matched
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Match local
descriptors of medoid 
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matching of local difference 

descriptors of all frames

min. nr. de-
scriptors matched
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all descriptors 
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no

no

no

combine global and local 
scores

yes

Fig. 3. Segment descriptor matching process.

4.1 Global Descriptor Matching

First, determine the similarity σg of the medoid descriptors GA
0 and GB

0 of the
two frames, using threshold θm. If the matching score is below the threshold,
σg = 0, and matching terminates.
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Otherwise, the matching process continues with iterative decoding and
matching of global descriptors. The similarity σg is compared against a second
threshold Θγ , with Θγ > Θm and the match count is determined as

cG =

{
0, σg ≤ θγ

1, otherwise
(11)

and score σ0 = σgc
G. The process proceeds to incrementally decode global

descriptors GA
1 , . . . , GA

K and GB
1 , . . . , GB

K′ and match them against all global
descriptors decoded so far, yielding similarities ρ1, . . . , ρKK′/2. Then the match
count cG is increased by one for every ρk > θγ, and σk is calculated as

σk =
1
cG

{
ρk, ρk ≤ θγ ,

0, otherwise.
(12)

A minimum number of min(2 + 	max(|A|, |B|)smin
, |A|, |B|) descriptors are
matched, with smin being a constant ≥ 1. The constant factor two ensures
that the most dissimilar global descriptors to the medoid global descriptor are
matched (if they were encoded in the descriptor). As additional global descriptors
are more similar to the medoid descriptor, decoding and matching further global
descriptors from either of the segment descriptors stops after having matched the
minimum number of frames if σj decreases. If this is the case for both segment
descriptors, global matching terminates. Global matching also terminates if all
descriptors of all frames present in the segment descriptor have been matched.
If only global matching is to be performed, matching terminates. The score
σG of the global descriptor matching is calculated as follows. If the number of
matching frames exceeds nmin = �mminmin(|A|, |B|)�, with a scaling parameter
mmin (0 < mmin ≤ 1), then σG is calculated as median of the nmin highest
pairwise similarities, otherwise σG is set to 0.

4.2 Local Descriptor Matching

For matching of the local descriptors, we decode the temporal index, the local
descriptors and (if encoded) their locations, and perform matching of the local
descriptors of the frames corresponding to the two medoid local descriptors,
yielding a set of similarities σL

0 = {σL
0,0, . . . , σ

L
PA

m̃,PB
m̃

} for the PA
m̃PB

m̃ pairs of
local descriptors in the two frames (using an appropriate similarity metric for the
type of local descriptor being used). If relevance information of local descriptors
is available, it may be used to match only descriptors with higher relevance.
If location information is encoded in the local descriptors, matching may also
include spatial verification. As the descriptors are also referenced from other
frames, the similarities will be stored for later use. Each of the similarities σL

p,q

of the medoid descriptors is compared against a threshold Θλ, and the number
matching descriptor pairs is counted. A local match count is initialized, cL=0.
If a minimum number of matching descriptor pairs are found (and confirmed by
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spatial verification, if performed), then the local match count cL is increased by
1 for each such pair of frames.

The matching of the local descriptors is done in the same sequence as
for global descriptors (and with the same number of minimum frames to be
matched), and for the corresponding frames, calculating new distances or reusing
the already calculated ones. In the same way as for global descriptors, the average
similarity is updated from the matching frames, and matching terminates when it
is found that the matching score decreases or all descriptors of all frames present
in the segment descriptor have been matched. Like for the local descriptors of
the medoid frame, the local match count is increased if a minimum number of
matching descriptor pairs is found. If the local match count cL exceeds nmin (as
determined above for global descriptor matching), the local matching score σL

is calculated as median of the nmin highest pairwise similarities.
The global matching score σG and the local matching score σL are combined

into a total matching score σ. The total matching score σ may be determined
according to any suitable method, preferably as a weighted sum (e.g., assign-
ing equal weight to both) of the scores σG and σL, or as the maximum value,
max(σG, σL).

5 Evaluation

While the proposed descriptor could be implemented using different local
descriptors and aggregation methods, we base the compact image sequence
descriptor on the MPEG CDVS descriptor, making use of the global and
local parts of the descriptor. A CDVS descriptor contains a set of local SIFT
descriptors [10] sampled around ALP interest points [3], which are quantized to
a ternary representation. In addition, it contains an aggregated global descrip-
tor, represented as Scalable Compressed Fisher Vector (SCFV) [9] as a binary
vector.

MPEG1 has collected a data set for an activity called Compact Descrip-
tors for Visual Analysis (CDVA) for evaluating technologies for this purpose [1].
We use this data set for our experiments. The dataset contains in total around
23,000 video clips with durations ranging from about one minute to more than
an hour. The material contains broadcast and user generated content in different
resolutions and frame rates, and with diverse contents. It is divided into a set of
reference and query clips, which contain different views of one object or scene,
embedded into noise clips. In addition, part of query clips have been modified
with transformations (e.g., resolution and frame rate changes, overlays, screen
capture). The rest of the set contains distractor material for retrieval experi-
ments.

We perform pairwise matching of the 9,715 queries against the 5,128 refer-
ence clips, and report the true positive rate at 1% false positive rate and the
temporal localization performance measured as Jaccard index. Further details on

1 http://mpeg.chiariglione.org/.

http://mpeg.chiariglione.org/
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Fig. 4. Mean descriptor sizes of uncompressed sequence descriptor (0), and compressed
descriptors with lossy local descriptor coding (θl).

the data and the evaluation metrics can be found in [2]. In addition to matching
performance metrics, we measure the reduction in descriptor sizes due to the
proposed compression.

Fig. 5. Size of local and global descriptor components when applying lossy compression
(θl = 30). Both the numbers for applying lossy compression and differential encoding
with and without subsequent adaptive binary arithmetic coding (ABAC) are shown.

As a first step, shot boundary detection using matching of color histograms
is performed, and subsequent frames with high similarity discarded. This cre-
ates an irregularly sampled set of key frames for each shot. We then extract
CDVS descriptors for each of the remaining frames. We compare an uncom-
pressed version of the descriptor (i.e., a set of single frame descriptors) with
compressed versions that apply lossless compression to the global descriptors
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Fig. 6. True positive rate (top) and temporal localization performance (bottom) of
uncompressed sequence descriptor (0), and compressed descriptors with lossy local
descriptor coding (θl) for pairwise matching.

and lossy compression to the local descriptors. We compare three configurations
of the descriptor extraction (cfg1, cfg2, cfg3), which differ in terms of the tem-
poral subsampling factor of the input sequence fS ∈ {4, 3, 2} and the distance
threshold for discarding subsequent similar frames θS ∈ {0.7, 0.6, 0.5}.

Figure 4 shows the obtained mean descriptor sizes for a segment descrip-
tor. For the compressed descriptor, lossy compression is applied with θl ∈
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{0, 3, 5, 7, 10, 15, 30, 40, 50}. It is interesting that the smaller value for θl = 3
already allows gaining most of the size reduction, resulting in 48% of the original
descriptor size, while setting θl to 5 only gains one additional percent. This shows
that there is a significant number of very similar descriptors, but the distance to
further descriptors is then typically larger, so that increasing the threshold by
a small margin does not have much impact. Only at higher compression rates
(θl ≥ 30) significant additional size gains can be achieved. The reported numbers
are per segment, and translate to about 1.7–3.0 kB per second of video for the
uncompressed descriptor, and about 600 B–1 kB for the compressed descriptor.

Both the sizes after differential encoding of the global and local descriptors
and after additionally applying adaptive binary arithmetic coding are reported
in Fig. 5 for θl = 30. For the global descriptor, differential encoding alone does
not provide any advantage, but binary arithmetic encoding significantly reduces
the size due to the sparser non-zero values in the difference descriptor. For the
local descriptor, the lossy compression provides the main size reduction, while
binary arithmetic coding only contributes a small additional benefit.

Figure 6 shows the resulting performance metrics. The lossless compression
of global descriptors does of course not have any impact on the performance, but
the results show that at moderate compression rates, both the true positive rate
and the temporal localization performance remain unchanged. Actual results for
individual videos do vary in terms of matching scores, with both changes in true
and false positives between the descriptors with different compression. However,
these results are balanced over the large data set, resulting in nearly constant
performance. Only at higher lossy compression rates (θl > 30) the impact on the
matching and localization performance becomes significant.

6 Conclusion

In this paper, we have proposed a framework to extract and match compressed
visual descriptors for segments of video, rather than using independent still image
descriptors. The reduction in descriptor size originates from differentially coding
the global descriptor part (aggregated frame descriptors) and from lossy com-
pression of the local descriptors of the entire segment. The resulting descriptor
is less than half in size than the uncompressed (already compact) descriptors,
and can be matched more efficiently due to the structure of the descriptor.

Acknowledgments. The research leading to these results has received funding from
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agreement no 610370, ICoSOLE, and from the Austrian Research Promotion Agency
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Abstract. With the rapid development of the Internet and the explosion of data
volume, it is important to access the cross-media big data including text, image,
audio, and video, etc., efficiently and accurately. However, the content hetero-
geneity and semantic gap make it challenging to retrieve such cross-media
archives. The existing approaches try to learn the connection between multiple
modalities by direct utilization of hand-crafted low-level features, and the
learned correlations are merely constructed with high-level feature representa-
tions without considering semantic information. To further exploit the intrinsic
structures of multimodal data representations, it is essential to build up an
interpretable correlation between these heterogeneous representations. In this
paper, a deep model is proposed to first learn the high-level feature represen-
tation shared by different modalities like texts and images, with convolutional
neural network (CNN). Moreover, the learned CNN features can reflect the
salient objects as well as the details in the images and sentences. Experimental
results demonstrate that proposed approach outperforms the current
state-of-the-art base methods on public dataset of Flickr8K.

1 Introduction

The ubiquitous adoption of mobile Internet has made multimedia documents available
everywhere in daily life in forms of web pages, images, videos, and even mobile
services like interactive micro-blogs, social networks, etc., which are usually composed
of multimedia formats and content descriptions. Meanwhile, the rapid increase of data
volume also makes it more and more difficult for web users to access valuable and
customized information for the massive information oceans. The above difficulty has
triggered much attention to information retrieval approaches in research communities.

Cross-media information retrieval is challenging because of the so-called semantic
gap problem, which means the query descriptions and returned results can hardly be
corresponded accurately, especially when they belong to different modalities. As a
result, one key problem in this task is how to measure the distances or similarities
between multiple modalities from the view of semantics. One solution is to align the
two feature spaces so that they can be comparable and such semantic mapping has
attracted much research interest. However, the detection of saliency such as scenes,
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objects, etc. from the visual media is not enough, the task of bidirectional multimedia
retrieval also requires the machine to understand the details from images, texts, etc.,
and more importantly, their semantic connections with each other. As shown in Fig. 1,
the detection of “house” and “window” might be noisy when providing meaningful
description of the image, though they take up large part of the image. A machine needs
to learn the useful correlations (such as “jump” and “trampoline”) and neglect unim-
portant visual and textual information (such as “ house” and “up on a”).

To deal with the above challenges, modern cross-media information retrieval
approaches try to query visual media and texts alternatively, i.e. searching for relevant
images with textual query, or vice versa. At the beginning of cross-media research, the
task only focused on a limited number of keywords or classification tags [1]. Since one
word label cannot fully represent the whole image, more recently researchers started to
use long sentences or articles to search for images of interest [2, 3], and even describe a
target image with appropriate captions [4]. In a more challenging task as introduced in
[5], an answer can be returned through a visual Turing test when the machine is
provided with an image and a corresponding textual question.

As a major breakthrough in artificial intelligence, deep learning has been suc-
cessfully applied in various fields. Among the deep networks, convolutional neural
network (CNN) is a typical architecture for visual feature representation [6, 7].
Compared to features extracted by traditional approaches, those derived from CNN are
proved to have better performances in various computer vision tasks [8, 9] and mul-
timedia retrieval challenges [10, 11]. Similarly in cross-media information retrieval, a
large number of researchers use images labels as the targets in their networks [12, 13]
aiming at classifications. Because of the limits of one word label representation,
semantic details are neglected during the training process, which can definitely affect
the final ranked results.

A small child jumps up on a trampoline

A Small child jump up on a trampoline

Fig. 1. Representation of the mapped image segments and a relevant sentence. The difficult is to
learn the useful correlations and neglect the unimportant visual and textual information.
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In this work, a novel deep model is introduced which learns mixed features in a
common feature space from visual and textual representations respectively, and the
mapped features are used to correctly determine whether the texts and images are
relevant or not. Our contributions are three-fold: (1) A deep convolutional neural
network which maps cross-media data into a common feature space is introduced.
(2) The CNN-like model is used to analyze the textual information and extract features
from textual information. (3) The attention model is combined in CNN to extract visual
features from images. (4) Comprehensive evaluations in experiment demonstrate that
the proposed approach differentiates from previous work in that the mixed features
extracted have better representations in the common space between texts and images. In
particular, the deep network achieves convincing performance on Flickr8K dataset [14]
for cross-media retrieval task.

2 Related Work

Domain difference between queries and retrieval results leads to the difficulty that they
are not directly comparable. This challenges cross-media information retrieval and the
map of different domains to a common feature space is necessary, so that the distance
between them can be measured. In this section, related work on how to model such
common feature spaces is presented and discussed.

Original work in this area used low-level feature spaces to represent simple visual
descriptors or linguistic keywords, separately. That is, this kind of methods are carried
out in a extract-and-combine manner, i.e. extracting the highly correlated features in
different spaces first, which are then used to construct a correlated representation in a
common feature space. Though simple visual and textual features are used in these
approaches, they performed well and kept the state-of-the-art results for a long time in
the past. Representative methods in this category include cross-media hashing [13],
canonical correlation analysis [15] and its extension [16].

The defect of above extract-and-combine approaches is obvious in that simple
features cannot represent the semantic meaning correctly, leaving the semantic gap still
unbridged between different modalities. As a result, advanced semantic features are
proposed and extracted to construct the mid-level feature space so as to improve the
performance. The most popular method in this category is multimodal topic model
[17]. Similarly in [18], Latent Dirichlet Allocation (LDA) is used to build better
mapping between texts and images by Blei and Jordan. However, LDA method only
works well when the features are discrete, such as traditional bag-of-words features,
and is not flexible enough to be adapted to other advanced features. In [19], a mutual
semantic space is proposed by Pereira et al. in which texts and images are mapped to a
pre-defined vocabulary of semantic concepts according to probabilities in order to
utilize the underlying semantic information more directly. Based on the probabilities
representation, the distance between texts and images can be measured. Because this
method highly depends on manual annotations for learning the semantic concepts, it is
less flexible when a new dataset is given. In such cases, a new vocabulary has to be
made manually, which is undoubtedly time consuming and labor intensive.
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Recently, deep learning methods are also applied in this area aiming at developing a
common feature space with the learned features. In [20], a deep visual-semantic
embedding model is introduced to identify visual objects using labeled images as well
as semantic information gleaned from unannotated textual corpus. Similarly, Socher
et al. propose a dependency tree recursive neural network (DT-RNN) to process textual
information [12]. Among these methods, recurrent or recursive neural networks are
used to deal with textual information and inner product is employed to strictly measure
the correspondence between cross-media features to describe similarity/relevance.
Except Karpathy’s method, other models reason about objects only on global level.
Because the information extracted from images or texts are usually represented at
global level, such as background or salient objects in an image, the inner product with
global features can cause inevitable mistakes, especially when the extracted keywords
may not match the saliency in the image, as discussed in Fig. 1. In [21], Karpathy et al.
propose a model which works on a finer level and embeds fragments of images and
sentences into a common space. Though the state-of-the-art is achieved, sentence
fragments are not always appropriate, especially when it comes to multiple adjectives
for one noun or numeral, as they mention in [21]. Furthermore, it is hard to correspond
image fragments with words or phrases in the relevant sentence. Instead, our model
focuses on both local and global features in images and sentences. The proposed mixed
features are demonstrated to be better compared to previous global methods.

3 Two-Stream Deep Network

The aim of this paper is to construct a deep learning model, automatically finding the
semantic similar pair of images and sentences close to each other in this common
space. For this purpose, a novel two-stream deep model is introduced to extract the
mixed features and correctly determine the relevance relationship based on this new
representation, as shown in Fig. 2.

...
...

two racer drive a white bike 
down a road

Visual model

Textual model

Input layer Two-stream
network

Latent space 
features, 

dimension is k 

Calculate inner 
product of the 

mapped feature 
vectors

Max-margin
criterion function

Images

Texts

Inner
Product Max-margin

Fig. 2. Paradigm of the proposed two-stream model. Textual and visual features are extracted
separately first and combined into a feature space in which max margin is used to optimize the
relevance relationship.
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The proposed two-stream network consists of three main components: (1) Textual
Model (T-model), is responsible for training textual data with CNN and extracting the
textual features. (2) Visual Model (P-model), is responsible to map the images into a
common space where textual information has already been embedded. (3) Multi-Modal
Embedding, involves a criterion function in order to encourage the relevant pair to have
a high inner product.

The proposed model is trained on a set of images and sentences with their rela-
tionship labeled as relevant or irrelevant. In the training stage, we forward propagate
the whole network to map the textual and visual information into a common space.
Then inner product and max margin are used in the criterion function to backward
propagate the whole network with stochastic gradient descent (SGD) method to force
the semantic similar cross-media information to be close to each other in the new space.
Three components of the proposed model can be described in details as follows.

3.1 Textual Model

Deep semantic similarity model (DSSM) introduced in [22] has been proved to achieve
significant quality improvement on automatic highlighting of keywords and contextual
entity search. One advantage of this model is that it can extract local and global features
from a sentence. However, the convolutional layer in this model fixed the number of
words in the group of input, which limits its function in extracting potentially relevant
words. For example, for the phrase “a black and white cat”, it is impossible to link the
adjective “black” and the noun “cat” if the group number for relevance searching is less
than four. To tackle this weakness, we extend this model and relax this constraint by
searching phrases with arbitrary length. The overview of our textual model is shown in
Fig. 3, which is constructed as a CNN composed of hashing layer, convolutional layer,
max-pooling layer, and fully-connected layer.

Input layer: words 
in the sentence W1 ...

50k 50k 50k 50k
Hashing

layer

Convolutional 
layer 100 100 100

...

...

Max pooling 
layer 100

Fully-connected 
layer 100

output layer (k is the 
dimension of the latent 

space feature)

k

...

...W2 Wi+1 Wn

Fig. 3. Illustration of the network architecture and information flow of the textual model. The
number in the rectangle represents the dimension in the layer.
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As we can see from Fig. 3, the raw input of textual model includes each word in a
sentence. In the hashing layer, a vector of 3-grams (tri-letter vector) is built for each
word. The prominent advantage of tri-letter vector is that this representation can sig-
nificantly reduce the total number of dimensions. Though English words is numerous,
the number of tri-letter used to represent them can be very small. According to [23], a
set of 500K-word vocabulary can boil down to only 30621 tri-letters.

After the tri-letter vectors are inputted to the convolutional layer, the local features
of sentence are extracted in this layer. During the process of textual feature extraction, a
sliding window is employed to concatenate words within the window to generate a new
vector which is used as the input to a linear function and tanh activation in the last
layers of the textual model. Since each word has a chance to be relevant to any other
words in the sentence, the size of window is varied from one to the total number of
words in the sentence. In the process, the duplicated words will increase their
importance so that the extracted local features are more representative.

In the next layer of a max-pooling, the extracted feature vectors of words in
sentence turns to a fixed dimension feature vector representing the sentence with the
maximum operation. This is implemented by setting the ith value of the output vector of
max-pooling layer as the maximum value of all the ith values in the input vectors.
The step is to encourage the network to keep the most useful local features and form the
mixed feature for each sentence. The features extracted by convolutional and
max-pooling layers mainly represents the keywords and important phrases in the
sentence while other useful details are kept and meaningless items are removed.

The final step of in textual model is the fully-connected layer. Like the common
CNN models, there are two fully-connected layers to reduce the dimension of extracted
mixed features. Going through the whole textual model, the initial sentences can be
converted to vectors in a fixed-dimensional space.

3.2 Visual Model

In this section, we use the attention model originated by human visual system to extract
feature from images. When people look through a picture, they usually focus on the
salient parts rather than the entire image. To imitate the biological phenomenal, the
attention modal is proposed to focus on different parts of the input according to dif-
ferent tasks.

In this work, we use the spatial transformer network introduced in [24] to focus on
the visual feature in part of an image. The visual model is illustrated in Fig. 4. The
input image is separated as several sections through spatial transformer network. Then,
we extract the feature of each section of the input image by convolutional neural
networks. Finally, the features of image sections are combined by the method of
weighting. The modality of the extracted visual feature is the same with that of the
extracted textual feature.

The spatial transformer network is utilized as attention model because it imitates the
human visual system. The network focuses on the parts of an image, which contains
much more information than others so that the useless details can be neglected. With
the duplication of the more informative parts in the image, the global feature extracted
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in this paper would remain much more information delivered by the image than that
extracted directly by CNN.

The spatial transformer network in our work learns four variables a1; a2; b1; b2,
which makes the points x0; y0ð Þ in the extracted section satisfies the Eq. (1). In the
equation, x; yð Þ is the point in the original image. In this way, the original image can be
transformed to the sections which contain much information.

x0 ¼ a1 � xþ b1
y0 ¼ a2 � yþ b2

�
ð1Þ

3.3 Multi-modal Embedding

The previous two sections of 3.1 and 3.2 have shown how the textual and visual media
data can be mapped into the features with the same dimension, which means their
features share a common feature space. In this section, a multi-modal objective function
is defined in order to learn joint image-sentence representations. The aim of objective
function is to force the corresponding pairs of images and sentences to have higher
inner products than any other unrelated pairs. Since traditional classification functions
such as logistic function cannot be flexibly used here to train the ranking information,
we take the measure of max-margin objective function to force the difference between
the inner products of correct pairs and other pairs to reach a fixed margin, which can be
formalized as:

loss ¼
X

i;jð Þ2P

X

i;kð Þ62P
maxð0;margin� vTi tj þ vTi tkÞ

þ
X

i;jð Þ2P

X

k;jð Þ62P
maxð0;margin� vTi tj þ vTk tjÞ ð2Þ

where vi is a column vector denoting the output of our visual model for the i-th image, tj
is a column vector representing the output of textual model for the j-th sentence. We
also define P as the universal set of all the corresponding image-sentence pairs (i,j). It is
obviously time-consuming if all the irrelevant cross-media information are used to
optimized this model. For the purpose of efficiency, we randomly select 9 false samples

Fig. 4. Illustration of the visual model
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for each true sample to restrict the scale of training dataset. The hyper-parameter
margin is usually set around 1. However, the range of the variable is wide, for example,
it is set to 3 in [12] while 0.1 in [20]. In this paper, the margin is set to 0.5.

4 Experiment and Results

4.1 Dataset and Experiment Setup

Dataset. We use the dataset of Flickr8K [14] which consists of 8000 images, each
with 5 sentences as its descriptions. Two exemplar image samples together with its
sentences are shown in Fig. 5. In our experiment, we split the data into 6000 images for
training, 1000 for validating, and 1000 for testing. Since there are 5 labeled description
for each image, we finally obtained 30,000 training sentences and 5000 testing
sentences.

Baselines. In the comparison to other methods, several state-of-the-art methods are
used as baselines including (in italics): In 2013, Hodosh et al. [14] introduced the
dataset of Flickr8K and propose a method of bidirectional ranking on the dataset. Later,
Google achieved the state-of-the-art performance on the 1000-class ImageNet using a
deep visual-semantic embedding model DeViSE [20]. Although they focused on the
potential image labels and zero-shot predictions, their model laid the foundation for the
latter models. Socher et al. [12] embedded a full-frame neural network with the sen-
tence representation from a semantic dependency tree recursive neural network (SDT-
RNN), which has made prominent progress in the indices such as mean rank and recall
at position k (R@k) compared to kCCA. Recently, deep fragment embedding proposed
by Karpathy et al. [21] achieved a major breakthrough in the available datasets.

Evaluation Metrics. We use the popular indices recall at position k (R@k) and median
rank scores as evaluation metrics. R@k is the percentage of ground truth among the
first k returned results and is a widely used index of performance especially for search

1. A child in a pink dress is climbing up a set of stairs in an entry way
2. A girl going into a wooden building
3. A little girl climbing into a wooden playhouse
4. A little girl climbing the stairs to her playhouse
5. A little girl in a pink dress going into a wooden cabin

1. A black dog and a spotted dog are fighting
2. A black dog and a tri-colored dog playing with each other on the road
3. A black dog and a white dog with brown spots are staring at each other in the street
4. Two dogs of different breeds looking at each other on the road
5. Two dogs on pavement moving toward each other

Fig. 5. Two examples in the dataset of Flickr8K.

Deep Convolutional Neural Network 143



engines and ranking systems. The median rank indicates the location of k at which the
result has a recall of 50%.

Implementation Settings. In the textual model, we directly use the results of tri-letters
dictionary released by the open source demo “sent2vec”1, which includes about 50,000
tri-letters. If a new tri-letters vector occurs which is not included in the dictionary, it is
then appended into the dictionary. Using this dictionary, the image captions are
mapped into tri-letter vectors after punctuations are removed.

We set the number of pairs in a batch as 10, and use the 10 corresponding pairs to
get 90 irrelevant pairs. Before each epoch, we shuffled the dataset in order to force the
network to adapt to more irrelevant image-sentence pairs. We set the dimension of the
common feature space as 20. Once the training is completed, the network model is
evaluated on testing set of images and sentences. The evaluation process scores and
sorts the image-sentence pair in the testing dataset. In the meantime, the locations of
ground truth results are recorded.

4.2 Feature Extracted by Textual Model

In this section, the feature extracted by textual model is analyzed. Recall that all the
sentences in the test dataset have been mapped into the resulted multi-modal space.
From this result, we can determine which words or phrases are extracted into the final
space by our network model. Typical resulted samples are shown in Fig. 6. From this
figure, we can find that the global feature repeat the keywords in order to keep the
features, which satisfies our needs and demands. In Fig. 6, the first underlined words
(blue) are the main source of the extracted features, followed by the second underlined
words (green), then the third lines (red). There are still other words existing in the final
global feature, which only take up a low proportion.

Fig. 6. Features extracted by the textual model represent keywords and key information in the
sentence. (Color figure online)

1 http://research.microsoft.com/en-us/downloads/731572aa-98e4-4c50-b99d-ae3f0c9562b9/default.
aspx.
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Table 1 shows the results of the average rank of the ground truth in the list. We can
find that bag of words (BoW) method can achieve a good performance in the calculation
of mapped sentence similarity. In Table 1, the RNNmethod performs the worst which is
also been reported in [3]. One possible reason is the representation of RNN is dominated
by the last words, which are usually not the most important words in image captions.

4.3 Image Annotation and Searching

This experiment evaluates the performance of the proposed model finding the desired
textual or visual information that is more related to the content of the given image or
sentence. The results in this task are shown in Table 2. In the paper, most results listed
are based on the results in [21]. When comparing with Hodosh et al. [14], we only use a
subset of N sentences out of total 5N so that the two approaches can be comparable.
From Table 2, we can find that our model outperforms the state-of-the-art methods on
most of criteria. The main reason might lie in that [21] requires the fragments of images
and sentences to be matched exactly to each other, which is a very strict constraint
especially when the sentences are only focused on a part of contents in the images.
Such cases tend to result in wrong matches in evaluation. Instead, in our model, the
extracted textual features can effectively represent the key information in the sentence,
which is more likely to match the salient objects and details of the corresponding
image. Besides, the attention model used in the visual model repeats the key infor-
mation in the images while the textual model repeats the key word in the texts. In the
meanwhile, both of the networks can neglect the useless details in the input. Therefore,
the extracted features of semantic similar pair of cross-media information can corre-
spond more closely in our work.

Table 1. Comparison of textual processing to baselines. The rank is expected to be lower
because sentences describing the same image should be closer in the common feature space.

Model Random BoW Bigrams Trigrams RNN kCCA CNN+tri-letter

Med r 998.3 24.4 22.7 21.9 38.1 20.3 19.7

Table 2. Result comparison on Flickr8K data

Flickr8K

Model Image Annotation Image Search
R@1 R@5 R@10 Med r R@1 R@5 R@10 Med r

Random Ranking 0.1 0.5 1.0 635 0.1 0.5 1.0 537
DeViSE [20] 4.8 16.5 27.3 28 5.9 20.1 29.6 29
SDT-RNN [12] 4.5 18.0 28.6 32 6.1 18.5 29.0 29
Karpathy et al. [21] 12.6 32.9 44.0 14 9.7 29.6 42.5 15
Our model 12.8 34.9 48.7 12 9.5 29.1 43.7 15
*Hodosh et al. [14] 8.3 21.6 30.3 34 7.6 20.7 30.1 38
*Karpathy et al. [21] 9.3 24.9 37.4 21 8.8 27.9 41.3 17
Our model 9.6 25.3 37.9 19 8.5 28.4 42.8 17
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5 Conclusion

In this paper, we introduced a novel two-stream network model to fulfill the task of
bidirectional cross-media information retrieval. This model first maps the textual and
visual media into a common feature space. In the textual model, tri-letter vector is used
to duplicate the key words and key phrases, and neglect the meaningless details. In the
visual model, attention mechanism is combined in the visual model to focus on the
partial salient objects in the images so that the most information can be remained and
least information can be filtered. During this procedure, the cross-media pairs are
judged and their relevance relationships are optimized in the proposed multi-modal
embedding methods, in order to determine whether sentences or images are relevant.
Comprehensive experiments on publically available dataset demonstrates that the
proposed model outperforms the baselines including the state-of-the-arts and prevailing
methods. The mixed features extracted by our model are also shown to be advanta-
geous in representing the semantics in images and sentences.
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Abstract. In this paper we investigate the potential of social multime-
dia and open data for automatically identifying regions within the city.
We conjecture that the regions may be characterized by specific pat-
terns related to their visual appearance, the manner in which the social
media users describe them, and the human mobility patterns. Therefore,
we collect a dataset of Foursquare venues, their associated images and
users, which we further enrich with a collection of city-specific Flickr
images, annotations and users. Additionally, we collect a large number
of neighbourhood statistics related to e.g., demographics, housing and
services. We then represent visual content of the images using a large
set of semantic concepts output by a convolutional neural network and
extract latent Dirichlet topics from their annotations. User, text and
visual information as well as the neighbourhood statistics are further
aggregated at the level of postal code regions, which we use as the basis
for detecting larger regions in the city. To identify those regions, we per-
form clustering based on individual modalities as well as their ensemble.
The experimental analysis shows that the automatically detected regions
are meaningful and have a potential for better understanding dynamics
and complexity of a city.

Keywords: Urban computing · Social multimedia · Open data · Human
mobility patterns · Semantic concept detection · Topic modelling

1 Introduction

A modern city is a complex organism shaped by the dynamics of various
processes, related to e.g., economy, infrastructure and demographics. Admin-
istrative divisions, therefore, often do not match the actual regions in the city
determined by their common functionality, architectural resemblance and ever-
changing human flows. Identifying those regions is of critical importance for
better understanding and modelling the processes in a city. Recently, open data
has been shown invaluable in solving various problems a modern metropolis is
faced with. However, open data is often associated with a lack of content con-
necting various sources and the absence of “factual” information about human
flows and their perception of the habitat, so it does not provide the full picture
of city dynamics.
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 148–159, 2017.
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While much of social multimedia is spontaneously captured, we conjecture
that useful information can still be encoded in it. User-contributed images and
their associated metadata in particular may offer valuable insights about the
properties of a geographic area. Indeed, users with similar background and inter-
ests are intuitively more likely to reside, work or seek entertainment in the same
geographic area, which will be reflected in their mobility patterns. Regions of
a city associated with a similar functionality, such as business, education or
entertainment, are further more likely to share certain visual attributes and
be described by the users in similar way. Similarly, regions of the city con-
structed during a particular epoch may bear resemblance in terms of archi-
tectural style, function or demographics. Social multimedia has recently been
succesfully deployed in analysing various urban and geographic phenomena
[5,6,11,15,17,21,29]. Its full utilization remains challenging due to e.g., a wide
variety of user interests, which makes their contributed content extremely top-
ically heterogeneous. Additionally, as compared to professional or curated con-
tent, valuable information is only implicitly embedded in social multimedia.
Appropriate multimedia analysis techniques are needed to bring out the best
from social multimedia.

Fig. 1. A map of districts and postal regions in the Amsterdam Metropolitan area used
in our study.

In this paper we investigate the potential of social multimedia and open
data for identifying and characterizing functional regions of the city. For this
purpose we systematically crawl the location-based social networking platform
Foursquare and the content sharing platform Flickr. Additionally, we make use
of open data related to various neighbourhood statistics, such as demographics,
housing, transportation and services. In our analysis we focus on investigating
both the descriptive power of each individual information channel, as well as
its usefulness in interpreting results obtained by the other channels. As the test
bed for our analysis we chose the Amsterdam Metropolitan Area (cf. Fig. 1),
due to its moderate size, multicultural nature and a unique blend of historic
and modern architecture. Next to the potential for aiding the analysis of various
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urban issues, our approach is applicable in a number of multimedia problems,
such as location recommendation [26,28], recognition and exploration [5], region
summarization [17] and content placing [12,13,24].

The remainder of this paper is organised as follows. Section 2 provides a brief
overview of related work. In Sect. 3 we introduce our approach and in Sect. 4 we
report on experimental results. Section 5 concludes the paper.

2 Related Work

Recently, a number of approaches to detecting characterizing regions within a
city have been proposed. The majority of these methods focus on utilizing infor-
mation about points of interest (POIs) and human mobility patterns. For exam-
ple, to discover functional regions of a city Yuan et al. analyse the distribution of
POI categories together with information about road network topology and the
GPS trajectories generated by taxi vehicles [27], while Toole et al. utilize spatio-
temporal information about mobile phone calls [23]. More recently, Andrienko
et al. proposed a visual analytics approach, which jointly utilizes mobile phone
usage data together with information about land use and points of interest for
discovering place semantics [1].

While the above-mentioned approaches have been proven effective in various
use cases, they often rely on scarce and difficult to obtain data, which limits
their wider adoption. Following a different logic, Thomee and Rae propose a
multimodal approach to detecting locally characterizing regions in a collection
of geo-referenced Flickr images [22]. The regions are detected at several scales,
corresponding to e.g., world, continent, and country level. With regard to data
use and research goal, the analysis conducted by Cranshaw et al. [3] is probably
most relevant to our study. The authors of the paper utilize information about
location and users of a large number of Foursquare venues to identify dynamic
areas comprising the city, which they name livehoods. While offering several
original ideas and an interesting qualitative analysis, the study does not utilize
open data and the content (i.e., text and visual) richness of social multimedia.

3 Region Detection

In this section we describe our data collection procedure and then elaborate on
our approach for identifying regions within a city based on different modalities.
The approach pipeline is illustrated in Fig. 2.

3.1 Data Collection

To ensure reasonable granularity and to allow easier visual interpretation of the
results, we use postal code regions as the unit for data collection and analysis. As
parameter for querying the Foursquare venue database we use geo-coordinates
of the centres of the regions corresponding to street-level postal codes, and set
the query radius to 100 m. For each venue we further download images as well
as the information about the users who recommended it.
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Fig. 2. The pipeline of our region detection approach.

As the Flickr API imposes fewer restrictions on the number of results per
request, we query it using geo-coordinates of the centres of neighbourhood-level
postal regions (cf. Fig. 1), modularly adjusting the radius to the size of the region.
Images are downloaded together with the information about their uploaders as
well as the title, tags and description. We restricted our search to the Creative
Commons images assigned with the highest available location accuracy.

Due to an irregular shape of postal code regions, the above-mentioned data
collection procedure can result in image or venue assignment to multiple postal
code regions. To make precise assignments, we perform reverse geo-coding using
postal code shapefiles downloaded from Google Maps [8].

Finally, we make use of official neighbourhood statistics, regularly compiled
by the local government. The collection includes a large number of variables
related to neighbourhood demographics, companies, housing, energy consump-
tion, motor vehicles, surface area, and facilities. In Sect. 4.3 we will discuss the
most discriminative variables from the above-mentioned categories.

3.2 Feature Extraction

Visual Features: Given the wide variety of potentially interesting visual
attributes that should be captured and to make interpretation of results eas-
ier, we opt for image representation at an intermediate semantic level. For each
image we extract 15,293 ImageNet concepts [4] output by a customised Caffe
[10] implementation of “Inception” network [20]. A postcode region is then rep-
resented with a concept vector generated by applying average pooling [2] on
concept vectors of individual images captured within it.

Text Features: We index the title, description and tags text of each Flickr
image. Before computing a bag of words representation, we pre-process the text
by removing HTML elements and stopwords. We further apply Online Latent
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(a) User (b) Text

(c) Visual (d) Ensemble

Fig. 3. A map of Amsterdam regions produced by spectral clustering based on (a) user
(b) text and (c) visual modalities as well as (d) their ensemble.

Dirichlet Allocation (LDA) [9] and extract 100 latent topics using the gensim
framework [16]. Finally, we use average pooling over LDA vectors of individual
images to produce a topical representation for a postal code region.

User Features: We represent each postal code region with a binary vector
to indicate if a particular Flickr or Foursquare user visited it. We associate
Foursquare users with a postal code region if they recommended a venue within
it. Flickr users uploading an image captured within a postal code region are
associated with it.

Open Data: For each postal code we create representations containing neigh-
bourhood statistics of a particular category (e.g., demographics or housing),
which we further combine in an early fusion fashion. The vectors are scaled to
the [0,1] range.

3.3 Clustering

After the representations of postcode regions are computed for each social media
modality (i.e., visual, text and user), we proceed by identifying the borders of
larger geographic regions within the city. For that purpose, in the visual and
text domain we independently compute cosine similarity between the semantic
concept and LDA postcode representations. Similarly, for the user modality, we
compute Jaccard similarity between binary user vectors representing postal code
regions. The similarities are further used as an input into spectral clustering [14].
After the clustering in individual modalities is performed, we deploy an ensemble
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(consensus) clustering approach [19] to produce a single, reinforced clustering.
In case of open data, we resort to k-means clustering, which is more appropriate
for relatively short feature vectors.

We set the number of clusters to be equal to the number of administrative
units in the city (e.g., 14 city quarters and municipalities visualised in Fig. 1).
While performing clustering, unlike most related work, we intentionally chose
not to impose a geographic constraint. This choice is motivated by our specific
goal to investigate whether meaningful boundaries of geographic regions could
be identified using individually information on human mobility patterns, visual
properties and users’ perception of the city. Since most clustering algorithms
attempt to identify larger regions, imposing a geographic constraint would make
conclusions of such analysis unreliable. For example, two neighbouring postal
code regions would more likely belong to the same cluster, independently of
their topical similarity, which could easily lead to misinterpretation of results.

4 Experimental Results

In this section we seek to answer the following questions:

1. What do the social media channels tell us about the regions in a city?
2. To what degree do the computed region boundaries agree with the official

administrative division?
3. Which regions can be identified based on neighbourhood statistics?

Applying the procedure described in Sect. 3.1 to Amsterdam, we arrive at
a collection consisting of 1,136 verified venues, 4,605 unique users and 34,419
images from Foursquare and 59,417 Flickr images uploaded by 2,342 users. The
neighbourhood statistics are provided as open data by Statistics Netherlands
(CBS) [18].

4.1 Regions Shaped by Social Multimedia

The maps of Amsterdam regions output by spectral clustering based on user,
text and visual modality as well as the ensemble clustering are respectively
shown in Figs. 3a–d. Our first observation is that relatively large and coherent
regions can be identified in all four visualisations, most notably the one shown in
Fig. 3a. The regions revealed by user modality are furthermore particularly easy
to interpret. For example, the number “1” region, comprising a postal code in
south-west corner and another ten in the central part of the figure corresponds
to Amsterdam Airport Schiphol and the centre of the city (i.e., the Amsterdam
Canal District). Such association is not surprising, since Amsterdam is a popular
tourist destination1 with more than 15,000,000 visits per year, many of which
begin with arrival to Schiphol airport, followed by transfer to Amsterdam Central
station. Additional three postcodes at the south of the same region correspond
1 www.amsterdam.info/basics/figures/.

www.amsterdam.info/basics/figures/
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to the area around museum quarter, which is again, very popular among tourists.
Another general observation related to Fig. 3a is that the user mobility patterns
are normally limited to a particular quarter of the city.

The results of visual clustering reveal interesting patterns as well. For exam-
ple, a region detected in south-west corner of Fig. 3c comprises visually charac-
teristic large industrial areas. In the central quarter of the city, for example, a
distinction is correctly made between the oldest city parts featuring typical canal
houses and two postcode regions constructed more recently. Similar observations
can be made about large regions in the north, east and west of the city, which
were built in coherent architectural styles. Finally, a large cluster encompassing
the postcodes in those three districts of the city corresponds to the decaying
residential neighbourhoods.

Table 1. Evaluation of the agreement between partitioning into regions output by four
different clustering algorithms and the official administrative division; the agreement
is reported in terms of Adjusted Mutual Information (AMI).

GRT VIS TXT USR ENS RAN

GRT • 0.134 0.115 0.452 0.265 0.014

VIS 0.134 • 0.106 0.114 0.367 0.005

TXT 0.115 0.106 • 0.106 0.295 0.035

USR 0.452 0.114 0.106 • 0.524 0.012

ENS 0.265 0.367 0.295 0.524 • 0.052

RAN 0.014 0.005 0.035 0.012 0.052 •

4.2 Agreement with the Official Division

Table 1 summarizes the agreement between the following area partitions: the
ground truth official administrative division (GRT) as visualized in Fig. 1; the
output of the four different clusterings: visual (VIS), text (TXT), user informa-
tion (USR), and ensemble (ENS); the results of random clustering (RAN) serv-
ing as a reference point. As the measure of agreement we use Adjusted Mutual
Information (AMI), which enumerates how the individual partitionings agree
with each other [25]. An AMI of 1 means perfect agreement, while 0 corresponds
to the average agreement with random partitioning.

Relatively low agreement between text, visual and user partitionings indeed
indicates that all modalities provide complementary information. At the same
time, all automatically generated partitionings score well above random, showing
that the disagreement is topical, not manifesting by chance. The clustering by
user modality is the closest to the administrative division, suggesting that the
official administrative districts do roughly follow vox populi. A lower agreement
with the administrative division observed in the case of visual and text modalities
may reflect the fact that the large official administrative regions, for example,
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do not have uniform visual appearances or functionality. Ensemble clustering
agrees with the constituent unimodal approaches reasonably, most dominantly
with the user-based clustering, which is the least fragmented one (cf. Fig. 3).
Ensemble thus does a good job in smoothing out the fragmentation brought to
the table by visual and text clusterings, while including their complementary
information. Making use of multimodal data and analysis is thus shown to bring
rich information about the city, reflecting diverse aspects and showing promise
for urban computing.

4.3 Regions by Neighbourhood Statistics

Figures 4a–d show the regions generated based on statistics about population,
living, services and the combined neighbourhood statistics. Again, we observe
large coherent and meaningful regions. For example, region “5” in Fig. 4d corre-
sponds to some of the most exclusive neighbourhoods of the city, including the
parts of Amsterdam Canal District and Old South. Further, large regions in the
west, south-east and north of the city, corresponding to the known disadvan-
taged neighbourhoods are also correctly identified. Finally, region “6” encom-
passes several municipalities neighbouring Amsterdam. Similar observations can
be made in Fig. 4c, where the regions with comparable socio-economic structure
are grouped together.

(a) Population (b) Living

(c) Services (d) Combined neighbourhood statistics

Fig. 4. A map of Amsterdam regions produced by k-means clustering based on different
categories of neighbourhood statistics.
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Table 2. Evaluation of the agreement between partitioning into regions based on differ-
ent categories of official neighbourhood statistics and social multimedia; the agreement
is reported in terms of Adjusted Mutual Information (AMI).

GRT VIS TXT USR ENS RAN

ENE 0.145 0.124 0.051 0.090 0.054 0.007

COM 0.260 0.029 0.008 0.093 0.040 −0.004

LIV 0.239 0.120 0.119 0.161 0.148 0.010

SUR 0.149 0.175 0.059 0.125 0.120 0.004

VEH 0.233 0.150 0.043 0.125 0.110 −0.006

SER 0.444 0.132 0.086 0.242 0.143 0.013

POP 0.385 0.127 0.112 0.239 0.182 0.008

ALL 0.462 0.147 0.112 0.260 0.188 0.043

Table 3. A list of top-15 variables comprising neighbourhood statistics, sorted by their
importance in discriminating between the regions shown in Fig. 4d.

Rank Variable Category

1 Number of department stores within 5 km Services

2 Number of hotels within 5 km Services

3 Number of secondary schools within 5 km Services

4 Number of restaurants within 5 km Services

5 Number of bars within 1 km Services

6 Number of attractions within 50 km Services

7 Percentage of surinamese immigrants Population

8 Number of grocery stores Services

9 Percentage of married inhabitants Population

10 Number of cafeterias within 5 km Services

11 Number of bars within 5 km Services

12 Percentage of unmarried inhabitants Population

13 Percentage of turkish immigrants Population

14 Percentage of western immigrants Population

15 Percentage of moroccan immigrants Population

The results shown in Table 2 suggest a high agreement between the regions
yielded by the analysis of user mobility patterns on one side and the statistics
about demographics, services and the combined neighbourhood statistics on the
other. This agreement is also apparent in Figs. 3a, 4a, c and d, which further con-
firms the importance of information about human flows for better understanding
the city. Another interesting observation in Table 2 is that the visual modality
in general does a better job than text in “emulating” official neighbourhood
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statistics. In particular, visual modality appears to be effective in capturing the
characteristics of a neighbourhood related to surface use, motor vehicles, services
and population.

Finally, we train an extra-tree classifier [7] to investigate which variables are
the most useful for discriminating between the regions generated based on com-
bined neighbourhood statistics. Based on the results from Table 3 we conclude
that the demographics and services are important forces shaping up the city.

5 Conclusions

In this paper we have investigated the feasibility of utilizing social multimedia
and open data for identifying actual regions of the city. Our analysis involved
information about human mobility patterns, visual appearance and user per-
ception of the city as well as the official neighbourhood statistics. The exper-
iments show that the areas proposed by our approach reflect diverse semantic
aspects of the city, with each information channel contributing unique informa-
tion. Region detection based on social multimedia and open data thus shows
promise in reflecting the vibrant and ever-changing nature of the city, making it
a solid basis for further urban computing research.
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Abstract. The last decades have witnessed the boom of social net-
works. As a result, discovering user interests from social media has gained
increasing attention. While the accumulation of social media presents us
great opportunities for a better understanding of the users, the challenge
lies in how to build a uniform model for the heterogeneous contents. In
this article, we propose a hybrid mixture model for user interests discov-
ery which exploits both the textual and visual content associated with
social images. By modeling the features of each content source indepen-
dently at the latent variable level and unifies them as latent interests,
the proposed model allows the semantic interpretation of user interests
in both the visual and textual perspectives. Qualitative and quantitative
experiments on a Flickr dataset with 2.54 million images have demon-
strated its promise for user interest analysis compared with existing
methods.

Keywords: User interest mining · Multimedia analysis · Coupled
learning

1 Introduction

Discovery of user interests is essential for personalized service, market analysis
and demographic analysis, which has drawn wide attention from researchers in
the past decades. There are a lot of works devoted to mining user interest from
photos, texts, links, click data and social information [20]. In general, they fall
into three categories, i.e., textual data based user mining [1], visual data based
user mining [4,15,20] and hybrid data based user mining [5,6,9]. While different
models have been explored and showed promise in a series of applications, they
still suffer from some problems, e.g., handcrafted features, unclear interpretation
about the interests and simply combinational multi-view methods.
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Fig. 1. Two Flickr user examples with different preferences. They take different photos
and post the corresponding tags based on their specific interests that are sampled from
their interest distributions.

In this paper, we consider these above three problems in discovering user
interests from social images i.e., image contents and their tags. The motiva-
tion of our model is illustrated in Fig. 1. We make the assumption that each
user has a latent interest distribution and they take photos and post tags based
on their interests. For example, there are two users in Fig. 1 and the first user
prefers “flower” and “pet” while the second user likes “field” more. So they gen-
erate different photos and tags according to the specific interests. Besides, since
users have different degrees about their interests, they have different number
of instances related to the interests, e.g., the first user has more flower-related
photos and tags than that of pet-related photos and tags because he/she likes
“flower” more than “pet”. Based on above thoughts, we propose to simulate the
procedure from the user interest distribution to photos and tags with a genera-
tive model, i.e., our hybrid mixture model. In the model, we similarly represent
each user with a latent user interest distribution and for each (photo, tags) pair,
we sample a specific interest assigned to them from the distribution, then based
on this interest, the photo and its tags are generated from the visual and tex-
tual spaces respectively. Here, the interest bridges the image features and tags
features at a latent variable level, which brings the potential to interpret the
interest both in the visual and textual perspectives. In addition, to facilitate the
generation from the interest (scale) to the photo feature (vector) and its tags
feature (vector) in the model, we introduce the Gaussian mixtures to constitute
two spaces. A variational EM is used to infer the posteriors of latent variables
and learn the model parameters.

The major contribution of our model could be summarized into three points
as follows:

– We proposed a hybrid mixture model which discovers user interests from social
images, meanwhile considers the relationship of visual features and textual
features at a latent variable level.

– The latent user interest vector learnt by our model has a clear interpretation
and could be understood both in the visual and textual perspectives.
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– We evaluate our model on a collection of 2.54 million Flickr images. Qualita-
tive and quantitative analysis both demonstrate its promise in the real world
applications compared with several existing methods.

The rest of the paper is organized as follows. Section 2 reviews the related
work. Then we introduce our model and inference algorithm in details in Sect. 3.
After that, we present the experimental performance on a large dataset in Sect. 4.
Finally, Sect. 5 concludes this paper.

2 Related Work

Visual and textual data on the social media websites provides a comprehensive
view about the characteristics of users. Therefore, a large range of research is
devoted into using these two domains to improve the real world applications
related to user interests. In the following, we give a brief review.

Some researchers build their models based on a single type of data e.g., tex-
tual metadata or visual data. For instance, Rosen-Zvi et al. [11] proposed a topic
model to learn the author’s topic distribution by considering the contribution
of all the authors of one document. Yao et al. [22] mined the user profile in a
coupled view by considering the effect of both the user and the object to the
social tag’s generation. With the coupled structure, the profiles of the user and
the object are extracted from the non-IID tags at the same time. Xie et al.
[20] explored the user-interested themes only from the personal photos with a
hierarchical User Image Latent Space model. But the features they used in that
work are at the pixel level, which brings a high computational complexity in the
inferrence. Guntuku et al. [15] investigated approaches for modeling personality
traits based on a collection of images the user tagged as “favorite”. They demon-
strated that personality modeling needed high level features in the image such
as pose, scene and saliency. However, totally, the data in a single domain can not
reflect all the preference information about user and to some extent, optimizing
exhaustedly in one domain might lead to bias in the user profiling.

Some works on multi-domain data with low level features for user mining are
explored and have been demonstrated the promising performance. For example,
Pennacchiotti and Popescu et al. [14] implemented Twitter user classification by
considering many kinds of data including user metadata, user tweeting behavior
and linguistic contents etc and their final results outperformed that of each
domain. Ikeda et al. [8] mined the user profile by facilitating both textual data
and community information. A hybrid method was proposed to analyze the
demographics of Twitter users for market analysis. Tang et al. [17] presented a
combination approach to web user profiling with all kinds of user information and
a series of feature selection procedures. Some similar works were also conducted
by incorporating visual features, textual features and contextual features with
late fusion strategies such as [3,6,7]. However, in these works, experts might be
required in choosing the suitable features and merging the effect of each domain.
It is a trivial work and lack of a generally simply way to deal with the fusion of
domain features. Besides, most of above models used low level visual or textual
features.
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Recently, Deep neural network have shown significant advantages in com-
puter vision area due to their capacity in learning semantic concepts compared
with traditional machine learning methods. Some works to facilitate DNN have
been explored in user interests mining. Joshi et al. [9] built Flickr user profiles on
fusion of deep visual features extracted with CNN and textual TFIDF features
and validated their model with group membership to demonstrate the perfor-
mance. Elkahky et al. [5] proposed a multi-view deep learning approach for cross
domain user modeling which could learn the profile from multiple domains of
item information. Experiments on several large-scale real world data sets indi-
cated the method worked much better than other systems by large margin.
Niu et al. [13] proposed to analyze user sentiment towards a specific topic (e.g.,
brand) in the multi-view and explored a benchmark with existing methods i.e.,
early fusion, late fusion and multimodal deep Boltzmann machines [12] on the
Twitter dataset. Although these works achieved promising performance in the
applications, explicit interpretation about learnt user interest in their models is
impossible, which departs from the nature of interest. In fact, latent variable
models or some classical topic models like [2,19], are powerful to capture the
coupled dependencies among multiple domains of data and give a clear inter-
pretation about latent parameters. But there is still little work combining them
with features learnt by deep neural network in user interest mining.

3 User Interest Discovery

3.1 Problem Statement

Given a set of (photo, tags) pairs of users as observations, we assume each user
is a mixture of a small number of interests. And the creation of each (photo,
tags) pair is attributable to the user’s interests. Specifically, Let U , PT be the
set of users and (photo, tags) pairs, for which the numbers are M and Nm

(m = 1, . . . , M) respectively. Let PTmn be the nth photo and its tags of user
um ∈ U , whose features are D1 dimensional vector wmn and D2 dimensional
vector vmn extracted by LDA [2] and GoogLeNet [16] respectively. The interest
distribution of um is indicated by θm and zmn is a sample from the interest
classes. {N(μ1

k, σ
1
kI)}k=1,...,K and {N(μ2

k, σ
2
kI)}k=1,...,K constitute the textual

space as well as visual space. θm, μ1
k and μ2

k are all vectors in R
K , RD1 and R

D2

respectively.
Given the collection {(w11, v11), . . . , (wMNM

, vMNM
)}, our goal is to

calculate the user interest distribution {θm}m=1,...,M and parameters α,
{N(μ1

k, σ
1
kI)}k=1,...,K and {N(μ2

k, σ
2
kI)}k=1,...,K .

3.2 A Hybrid Mixture Model

We transform this problem into a generative process and propose a hybrid mix-
ture model following the idea of the graphical model. Formally, the generative
procedure is summarized as follows:
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Fig. 2. The plate notation of our model. The shaded nodes w and v means observed
variables, θ and z are the latent variables and the other nodes are model parameters.

– Draw the user interest distribution θm ∼ Dirichlet(α).
– Draw an interest class zmn ∼ Multinomial(θm).
– For each tags feature wmn,

draw wmn ∼ Gaussian(μ1
zmn

, σ1
zmn

I).
– For each photo feature vmn,

draw vmn ∼ Gaussian(μ2
zmn

, σ2
zmn

I).

We present the plate notation of our model in Fig. 2. In Fig. 2, each Gaussian
mixtures builds a semantic space, i.e., textual space and visual space. Latent
interest z bridges two spaces and is decided by both w and v, which makes the
interest distribution interpretable in the visual and textual perspectives. The
novelty and main differences from existing models are that we build our model
on high-level features and introduce two Gaussian mixtures to model visual
features and textual features respectively with combining two domains at the
latent variable level.

3.3 Inference and Parameter Estimation

The key inferential problem of our model is to compute the posterior distribution
of latent variables θ and z given data, p(θ, z|w, v). However, it is not easy to
achieve the exact inference due to intractable p(w, v) in the Bayes theorem.
Therefore, an alternative algorithms, variational inference, could be taken into
consideration.

For the inference of latent variables, we use two factorized distributions
q(θ, z) = q(θ|γ)q(z|ψ) of θ, z by introducing two free independent parameters γ,
ψ to approach the real distribution p(θ, z) [21]. In accordance with original gen-
erative distribution, we choose q(θ|γ) as the Dirichlet form while the other one
q(z|ψ) keeps the multinomial. By minimizing Kullback-Leibler (KL) divergence
between p(θ, z) and q(θ, z), we obtain the following solutions.

ψmnk ∝ exp(Ψ(γmk))N(wmn|μ1
k, σ1

k)N(vmn|μ2
k, σ2

k)

γmk = αk +
∑

n

ψmnk
(1)
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For the estimation of model parameters μ1, σ1, μ2, σ2 and α, the Jensen’s
inequality is first used to gain an adjustable lower bound. Then with previous
optimal free parameters γ, ψ, it could be maximized by setting the derivatives
to zero with respect to the parameters μ1, σ1, μ2, σ2 respectively, that is, the
following solutions.
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ψmnkwmn

∑
m

∑
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m
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)T (
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)
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m
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m
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n

ψmnk

(
μ2
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)T (
μ2
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)

D2

∑
m

∑
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ψmnk

(2)

And for Dirichlet prior α, we use Newton-Raphson method to iteratively update
it like LDA [2]. Iterating the inference and parameter estimation steps, the final
solution to our model could be achieved gradually.

4 Experiments

4.1 Dataset

The dataset we used to perform our experiments is a subset of Yahoo Flickr
Creative Commons 100 Million (YFCC100M) dataset [18]. To form it, we use
the WordNet1 to do tag lemmatization and remove all the photos that had no
tags. Then, we randomly select 10,000 users whose photo number ranged from 50
to 1000 from the remaining dataset since too few and too many is not normality.
Then after crawling their photos and meta information from the Flikcr website,
we acquired the final dataset. In summary, it consists of 10,000 users, 2,451,574
photos and a vocabulary of 20,167 words. For each user, there are mean 245.1
photos and For each photo, there are 3.6 tags in average. In the experiments, we
use the GoogLeNet [16] to extract 1024-dimension visual vector for each photo
and use LDA [2] to extract 1000-dimension textual feature for the tags of each
photo to ensure enough feature granularity.

4.2 Qualitative Analysis

In Fig. 2, we introduced two Gaussian mixtures to cluster the visually and tex-
tually similar features independently in each space and claimed that there was a
correspondence between them to help us clearly understand the latent interest.
To demonstrate it, 6 interests learnt by our model are illustrated in Fig. 3.

From these 6 interests, we find that the image clusters are visually similar and
the textual topics clearly interpret the interest. For example, the 1st interest is
represented by some church-style architecture photos in the visual domain. And
in the textual space, it presents two location-related topics (1st and 3rd topics)

1 http://www.nltk.org.

http://www.nltk.org
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(a) Visual Domains

turkey istanbul antalya asia cappadocia manual 

church saint dome franc basilica abbey 

spain granada andalucia serilla alhambra andalus

bird heron great gull surrey quay 

aircra  air plane airport intern raf 

bird hawk game soccer owl enigma 

winter snow ice cold frost frozen 

tree branch pine wood bark forest 

fog mist morn tree morgen solingen 

food tomato vegan vegetarian onion pepper 

bake cake dessert food sweet pie 

food cook dinner porn korean pizza 

food tomato vegan vegetarian onion pepper 

bake cake dessert food sweet pie 

food cook dinner porn korean pizza 

winter snow ice cold frost frozen 

tree branch pine wood bark forest 

fog mist morn tree morgen solingen 

(b) Textual Domains

Fig. 3. Learned interests in the visual domains and textual domains. Each row corre-
sponds to an interest represented by 8 representative images and top 3 topics.

and one religious building topic (2nd). As we know, when someone likes religious
buildings and travels to see them, they not only talk about the buildings with
architectural vocabulary, but also tag them with location words meaning that
these places may contain the religious information. In fact, Turkey and Spain
are really religion-related. Therefore, textual domain complementarily express
this interest along with visual domain. For another example, in the 5th interest,
it aggregates some photos about snacks and desserts, and the three topics really
gives the words related to food. So this is an eating interest. In fact, there are
also a lot of other interests that we do not present in this paper due to the

Fig. 4. The interest distribution of 7365168@N03. His significant interests are manually
labeled by considering the corresponding textual and visual domain, e.g., “micro art”.
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limited space, but almost all of them reflect one of human’s tastes in a specific
perspective in two domains.

In our model, each user is represented by an interest distribution θ. By observ-
ing it, we can figure out what the user is interested in. Figure 4 presents such an
example. As we can see, 7365168@N03 has high values regarding “mircro art”,
“cottage” and “sculpture”, so he might be an artist-style person, which indicates
that the θ learnt by our model helps us clearly understand users.

4.3 Gender Classification

To show its promising usage compared with existing methods in the supervised
applications, we would implement a gender classification experiment. Here, the
classical SVM2 is chosen as our classifier with different n-fold cross-validations
(n = 4, 6, 8, 10) and four baselines are used to compare with our model HM.

– tag based methods: TFIDF [9], Doc2Vec [10].
– photo based methods: Kmeans-V (use deep features extracted by GoogLeNet

[16]).
– tag and photo based methods: Multi-UP [9].

Besides, we also investigate the relationship between classification performance
and the interest number K = 30, 50, 100, 200, 500 in our model. The performance
is presented in Tables 1 and 2.

Table 1. Performance of five methods

Methods n = 4 n = 6 n = 8 n = 10

TFIDF 0.6544 0.6594 0.6634 0.6650

Doc2Vec 0.6623 0.6642 0.6649 0.6654

Kmeans-V 0.6946 0.6932 0.6942 0.6941

Multi-UP 0.7102 0.7114 0.7160 0.7160

HM100 0.7466 0.7482 0.7458 0.7489

From Table 1, we find that classification results with the textual feature are
usually lower than those with visual features comparing TFIDF, Doc2Vec with
Kmeans-V. Methods using multiple sources perform better than those using
single source from the results of Multi-UP and our model. For the multi-source
methods, our model HM100 owns the best performance (around 0.74) compared
with Multi-UP (about 0.71). One possible reason could trace back to Eq. (1)
where two domain features adaptively fuse together to decide the free parameter
φijk and further feedback to γik. This makes the fusion in each photo level.
However, Multi-UP mainly considers the fusion in the final classification step
which is to find a best linear combination weight.
2 http://www.support-vector-machines.org/.

http://www.support-vector-machines.org/
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Table 2. Our model HM with different K

Interests n = 4 n = 6 n = 8 n = 10

HM30 0.6592 0.6592 0.6600 0.6604

HM50 0.7339 0.7358 0.7333 0.7347

HM100 0.7466 0.7482 0.7458 0.7489

HM200 0.7728 0.7724 0.7723 0.7726

HM500 0.7663 0.7721 0.7712 0.7659

According to Table 2, there is an incline trend in the gender classification
along with interest number increasing. When we choose 30 interests, the precision
is almost lowest 0.65. It may be because low interest number compresses much
different cluster information which is beneficial to distinguish the user’s gender.
And when we choose 200 interests, it achieves almost best performance 0.77.
However, up to 500, the results decrease gradually, which might attribute that
more detailed information brings the classifier slightly overfitting.

When we apply the linear kernel in the SVM, it is easy to find the important
interests in classifying gender by comparing the SVM weights for each feature
dimension. To figure out the difference, we present 5 interests with higher weights
for females and males by illustrating the topical word as well as 8 photos of each
interest in Fig. 5. From the illustration, we find that females tends to more
like taking selfies, while males more like taking photos for “car”. In terms of
the landscape interest, females are fond of close shot of flowers and trees while
males likes panorama view of spacious scene such as mountain, sunset and field.
Females like taking more photos of lovely pets or creative arts in the daily life,
but males are fond of tall building photos.

4.4 Friend Recommendation

In this section, we evaluate our model on friend recommendation. We randomly
divide one user’s data into two equal parts and use the user interest distribution

portrait

flower

tree

cat

art

(a) Females

car

mountain

sunset

field

building

(b) Males

Fig. 5. Five important interests of females and males. Here, we only illustrate one
representative tag of the topics and eight photos for one interest to save space.
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Table 3. Recommendation performance compared with three baselines which respec-
tively uses textual features, visual features and both features.

Methods K = 30 K = 50 K = 100 K = 200 K= 500

TFIDF 0.4079 0.4079 0.4079 0.4079 0.4079

Doc2Vec 0.6174 0.6194 0.6143 0.5307 0.4853

Kmeans-V 0.7994 0.8257 0.7528 0.7877 0.6985

Multi-UP 0.8200 0.8370 0.8055 0.8228 0.7450

HM 0.8289 0.8922 0.9373 0.9476 0.9602

learnt from one part to retrieve that of the other part. Formally, we use L1-norm
to compute the distance of two interest distributions and use mean reciprocal
rank3(MRR) to compute the retrieval results. We set the interest number 30, 50,
100, 200, 500 and choose four methods TFIDF, Doc2Vec [10], Kmeans-V and
multi-view user profiling (Multi-UP) [9] as our baselines like previous section.
The results are illustrated in Table 3.

From Table 3, our model usually has the best MRR value and achieves the
best score about 0.96 when K = 500. TFIDF remains the same performance 0.40
with the interest number changing. Doc2Vec achieves 0.6194 when K = 50 and
Kmeans-V has the best performance at 0.82. But both two methods lose com-
pared with our model because of limited information in each domain. Besides,
Multi-UP is also lower than our model when K = 30, 50, 100, 200, 500. Therefore,
the experimental results indicate that our model extracts more complementary
information from two domains and reliably represent user interests than Multi-
UP. To further study the performance of users who have different number of
photos, we split the users into different groups by partitioning the photo num-
ber 50-1000 into 10 intervals, <100, 100–200, . . ., 900–1000. Then the MRR
of the users in different intervals is computed and plotted in Fig. 6. From it,
an interesting phenomenon has been discovered, i.e., users who have few social
images will have low MRR. It means the less social images you have, less reliable
the recommendation is. This encourages users to share more social images if they
want to get better recommendation.

To directly visualize its recommendation performance, we randomly choose
one user 8844520@N02 and recommend top three users who have small L1-norm
distances with him in Fig. 7. From the figure, the target user 8844520@N02 is
very interested in cars, which is indicated by his car photos and some frequent
tags such as ford, race, motor and mustang in the tag cloud. Besides, in fact,
there is a peak in the 2nd interest of his θ which is car-related from the user
interest distribution. From the recommendation results, the top three users really
share the similar interests with the target user according to the distributions,
photos and the tag clouds. For example, the top one user 10938603@N03 has
only 0.14 difference with the target user in the interest distribution. And from

3 https://en.wikipedia.org/wiki/Mean reciprocal rank.

https://en.wikipedia.org/wiki/Mean_reciprocal_rank
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Fig. 6. The Mean Reciprocal Rank of different users whose photo number ranging
in different intervals, e.g., less than 100. We plot each MRR in the middle of the
corresponding interval with different interest number K = 30, 50, 100, 200, 500.

(1)

(2)

(3)

Fig. 7. One example on friend recommendation. We plot the representative photos
and tag clouds of the target user at the left. Then we recommend three top similar
users to them by calculating L1-norm distance of user interest distributions. Their
representative photos and tag clouds are also illustrated correspondingly.

his photos, a lot of cars, a small number of helicopter photos and other kinds
of photos could be found. In the tag cloud, some frequent tags, e.g., car, race,
driver, auto, all indicate the user’s taste.

5 Conclusion

In this paper, we study the problem of user interest discovery from social images.
We proposed a hybrid mixture model to learn the user interest distribution
from the high level visual features and textual features. Experiments on a 2.54
million Flickr photos showed that the interests learnt by our model had a clear
interpretation both in the visual and textual perspectives and had potential
usage in analyzing social users. In addition, a gender classification experiment
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and a friend recommendation application were explored in our paper, which
showed the promising performance in analyzing demographical characteristics
of users and retrieving the people who shared the similar interests.
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Abstract. In this paper, we focus on the problem of inter-concept dis-
tance measurement (ICDM), which is a task of computing the distance
between two concepts. ICDM is generally achieved by constructing a
visual model of each concept and calculating the dissimilarity score
between two visual models. The process of visual concept modeling often
suffers from the problem of junk images, i.e., the images whose visual con-
tent is not related to the given text-tags. Similarly, it is naively expected
that junk images also give a negative effect on the performance of ICDM.
On the other hand, junk images might be related to its text-tags in a cer-
tain (non-visual) sense because the text-tags are given by not automated
systems but humans. Hence, the following question arises: Is the effect
of junk images on the performance of ICDM positive or negative? In
this paper, we aim to answer this non-trivial question from experimental
aspects using a unified framework for ICDM and junk image detection.
Surprisingly, our experimental result indicates that junk images give a
positive effect on the performance of ICDM.

Keywords: Inter-concept distance · Junk image detection · Image
reliableness · Iterative calculation

1 Introduction

With the rapid growth of social networking services (SNS) on which users can
share their own photos or images with others such as Facebook, Twitter, and
Flickr, the amount of images stored in the web space has been increasing recently.
Many of the images on SNS are publicly available as well as annotated with
text-tags by their owners. This provides a large-scale dataset of tagged images,
which accelerates researches in the field of image retrieval and recognition. One
example of such researches is visual concept learning (VCL) [1–6], which is a task
of constructing visual models of tags, or concepts, using their image instances.
VCL is a hot topic today, because it may be able to bridge the sematic gap [7]
between low-level visual features and high-level semantic concepts. Inter-concept
distance measurement (ICDM) [6,8–13] is another topic driven by the large-scale
tagged dataset, which is a task of computing the distance between two concepts.

c© Springer International Publishing AG 2017
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This can be achieved by calculating the dissimilarity score between two concept
models constructed by VCL. ICDM can play an important role in various vision
applications including image retrieval, automatic image annotation, indexing,
and clustering. This paper focuses on this task, i.e., ICDM.

The general procedure of ICDM for two concepts u and v is as follows: (i)
A set of images annotated with u and another annotated with v are gathered,
typically from SNS websites. (ii) Visual models of u and v are constructed by
using the respective image set. (iii) The dissimilarity score between the two visual
models is calculated. Ideally, in the step (i), only “relevant images”, i.e., the
images whose visual content is truly related to the given tags should be gathered.
However, in reality, some of the gathered images would be “junk images”, i.e.,
the images whose content is visually unrelated to the given tags, because the tags
of SNS-based images are variously given depending on their owner’s background
knowledge, perception, and personality. Kennedy et al. [14] indicate that there
is a roughly 50/50 chance that the concept actually appears in the image in the
case of Flickr.

Junk images are the main factor of performance degradation of VCL. Aiming
to construct better visual models, several methods for removing junk images from
a gathered dataset have been proposed [1,15,16]. Similarly, we can naively guess
that junk images also degrade the performance of ICDM. However, this might
not be always true. Because tags are given to images by not automated systems
but humans in SNS, there might be some semantical (non-visual) relationships
between the image content and the given tags even in the case of junk images,
and the relationship might be useful for ICDM. For example, in the dataset we
gathered from Flickr in our previous study [13], there are some images annotated
with both “lake” and “sandwich”. This would be because some Flickr users went
to lake for fishing or something and had sandwiches for lunch at the lake. Of
course “sandwich” itself is not so deeply related to “lake” because people can eat
sandwiches not only at lake but also at many other places. Hence, the images
annotated with “sandwich” often act as junk images for the concept of “lake”.
This is also the case with the concept of “river”, which also co-occurs with
“sandwich” in the same dataset. However, humans would intuitively feel that
the concepts of “lake” and “river” are close with each other. Therefore, the
images annotated with “sandwich”, which can co-occur with both “lake” and
“river”, could provide a positive effect to a calculation process of the distance
between “lake” and “river”.

As seen in the above example, not only relevant images but also junk images
might reflect a certain property of the target concept and sometimes might
provide useful information in ICDM. On the other hand, it is a very reasonable
idea that junk images degrade the performance of ICDM. Now the following
question arises: Is the effect of junk images on the performance of ICDM positive
or negative? In this paper, we aim to answer this question from experimental
aspects. To this end, we first propose a unified framework that integrates the
processes of ICDM and junk image detection, and then experimentally examine
the above question using the proposed framework. The contribution of this paper



Effect of Junk Images on Inter-concept Distance Measurement 175

is summarized as follows: First, we integrate ICDM and junk image detection
into a unified framework. Although there are a lot of previous studies focusing
on either ICDM or junk image detection, this is the first work integrating these
two tasks, to the best of our knowledge. Second, we experimentally clarify how
junk images affect the performance of ICDM, which is a non-trivial question
from the above reasons.

The remainder of this paper is organized as follows: we first review some pre-
vious woks focusing on ICDM and junk image detection in Sect. 2. In Sect. 3, we
describe the proposed framework in detail. In Sect. 4, we experimentally evalu-
ate the effect of junk images on the performance of ICDM and answer the above
question. Finally, we conclude this paper in Sect. 5.

2 Related Works

2.1 Inter-concept Distance Measurement

As mentioned in Sect. 1, ICDM is generally achieved by calculating the dissimi-
larity score between two visual concept models constructed by VCL. There are
two types of VCL approaches: discriminative one [1–4,6] and generative one [5].
For each concept c, the former tries to learn a classifier which classifies the pres-
ence or absence of the concept c in images. On the other hand, the latter tries
to estimate a probability distribution p(x|c), where x is a certain feature vec-
tor extracted from each image. In VCL, discriminative approach is more widely
studied than generative approach due to its high performance. However, it is
not a straightforward problem to calculate the dissimilarity score between two
classifiers, especially in the case that each classifier has a complex discriminant
hypersurface. In contrast, the dissimilarity score between two probability distri-
butions can be directly calculated as information divergence. Hence, in ICDM,
it is more common to employ generative approach for constructing visual con-
cept models. For instance, Kawakubo et al. [8] model the distribution p(x|c) as
p(x|c) =

∫
p(x|h)p(h|c)dh using probabilistic latent semantic analysis (pLSA),

where h is a hidden state. Then they calculate JS divergence [17] between p(h|u)
and p(h|v) for each concept pair (u, v) and use it as the inter-concept dis-
tance (ICD) between u and v. Wu et al. [9] also employ pLSA and calculate
JS divergence-based ICD as d(u, v) =

∫∫
p(h|u)p(h′|v)DJS [h||h′]dhdh′, where

DJS[h||h′] is JS divergence between p(x|h) and p(x|h′). Fan et al. [6], Katsurai
et al. [10], and Wang et al. [11] do not employ JS divergence, but their methods
are also based on the generative approach of VCL. Most of these methods employ
a single kind of visual feature as x, whereas Zhang and Liu [12] propose to use
multiple kinds of visual features for further performance improvement. Although
it is reported that the above methods could achieve a good performance, most of
them do not focus on the effect of junk images. Kawakubo et al. [8] consider it,
but they only remove junk images from a gathered image dataset. Unlike this, we
attempt to experimentally examine the effect of junk images on the performance
of ICDM and answer the question described in Sect. 1.
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2.2 Junk Image Detection

For the purpose of improving the performance of VCL, several methods for
detecting and removing junk images from a gathered image dataset have been
proposed. These methods are roughly divided into two types: classifier-based
approach and corpus-based approach. Classifier-based approach generally makes
the following assumption: a large set of relevant images can be hardly gathered,
whereas a relatively small set of relevant images can be gathered manually. Based
on the assumption, this type of approach tries to train a binary classifier that
can distinguish whether an input image is junk or not for each concept, using
such a small set of relevant images. Setz et al. [15] simply uses visual features
for training the classifier. To improve the performance, Schroff et al. [16] use
not only visual features but also metadata such as image titles and filenames.
These methods are quite similar to discriminative VCL approach. One drawback
of these methods is insufficient accuracy of the trained classifiers, because it is
difficult to train a good classifier with a small dataset, especially in the case of
abstract concepts.

On the other hand, corpus-based approach focuses on the relationship
between text-tags, which is generally modeled with a certain corpus. Suppose
that there is an image I annotated with tag c. Let T (I) be a set of tags given to
the image I except for c. If many members of T (I) are semantically related to
c, the image I can be considered as relevant for c. Conversely, if many members
of T (I) are unrelated to c, the image I seems to be junk for c. Based on this
notion, corpus-based approach calculates the degree of relatedness between var-
ious pairs of tags in order to distinguish whether an input image is junk or not.
The method of Zhu et al. [1], which is a typical example of corpus-based app-
roach, models the degree of relatedness between tags t ∈ T and c as conditional
probability p(t|c), and calculates the following score for each image I:

r(I) =
1

|T (I)|
∑

t∈T (I)

p(t|c). (1)

If the score r(I) is lower than some threshold, I is judged as junk for c. The
conditional probability p(t|c) is typically computed as a co-occurrence frequency
of tag pair (t, c) divided by a term frequency of tag c, using a certain corpus.
The probability p(t|c) in Eq. (1) would be strongly related to ICD between t
and c; two concepts having smaller ICD would co-occur with each other more
frequently.

3 Unified Framework for ICDM and Junk Detection

Ideally, to examine the effect of junk images, we should use a set of tagged
images in which ground truth labels of each image, i.e., labels indicating whether
the image is junk or not for each given tag, are available. However, currently
there are no such datasets, to the best of our knowledge. Moreover, adding
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such ground truth labels to an existing dataset is time-consuming and labor-
expensive. Therefore we employ corpus-based approach of junk image detection
to judge whether each image is junk or not, which can be easily scaled to a
large dataset than classifier-based approach. As seen in Sect. 2.2, corpus-based
approach requires a conditional probability p(t|c) for each concept pair (t, c),
which is strongly related to ICD between t and c. Hence, it is considered that we
can detect junk images more accurately if we employ a better ICDM method for
obtaining the probability p(t|c). Based on this consideration, we propose a unified
framework which integrates ICDM and corpus-based junk image detection. In
this section, we describe the framework in detail, whose overview is as follows:
First, we introduce the index named “image reliableness”, which quantifies how
likely the image is relevant image. Then we iteratively perform the following two
steps: (a) estimating image reliableness for each image using a current result of
ICDM and (b) calculating ICD for each concept-pair based on the estimated
image reliableness.

3.1 Notation

Before describing the proposed framework in detail, we first summarize the nota-
tion used in this paper. Let C denote a finite set of concepts. For each concept
c ∈ C, let Ici (i = 1, . . . , Nc) denote the i-th image instance of concept c, where
Nc is the total number of image instances of concept c. Each image is converted
into the same kind of feature vector x by some feature extractor. Let xc

i denote
the actual value of feature vector x extracted from image Ici . For each concept
pair (u, v) ∈ C2, let d(u, v) be the ICD between u and v. For each image Ici , let
r(Ici ) denote its reliableness.

3.2 Initial Calculation of ICD

In the first step of the proposed method, we compute ICD for every concepts
pair without considering image reliableness. The computed ICD is used as the
initial value for the proposed iterative process.

As mentioned in Sect. 2.1, probability distribution p(x|c) is first estimated in
a general ICDM framework. In this paper, we model p(x|c) with a K-dimensional
categorical distribution, quantizing feature vector x into K-representative values
{yk|k = 1, · · · ,K} by using a vector quantization method. Let θc = (θc1 · · · θcK)T

denote a model parameter of the categorical distribution p(x|c). Using a set of
image instances {Ici } of concept c, θc is estimated as

θck =
1
Zc

Nc∑
i=1

δ(xc
i ,yk), (2)

where Zc is a constant for satisfying
∑K

k=1 θck = 1, and δ(xc
i ,yk) is an assignment

function that is defined as

δ(xc
i ,yk) =

{
1 if k = argminl||xc

i − yl||
0 otherwise . (3)
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ICD between concept u ∈ C and v ∈ C is calculated as the dissimilarity score
between the distribution parameterized by θu and that parameterized by θv. To
this end, we use JS divergence [17], which is defined as

d(u, v) = DJS [θu || θv ] =
K∑

k=1

{
θuk
2

log
2θuk

θuk +θvk
+

θvk
2

log
2θvk

θuk +θvk

}
, (4)

JS divergence is symmetric and nonnegative. Its value becomes 0 if and only
if θu = θv. Moreover, the square root of JS divergence satisfies the triangle
inequality. These facts mean the square root of JS divergence is a strict metric.

3.3 Estimation of Image Reliableness Based on ICD

For estimating the reliableness r(Ici ) for each image Ici , we basically follow the
method of Zhu et al. [1], which is formulated as Eq. (1). The difference between
Zhu’s method and our method is to compute p(t|c) not using a text corpus but
using d(t, c) calculated by Eq. (4). It can be naturally assumed that two concepts
t and c having smaller d(t, c) would co-occur with each other more frequently.
Based on the assumption, we propose to compute p(t|c) as a monotonically
decreasing function of d(t, c). In this paper, we focus on the fact that the square
root of JS divergence is a strict metric and employ a kind of Gaussian function

g(t, c) = ĝ(d(t, c)) = exp
{

−d2(t, c)
2σ

}
(5)

as the monotonically decreasing function, which is used in place of p(t|c). Let
T (Ici ) be a set of tags given to image T (Ici ) except for c. Based on Eq. (5), we
calculate the reliableness r(Ici ) as

r(Ici ) =
1

|T (Ici )|
∑

t∈T (Ic
i )

g(t, c), (6)

where |S| means the size of set S. Note that other monotonically decreasing
functions can be also used instead of Gaussian function.

3.4 Calculation of ICD Based on Image Reliableness

Using the estimated image reliableness r(Ici ), we re-estimate model parameter θc

for each concept c ∈ C and calculate ICD again for all concept pairs (u, v) ∈ C2.
The idea is quite simple: each image Ici (or each feature vector xc

i ) is weighted
by r(Ici ) before Eq. (2) is calculated. More specifically, we estimate θc as

θck =
1
Zc

Nc∑
i=1

r(Ici )δ(x
c
i ,yk) (7)
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instead of Eq. (4), where Zc is a normalization constant for satisfying∑K
k=1 θck = 1. Then we calculate ICD for each concept pair, using Eq. (4). Since

the reliableness r(Ici ) becomes smaller if Ici is more likely to be junk, we can
decrease the effect of junk images on the calculation process of ICD using Eq. (7).
Conversely, we can increase the effect of junk images by using

θck =
1
Zc

Nc∑
i=1

(
1 − r(Ici )

)
δ(xc

i ,yk), (8)

which is another option of the proposed framework. Comparing the effectiveness
of ICD calculated with Eq. (7) and that calculated with Eq. (8), we can examine
whether the effect of junk images is positive or negative.

The proposed framework iteratively performs the above procedures until the
mean difference between current r(Ici ) and previous r(Ici ) becomes less than a
certain threshold ε.

4 Experiment

To examine the effect of junk images on the performance of ICDM, we conducted
an experiment, in which we compared the following three types of ICDM methods:
one considering junk image detection negatively (called “n-JID” in the remain-
der), one considering junk image detection positively (called “p-JID”), and one
without junk image detection (called “w-JID”). Note that ICD is calculated based
on Eqs. (7), (8), and (2) in n-JID, p-JID, and w-JID respectively. The performance
of these methods was evaluated on the basis of correlation coefficients with JCN
[18] described by Jiang and Conrath, which is an ontology-based ICDM method
using WordNet and can provide ICDs close to human perception [19]. (However
JCN is disadvantageous in that they can handle only a limited number of concepts,
i.e., those that are included in the ontology).

4.1 Experimental Setting

To make a dataset for the experiment, we gathered tagged images from Flickr,
using the following 10 words as the queries: “animal”, “architecture”, “city”,
“food”, “nature”, “people”, “spring”, “summer”, “autumn” and “winter”. The
dataset originally has more than 600,000 unique tags, but most of them are
given to a very few number of images. So we only focused on the tags that
are given to more than 1,500 images and erased all other tags. After that, we
excluded the images that cannot keep two or more tags from the dataset because
of the limitation of our proposed framework: it cannot appropriately compute
the reliableness of image Ici unless the Ici has at least one more tag other than c.
Through the above pre-process, we finally used 506 tags and 967,485 images for
this experiment. The number of images per concept ranged from 1,553 to 79,337
and the average number was 8,062.
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To extract visual features from the gathered images, we employed AlexNet
CNN model pre-trained on ImageNet and applied it to each image, obtaining
a 4096-dimensional vector as visual feature x by choosing the output of the
“fc7” layer. As for the parameter ε described in Sect. 3.4, we empirically set as
ε = 3.0 × 10−7.

4.2 Results and Discussion

Figure 1 shows the performance of the three methods in terms of correlation
coefficients with JCN using different settings of parameter K. (K is the dimen-
sionality of the categorical distribution p(x|c).) It is derived from Fig. 1 that
larger K has a tendency to lead higher performance. This is because smaller K
decrease the descriptive power of categorical distributions. More importantly, we
can see that p-JID outperforms w-JID and n-JID, and n-JID results in the worst
performance among the three methods. This indicates that junk images provide
a positive effect on the performance of ICDM. To deeply discuss the reason, we
evaluated this result from several viewpoints.

Fig. 1. Performance comparison of n-JID, p-JID, and w-JID

First we evaluated the effectiveness of the methods for junk image detec-
tion and visual concept modeling employed in the proposed framework. Figure 2
shows 12 example images of the concept “cake” which have the lowest reliable-
ness. In Fig. 2, there are only a few real photos capturing a cake; the other images
are regarded as junk for most humans. Similar tendency can be seen for many
other concepts. This result indicates that junk images are effectively detected in
the proposed framework. Next, to evaluate the effectiveness of the method for
visual concept modeling, we listed top 20 concepts that have the lowest/highest
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Fig. 2. 12 example images of concept “cake” that have lowest reliableness

entropy of feature distribution p(x|c) in Table 1/Table 2. Generally speaking, the
entropy of p(x|c) becomes high if the concept c is abstract because such concept
can have diverse image instances, whereas the entropy of p(x|c) becomes low if
c is concrete because image instances of such c are very similar with each other.
This kind property could be obtained if each concept c is successfully modeled
by the distribution p(x|c). In fact, we can see that most of the concepts listed in
Table 1 are concrete objects such as animals and foods, whereas those listed in
Table 2 are abstract concepts such as the name of month. These results indicate
that a visual model of each concept is successfully constructed in the proposed
framework.

Table 1. Top 20 concrete concepts (concepts that have the lowest entropy of p(x|c))

Rodent Lizard Kitty Salad Reptile

Soup Puppy Bacon Feline Squirrel

Sandwich Recipe Tomato Insect Pork

Waterfall Bug Pet Cheese Beef

Table 2. Top 20 abstract concepts (concepts that have the highest entropy of p(x|c))

Holiday January Free February Photography

November May June Color Stock

Photo July Picture August March

April September Image Explore Rebel

Based on the above analysis, we next evaluated the relationship between the
distance of concept pair (u, v) and their level of abstraction, i.e., the entropies
of p(x|u) and p(x|v). To this end, we divided the concept set C into two subsets
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(a) (uH , vH) ∈ C2
H (b) (uL, vL) ∈ C2

L (c) (uH , vL) ∈ CH × CL

Fig. 3. Histogram of ICD for three types of concept pairs

Fig. 4. Relationship between actual similarity of concept pairs and their ICD

CH and CL, where CH is a set of concepts that have high entropy of p(x|c)
and CL is a set of concepts that have low entropy of p(x|c), and computed the
histogram of ICD between concept pair (uH , vH) ∈ C2

H , (uL, vL) ∈ C2
L, and

(uH , vL) ∈ CH ×CL, respectively. Note that we use w-JID for calculating ICD in
this evaluation. Figure 3 shows the result. It is derived from the Fig. 3 that ICD
tends to become small in the case of abstract concepts and become large in the
case of concrete concepts. This is because the forms of high-entropy distributions
are close to each other even if their peaks are not so close, whereas this is not
true in the case of low-entropy distributions. Therefore, in most ICDM methods
including the proposed one, small ICD is often calculated between two abstract
concepts that are semantically not close. We briefly illustrate the situation in
Fig. 4, which raises a serious problem: ICD between type-B pairs often become
smaller than ICD between type-E pairs. Unfortunately, removing junk images is
a not suitable solution for this problem; junk image removal generally makes ICD
larger for concrete concept pairs, whereas it tends to give only an insignificant
effect to ICD between abstract concept pairs. This is because the distribution
of visual feature x extracted from junk images spreads widely, so its entropy
becomes generally high. As a result, ICD between type-E pairs becomes further
larger whereas ICD between type-B pairs does not change so much. This is also
demonstrated by Fig. 5 which shows the histogram of the difference between ICD
calculated by n-JID and that calculated by w-JID for each type of concept pair
(uH |vH) ∈ C2

H , (uL|vL) ∈ C2
L, and (uH |vL) ∈ CH × CL. The difference becomes
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Fig. 5. Relationship between the abstractness of concept pair and the difference in
their ICD by junk image removal

negative if n-JID gives smaller ICD than w-JID and becomes positive otherwise.
It is derived from Fig. 5 that ICD for concrete concept pairs tends to become
larger by n-JID, whereas ICD for abstract concept pairs only changes a little.
This means junk image removal does not solve the above problem. Rather, it
makes the problem more serious. In contrast, p-JID has properties opposite to
n-JID, so it can solve the problem. That is why p-JID outperforms w-JID and
n-JID in the result shown in Fig. 1.

5 Conclusion

In this paper, we evaluated the effect of junk images on the performance of
ICDM. Junk images are the main factor of performance degradation of VCL.
Similarly, it is naively expected that junk images also degrades the performance
of ICDM because VCL is a basis of ICDM. On the other hand, junk images might
be related to its text-tags in a certain sense because the text-tags are given by
not automated systems but humans. Hence, the following question arises: Is
the effect of junk images on the performance of ICDM positive or negative?
To answer the question, we first proposed a unified framework which integrates
ICDM and junk image detection and then conducted an experimental analysis
using the proposed framework. Our result indicates that junk images give a
positive effect on the performance of ICDM despite of its negative effect on the
performance of VCL. The result also indicates the fact that ICD calculated by
visual feature-based ICDM methods including our framework strongly depends
on the level of abstraction of each concept. Based on the fact, we will attempt
to use different methods for different concept pairs depending on their level of
abstraction in the future.

This work was supported by JSPS KAKENHI Grant Number 26730090.
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Abstract. Video hyperlinking is the process of creating links within a
collection of videos to help navigation and information seeking. Start-
ing from a given set of video segments, called anchors, a set of related
segments, called targets, must be provided. In past years, a number of
content-based approaches have been proposed with good results obtained
by searching for target segments that are very similar to the anchor
in terms of content and information. Unfortunately, relevance has been
obtained to the expense of diversity. In this paper, we study multimodal
approaches and their ability to provide a set of diverse yet relevant
targets. We compare two recently introduced cross-modal approaches,
namely, deep auto-encoders and bimodal LDA, and experimentally show
that both provide significantly more diverse targets than a state-of-the-
art baseline. Bimodal autoencoders offer the best trade-off between rele-
vance and diversity, with bimodal LDA exhibiting slightly more diverse
targets at a lower precision.

1 Introduction

The automatic generation of hyperlinks within video collections recently became
a major subject, in particular via evaluation benchmarks within MediaEval and
TRECVid [8,9,20]. The key idea is to create hyperlinks between video segments
within a collection, enriching a set of anchors that represent interesting entry
points in the collection. Links can be seen as recommendations for potential
viewers, whose intent is not known at the time of linking. The goal of the links
is thus to help viewers gain insight on a potentially massive collection of videos
so as to find information of interest, following a search and browse paradigm.

Creating video hyperlinks from a given anchor traditionally implements two
steps. A segmentation step that aims at determining potential targets is followed

c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-51814-5 16
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by a selection step in which relevant targets are selected. The vast majority of
approaches developed for the selection step rely on direct pairwise content-based
similarity, seeking targets whose content is very similar to the anchor. Unsurpris-
ingly, most use textual and/or visual content comparison [1,2,6,7,12,14,17,21].
Maximizing content-based similarity between anchors and targets showed to offer
good relevance, as evidenced in [14] where n-gram bag-of-words are used to
emphasize segments sharing common sequences of words.

Unfortunately, emphasizing relevance by rewarding highly similar content in
terms of words and visual concepts does not offer diversity in the set of targets
that are proposed for a given anchor. This lack of diversity is considered as detri-
mental in many exploration scenarios, in particular when users’ intentions and
information needs are not known at the time of linking. In this case, providing
relevant links that cover a number of possible extensions with respect to the
anchor’s content is desirable. Clearly, having a set of diverse targets strongly
improves the chance for any user to find at least one interesting link to fol-
low, whatever his/her initial intentions. Additionally, target diversity directly
improves serendipity, i.e., unexpected yet relevant links, offering the possibility
to drift from the initial anchor in terms of information so as to gain a better
understanding of what can be found in the collection. This objective of providing
diverse results is gaining traction in the hyperlinking community and has been
explicitly included in the latest TRECVid evaluation benchmark [10].

In this paper, we investigate cross-modal approaches recently introduced for
multimedia content matching, namely, bimodal autoencoders [27] and bimodal
LDA [4], as a mean to improve the diversity of targets within a limited set. The
intuition is that cross-modality unveils relevant links that would not be captured
with standard approaches, and is a good candidate to improve diversity. Indeed,
providing links to visual content related to spoken content, and conversely, is
bound to reduce the similarity between anchors and targets while maintaining
high relevance. For instance, a target could talk about what is shown in the
anchor or show things that are discussed in the anchor, and thus bring com-
plementary information. While multimodal approaches have been proposed to
increase content similarity between anchors and targets [1,6,17], cross-modality
has been seldom considered so far and no evaluation regarding the diversity of
targets has been run to this date. In Sects. 2 and 3, we introduce the two cross-
modal systems that are used in this study, namely a bidirectional deep neural
network, and a cross-modal topic model. Section 4 describes the evaluation pro-
tocol used to assess diversity, presents the corpus, and discusses results obtained
by a user-centric study, as well as automatic measures.

2 Bidirectional Deep Neural Networks

The first approach that we consider to improve diversity relies on distributional
representations of words and their multimodal extensions. Word vector repre-
sentations, such as word2vec [19], have proven to be of interest for information
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retrieval [16,18,29], andwere recently experimented for video hyperlinking [21,27].
Interestingly, this representation of words can easily be used for cross-modal
matching, often in conjunction with deep neural networks [11,27,30], with a strong
potential for diversity. In this study, we rely on bidirectional symmetrical deep
neural networks (BiDNN) operating on averaged word2vec representations [5] of
words, obtained by automatic transcription, and on visual concepts detected in
keyframes.

Autoencoders are neural networks, used in unsupervised learning, that are
setup to reconstruct their input, while the middle layer is being used as a new
representation of the data. In a multimodal setting, autoencoders are used to
combine separate input representations to yield a joint multimodal representa-
tion in the middle hidden layer.

Typical multimodal autoencoders come in two varieties: (i) extended classical
single-modal autoencoders where multimodality is achieved by concatenating the
modalities at their inputs and outputs and (ii) truly multimodal autoencoders
that have separate inputs and outputs for each modality, as well as one or more
separated fully connected layers assigned to each. Both share a common central
point: a fully connected layer connecting both modalities and used to obtain
a multimodal embedding. However, multimodal autoencoders have some down-
sides. First, to enable cross-modal translation, one modality is often sporadically
removed from the input, while autoencoders are asked to reproduce both modal-
ities at their output. This means that an autoencoder has to learn to represent
the same output both when a specific modality is present and when it is zeroed,
which is less optimal than having direct cross-modal translation. Secondly, cen-
tral fully connected layers are influenced by both modalities (either directly or
through other fully connected layers). While this is good for multimodal embed-
ding, it does not provide a clean cross-modal translation.

Bidirectional symmetrical deep neural networks tackle these two problems
by first creating straight-forward cross-modal translations between modalities
and then providing a common representation space where both modalities are
projected and a multimodal embedding is formed. Learning is performed in both
directions: one modality is presented as input and the other as the expected
output while, at the same time, the second modality is presented as input and
the first as expected output. This architecture is presented as two networks—one
translating from the first modality to the second and the other conversely—where
the variables in the central part are tied to enforce symmetry, as illustrated in
Fig. 1. Implementation-wise, the variables representing the weights in the hidden
layers are shared across the two networks and are in fact the same variables.
Learning the two cross-modal mappings is thus performed simultaneously thanks
to the symmetric architecture in the middle. The joint representation formed
in the middle layer while learning acts as a multimodal pivot representation
enabling translation from one modality to the other.

Formally, let h(j)
i denote (the activation of) the hidden layer at depth j in

network i (i = 1, 2, one for each modality), xi the feature vector for modality i
and yi the output of the network for modality i. Networks are defined by their
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Fig. 1. Architecture of bidirectional symmetrical deep neural networks [27]

weight matrices W(j)
i and bias vectors b(j)

i , for each layer j, and admit f as
activation function. The entire architecture is then defined by:

h(1)
i = f(W(1)

i × xi + b(1)
i ) i = 1, 2 (1)

h(2)
1 = f(W(2) × h(1)

1 + b(2)
1 ) (2)

h(3)
1 = f(W(3) × h(2)

1 + b(3)
1 ) (3)

h(2)
2 = f(W(3)T × h(1)

2 + b(2)
2 ) (4)

h(3)
2 = f(W(2)T × h(2)

2 + b(3)
2 ) (5)

oi = f(W(4)
i × h(3)

i + b(4)
i ) i = 1, 2 (6)

It is important to note that the weight matrices W(2) and W(3) are used twice
due to weight tying, respectively in Eqs. 2, 5 and Eqs. 3, 5. Training is per-
formed by applying batch gradient descent to minimize the mean squared error
of (o1,x2) and (o2,x1) thus effectively minimizing the reconstruction error in
both directions and creating a joint representation in the middle.

Given such an architecture, cross-modal translation can be done straightfor-
wardly by presenting the first modality as xi and obtaining the output in the
representation space of the second modality as yi. However, to improve relevance
while preserving diversity, we experimented with the multimodal embedding of
the hidden layer. In practice, for a video segment, each modality is projected
to the hidden layer with the corresponding network and the two resulting vec-
tors are concatenated. More specifically, if both modalities are present, each
one is presented to its respective input of the bidirectional deep neural network
and the values are propagated through the network. The values from the cen-
tral layer, where the common representation space lies, are concatenated and
a multimodal embedding is formed. When only one modality is available, it is
presented to its respective input of the bidirectional deep neural network and



Exploiting Multimodality in Video Hyperlinking 189

the values are propagated to the network. The values of the central layer are
duplicated, as to form an embedding of an equal size as when both modalities
are present. This allows for transparent comparison of video segments regardless
of modality availability. When one video segment has only one modality while
the other has both, a distance computed on such multimodal embedding would
automatically compare the one available modality from one video segment with
the two modalities of the other video segment. This all happens in the new com-
mon representation space where both modalities are projected and transparent
comparisons are made possible.

Note that while the embedding is multimodal, it corresponds to a space
dedicated to cross-modal matching and thus significantly differs from classical
joint multimodal spaces. Figure 2 illustrates the task of video hyperlinking with
bidirectional deep neural networks: for all video segments, cross-modal transla-
tions between embedded automatic transcripts, embedded visual concepts, and
back, are learned. Then, for the specific video segments that are compared, their
respective embedded automatic transcripts and embedded visual concepts are
presented (regardless of modality availability) and their multimodal embeddings
in the new common representation space are formed. Finally, the two multimodal
embeddings are compared with a cosine distance to obtain a similarity score.

We implemented bidirectional neural networks in Lasagne1. All embeddings
have a dimension of 100 as larger dimensions did not bring any significant
improvement. The architectures used had 200-100-200 hidden layers as other
smaller sizes performed worse and larger sizes did not perform better. The
networks were trained with stochastic gradient descent (SGD) with Nesterov
momentum, dropout of 20%, in mini-batches of 100 samples, for 1000 epochs
(although convergence was achieved quite earlier). Since all the methods
described belong to unsupervised learning, the learning was performed on the
part of the dataset that contains both transcripts and visual concepts and tested
on the whole dataset.

Speech keywords: conference, aid, in-
ternational, ships, agreed, rangoon, bur-
ma, diplomat, burmese, western, ...

Speech keywords: airport, promised, 
ships, aid, gateways, transporting, delta, 
burmese, hub, reopened, ...

Visual concepts: bulletproof vest, sur-
geon, inhabitant, military, uniform, doc-
tor, nurse, turban, ...

Visual concepts: buffet, dinner, dining 
table, shop room, ambulance, mercan-
tile, establishment, truck, ...

Fig. 2. Video hyperlinking with bidirectional symmetrical deep neural networks [28]

1 https://github.com/Lasagne/Lasagne.

https://github.com/Lasagne/Lasagne


190 R. Bois et al.

3 Cross-Modal Topic Model

Another potential solution to diversity is the use of topic models, such as latent
Dirichlet allocation (LDA), where the similarity between two documents is mea-
sured via the similarity of the latent topics they share rather than by direct
content comparison [3]. Recently, based on seminal work on multilingual topic
modeling [24], multimodal extensions of LDA were proposed for cross-modal
video hyperlinking [4], combining the potential for diversity offered by topic
models and by multimodality. As for BiDNN, words extracted from the auto-
matic transcripts and the visual concepts from the keyframes are used in the
bimodal LDA (BiLDA).

The LDA model is based on the idea that there exist latent variables, i.e.,
topics, which explain how words in documents have been generated. Fitting
such a generative model to a document means finding the best set of such latent
variables in order to explain the observed data. As a result, documents are
seen as mixtures of latent topics, while topics are probability distributions over
words. The multimodal extension in [4] considers that each latent topic is defined
by two probability distributions, one over each modality (or language in [24]).
The BiLDA model is thus trained on parallel documents, assuming that the
underlying topic distribution is common to the two modalities. In the case of
videos, parallel documents are straightforwardly obtained by considering the
transcripts and the visual concepts of a video segment as two parallel documents
sharing the same underlying topic distribution. Training, i.e., determining the
topics from a given collection of videos, is achieved by Gibbs sampling, as for
standard LDA [25], with the number of latent topics set to 700. Given a set of
documents in the text (resp. visual) modality with vocabulary V1 (resp. V2), the
probability that a word wi ∈ V1 (resp. visual concept ci ∈ V2) corresponds to
topic zj is estimated as

p(wi|zj) =
nwi
zj + β

|V1|∑
x=1

nwx
zj + β|V1|

, (7)

where nwi
zj is the number of times that topic zj was assigned to word wi in the

training data and β is a Dirichlet prior.

Table 1. Three multimodal topics represented by their top-5 words and visual concepts

Topic 3 Words Love, home, feel, life, baby

Visual concepts Singer, microphone, sax, concert, flute

Topic 7 Words Food, bit, chef, cook, kitchen

Visual concepts Dig, acorn, pumpkin, guava, zucchini

Topic 25 Words Years, technology, computer, key, future

Visual concepts Tape-player, computer, equipment, machine, appliance
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This training step provides a mapping between topics of the two modalities
by means of the topics. Table 1 displays examples of this mapping obtained from
the corpus used in this study (see corpus description Sect. 4). For each topic,
we show the 5 most probable words and visual concepts. Sometimes, words and
visual concepts are directly related (e.g., computer in topic 25). However, the
relation can be more subtle, as in topic 3 where visual concepts describe a stage,
and words are utterances frequently encountered in the lyrics of songs.

The interest of topic models lies in the fact that video segments dealing
with similar topics will tend to have similar distribution over the latent topics.
This enables the indirect comparison of two video segments by comparing the
distribution of latent topics, rather than using their multimodal content, thus
potentially enabling a diversity of content (within documents from closely related
topics). Formally, given a video segment d, the idea is to represent the segment
as a vector collecting the topic probabilities

p(d|zj) =

(
nx∏
i=1

p(wi|zj)
)1/nx

, (8)

where nx is the size of the vocabulary in d and wi is the ith word or visual
concept in d. Note that p(d|zj) is an approximation of the posterior p(zj |d),
considering a uniform distribution of topics, which is a reasonable assumption.
The similarity score between any two segments is given by a cosine similarity
between their corresponding vectors after L2 -normalization.

In practice, the probabilities p(d|zj) can be obtained from either one of the
two modalities (using the corresponding distributions p(·|zj)), thus enabling mul-
timodal and cross-modal matching as illustrated in Fig. 3. In this paper, we con-
sidered visual to text matching, representing the distribution of topics based on
visual concepts for the anchor and on automatic transcripts for the targets.

Fig. 3. Illustration of the multimodal and cross-modal matching with the BiLDA model
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4 Experimental Results

4.1 Experimental Setup

Experimental evaluation of the different methods and of the diversity of targets
is performed using data from the TRECVid 2015 video hyperlinking task [20]
and the corresponding annotations. The original data consists of approximately
2,700 h of BBC programs from which 100 anchors were defined, with an average
length of 71 s. Anchors were selected by experts as being segments of interest
that a user would like to know more about. As a result of the 2015 evaluation,
a set of potential targets along with relevance judgments is also provided, these
targets being the top-10 targets proposed by each participating team. Relevance
assessment of each of those targets was achieved post hoc on Amazon Mechanical
Turk (AMT). In total for the 100 anchors, 21,176 targets are available with their
relevance judgments, of which 25.4% are actually relevant.

In this work, the content matching methods are evaluated via a reranking
task where the set of potential targets are reordered for each anchor, thus getting
rid of segmentation issues. For each anchor, reranking operates on an average
of 212 targets proposed in 2015. Apart from practical reasons due to the lack
of extensive ground-truth on the whole data set, the reranking task is justified
by the fact that we want to assess the properties of different methods for the
target selection step. We should however stress a minor bias in this setting due
to the fact that anchors were initially proposed by the 2015 participants. Hence,
the targets that we rerank are all somehow related to the anchor and we cannot
appreciate the potential of the methods to discard totally irrelevant targets.
This, however, does not hinder the potential of the methods compared here, in
particular with respect to diversity.

Anchor and target segments are described according to two modalities. On
the one hand, automatically generated speech transcripts [13] provide a lex-
ical representation after lemmatization and stopword removal. On the other
hand, the automatic detection of 1,537 visual concepts [26], averaged over the
keyframes of a segment, provides a visual representation. As some anchors are
very short, a context of 30 s around each actual anchor is considered.

4.2 Results

We first compare BiLDA and BiDNN with a transcript-only baseline system,
on their ability to find relevant targets. The baseline system implements a bag-
of-words representation for each segment with tf-idf weighting [22] along with
cosine similarity. Inverse document frequencies were estimated on the set of
anchors plus the set of proposed targets. The BiDNN was implemented with an
architecture of 200-100-200 hidden layers, dropout in the central part of 50% and
trained with batch gradient descent on the video segments that appear on the
groundtruth. The BiLDA model was trained on the full TRECVid 2015 dataset.

Results are reported in Table 2, where precision at 10 are given for the whole
set of anchors and for the 16 anchors that gave the best results, and which were
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Table 2. Precision at rank 10 on target reranking

Anchors Baseline BiDNN BiLDA

All 0.59 0.57 0.24

16 0.80 0.80 0.40

retained for perceptual study of diversity (see below). Results for the baseline
and for BiDNN are state of the art while BiLDA matching exhibits weaker
results. The good baseline results are partly explained by the fact that, in 2015,
participants mainly used the textual modality for target selection. Hence the list
of targets to rerank contains a significant number of relevant targets with high
lexical similarity and using a bag-of-words representation with cosine similarity is
adequate. This also explains why baseline results on the top-16 anchors are very
strong and, to some extent, why LDA-based approaches fail to be on par with
the baseline. Consistently with results in [27], the BiDNN approach performs as
well as the baseline, however using a cross-modal approach, showing the interest
of autoencoders for multimodal multimedia retrieval. Finally, we note that the
post hoc AMT-based annotation process does not encourage diversity. This is
beneficial to the baseline, which ranks high segments very similar to the anchor,
but detrimental to LDA-based approaches. This consideration also motivates the
specific study on diversity described hereunder.

The diversity of the results returned by either one of the methods can be
assessed either intrinsically, e.g., by measuring how diverse are the relevant seg-
ments found, or by means of subjective human-based judgments. The latter
requires that a limited number of anchors be considered to enable a significant
number of votes for a single anchor. Diversity is thus evaluated on the 16 anchors
for which the best results were obtained with the baseline. For each anchor, we
consider the top-5 relevant targets found and test for diversity among these
targets. In addition to the lexical and visual representation used for content
comparison, we also extracted 10 key words and 10 key concepts for each seg-
ment using a tf-idf ranking—a method commonly used as baseline for key word
extraction [15]. This compact representation enables comparing the content of
the targets and help user quickly apprehend the content of a target.

Table 3 reports a number of intrinsic indicators of the diversity of a list of
targets. nu (∈ [10, 50]) is the average number of unique key words/concepts in the
top-5 relevant segments of an anchor, where the bigger nu the better the diversity.
A value of 10 indicates that all targets have the same key words/concepts. da is
the average cosine similarity between the anchor and the top-5 relevant targets
computed over the transcript or over the set of visual concepts. di measures
the similarity within the top-5 targets of an anchor, computed as the average
cosine similarity between any two pairs of targets in the top-5 list. In these last
two cases, the larger the value, the less diverse the list of 5 targets. Results in
Table 3 clearly demonstrate that the cross-modal approaches offer a significantly
greater diversity of relevant targets than the baseline. Diversity shows both from
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Table 3. Intrinsic evaluation of the diversity of the top-5 relevant targets

Transcripts Concepts

nu da di nu da di

Baseline 29.8 0.51 0.61 35.6 0.61 0.71

BiDNN 40.8 0.20 0.12 46.7 0.42 0.31

BiLDA 40.0 0.25 0.16 38.0 0.48 0.41

the lexical standpoint and from the visual one, where the difference between the
baseline and cross-modal methods is stronger at the lexical level. BiDNN appears
to be slightly better than BiLDA in terms of average distance from targets to
anchor as well as in terms of target dispersion.

Results as measured by the intrinsic indicators above are confirmed by user
evaluations, where users were presented with an anchor and three lists of 5 rel-
evant targets, one for each method, and asked to rank those lists from the least
diverse (rank 1) to the most diverse (rank 3). In the evaluation interface, the
anchor appeared on the top of the page, followed by 3 columns of 5 targets
each, in a randomized order. Each segment was represented by a key image
from which the video could be played, along with 10 key words and 10 key con-
cepts to facilitate the task, potentially avoiding the need to watch all 16 video
segments. A session consisted in ranking the lists for the 16 anchors selected,
however not all evaluators completed their session. Since the order of anchors
was also randomized per session, we kept all votes to report results on as many
judgments as possible. In total, 25 persons, mostly from academia, participated
in the evaluation, the vast majority of them not familiar with the video hyper-
linking task. A total of 176 votes were recorded, with an average of 11 votes per
anchor. The annotation took approximately 16 min to complete (median time),
which corresponds to about one minute per anchor. Results are summarized in
Fig. 4 where the average rank is plotted (dot) for each method, with an error bar
depicting the dispersion of judgments among users—the lowest/highest average
rank assigned to the method by a particular user.

Fig. 4. Average rank of systems with respect to diversity as perceived by evaluators
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Perceptive evaluations by users confirm the results obtained with intrinsic
evaluations, with a significant difference between the transcript-only baseline
(average rank of 1.42) and the two cross-modal methods (average ranks of 2.20
and 2.38 for BiDNN and BiLDA resp.). It is also interesting to note that judg-
ments are rather consistent across evaluators, for instance with average ranks
from 1.12 to 1.75 for the baseline, confirming the ability of humans to judge
diversity. However, contrary to intrinsic evaluations, the relevant targets found
by BiLDA were globally perceived as more diverse than those found by BiDNN
(significant at α = 0.01 according to a paired one-tailed t-test), even though
BiLDA performs less than BiDNN in terms of relevance.

5 Conclusion

The study presented in this paper focuses on cross-modal approaches for target
selection in video hyperlinking as a mean to offer a diversity of targets. Intrinsic
and perceptive evaluations show that cross-modal approaches are significantly
better than a text-only baseline at diversity. Bidirectional symmetrical DNNs
offer a very good compromise between relevance and diversity. Bimodal LDA
offers better potential for diversity but weak performance in terms of relevance
still appears as a limitation for this method. However, recent perceptual stud-
ies on LDA-derived targets show that combination of topic models can yield
performance equivalent to the baseline [23]. Another interesting outcome of the
experiments presented here is the fact that diversity can be assessed not only
using perceptual tests, but also using intrinsic dispersion measures. The latter
are easy to obtain and yield conclusions similar to the one made with the former,
opening the door to large-scale studies on diversity in video hyperlinking.
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Abstract. We compare Visual Berrypicking, an interactive approach
allowing users to explore large and highly faceted information spaces
using similarity-based two-dimensional maps, with traditional browsing
techniques. For large datasets, current projection methods used to gen-
erate maplike overviews suffer from increased computational costs and
a loss of accuracy resulting in inconsistent visualizations. We propose
to interactively align inexpensive small maps, showing local neighbor-
hoods only, which ideally creates the impression of panning a large map.
For evaluation, we designed a web-based prototype for movie exploration
and compared it to the web interface of The Movie Database (TMDb)
in an online user study. Results suggest that users are able to effectively
explore large movie collections by hopping from one neighborhood to the
next. Additionally, due to the projection of movie similarities, interesting
links between movies can be found more easily, and thus, compared to
browsing serendipitous discoveries are more likely.

Keywords: Exploratory interfaces · Media retrieval · Multidimensional
scaling · User study

1 Introduction

Exploring movie collections containing thousands of items described by textual
metadata such as title, genre, actors and plot summary is difficult for users, as
it takes some effort to judge the relevance of all retrieved objects. In this paper,
we present and evaluate a map-based interface in order to support especially
exploratory processes when working with highly faceted information spaces.
Current projection methods suffer from increased computational costs and a
loss of accuracy resulting in inconsistent visualizations. However, previous work
has shown that similarity-based two-dimensional maps can be very useful for
c© Springer International Publishing AG 2017
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exploratory information retrieval [12]. They quickly convey information about
the general structure and coverage of a collection and help to identify groups
of similar objects. Grouping by similarity helps to assess the relevance of entire
clusters once the relevance of a few representative objects is known.

In order to evaluate the effectiveness of our proposed map-based exploration
method, we compared it with standard browsing techniques when exploring a
large collection of movies. Our exploration model enables a user to quickly iden-
tify movies that share common features such as common actors or similar plots.
Navigation through the collection is possible by panning towards a specific fea-
ture subset.

In [11] the conceptual idea of Visual Berrypicking was demonstrated by
extracting visual features from a large image collection. In this paper, we trans-
fer and evaluate this approach for a more complex movie dataset by combining
its diverse metadata, e.g., a movie’s rating, plot description and more. We fol-
low the approach of [11] and visualize only the set of k-nearest neighbors for a
given reference or seed object. Selecting a new seed from the currently visualized
subset leads to the retrieval of a new set of k-nearest neighbors and the com-
putation of a new map. The old and the new set of visualized neighbors most
likely overlap to some extent. This topological similarity is exploited to align
the two consecutive maps and create a meaningful link between them. Addition-
ally, animated transitions aim to help keeping track of positional changes for
objects contained in both maps. Ideally, with largely consistent transitions, this
creates the impression of panning a large (global) map of the collection. Most
importantly, establishing links between consecutive maps allows users to trans-
fer knowledge about the content and relevance of individual objects accumulated
during the search process from one visualization to the next.

For evaluation, we conducted an online user study with more than 100 partic-
ipants. Participants were asked to explore the collection of The Movie Database1

(TMDb) and find interesting movies they were eager to watch using both the
native website as well as our proposed map-based movie explorer. Details about
our study as well as its results are discussed in Sect. 4. First, we briefly review
related work in Sect. 2 and present details of the Visual Berrypicking method in
Sect. 3.

2 Related Work

Media retrieval systems are based on either or both extracted audiovisual fea-
tures and other metadata. Approaches that focus on extracted audiovisual fea-
tures usually try to tag movies or individual scenes and provide faceted search
interfaces. As an example, the authors in [6] present a semantic video search
engine that enables shot-accurate exploration of a cultural heritage video archive.
While the interface allows for filtering retrieval results using content-based facets,
a query refinement needs to be performed by altering the initial query string.

1 The Movie Database Website: https://www.themoviedb.org/.

https://www.themoviedb.org/
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A dense visualization of a large collection of videos is presented in [1]. Brows-
ing is supported by tree-based navigation, each level representing a two-dimen-
sional projection of similar sequences. While this extremely compact layout max-
imizes use of available display space, identifying clusters of similar elements
becomes difficult and impossible when groups are located in different hierarchy
levels. Furthermore, exploration is limited by navigating up and down branches of
the collection tree. Different from the aforementioned approaches, we do not fur-
ther analyze movies. Our approach solely relies on metadata provided by TMDb
and therefore can be easily applied to other media collections, e.g., images, music
or simple text documents.

Rubner et al. [13] were among the first to propose multidimensional scaling
(MDS) for iterated search in large image collections – a technique that we also
follow in this paper. The authors propose a local MDS on the nearest neighbors of
a query image. In contrast to our approach, consecutive maps are not aligned to
each other. In [12] image arrangements are constructed using MDS and layouted
continuously as well as in a structure preserving grid layout (in order to reduce
overlap). The authors conclude that arranging a set of thumbnails according to
their similarity is useful and helps to divide the set into simple clusters. Sev-
eral other map-based approaches for information retrieval have been described,
e.g. for large document collections using self-organizing maps [8], graph-based
approches [5] or adaptive multi-view systems [10].

Recent work [14] reviewed and compared different dimensionality reduction
algorithms for the visualization of large music collections. Based on a user study,
MDS was favored as best layout algorithm when the collection undergoes changes
due to newly added items. In contrast to this paper, [14] pursued a global map
approach for MDS. It was suggested to use Procrustes analysis [4] to better
align newly generated maps with their respective predecessors, which we will
also adopt here as it leads to a reduced confusion of users when navigating with
aligned maps. Similar to our approach, Kleiman et al. [7] arrange images on a
fully populated similarity based grid layout that can be interactively panned and
zoomed. Due to the dense layout, similarities and clusters cannot be inferred from
the layout alone. In case of images, humans are able to quickly assess similarities
based on the visual information. When using other media, map-based approaches
need to illustrate similarities and clusters in order to support the user.

Evaluating map-based retrieval and exploration systems is very challenging
due to the complexity of the exploration process. Often, systems are evaluated in
controlled lab experiments in order to get a better understanding of how users
interact with them and whether there are able to utilize the two-dimensional
arrangement. In [12] random and similarity based organization of images in
browsing scenarios are compared. Strong et al. [15] evaluate the user’s effec-
tiveness in finding images with specific properties. These evaluation scenarios
do not conform to a typical exploration task, where a user’s information need
might change during the exploration process. In this paper we aim to evaluate a
user’s exploration effectiveness while looking for movies that are considered to be
worth watching tonight. To our knowledge, there is no online study comparing
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a map-based exploration approach to an established, traditional browsing-based
system that evaluates the user’s effectiveness in an open exploration scenario.

3 Visual Berrypicking

In document-based information retrieval, berrypicking describes the user’s
behavior during the search process [2]. Instead of a single query, the user per-
forms a series of evolving queries in order to find relevant information. While
inspecting individual documents, the user gets a better understanding of his or
her own information need, which is then used to modify the query. At any time
during this process, useful information can be identified, which will all contribute
to satisfying the user’s information need. When applying the idea of berrypick-
ing to map-based visualizations, choosing a neighboring information or movie
object as a new seed corresponds to modifying a search query, which we call
Visual Berrypicking. We hypothesize that being able to iteratively inspect parts
of the information space by Visual Berrypicking stimulates exploration, which
helps to learn about information objects and their relations, and thus, enhances
overall user experience.

Visualization of similarities on a two-dimensional map requires dimensional-
ity reduction of the typically much higher input feature space. Multidimensional
scaling (MDS, [9]) is a popular distance-preserving technique that can be used for
this purpose. Naturally, any projection into lower dimensional spaces will cause
projection errors that increase with the number of dimensions to reduce and the
size of the collection. As a result, neighboring objects may turn out to be not
that similar after all (degrading trustworthiness2) and similar objects may not
be visualized as neighbors but far apart from each other (degrading continuity2).
Such problems may disturb the process of berrypicking, since users might get
confused about information objects that are visualized far apart though being
perceived as similar. By limiting the number of items used to compute the pro-
jection, we try to reduce the impact of these problems. Large-scale collections
with millions of items cannot be reasonably handled in their entirety anyway
and users will therefore always focus on a small subset. For each view of the
dataset, our prototype presents a map of the k most similar items only, given a
user defined seed item. By clicking on any of the presented items, a new map is
created using the selected item as a new seed.

Transitions between consecutive maps are animated with the aim of giving
the user the impression of panning on a large map representing the collection as
a whole. In order to make these transitions as consistent as possible, we use the
overlap between any two consecutive maps to align them based on their common
neighbors, see Fig. 1. We use Procrustes analysis [4] to reduce the sum of the
squared differences between the two sets of items that remain visible by trans-
lation, scaling, rotation and reflection. The alignment error corresponds to the
2 The measures of trustworthiness and continuity are introduced in [16] together with

a discussion of common problems that arise from using map visualizations for infor-
mation retrieval.
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Fig. 1. Similarity-based projection of nearest neighbors (squares) using three seed items
(colored squares 1, 2, 3). Common neighbors (black squares) overlap between consec-
utive maps and are used for alignment when navigating from one item to the next.
(Color figure online)

difference between the two-dimensional positions of common nearest neighbors
in consecutive maps after alignment by Procrustes analysis. Because of small
relative position changes of common neighbors and the alignment of subsequent
maps by Procrustes analysis this transition is ideally perceived as panning a
structurally stable map. As a result, the user benefits from continuity that allows
to transfer knowledge from one map to the next and more stable navigation
directions (items with certain properties can be found in the same corner during
multiple interactions). Thus, the user is less likely to get lost, which supports
the process of exploration.

4 Evaluation

For evaluation we implemented a web-based prototype for movie exploration
called NEMP (Neighborhood Exploration using MDS and Procrustes analysis)
and compared it to the web interface of The Movie Database (TMDb), see Figs. 2
and 3. We used the 10,000 most popular movies from TMDb, including a movie’s
title, cover image, rating, genres, actors, directors and plot description. Because
the proposed technique only considers neighborhoods of a constant size for map
generation, it does not depend on the collection size and thus is easily scalable
– given that the k-nearest neighbors can be retrieved efficiently.

For computing movie similarities, we linearly combined five individual mea-
sures: linear difference in release date, jaccard similarity of genres, directors and
actors, and plot similarity using tf-idf. Optimal weights were determined based
on preliminary test trials. The number of k-nearest neighbors was fixed to 30.
All pairwise similarities were calculated before the experiment, such that the
k-nearest neighbors can be retrieved in O(n) time. However, for larger datasets



Comparing Visual Berrypicking and Traditional Browsing 203

Fig. 2. NEMP User interface and study overlay (buttons with shadow): a projection of
movies visualizes similarities and local clusters with respect to, e.g., genre (left bottom
cluster), actors (top right cluster) and director (bottom right cluster); back and forward
buttons (top left) as well as buttons to add a movie or quit are used as an overlay in
both study interfaces. Cover images (grey areas) are omitted for legal reasons.

Fig. 3. TMDb user interface and study overlay: movies can be explored by inspect-
ing lists of popular movies or following recommendations on movie pages. Screenshot
adapted to fit page, cover images omitted. Original version at https://web.archive.org/
web/20151003235059/https://www.themoviedb.org/movie/257344-pixels.

https://web.archive.org/web/20151003235059/https://www.themoviedb.org/movie/257344-pixels
https://web.archive.org/web/20151003235059/https://www.themoviedb.org/movie/257344-pixels
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there are more efficient ways to retrieve the k-nearest neighbors, e.g. approxi-
mately via locality-sensitive hashing [3].

Our map-based layout of movie items is constructed by applying classic MDS
to the given seed item and all its k-nearest neighbors. Consecutive maps are
aligned using Procrustes analysis. In order to make use of all available display
space, item coordinates are transformed linearly to better fit the screen’s aspect
ratio. Also, overlaps of similar movies are prevented by dividing the viewport into
grid cells of fixed size and assigning movies to their closest free cell. Due to this
transformation, the arrangement in the user interface slightly differs from the
coordinates provided by MDS. We believe that the gain in usability outweighs
the loss in precision of relative distances. Most importantly, clusters of similar
movies are usually preserved.

The user interface is composed of a simple search bar, a sidebar showing
detail information, and a large viewport presenting movie covers arranged in
our two-dimensional layout, see Fig. 2. By clicking on a movie cover, a new
similarity search is started and its k-nearest neighbors are shown. Changes in
the position of movies are animated. Hovering over a movie cover allows to
inspect its information inside the details panel. Users are able to click on genres,
actors and directors, which will result in a corresponding search query. Also,
genres, actors, directors and plot terms that are common to both – the currently
selected and hovered movie – are highlighted.

In contrast, the TMDb web interface follows a traditional browsing approach,
see Fig. 3. Users may browse through several lists of popular movies, top rated
movies or movies starring a specific actor. Each movie can be inspected in a
separate details page, which also provides a list of related movies as recom-
mendations. In comparison to NEMP, more information are presented for each
movie, including, e.g., its runtime, budget, additional pictures and reviews. Both
interfaces allow to search for movies using keywords.

4.1 Study Design

We conducted a web-based online study comparing both NEMP and TMDb
in an interactive exploration session. The task was to explore TMDb’s movie
collection in order to find movies a participant would consider worth watching
tonight. Therefore, we asked participants to add movies they thought to be worth
watching tonight to their personal watch lists. Our hypothesis is that users are
better supported in exploring large movie collections by the proposed interface,
resulting in more movies being added to watch lists.

In order to effectively test our hypotheses, we tried to avoid that users will
add movies they have not found during the process of exploration. Therefore,
we asked them to write down movie titles they could easily remember and
would consider worth watching tonight before using any of the two websites.
We assumed that participants would prefer to explore movies given that we
asked them not to add movies they were aware of beforehand. The study inter-
face itself was designed as consecutive pages and forms asking participants for
20–30 min of their time, their age, gender, profession and a self-assessment of
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Table 1. Evaluation statements that were rated according to a 5-point Likert scale by
all participants immediately after using an interface.

helpful I have the impression I was able to find interesting movies

easy I thought the interface was easy to used

complex I found the interface unnecessarily complex

intuitive I found navigation using this interface intuitive

inconsistent I thought there was too much inconsistency when new movies were shown

interesting I was able to find interesting links between different movies

random The movies presented seemed random

their own “movie knowledge”. After a number of instructions, e.g., to use the
fullscreen mode of their browser window, they were presented both user inter-
faces in random order (later denoted as first and second interface). During both
sessions we asked participants to add relevant movies to their personal watch
lists. Therefore, we overlayed both interfaces by additional buttons that allowed
to add and remove movies, as well as to proceed with the study once finished, see
Figs. 2 and 3. Immediately after each interface session, participants were asked
to rate statements listed in Table 1 using a 5-point Likert scale.

4.2 Study Results

A total of 110 participants (48 female, 62 male, 31.8 years old on average) com-
pleted our study. Since participants performed our study online without any
human supervision, results are unsurprisingly diverse. Although we implemented
an automatic check for browser size, which shows a large green tick or red cross
indicating whether the browser size is appropriate, a total of 67 participants
chose to proceed with the study even though their window was rated to be too
small. However, a large window size is important in order to provide enough dis-
play space to be able to identify clusters using the NEMP interface. Therefore,
it would be interesting to compare our results with a controlled lab experiment.

In 9 cases, participants spent less than one minute in one or both of the two
interfaces. Also, results suggest a strong bias towards the interface presented
first, e.g., the average time spent on the first interface is 7:09 (min:sec) com-
pared to 4:56 for the second interface. Due to the design of our online study,
it was not possible to even out the number of trials starting with a particular
interface. In total, 47 participants started with NEMP, 63 with TMDb. In order
to do meaningful statistical comparisons, we randomly removed 16 results for
participants that started with TMDb.

Figure 4 shows aggregated ratings for all statements of Table 1. Although
results do not show a clear winner, some important aspects clearly stand out.
The most prominent difference was expressed for the statement that interesting
links can be found more easily using NEMP, which is the fundamental goal of
our exploration interface and supports our initial hypothesis that users will be
supported in learning about information objects and their relations.
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Fig. 4. Evaluation results presented in diverging stacked bar charts showing percentage
of participants rating both interfaces according to all seven statements, see Table 1.
Results for the first and second interface are shown for comparison.

Presumably due to the inherent differences in both interfaces, e.g., TMDb
contains a lot more information, images, etc. about each movie, NEMP is rated
slightly less helpful in finding interesting movies, but also more easier to use
and less complex. Also, we found strong correlations between the participants’
browser size and perceived complexity. TMDb was rated more complex with
increasing browser size (Pearson correlation coefficient pcc = 0.25), while NEMP
was rated less complex (pcc = −0.12), see Fig. 5. Similarly, we found a positive
correlation between NEMP’s helpfulness and browser size (pcc = 0.16), which
might be due to NEMP’s two-dimensional presentation, which benefits from large
screens. Finally, there was a strong correlation between the time participants
spent using NEMP and their perceived randomness of presented movies (pcc =
−0.21), suggesting that participants needed to get familiar with our approach.

On average 5.08 (standard deviation std = 4.45) movies were added to watch
lists during exploration sessions using NEMP, and 5.77 (std = 5.17) were added
during sessions using TMDb. Therefore, our hypothesis that more movies will
be added while using the proposed exploration interface can not be validated.
However, since NEMP is considered to be an unconventional user interface, it
could still be clearly demonstrated that participants were able to effectively use
it for exploration of a large movie dataset even though they used it for the
first time.
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Fig. 5. Pearson correlation coefficients for study parameters and statement ratings of
both interfaces, see Table 1. Circle radius and color intensity corresponds to correlation
strength, hue to orientation. (Color figure online)

5 Conclusions

We have compared Visual Berrypicking to traditional browsing techniques using
a large-scale movie collection. Local maps are aligned during navigation from
one neighborhood to the next, which ideally creates the impression of panning a
large global map. At the same time, small maps can be computed much quicker
and have higher visual accuracy. We have presented a web-based prototype for
movie exploration using multidimensional scaling for map generation and Pro-
crustes analysis for alignment. For evaluation, we have compared our prototype
with the website of The Movie Database in an interactive online study. Results
indicate that users can effectively explore large movie collections, even though
our approach was unfamiliar to them. Additionally, they find more interesting
links between different movies.

Although our study was conducted using the example of movie exploration,
the proposed approach is not restricted to a specific application. Given a mean-
ingful similarity measure and thumbnails (e.g. images or music cover art) our
approach is generally applicable to any kind of media. Future work will focus on
training feature weights during the user interaction process in order to further
adapt maps to the user’s retrieval focus. As local neighborhood maps are eas-
ily computed on the fly, adaptations of the underlying similarity space can be
visualized immediately.

References

1. Barthel, K.U., Hezel, N., Mackowiak, R.: Graph-based browsing for large video
collections. In: He, X., Luo, S., Tao, D., Xu, C., Yang, J., Hasan, M.A. (eds.)
MMM 2015. LNCS, vol. 8936, pp. 237–242. Springer, Heidelberg (2015). doi:10.
1007/978-3-319-14442-9 21

2. Bates, M.J.: The design of browsing and berrypicking techniques for the online
search interface. Online Inf. Rev. 13(5), 407–424 (1989)

http://dx.doi.org/10.1007/978-3-319-14442-9_21
http://dx.doi.org/10.1007/978-3-319-14442-9_21


208 T. Low et al.

3. Gionis, A., Indyk, P., Motwani, R., et al.: Similarity search in high dimensions via
hashing. In: VLDB, vol. 99, pp. 518–529 (1999)

4. Gower, J.: Generalized procrustes analysis. Psychometrika 40(1), 33–51 (1975)
5. Gretarsson, B., O’donovan, J., Bostandjiev, S., Höllerer, T., Asuncion, A.,

Newman, D., Smyth, P.: Topicnets: visual analysis of large text corpora with topic
modeling. ACM Trans. Intell. Syst. Technol. (TIST) 3(2), 23 (2012)

6. Hentschel, C., Hercher, J., Knuth, M., Osterhoff, J., Quehl, B., Sack, H., Steinmetz,
N., Waitelonis, J., Yang, H.: Open up cultural heritage in video archives with
mediaglobe. In: Proceedings of the 12th International Conference on Innovative
Internet Community Services, I2CS (2012)

7. Kleiman, Y., Lanir, J., Danon, D., Felberbaum, Y., Cohen-Or, D.: Dynamicmaps:
similarity-based browsing through a massive set of images. In: Proceedings of the
33rd Annual ACM Conference on Human Factors in Computing Systems, CHI
2015 pp. 995–1004. ACM (2015)

8. Kohonen, T., Kaski, S., Lagus, K., Salojarvi, J., Honkela, J., Paatero, V.,
Saarela, A.: Self organization of a massive document collection. IEEE Trans. Neural
Netw. 11(3), 574–585 (2000)

9. Kruskal, J.: Multidimensional scaling by optimizing goodness of fit to a nonmetric
hypothesis. Psychometrika 29, 1–27 (1964)

10. Lee, H., Kihm, J., Choo, J., Stasko, J., Park, H.: iVisClustering: an interactive
visual document clustering via topic modeling. Comput. Graph. Forum 31, 1155–
1164 (2012). Wiley Online Library

11. Low, T., Hentschel, C., Stober, S., Sack, H., Nürnberger, A.: Visual berrypicking
in large image collections. In: Proceedings of the 8th Nordic Conference on HCI,
NordiCHI 2014, pp. 1043–1046. ACM (2014)

12. Rodden, K., Basalaj, W., Sinclair, D., Wood, K.: Does organisation by similar-
ity assist image browsing? In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, CHI 2001, pp. 190–197. ACM (2001)

13. Rubner, Y., Guibas, L., Tomasi, C.: The earth mover’s distance, multi-dimensional
scaling, and color-based image retrieval. In: Proceedings of the ARPA Image
Understanding Workshop, pp. 661–668 (1997)

14. Stober, S., Low, T., Gossen, T., Nürnberger, A.: Incremental visualization of grow-
ing music collections. In: 14th International Conference on Music Information
Retrieval, ISMIR 2013, pp. 433–438 (2013)

15. Strong, G., Hoeber, O., Gong, M.: Visual image browsing and exploration (vibe):
user evaluations of image search tasks. In: An, A., Lingras, P., Petty, S., Huang, R.
(eds.) AMT 2010. LNCS, vol. 6335, pp. 424–435. Springer, Heidelberg (2010).
doi:10.1007/978-3-642-15470-6 44

16. Venna, J., Kaski, S.: Local multidimensional scaling. Neural Netw. 19, 889–899
(2006)

http://dx.doi.org/10.1007/978-3-642-15470-6_44


Facial Expression Recognition by Fusing Gabor
and Local Binary Pattern Features

Yuechuan Sun1 and Jun Yu1,2(B)

1 Department of Automation, University of Science and Technology of China,
Hefei 230027, China

ycsun@mail.ustc.edu.cn
2 State Key Laboratory for Novel Software Technology, Nanjing University,

Nanjing, People’s Republic of China
harryjun@ustc.edu.cn

Abstract. Obtaining effective and discriminative facial appearance
descriptors is a challenging task for facial expression recognition (FER).
In this paper, a new FER method which combines two of the most suc-
cessful facial appearance descriptors, namely Gabor filters and Local
Binary Patterns (LBPs), is proposed considering that the former one can
represent facial shape and appearance over a broader range of scales and
orientations while the latter one can capture subtle appearance details.
Firstly, feature vectors of Gabor and LBP representations are generated
from the preprocessed face images respectively. Secondly, feature fusion
is applied to combine these two vectors and dimensionality reduction
is conducted. Finally, the Support Vector Machine (SVM) is adopted
to classify prototypical facial expressions using still images. The exper-
imental results on the CK+ database demonstrate that the proposed
method promotes the performance compared with that using Gabor or
LBP descriptor alone, and outperforms several other methods.

Keywords: Facial expression recognition · Gabor wavelet · Local binary
patterns · Feature fusion

1 Introduction

Computers and other electronic devices are penetrating our daily lives at ever
increasing rates, bringing us with more and more user-friendly interactions. How-
ever, current human-computer interactions (HCIs) mostly rely on traditional
interactive modes, such as text input and screen touch. It is believed that to
truly achieve human-centered HCI, computers are required to understand and
react naturally to users’ implicit information [1], including affective state. There-
fore, automatic recognition of facial expressions is crucial to HCI for its potential
applications in everyday life.

In terms of feature representation of expression analysis, the methods
reported in literature can be classified mainly into geometric feature-based ones
[2,3] and appearance-based ones [4,5]. The former track some predefined facial
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 209–220, 2017.
DOI: 10.1007/978-3-319-51814-5 18
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points to infer the shape and locations of facial components such as the mouth
or the eyebrows to classify the facial expression. The second approaches describe
the appearance changes caused by expression by applying image filters to extract
feature vectors.

One of the most extensively employed appearance descriptors is the Gabor fil-
ter, which proves highly powerful for its superior multi-scale and multi-direction
representation [6,7]. LBP [5,8] is another successful descriptor which captures
small texture details. LBP features show decent performance for its invariance
against monotonic transformation and computational simplicity [8]. Being moti-
vated by this, we attempt to combine the advantages of these two features to
attain better FER performance.

Recently, deep convolutional neural networks (CNNs) have yielded excellent
performance in vision-related applications [9,10] and boosted the performance
of FER [11–13]. CNNs can learn multiple levels of representations which enable
algorithms to find complex expressive patterns from image data. In particular,
Liu et al. [11] proposed a 3D CNN with deformable action parts constraints
to learn part-based representations for expression recognition. Jung et al. [12]
extracted facial landmarks based shape features and image based shape features
through a combined CNN. Finally, the authors of [13] presented a CNN-based
deep architecture which modeled facial expressions by utilizing a set of local
action unit features. However, training a robust CNN model requires a lot of
data, which is difficult to collect.

In this paper, we propose a new approach (See Fig. 1) for recognizing six basic
expressions (i.e., Anger, Disgust, Fear, Happiness, Sadness and Surprise) along
with a neutral state by combining Gabor and LBP descriptors. In particular,
our method first preprocesses the raw expression images for normalization, then
extracts facial features by means of Gabor and LBP respectively, followed by
Principal Component Analysis (PCA) implementation for dimensionality reduc-
tion. Feature vectors are then fused and fed to Linear Discriminant Analysis
(LDA) for feature optimization.

The rest of this paper is organized as follows: Sect. 2 describes the preprocess-
ing procedure. Feature extraction is introduced in Sect. 3, followed by feature

Fig. 1. Flowchart of the proposed method.
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fusion method. We evaluate the performance of the proposed method and give a
detailed analysis of the results attained in Sect. 5. Section 6 concludes the paper.

2 Preprocessing

Preprocessing is a vital step in facial expression recognition. An ideal preprocess-
ing is supposed to eliminate the irrelevant information (e.g., illumination, back-
ground, rotation) for pure expression images, which have uniform size and normal-
ized intensity. For a given image, we first localize the centers of eyes with Adaboost
learning algorithm [14] for reference points, followed by an image rotation to live
up to eye coordinates. Images are then cropped and resized to 108 × 120 pixels
to remove the background based on the face model shown in Fig. 2(a). Histogram
equalization is finally adopted for illumination compensation.

(a) (b)

Fig. 2. (a) Original image and cropped face region. (b) Inhomogeneous sampling.

3 Feature Extraction

3.1 Gabor Feature Representation

Gabor filters are widely used to extract local features and present the best simul-
taneous localization of spatial and frequency information. The Gabor function
can be defined as [15]:

ψu,v(z) =
‖ku,v‖

σ2
e(−‖ku,v‖2‖z‖2/2σ2)

[
eiku,vz − e−σ2/2

]
. (1)

z = (x, y) gives the pixel position in the spatial domain, and frequency vector
ku,v is defined as follows:

kv =
kmax

fv
eiφu , (2)

where φu = uπ/umax, φu ∈ [0, π), and u and v denote the orientation and scale
factors of Gabor filters respectively. In our system, we adopt the Gabor filters of
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five scales (v = 0, 1, · · · , 4) and eight orientations (u = 0, 1, · · · , 7), with σ = 2π,
kmax = π/2 and f =

√
2. The same parameters were also chosen in [7,15].

The Gabor wavelet feature representation Ou,v (z) is obtained by convolving
a given face image I (z) with Gabor filters ψu,v (z):

Ou,v (z) = I (z) ∗ ψu,v (z) , (3)

and the magnitude of the convolution output is usually used for facial expression
recognition for its invariance for displacement [16]. For each pixel of the face
image, totally 40 Gabor features are obtained when 40 Gabor filters are used.
Thus, the feature vector can be obtained by concatenating the outputs of all
the pixels. In practice, inhomogeneous sampling is applied to extract distinctive
expression information mainly located at eyes, mouth and nose. 269 fiducial
points are selected in the experiments (as shown in Fig. 2(b)), as it achieves a
good trade-off between the performance and the feature length.

3.2 Local Binary Patterns

LBP was originally introduced by Ojala et al. in [17] for texture description and
later applied to face analysis [5]. The LBP operator labels the pixels of an image
by thresholding the 3 × 3 neighborhood of each pixel with the center value and
considering the result as a binary number, then the 256-bin histogram of the
labels can be used as a texture descriptor. Figure 3(a) gives the illustration of
the basic LBP operator.

The operator was later generalized to use neighbors of different sizes [8]. A set
of sampling points are evenly distributed on a circle centered at the pixel to be
labeled, and bilinear interpolation is used for these points that do not fall within
the pixels. Figure 3(b) shows an example of the circular neighborhood, where the
notation (P,R) represents sampling P points on a circle of radius of R.

A successful extension to the original LBP is so called uniform patterns.
A local binary pattern is called uniform if it contains at most two bitwise tran-
sitions from 0 to 1 or vice versa when the corresponding binary string is con-
sidered circular. It is found that the uniform patterns account for nearly 90% of
all the patterns in a (8, 1) neighborhood and for 70% in a (16, 2) one in texture
image [8]. We use the following notation for the LBP operator: LBPu2

P,R,

Fig. 3. (a) The basic LBP operator. (b) The circular (8,2) neighborhood.
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where the subscript means using the operator in a (P,R) neighborhood and
the superscript u2 represents using uniform patterns and labelling all remaining
patterns with a single label. Hence, the number of different output labels with
the neighbor of P pixels is P × (P − 1) + 3 instead of 2P for the standard LBP.

An early stage experiment is conducted to find the optimal parameters for
this application, resulting in P = 8, and R = 1. Hence, LBPu2

8,1 is adopted in
our experiments. A histogram of the labeled image can be defined as:

Hi =
∑
x,y

I {fl (x, y) = i} , i = 0, · · · , n − 1, (4)

where n is the number of different labels produced by LBP operator and

I {A} =
{

1, if A is true
0, otherwise

. (5)

Fig. 4. LBP-based face description.

The LBP histograms contain the information of the distribution of local
micropatterns and thus can be used to effectively describe face images. However,
spatial information should also be considered to represent the shape information
of faces for efficient face representation. For this purpose, face images are divided
into small regions to extract LBP features (See Fig. 4 for an illustration). The
LBP features extracted from each sub-region are subsequently concatenated into
a single, spatially-enhanced feature histogram. In our work, the face images are
divided into 72 (8×9) regions, as this is empirically found to give the best feature
representation.

4 Feature Fusion

4.1 Dimensionality Reduction by Principal Component Analysis

Before fusing the Gabor and LBP features, we first reduce their dimensional-
ity to remove some of the redundant information with PCA. PCA is a useful
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technique used to reduce the dimensionality of a feature vector and has been
successfully used in face analysis [18,19]. It seeks for a linear projection that
maps the original high-dimensional data space to a lower dimensional feature
subspace. Using PCA reduces the length of the feature vector while retains the
variance of the raw data. Principal components vi, i = 1, 2, · · · , k corresponding
to the k largest eigenvalues λi in descending order are first calculated, and k

is determined according to
k∑

i=1

λi

/∑
all

λj = η, where η is the contribution rate.

The linear transformation matrix Wpca is then obtained by combining the k
eigenvectors.

Let a ∈ Rm and b ∈ Rn be the Gabor and LBP feature vectors of a face image
respectively, then the corresponding lower-dimensional vectors α = WT

Gabora and
β = WT

LBP b can be obtained for feature fusion.

4.2 Fusion Method of Gabor and LBP Features

Most of the existing approaches to facial expression recognition use features of
just one type. However, research indicates that the fusion of multiple features
can improve the performance of pattern classification problems [20]. There are
mainly two types of data fusion strategies, namely feature fusion and decision
fusion. Feature level fusion plays a very important role in the process of data
fusion, for it focuses on the selection and combination of the most effective fea-
tures to remove redundant and irrelevant information. Of all the feature fusion
strategies, a simple but effective method is to combine several sources of raw
features to produce a new feature vector, which is expected to be more informa-
tive and synthetic [21]. Being motivated by this, we propose fusing Gabor and
LBP features to give more discriminative facial representations.

Suppose that we have PCA-reduced feature vectors α and β of the original
Gabor and LBP features defined in Sect. 4.1. In order to eliminate the numerical
unbalance between these two features and gain satisfactory fusion performance,
we first adopt feature normalization to turn α and β into unit vectors as sug-
gested in [20]:

{
ᾱ = α/‖α‖
β̄ = β/‖β‖ . (6)

Considering that the dimensions of ᾱ and β̄ are usually unequal, the higher-
dimensional one is more powerful than the lower-dimensional one as it plays
a more important role in the scatter matrices in terms of the linear feature
extraction after combination. Thus, in order to remove the unfavorable effect
resulting from unequal dimensions, we adopt the weighted combination strategy
introduced in [20]. The serial combination is formed by γ = [α, θβ], where θ is
the weight for LBP features. Suppose that the dimensions of α and β are m
and n respectively, then let θ be m2/n2, and the combined feature vector can be
defined as γ =

[
ᾱ, θβ̄

]
, here the dimension of γ is m + n.

The combination weight θ is determined for the following reason. When the
lengths of two feature vectors are unequal, since the size of scatter matrices
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generated by feature vectors α and β are m × m and n × n, the combination
weight θ is considered to be the square of m/n.

4.3 Feature Optimization by Linear Discriminant Analysis

The next stage of the process is to extract optimally discriminative nonlinear
features from the combined feature vector γ using LDA. LDA seeks for an opti-
mal projection that best discriminates data among classes, the goal is to max-
imizing the ratio of the between-class scatter and the within-class scatter [19].
The between-class scatter matrix SB and within-class scatter matrix SW can be
defined as:

SB =
c∑

i=1

Ni (μi − μ) (μi − μ)T
, (7)

SW =
c∑

i=1

Ni∑
j=1

(Xij − μi)(Xij − μi)
T
, (8)

where μi and μ are the mean images of class i and all classes, Xij denotes the
jth sample of class i, c defines the number of classes and Ni is the number of
samples of class i. The optimal projection can be obtained by maximizing the
ratio det |SB |/det |SW |. To overcome the singularity problem of matrix SW , PCA
is implemented on γ as proposed in [19].

5 Experiments and Analysis

5.1 Experiment

Most facial expression recognition systems recognize six basic emotions pro-
posed by Ekman [22]. In this work, 6-class as well as 7-class (including neutral
faces) expression classification experiments are conducted. The performance of
the proposed method is evaluated on the Cohn-Kanade (CK+) Facial Expression
Database [23]. This well-known dataset consists of 593 image sequences from 123
subjects from 18 to 30 years old. The image sequences vary in duration from neu-
tral faces to apexes, the peak information of the prototypical facial expressions.
In our study, 309 sequences from 106 subjects are selected which meet the crite-
ria for one of the six basic expressions, where the last frames are used for 6-class
classification. In addition, neutral faces of the first frames are selected to conduct
a 7-class classification experiment. Table 1 presents the detailed statistics for the
portion of the dataset that is used.

We adopt a 10-fold cross-validation scheme for performance evaluation. The
dataset is randomly divided into 10 groups of roughly equal numbers of subjects
and each prototypical expression. SVM is chosen to classify different facial expres-
sions and three dominant kernels of SVM (i.e. linear, RBF and polynomial) are
used.
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Table 1. Overview of the dataset.

Expression AN DI FE HA SA SU NE Total

No. of image 45 59 25 69 28 83 106 309 (6-class) 415 (7-class)

AN = Anger, DI = Disgust, FE = Fear, HA = Happiness, SA = Sadness,
SU = Surprise, NE = Neutral.

5.2 Evaluation and Comparison

We first compare the performance of our proposed method with original Gabor
and LBP descriptors using the SVM classifier. There are no significant differences
when using different SVM kernels. The results in Table 2 show that the proposed
method achieves higher recognition rates than Gabor or LBP applied alone in
both 6-class and 7-class experiments, reaching 97.42% and 95.45% respectively.

The confusion matrix for 6-class classification in Table 3 shows that Hap-
piness and Surprise are easiest to recognize. It is an intuitive result as these
expressions cause many more facial movements mainly located around mouth
and thus are relatively easy to recognize. Other expressions, such as Anger and
Sadness, attain lower classification accuracies due to the lack of facial deforma-
tion and training samples.

The case of 7-class classification turns out to be less satisfying as shown in
Table 4. The confusion matrix shows that Neutral expression causes considerable
amount of confusion with subtle expressions including Anger and Sadness and
makes it hard to discriminate among them. It is noticeable that the recognition
rate for Sadness drops dramatically in this case, probably caused by not having
enough training images.

To further evaluate our proposed method, we compare our performance with
the results obtained with other approaches which adopted similar experimental
protocols on the CK+ dataset. Lucey et al. [23] proposed two methods based on
Active Appearance Model (AAM) when they proposed their database, namely
similarity normalized shape (SPTS) and canonical appearance features (CAPP).
Chew et al. [2] and Jeni et al. [3] proposed constrained local model (CLM) based

Table 2. Comparison of recognition accuracy of different methods using SVM on the
CK+ database.

Method Kernel

Linear RBF Polynomial

Gabor 6-class 91.92 91.92 92.57

7-class 89.17 89.18 89.16

LBP 6-class 94.75 95.06 94.75

7-class 91.55 91.80 91.55

Gabor+LBP 6-class 97.10 97.42 96.45

7-class 95.45 95.45 94.45
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Table 3. Confusion matrix for the 6-class classification on the CK+ dataset

AN DI FE HA SA SU

AN 93.4 2.2 2.2 0 2.2 0

DI 0 98.3 1.7 0 0 0

FE 4.0 0 92.0 0 0 4.0

HA 0 0 0 100.0 0 0

SA 3.6 0 0 0 96.4 0

SU 0 0 1.2 0 0 98.8

Table 4. Confusion matrix for the 7-class classification on the CK+ dataset

AN DI FE HA NE SA SU

AN 93.4 2.2 2.2 0 2.2 0 0

DI 0 98.3 0 0 1.7 0 0

FE 8.0 0 80.0 0 0 0 12.0

HA 0 0 0 100.0 0 0 0

NE 1.9 0 0 0 97.2 0.9 0

SA 10.7 0 0 0 10.7 78.6 0

SU 0 0 1.2 0 0 0 98.8

methods to model the changes of shape information from neutral faces to apexes.
The results in Table 5 show that our method outperforms theirs’ probably due to
that they are all geometric-based, which have poorer performance in person inde-
pendent scenarios and are insensitive to subtle expressions. In terms of 7-class
classification experiment, Shan et al. [5] trained traditional LBP features using
SVMs. Jain et al. [24] modeled temporal variations within facial shapes from
video sequences using Latent-Dynamic Conditional Random Fields (LDCRFs).
Among the methods [25–27] which adopted similar feature fusion strategies to
ours, only [27] reported its performance on FER task. However, it selected fewer

Table 5. Recognition rates on CK+ database (6-class)

Method AN DI FE HA SA SU Ave

AAM [23] 75.0 94.7 65.2 100.0 68.0 96.0 83.2

CLM [2] 70.1 92.5 72.1 94.2 45.9 93.6 78.1

3D CLM [3] 77.8 91.5 80.0 98.6 67.9 97.6 85.6

CNN [11] 91.1 94.0 83.3 98.6 85.7 96.4 91.5

3D CNN [12] 100.0 100.0 84.0 100.0 89.3 98.8 95.4

Proposed 93.4 98.3 92.0 100.0 96.4 98.8 96.5
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Table 6. Recognition rates on CK+ database (7-class)

Method AN DI FE HA NE SA SU Ave

LBP [5] 85.0 97.5 68.0 94.7 90.0 69.5 98.2 86.1

LDCRFs [24] 76.7 81.5 94.4 98.6 73.5 77.2 99.1 85.9

Gabor+LBP [27] 53.6 75.4 79.7 96.6 96.2 79.1 96.9 82.5

AUDN [13] 81.8 95.5 82.7 99.6 95.4 71.4 97.6 89.1

Proposed 93.4 98.3 80.0 100.0 97.2 78.6 98.8 92.3

fiducial points and did not perform feature normalization before fusion, which
leads to a lower recognition rate. The results show that the proposed method
shows equal superiority on the performance of 7-class classification. Specifically,
the CNN-based methods [11–13] introduced in Sect. 1 improved the recognition
performance compared with traditional approaches according to Tables 5 and 6,
however, are less competitive to ours.

6 Conclusion

In this paper, we propose a framework of fusing Gabor and LBP features to
recognize facial expressions. The feature fusion method fully utilizes the local
feature and the texture information to extract expression features. Extensive
experiments show that the proposed method yields superior performance com-
pared to Gabor or LBP descriptor alone and outperforms several other methods
on the CK+ database. However, the results indicate that the proposed method
fails to achieve equivalent recognition rates for subtle expressions, such as Anger
and Sadness.

In the future, this work will be extended in three aspects. Firstly, more fea-
ture descriptors will be used to give more comprehensive facial representations.
Secondly, the fusion strategy will be improved to increase the recognition rate.
Finally, we expect to extend this framework to handle other recognition prob-
lems, such as facial action unit detection.

Acknowledgement. This work is supported by the National Natural Science Founda-
tion of China (No. 61572450 and No. 61303150), the Open Project Program of the State
Key Lab of CAD&CG, Zhejiang University (No. A1501), the Fundamental Research
Funds for the Central Universities (WK2350000002), the Open Funding Project of
State Key Laboratory of Virtual Reality Technology and Systems, Beihang University
(No. BUAA-VR-16KF-12).

References

1. Zeng, Z., Pantic, M., Roisman, G.I., Huang, T.S.: A survey of affect recognition
methods: audio, visual, and spontaneous expressions. IEEE Trans. Pattern Anal.
Mach. Intell. 31(1), 39–58 (2009)



Facial Expression Recognition by Fusing Gabor and LBP Features 219

2. Chew, S.W., Lucey, P., Lucey, S., Saragih, J., Cohn, J.F., Sridharan, S.: Person-
independent facial expression detection using constrained local models. In: IEEE
International Conference on Automatic Face and Gesture Recognition and Work-
shops, pp. 915–920 (2011)
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Abstract. As 3D audio is a fundamental medium of virtual reality
(VR), 3D audio real-time rendering technique is essential for the imple-
mentation of VR, especially on the mobile devices. While constrained by
the limited computational power, the computation load is too high to
implement 3D audio real-time rendering on the mobile devices. To solve
this problem, we propose a frame-independent and parallel method of
framing convolution, to parallelize process of 3D audio rendering using
head-related transfer function (HRTF). In order to refrain from the
dependency of overlap-add convolution over the adjacent frames, the
data of convolution result is added on the final results of the two adja-
cent frames. We found our method could reduce the calculation time of
3D audio rendering significantly. The results were 0.74 times, 0.5 times
and 0.36 times the play duration of si03.wav (length of 27 s), with Snap-
dragon 801, Kirin 935 and Helio X10 Turbo, respectively.

Keywords: Virtual reality · 3D audio rendering · Mobile devices ·
Parallel · Framing convolution

1 Introduction

In recent years, the realization of virtual reality (VR) is becoming more practical
with the rapid development of multimedia technology and hardware devices. The
real-time technology of rendering virtual scene is essential, and the virtual scene
is usually constructed from 3D video, 3D audio and other media. As for 3D audio
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rendering, due to high computation load and restricted time requirement, there
are still some gaps between conventional methods and practical use. Though in
common life, mobile services are regarded as the best carriers to implement VR
technology, real-time applications are always constrained by the low computa-
tional power of the mobile services. For this reason, 3D audio real-time rendering
technique on mobile devices is almost becoming one of the bottlenecks of VR
implementation.

The best-known technologies for 3D audio field reconstruction are Ambison-
ics [1], wave field synthesis (WFS) [2,3], amplitude panning (AP) [4] and head-
related transfer function (HRTF) [5]. Binaural sound synthesis based on HRTF
simulates the procedure of the sound propagation from source location to the
binaural eardrums. HRTF technology is able to implement the perceptive recon-
struction of 3D audio image with just a two-channel earphone, other than the
three 3D audio technologies above requiring for the playback environment of
multichannel loudspeakers. However, it would be impractical to implement the
playback environment of multichannel loudspeakers on mobile devices for the
high hardware cost. For mobile devices, 3D audio technology based on HRTF
using two-channel headphones is considered as feasible and efficient solution. So,
its low equipment requirement makes HRTF technology a good choice for mobile
devices and personal entertainment.

In the last decades, 3D audio technology of HRTF has been receiving much
attention from researchers. In 2000, Lee et al. designed a method of 3D sound
orchestra for two-channel headphones in the cyber space [6]. In their method,
sounds from different instruments are convolved with HRTF and the results are
mixed into two channels.

To establish a complete HRTF database publicly available, in 2001, Algazi et
al. measured the HRTFs for 45 subjects, and in addition, the database contains
anthropometric measurements for each subject [7]. The anthropometric data
also provides experimental materials for future research on HRTF individualiza-
tion. Besides, in 2009, the Peking University (PKU) and Institute of Acoustics
(IOA), Chinese Academy of Sciences, together published the PKU&IOA HRTF
database [8], which is one of the most completed near-field and far-field HRTF
database with high spatial resolution. In their work, a spark gap was used as
the acoustic sound source to solve the difficulty of HRTF measurement in the
proximal region.

In order to make 3D audio generation based on HRTF more practical, many
researchers have contributed to the technology of efficient 3D audio rendering.
In 2004, Zotkin et al. presented a set of algorithms (including HRTF interpo-
lation, room impulse response creation, audio scene presentation), for creating
virtual auditory space rendering systems using HRTF [9]. With these algorithms,
a prototype system was created that ran in real-time on a typical office PC. In
2013, Fu et al. pointed out the computation load of 3D audio rendering using
HRTFs is high for real-time applications, and proposed equalized and relative
HRTFs to speed up 3D audio image rendering by reducing more than 50% com-
putation load [10]. Furthermore, in 2013, Zhang and Xie constructed a personal
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computer (PC) platform of the virtual auditory environment (VAE) real-time
rendering system [11]. They proposed a scheme including PCA-based (principal
components analysis) near-field virtual source synthesis. In their test, the sys-
tem is able to simultaneously render up to 280 virtual sources using conventional
scheme, and 4500 virtual sources using the using the PCA-based scheme.

From an overview of the development of 3D audio generation based on HRTF,
the majority of the experimental measurements and the technological implemen-
tation were either conducted on the PC computers or high-performance servers.
There is little consideration of the problems on mobile applications. In 2015,
Iwaya Yukio and Otani Makoto considered the next generation virtual audi-
tory display (VAD) are required to be available on the poor computation power
equipment, such as tablet or smart phone. So they proposed a VAD system on
smartphone by remote rendering [12]. As for mobile devices, low computation
power increases the difficulty of real-time 3D audio rendering. Therefore, how
to increase the efficiency of 3D audio synthesis becomes the key problem of 3D
audio real-time rendering on mobile devices.

In this paper, we propose a frame-independent and parallel method based
on framing convolution. In every parallel thread, the audio frame data is sep-
arately convolved with the corresponding HRTF. And in order to refrain from
the dependency of overlap-add convolution over the adjacent frames, the data of
convolution result is added on the memory regions of the two adjacent frames,
so as to realize the convolved calculation with multiple frames parallel together.
Parallel calculation was performed on the test machines with Snapdragon 801,
Kirin 935, and Helio X10 Turbo. The results demonstrated that our method
reduced the 3D audio generation time separately below 0.8 times, 0.6 times
and 0.4 times play duration of the audio file, reaching the target of real-time
rendering.

The rest of the paper is organized as follows. Section 2 introduces the HRTF
and the implementation of 3D audio rendering. Section 3 presents the frame-
independent and parallel method of framing convolution. Section 4 analyzes
the acceleration experiment with different number of parallel threads and size
growth experiment of different data lengths, and the subjective experiment
between offline rendered and the real-time rendered audio. And Sect. 5 concludes
this paper.

2 3D Audio Rendering Using HRTF

2.1 Head-Related Transfer Function

HRTF consisting of filters for the left and right channels, serves as the key role
of implementation for the 3D audio rendering. Sound propagates from source to
the eardrum of listener, during the path of which it interacts with the listeners
torso, shoulders, pinnae head and so on, so as to have sound quality change. And
the listener would determine the location of the sound source according to the
interaural time difference (ITD), interaural level difference (ILD) and interaural
quality difference, etc. The procedure of sound propagation from source to the
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eardrum, can be described as a transfer function, termed as HRTF [5]. There
are essential perceptive localization cues of human included in the HRTFs. In
the free-field situation, the left-ear and right-ear HRTF is defined as{

HL = HL (r, θ, ϕ, f) = PL (r, θ, ϕ, f) /P0 (r, f)
HR = HR (r, θ, ϕ, f) = PR (r, θ, ϕ, f) /P0 (r, f) , (1)

respectively, where PL and PR denote the acoustic pressures that sound source
causes at the listener’s left and right ear separately; P0 refers to the acoustic
pressure at the corresponding location of the listener’s head center (without the
listener existing there). As seen by the formula, HL and HR are the functions
of the azimuth θ, elevation ϕ, distance r (between source and head center), and
frequency f [13].

When a source signal passes through a set of HRTFs, the synthesized signals
contain the necessary binaural cues for the sound source localization, which is
called binaural sound synthesis, also the basic procedure of 3D audio rendering.
By processing the dry signal with the HRTF, the obtained dual-ear signals are{

XL = HLS
XR = HRS

, (2)

where HL and HR are the transfer functions for the left and right channels,
respectively.

On account of the essentiality of HRTF, many research institutes and labo-
ratories had worked on measurement of HRTF, and exhibited the related exper-
imental results, laying the foundation of future research. Some of them are open
to the public so as to have great influence on others, such as MIT HRTF data-
base [14], CIPIC HRTF database [7] and PKU&IOA HRTF database [8].

2.2 Implementation of 3D Audio Rendering

As for implementation, framing convolution is the essential method, considering
the long length of audio data. In the conventional process of 3D audio genera-
tion, it oughts to utilize head-related impulse response (HRIR) of the specific
localization to convolve with the single frame of raw audio data, in order to get
the frame data with spatial feeling. Finally, the final results of all the frames are
combined end to end, to obtain the entire audio with 3D effect.

For HRTF databases commonly accessed [7,8,14], data of filters is provided
in the form of HRIR in the time domain, other than HRTF in the spectral
domain. So the filtering need to be implemented by the time-domain convolution.
Typically, an overlap-add convolution technique is used to segment the signal
into appropriate frames [15]. Firstly, the dry audio sequence x (n) is divided into
several frames with the length of N , and the i-th frame is marked as xi (n).
hL (n) and hR (n) are the left-ear and right-ear HRIRs, respectively, both of M
samples. And the frame convolution results of the i-th frame can be generated
as follows, {

y′
L,i = hL ∗ xi

y′
R,i = hR ∗ xi

. (3)
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From the property of linear convolution, it can be seen that either y′
L,i or y′

R,i

is M + N − 1 samples long. The overlapping section of the (i − 1)-th frame
convolution result ought to be added to the final results of the i-th frame:

{
yL,i (n) = y′

L,i (n) + y′
L,i−1 (n + N)

yR,i (n) = y′
R,i (n) + y′

R,i−1 (n + N) , (4)

as yL,i and yR,i, whose length both is N . From the formula above, we can
see the final result of i-th frame is related to the convolution results of i-th
frame and (i − 1)-th frame, which reveals the fact that overlap-add calculation
is dependent on the adjacent frames. This dependency hinders the parallel for
the implementation of framing convolution. In the conventional serial method of
convolution, extra buffer is needed to keep the convolution result of the previous
frame [16,17]. To solve the problem of the dependency, we propose the frame-
independent and parallel method of framing convolution in the following section.

3 Frame-Independent and Parallel Method of Framing
Convolution

As for mobile devices, it’s a future trend that the central processing unit (CPU)
consists of multiple cores. To make better use of that, we consider multithreading
method to speed up the calculation of framing convolution, opening parallel
threads to process multiple frames. While in the previous section, it has been
concluded that overlap-add convolution is dependent on adjacent frames, so that
general multi-threading method could not be applied to framing convolution
naturally.

Algorithm 1. Pseudocode for one of the parallel threads, with d frames under
processing
Input: d, hL, xi

Output: yL,i, yL,i+1

1: in parallel do
2: lock(A)
3: d ← d + 1
4: i ← d
5: unlock (A)
6: computing hL ∗ xi → y′

L,i

7: for i ← 1 to N do
8: yL,i (i) ← yL,i (i) + y′

L,i (i)
9: end for

10: for i ← 1 to M − 1 do
11: yL,i+1 (i) ← yL,i+1 (i) + y′

L,i (i + N)
12: end for
13: output yL,i, yL,i+1
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In order to solve the problem and increase the efficiency, we propose the
frame-independent and parallel method of framing convolution. Because of the
additivity of the linear system, we assumed the convolution result of the current
frame and the overlapping section of the previous frame convolution result are
two different ways of signals added on the linear system. These two ways of
signals together constitute the final result of the current frame, and are able to
be calculated in different parallel threads. Here is the calculation process of left-
ear data, as an example, to describe the general idea of our proposed method,
as the following steps:

1. During initialization, zero setting yL entirely;
2. Allocating i-th frame of raw audio data xi to the k-th thread;
3. Convolving xi with HRIR hL to obtain the convolution result y′

L,i;
4. Adding the first N points of y′

L,i to the whole N points of yL,i, and the last
M −1 points of y′

L,i to the first M −1 points of yL,i+1, on their corresponding
memory regions.

5. Repeating above steps until all the frames have been processed.

The calculation process of the right-ear data is similar to the left-ear. The pro-
cedure of the adding operations in the method is shown in Fig. 1. Algorithm 1
shows pseudocode of the implementation for one of the parallel threads (using
left-ear data as an example).

The method helps us refrain from the dependency of overlap-add convolution
over the adjacent frames, the data of convolution result is added on the memory
regions of the two adjacent frames, so as to realize the convolved calculation with

Fig. 1. The procedure of the
adding operations on adja-
cent frames (left-ear)

Fig. 2. The procedure of paralleled calculation of
multiple frames with k threads parallel (left-ear)
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multiple frames parallel together, thus increasing the performance of rendering
from frame level. Additionally, in our method, there’s no need for extra buffer
to keep the convolution results of the previous frame. Figure 2 demonstrates the
overall process of the paralleled calculation.

4 Experiment

To evaluate the performance of our proposed frame-independent and parallel
method of framing convolution, we set up three kinds of experiments, the first
one for the acceleration evaluation of parallel method with different number of
parallel threads compared to the basic convolution method, the second one for
the size growth evaluation of different data lengths, the third one for the sub-
jective evaluation between offline rendered and the real-time rendered audio. All
the experiments were conducted on the Mi Note LTE cellphone with Qualcomm
Snapdragon 801 processor, the Huawei P8 cellphone with Huawei Kirin 935 and
the Meizu MX5 cellphone with MediaTek (MTK) Helio X10 Turbo, and the
explicit testing environment is described as Table 1. The HRIRs used through
the two experiments are from the PKU&IOA HRTF database [8], whose length
is 1024 (which is much longer than the HRIR length of 200, from the CIPIC
HRTF database [7]). The sources of input signals are monaural audio data, sam-
pled at 48000 Hz and digitized at 16bit. For a statistical significance, all the
results shown below have been averaged.

Table 1. The explicit testing environment of mobile devices

Mobile device Mi Note LTE Huawei P8 Meizu MX5

Processor Snapdragon 801 Kirin 935 Helio X10 Turbo

Number of Cores 4*Krait 400 4*Cortex A53
enhanced +
4*Cortex A53

8*Cortex A53

Clock of Processor 2.5 GHz 2.0 GHz (A53
enhanced) &
1.5 GHz (A53)

2.2 GHz

RAM 3 GB 3 GB 3 GB

Minimum Available RAM 1 GB 1 GB 1 GB

System Version Android 6.0 Android 5.0 Android 5.1

4.1 Acceleration Experiment with Different Number
of Parallel Threads

In the acceleration experiment of the parallel method, we measured the 3D audio
rendering time of audio data with different number of parallel threads from two to
ten threads, compared to the rendering time of the general convolution method
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Fig. 3. The 3D audio rendering time of si03.wav (length of 27 s) with Snapdragon 801,
Kirin 935 and Helio X10 Turbo

described in Sect. 2.2, in other words, the serial method. The rendering time
refers to the total time of the rendering procedure from input mono audio of
pulse-code modulation (PCM) transferred into two-channel 3D audio data of
PCM (both stored in the random-access memory (RAM) of the test machine).
The source signal is si03.wav of 27 s, which is one of standard audio sequences
from Moving Picture Experts Group (MPEG). Then we compared 3D audio
data of the final results in parallel method with the final result in serial method,
and found there were no difference, which confirmed that the calculations were
correct.

The results of rendering time are illustrated in Fig. 3. Firstly, we ought to
declare that an implementation of 3D audio rendering can be called real-time,
only if the rendering time is less than the play duration of the original audio
(that is, in Fig. 3, the point is below the red imaginary line). In the serial method,
the rendering time is 62.57 s, 50.79 s and 41.47 s with Snapdragon 801, Kirin 935
and Helio X10 Turbo, respectively, which are not real-time. As the number of
parallel threads increases, the rendering times with the three CPUs decrease at
the beginning, until reaching the lowest points, then increase slowly, and finally
flatten out. At the points of 4 threads with Snapdragon 801, 4 threads with Kirin
935 and 6 threads with Helio X10 Turbo, they get the shortest rendering times,
which are separately 3.12 times, 3,74 times and 4.16 times faster than the serial
method (in Fig. 3, 62.57/20.05 ≈ 3.12, 50.79/13.58 ≈ 3.74 and 41.47/9.97 ≈ 4.16),
and are 0.74 times, 0.5 times and 0.36 times the play duration of si03.wav (in
Fig. 3, 20.05/27 ≈ 0.74, 13.58/27 ≈ 0.5 and 9.97/27 ≈ 0.36).
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To explore whether audio content would impact the rendering efficiency, we
also conducted the acceleration experiment with files of different contents, includ-
ing vocal and instruments. The test was carried out upon Helio X10 Turbo with
6 threads. Detailed information of the test sequences and the experiment results
are illustrated with Table 2. The average of the speed-up (the ratio of the ser-
ial convolution method to our parallel method) is 3.88, and the rendering time
of our parallel method is 0.38 times medially the duration of the four different
sequences. These results demonstrate that our parallel method can adapt well
to different audio contents.

Table 2. Details of the sequences and test results using Helio X10 Turbo with 6 threads

Sequences Content Duration (s) Serial
convolution
method (s)

Our parallel
method (s)

Speed-up
(serial/
our)

Rendering
efficiency
(duration/
our)

es01 Female
vocal

10 14.57 3.9 3.74 0.39

sc01 Trumpet
& orches-
tral music

10 15.27 4.09 3.73 0.41

si03 Pitch pipe 27 41.47 9.97 4.16 0.36

sm02 Carillon 10 14.12 3.62 3.89 0.36

Average — — — — 3.88 0.38

From the above results, it can be concluded that our parallel method is able
to reduce the calculation time of 3D audio rendering substantially. Though it
is acknowledged that the computation load of is so high for real-time 3D audio
rendering applications [18], we implemented real-time generation of 3D audio on
mobile devices, using 4 threads with Snapdragon 801, 4 threads with Kirin 935
and 6 threads with Helio X10 Turbo. The results also reveal the fact that the
parallel method takes full advantage of the multicore of mobile processor.

4.2 Size Growth Experiment of Different Data Lengths

To better observe the properties of the parallel method with size growth of the
input data, we generated 3D audio with source data of different lengths using
4 threads with Snapdragon 801, 4 threads with Kirin 935 and 6 threads with
Helio X10 Turbo, (as they got the shortest rendering times with these threads).
The source signals vary from 10 s to 70 s, and are also sampled at 48000 Hz and
digitized at 16bit.

The correlation between the duration of audio signal and rendering time is
shown in Fig. 4. As we can see, with the audio duration growing, the rendering
time is increasing approximately linearly, which reflects the stable performance
of our parallel method. In practical applications, the stable performance will
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Fig. 4. The 3D audio rendering time of source audios in different lengths with Snap-
dragon 801 (4 threads), Kirin 935 (4 threads) and Helio X10 Turbo (6 threads)

adapt to strict time constraints and contribute to better estimation of runtime,
even though real-time application of 3D audio is very computation-intensive,
such as VR audio rendering.

4.3 Subjective Experiment Between Offline Rendered
and the Real-Time Rendered Audio

For 3D game, VR or any application related to 3D audio, audio quality plays
an important role. Here we also conducted the subjective experiment based on
MUSHRA method with 3.5 kHz low-pass filtered anchor to evaluation the sound
quality of real-time rendering using our parallel method. The MPEG standard
series es01, sc01 and sm02 were used in the test. Figure 5 displays the interface
of the test program on Android. There were 10 subjects (4 females and 6 males)
from 20 to 30 years old taking part in subjective test. Firstly, offline rendered 3D
audio with serial convolution method would be played as the reference sound.
Then they would listen to the sounds rendered in three versions in random order,
offline rendered 3D audio with serial convolution method (as the hidden refer-
ence), real-time 3D audio rendering using our parallel method and offline audio
filtered below 3.5 kHz. The subjective evaluation results with 95% confidence
interval are shown in Fig. 6. It can be concluded from the results that, there
exists a little sound quality decline in real-time parallel 3D audio rendering,
although our parallel method accelerate the 3D audio rendering substantially.
And conventional serial method performed better than parallel method in sound
quality fidelity.
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Fig. 5. The interface of the
test program on Android

Fig. 6. The subjective evaluation results of sound
quality based on MUSHRA method

5 Conclusion

In this paper, we present a frame-independent and parallel method for 3D audio
real-time rendering on mobile devices. To refrain from the dependency of overlap-
add convolution over the adjacent frames, we assumed that the convolution result
of the current frame and the overlapping section of the previous frame convolu-
tion result are two different ways of signals added on the linear system, and are
able to be calculated in the parallel threads. Then we proposed using parallel
threads to process multiple frames, and parallelize the process of 3D audio ren-
dering. Finally, we conducted the acceleration and the size growth experiments
of the parallel method, and found our method could reduce the calculation time
of 3D audio rendering significantly. The results were 0.74 times, 0.5 times and
0.36 times the play duration of si03.wav (length of 27 s), with Snapdragon 801,
Kirin 935 and Helio X10 Turbo, respectively, achieving the target of 3D audio
real-time rendering on the mobile devices. However, in subjective evaluation,
conventional serial method performed better than our parallel method in sound
quality fidelity. The results also reveal the fact that our parallel method takes
full advantage of the multicore of mobile processor.
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Abstract. We present an illumination-preserving embroidery simula-
tion method for Non-photorealistic Rendering (NPR). Our method turns
an image into the embroidery style with its illumination preserved by
intrinsic decomposition. This illumination-preserving feature makes our
method distinctive from the previous papers, eliminating their problem of
inconsistent illumination. In our method a two-dimensional stitch model
is developed with some most commonly used stitch patterns, and the
input image is intrinsically decomposed into a reflectance image and its
corresponding shading image. The Chan-Vese active contour is adopted
to segment the input image into regions, from which parameters are
derived for stitch patterns. Appropriate stitch patterns are applied back
onto the base material region-by-region and rendered with the intrinsic
shading of the input image. Experimental results show that our method
is capable of performing fine embroidery simulations, preserving the illu-
mination of the input image.

Keywords: Non-photorealistic rendering · Embroidery simulation ·
Intrinsic shading · Image processing · Multimedia signal processing

1 Introduction

Non-photorealistic Rendering (NPR) aiming to simulate a wide range of artistic
styles with computers has attracted tremendous interest from the research com-
munity. Although many efforts have been made in NPR, involving oil painting,
penciling drawing, stippling, etc, there have been a small number of research
papers reported for embroidery simulation in NPR thus far. Chen et al. [1] pre-
sented a line-drawing-based method of traditional embroidery modeling and ren-
dering, where the rendered embroidery was subsequently texture-mapped onto a
deformable 3D object. Yang et al. [2] proposed an image-based method to simu-
late the Chinese Irregular Needling Embroidery (CINE) by constructing a stitch
dictionary with a multilayer rendering technique to produce vivid and colorful
results. Cui et al. [3] proposed a 3D stitch model with the Phong lighting model
to create embroidery-like images.

Since real embroidery glints under the light and is sensitive to illumination, a
proper simulation to illumination can shade the computer-generated embroidery
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 233–244, 2017.
DOI: 10.1007/978-3-319-51814-5 20
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Fig. 1. Incoherent illumination of Chen’s result [1].
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Fig. 2. The flowchart of our embroidery simulation system.

nicely, and give it a 3D illusion and artistic sense; otherwise, incoherent illumi-
nation will give rise to unnecessary chaos to the simulation result. For example,
both [1] and [2] employed a similar planar stitch model. In order to give their
planar stitches a 3D illusion, Chen et al. [1] delicately performed tangent modi-
fication on the two ends of each stitch and utilized alpha blending to render the
stitches, while Yang et al. [2] simply performed a linear tuning of intensity over
each stitch from one end to the other. Nevertheless, both [1] and [2] failed to
pay enough attention to embroidery shading during stitch rendering. The illu-
mination in [1] appears globally inconsistent and chaotic. Figure 1 shows such an
example taken from [1], where the direction of shading in the central flower (see
where Arrow 1 points to) is from top to bottom, while the shading in the bottom
left corner (see where Arrow 2 points to) is from right to left, leading to an inco-
herent lighting effect. The stitching in [2] was carried out by locally averaging
the color of the input image, and thus caused an unavoidable decay in intensity
contrast and color saturation, making the embroidery appearance visually dim
(as shown in Fig. 12(b) and (e)). Although the global Phong lighting model was
used in [3], the paper resorted to a manual process to align the artificial illumi-
nation with the shading direction in the original input image, which is, however,
uneasy because estimation of the lighting direction from a single image is still
an ill-posed problem.
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Fig. 3. The stitch model is in red, and 1.15∗ lx and 1.2∗ ly are, respectively, the length
and width of its bounding box. (Color figure online)

In order to resolve the above problems of inconsistent illumination in the
previous methods, we propose an illumination-preserving embroidery simulation
method in this paper. Our method transfers the illumination of the input image
to the simulation result through intrinsic decomposition so that the illumination
captured by physical apparatus will offer embroidery simulation results a more
appealing illumination effect. The flowchart of our method is shown in Fig. 2. We
first derive some most commonly used stitch patterns based on a self-designed
two-dimensional (2D) stitch model, and then preprocess the input image by
segmenting it into regions from which the parameters of different stitch patterns
can be figured out. Meanwhile, the input image is intrinsically decomposed into
its shading and reflectance images. The color of each stitch is determined by
the reflectance image during stitching. Finally, the intrinsic shading of the input
image is used to render the stitched result.

Our work is also subject to stroke-based rendering (SBR), an NPR technol-
ogy that renders an image using some predefined primitives, such as the virtual
brush stroke, pencil stroke, stipple, and stitch, etc. There exist a large num-
ber of research papers with SBR, which, according to the stroke layer number,
can be categorized into the single-layer [4,5] and multi-layer methods [6,7]. We
implement both in this paper.

The rest of this paper is organized as follows: Sect. 2 describes stitch mod-
eling. Section 3 is dedicated to preprocessing as well as determination of stitch
parameters. Section 4 introduces intrinsic decomposition and rendering. Section 5
demonstrates the experimental results. Section 6 draws the conclusions.

2 Embroidery Modeling

Since embroidery is created with numerous stitches, a proper stitch model plays a
key role in embroidery simulation. It is observed that compared with the central
part of a stitch, its two ends are visually thinner and curvier when the stitch goes
into and out of the base material. This is caused by interaction forces between
the stitch and base material. Meanwhile, we also desire that the stitch shape is
easy enough to compute. To this end, we design a 2D ellipse model, as shown
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in Fig. 3. In this paper, the real length and width of a stitch are respectively set
to 1.15 ∗ lx, and 1.2 ∗ ly by default. The calculation of other stitch parameters,
such as the orientation and color, will be discussed in detail in Sect. 3.

(a)Long-short stitches (b)satin stitches (c)a variation of the satin pattern

(d)edge stitch pattern 1 (e)edge stitch pattern 2

Fig. 4. The stitch patterns.

In the following, the stitch patterns namely long-short, satin, and edge
stitches are designed and implemented as independent modules. Given a region
to stitch, our method is able to perform corresponding stitching by calling one
or more of these specific modules.

Long-short stitch good at showing intensity graduation is a common stitch
pattern used in various kinds of embroidery. By alternating long and short
stitches and changing the color parameter, this type of stitch is capable of dis-
playing a smooth color change. Figure 4(a) shows an example of long-short stitch
pattern. In practice, we find this fixed-size pattern fails to clearly depict the area
with rich detail and color change. If we decreased the stitch size, the computa-
tional complexity would increase hugely and be unnecessary for areas in constant
color. Thus, we add an adaptive length varying strategy for the sake of efficiency.
Before applying stitches, we calculate a map of local color variances. If the vari-
ance value at a stitching point is greater than a predefined threshold, short
stitches are used to show more details; otherwise long stitches are applied for
computational efficiency. Moreover, we find if randomizing the starting positions
and length of stitches to follow a preset normal distribution with an appropriate
expectation and derivation, the resulting embroidery image will appear more
appealing; otherwise the arrangement of stitches would appear too regular to
resemble embroidery.

Satin stitch is the quickest stitch pattern to sew up an area. It con-
sists of a series of long and parallel stitches stretching over the whole area.
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Traditionally, satin stitch is used to fill the areas with less visual salience, such as
the background. Figure 4(b) shows the implementation of such a stitch pattern.
Moreover, when a region is approximately symmetrical, we suggest a variation
of satin stitch shown in Fig. 4(c), where we first separate the original region into
two halves with a symmetric line, and then apply satin stitches from the sym-
metric line to both sides of the region. This produces an arrangement of stitches
like leaf veins, and makes the region visually more appealing. The calculation of
the symmetrical line will be discussed in Sect. 3.

Edge stitch is designed to emphasize the edge of a region. We implement two
general patterns of edge stitch, as shown in Fig. 4(d) and (e). The first pattern
is easy to implement because it consists of a series of long stitches joining end to
end. Since it is likely to infinitely approximate a curve by joining short segments,
we do the same here. We sample the edge with respect to the length of the stitch
at regular intervals. As for the second edge stitch pattern, all the stitches are
placed clockwise, intersecting with the edge of the region at their midpoints with
a predefined gap along the edge. We also add a small random offset to stitch
orientations in order to avoid over-regularity. It is seen that edge stitch pattern
2 has a better visual effect than the former, but the former is generated more
quickly owing to its simplicity.

3 Preprocessing and Selection of Parameters

Before applying stitches to the base material, the input image has to be pre-
processed by image segmentation and edge smoothing. In this paper, we segment
the input image for three reasons. First, our stitch modules are region-wise, and
each region is stitched with a specific stitch module. Second, we need to smooth
out region edges to make them visually coherent, and this is of particular impor-
tance when applying edge stitches. Third, stitch parameters, such as the length,
width, and color, are all decided by properties of the segmented regions.

3.1 Preprocessing

In most cases, embroidery simulation focuses on the visually dominant objects
in the foreground and treats the background in a relatively loose manner. In
this paper, we use the well-known Chan-Vese active contour [8,9] to segment
out the objects of interest. To improve the precision of the Chan-Vese algorithm
on low-contrast areas, we use L0 smoothing [10] to preprocess the grey image
before segmentation. Our experiments show that a combination of Chan-Vese
segmentation and L0 smoothing works well in most situations.

Edge smoothing is also required in our method. The regions segmented by the
above methods usually end up with rugged edges. If we directly apply stitches
along the rugged edges, an abrupt change of edge direction will cause a total
chaos of stitch orientation. Here we smooth out the edge with the Fourier descrip-
tors by reconstructing the edge with the low-frequency Fourier coefficients. An
experimental illustration of the results produced by the above mentioned algo-
rithms is shown in Fig. 5(b)–(d).
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(a)The input image (b)L0 smoothing (c)segmented region (d)smoothed edge

(e)reflectance image (f)shading image (g)single-layer (h)multi-layer rendering

Fig. 5. Illustration of the embroidery simulation procedure.

Fig. 6. The major and minor axes.

3.2 Selection of Stitch Parameters

We also calculate the area, centroid, and orientation of major axis of the region.
For those approximately symmetrical regions, we calculate their symmetrical
lines by morphologically thinning the smoothed regions and then fitting them
with the quadratic polynomial. The centroid and orientation of the major axis
are obtained by respectively calculating the first and second moments of the
region as shown in Fig. 6. The orientation of the minor axis is orthogonal to that
of the major one.

In our method, the stitch pattern parameters, such as the color, length, width,
and orientation, are dynamically decided according to the input image. The
stitch color is set to be the average color of the area the stitch covers in the
intrinsic reflectance image. Unlike [2], the shading image decomposed from the
input image will be superimposed back onto the stitched result during illumina-
tion rendering, thus avoiding the problem of contrast decay caused by the color
averaging in [2].
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(a)The original image (b)the reflectance image (c)the shading image

(d)the stitched result without illumination (e)the result after shading rendering

Fig. 7. Intrinsic decomposition and rendering.

To calculate the stitch length, we adopt the formula developed in [2]:

length = ω(1 +
A(region) − MinA(input)

MaxA(input) − MinA(input)
) (1)

where ω = max(Widthinput, Heightinput)/50, A(region) denotes the area of
the region, MaxA(input) and MinA(input) denote the maximum and minimum
areas of all the segmented regions in the input image respectively. The stitch
width is set to 0.2 ∗ length empirically. The stitch orientation is set between the
major and minor axes of the region.

orientation = ϕ ∗ θmajor + (1 − ϕ) ∗ θminor (2)

where θmajor and θminor are the orientations of the major and minor axes respec-
tively. ϕ is the weight, set to 0.25 by default.

4 Intrinsic Decomposition and Rendering

As for intrinsic decomposition, most researchers are primarily interested in
two characteristics, namely reflectance and shading. In this context, Land and
McCann’s Retinex Theory [11] in the early 70 s already made an equivalent rep-
resentation. An image can be written as a product of reflectance and shading,
i.e. I = sR, where I is the original image, s is the shading image, and R is the
reflectance image.

We use the method introduced in [12] to intrinsically decompose an
input image into a shading image and its corresponding reflectance image.
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(a)The input image (b)the reflectance image (c)the shading image

(d)long-short stitching (e)satin stitching 1 (f)satin stitching 2

Fig. 8. Intrinsic decomposition and rendering with the long-short and two satin stitch
patterns.

Rother et al. [12] introduced the global sparsity prior on reflectance by assuming
that reflectance values were drawn from a sparse set of basis colors, and built
a Conditional Random Field model to specify a probabilistic distribution over
the reflectance and shading components of a given image. This intrinsic decom-
position method only needs one single image, and is able to generate highly
accurate decomposition results. We show an example of this intrinsic decompo-
sition method in Fig. 7.

In the rendering process, we render each stitch with the average color of the
area it covers in the intrinsic reflectance image and then illuminate all the colored
stitches with the intrinsic shading image. Figure 7(d) is the intermediate result
without illumination, while Fig. 7(e) is the result rendered with the shading
image. The stitch size in the foreground is smaller than that in the background
so that the foreground is strengthened with more details preserved. Moreover, in
order to visually distinguish each stitch in the plain areas, e.g. the background
in constant color, we add linear intensity graduation to each stitch. Since this
intrinsic rendering is achieved by mathematical multiplication, it is speedy to
transfer the shading of the input image into the simulation result.

5 Experimental Results

The whole simulation system introduced in this paper is implemented with
Matlab R2014a on a PC configured with Core i7 2.2GHz CPU and 4 GB mem-
ory. In average, it takes approximately 0.4 seconds to finish one stitch on the
base material.
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(a)The input image (b)its reflectance (c)its shading (d)the output image

Fig. 9. Long-short stitching of a puppy.

(a)The input image (b)its reflectance (c)its shading (d)multi-regional stitching

Fig. 10. Multi-regional stitching with variant stitch patterns.

(a)Input image 1 (b)input image 2 (c)the result of (a) (d)after shading transfer

Fig. 11. Embroidery simulation with shading transfer.

(a)Input image 1 (b)the result of [2] (c)the result of our method

(d)input image 2 (e)the result of [2] (f)the result of our method

Fig. 12. Comparison of our method and [2].
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(a)The input image (b)the result of [3] (c)the result of our method

Fig. 13. Comparison of our method and [3].

A long-short stitching result is shown in Fig. 8(d) with the shading image
(Fig. 8(c)) of Fig. 8(a). This illumination-preserving nature of our method is also
demonstrated by another long-short stitching example as shown in Fig. 9, whose
shading image (Fig. 9(c)) is even more complicated. Moreover, the simulation
results of using the two different satin patterns are displayed in Fig. 8(e) and
(f), where Fig. 8(f) is visually more appealing thanks to the satin stitches in
Fig. 8(f) compliant with the vein directions. However, rendering Fig. 8(f) takes
almost twice longer than Fig. 8(e). Moreover, compared with the satin stitch,
the long-short stitch retains more details of the input image.

Figure 10 shows the multi-regional stitching. All the three leaves are rendered
with long-short stitches, their edges with edge stitch pattern 2, and the stem with
satin stitches edged with edge stitch pattern 1.

We also implement the multi-layer embroidery technology in this paper. We
find multi-layer stitching works better in color and intensity graduation. For
example, the purple flower in Fig. 5(g) is stitched with a single layer of long-
short stitches, while the same region in Fig. 5(h) is stitched with 4 layers with
the length and width of the stitches of each layer decreasing exponentially from
bottom to top. The backgrounds of both Fig. 5(g) and (h) are simply rendered
with long-short stitches in larger size. As can be seen, the multi-layer embroidery
gives a more vivid result.

In addition, the use of intrinsic decomposition enables us to transfer shadings
between different images. Figure 11(a) and (b) are two input images with differ-
ent shadings due to the moved light source. Note that the shadow distribution in
Fig. 11(a) is different from that of Fig. 11(b). Figure 11(c) is the embroidery sim-
ulation result using both the reflectance and shading images of Fig. 11(a), while
Fig. 11(d) is the result using the reflectance image of Fig. 11(a) but the shading
image of Fig. 11(b). There are some artifacts clearly seen on the down-right of
the apple in Fig. 11(d). These artifacts come from the red stains in the same area
of the reflectance image of Fig. 11(a), which are uncovered after shading trans-
fer. This shading-transferring ability enables us to produce various embroidery
simulations of the same scenery but with different shadings in a speedy manner,
saving us from tedious illumination rendering from scratch.

Compared with the extant embroidery simulation methods [2,3], our method
can retain the physical illumination of the input image. As shown in Fig. 12,
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our method preserves the physical illumination of the input image, eliminat-
ing the contrast decay [2]. Compared with [3] in Fig. 13, our method inherits
the illumination of the input image, resolving the problem of illumination inco-
herence caused by the artificial illumination [3]. As can be seen in Fig. 13, the
illumination of Fig. 13(c) is closer to the of the input images.

We also conduct objective comparisons to quantitatively demonstrate the
preservation of illumination made by our method. Note that there is no gen-
eral quantitative criterion to measure NPR results. Since the purpose of this
paper is to preserve the input illumination, we find the Peak Signal to Noise
Ratio (PSNR) and Root Mean Square Error (RMSE) are eligible enough to
assess the simulation results. For the PSNR, the larger the better, while for the
RMSE, the closer to 0 the better. We take the input images as ground-truth,
the PSNR values calculated for Fig. 12(b), (c), (e), and (f) are 17.5729, 27.1063,
14.4869, and 25.4821, respectively, while the corresponding RMSE values are
33.7206, 11.2519, 48.1058, and 13.5654. The PSNR values for Fig. 13(b) and (c)
are 16.0065 and 22.8227, respectively, while the corresponding RMSE values are
40.3844 and 18.4249.

6 Conclusions

In order to resolve the problem of inconsistent illumination existing in the previ-
ous embroidery simulation methods, we proposed to inherit the physical illumi-
nation of the original input for embroidery simulation by intrinsic decomposition.
Our work is subject to SBR, and has been experimentally demonstrated feasi-
ble using both the single-layer and multi-layer rendering technologies. Hence,
we believe that our method may inspire many other extant stroke-based NPR
applications, where illumination preservation is desired. Moreover, our method
can also work as stylization filter in those multimedia applications, such as Pho-
toshop and Instagram.

It is worth noting that our work is different from woven cloth simulation
[13,14] in several aspects. First, our method requires a digital image as input, and
all the parameters of stitches are obtained by preprocessing the input, whereas
most the woven cloth simulation methods need no input images. Second, unlike
woven cloth simulation that emphasizes the realistic sense, our method aims
to create a non-photorealistic illusion from the input image. Third, in stitch
modeling, those woven cloth simulation methods mainly use coarse and long
interlacing knits of weft and warp, while ours uses much smaller stitches with
more stitch patterns.
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Abstract. With the exponential increase of image database, Content
Based Image Retrieval research field has started a race to always propose
more effective and efficient tools to manage massive amount of data.
In this paper, we focus on improving the discriminative power of the
well-known bag of visual words model. To do so, we present n-BoVW,
an approach that combines visual phrase model effectiveness keeping
the efficiency of visual words model with a binary based compression
algorithm. Experimental results on widely used datasets (UKB, INRIA
Holidays, Corel1000 and PASCAL 2012) show the effectiveness of the
proposed approach.

Keywords: Bag of visual words · Visual phrases · Image retrieval

1 Introduction

Content Based Image Retrieval (CBIR) has been an active field in the last
decades. The massive amount of data available today has highlighted the needs
for efficient and effective tools to manage this data. One important topic from
CBIR field is the construction of the image signature. Indeed, image signature
is at the core of any CBIR system. An accurate and discriminative signature
will improve the precision of the retrieval process. It will also help to bridge
the well-known semantic gap issue between low-level features and the semantic
concepts a user perceived in the image.

Among the numerous state-of-the-art approaches that have tried to “narrow
down” the semantic gap, some of them have improved the descriptive power of
visual features [4,16], improving gradually the existing local and global image
descriptors, while others have proposed effective ways to use, mix and optimize
the use of these features. Among them, the bag of visual words model (BoVW)
[3,15] has become a reference in CBIR. The BoVW model represents images
as histograms of visual words, enhancing the retrieval efficiency without losing
much accuracy.

More recently, some researchers have stated that the BoVW discriminative
power was not enough and have proposed to construct visual phrases or bags
c© Springer International Publishing AG 2017
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of bags of words by structuring visual words together using different means.
However, Bag of visual phrases models [11,14,18] are computationally expen-
sive. In this paper, we present a novel framework, called n-BoVW, to increase
the discriminative power of the BoVW model. n-BoVW uses the idea of visual
phrases by selecting multiple visual words to represent each key-point but keeps
the efficiency of BoVW model with a binary based compressing algorithm. Two
methodologies are proposed and combined with the BoVW model to obtain our
final image representation. Our experimental results on different datasets high-
light the potential of our proposal.

The remainder of this article is structured as follows: we provide a brief
overview of bag of visual words and phrases related works in Sect. 2. Then,
we explain our different proposals in Sect. 3. We present the experiments on
3 different datasets and discuss the findings of our study in Sect. 4. Section 5
concludes and gives some perspectives to our work.

2 State of the Art

We present in this section a brief overview of the literature of CBIR field that is
linked to the BoVW model proposed by Csurka et al. [3]. Its inspiration comes
from the Bag of Words model [5] of the Information Retrieval domain. BoVW
model contains four main parts in its retrieval framework. For all images, feature
detection and extraction has to be done. These two steps detect a list of key-
points with rich visual and local information and convert this information into a
vector. Many visual descriptors have been created, among them the Scale Invari-
ant Feature Transform (SIFT) [9] and Speeded-up Robust Features (SURF) [2]
became two of the most popular descriptors. Then, an off-line process extracts
the visual vocabulary, a set of visual words, using a clustering algorithm on
the set of visual features. Finally, each key-point of each image is assigned to
the closest visual word of the vocabulary. Thus, each image is represented by a
histogram of visual word frequencies, i.e. the image signature.

Inspired by the BoVW model, Fisher Kernel [12] or Vector of Locally Aggre-
gated Descriptors (VLAD) [7] have met with great success. The first approach
proposed by Perronnin and Dance [12] applies Fisher Kernels to visual vocabu-
laries represented by means of a Gaussian Mixture Model (GMM). VLAD has
been introduced by Jégou et al. [7] and can be seen as a simplification of the
Fisher kernel. The idea of VLAD is to assign each key-point to its closest visual
word and accumulate this difference for each visual word.

Recently, some researchers have focused on improving the discriminative
power of the BoVW model. Thus, they have proposed to construct visual phrases
or groups/bags of bags of words. Among them, we can cite the work of Yang
and Newsam [18] or Alqasrawi et al. [1] who have used the spatial pyramid
representation [8] to construct visual phrases from words spatially close or co-
occurring in the same sub-region. They obtained good results for classification
purposes. Ren et al. [14] have extended the BoVW model into Bag of Bags of
Visual Words. They have proposed an Irregular Pyramid Matching with the
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Normalized Cut methodology to subdivide the image into a connected graph.
Other researchers have chosen to mix several vocabularies with different image
resolutions as Yeganli et al. [19].

Most of those methodologies, by considering more meaningful words combi-
nations, reach a better effectiveness than the original BoVW model. However,
this improved performance can be reached only at the cost of a lower efficiency,
as the processes for extracting/matching word combinations are generally quite
costly.

3 Approach

In this section, we first describe our global framework before we detail our contri-
butions. Our main objective is to improve the BoVW model discriminative power
without losing much efficiency in the retrieval process. Thus, we use a common
CBIR framework without any filtering on image or refining process on the used
visual features nor the constructed vocabularies. It insures the reproducibility
of our results. As most CBIR systems using the BoVW model are similar, we
have a standard off-line learning process to construct the visual vocabulary on
a separate dataset.

Figure 1 presents the different steps of our global framework. In the top part
of Fig. 1, we find the detection and extraction steps for each image of the dataset.
Then, using the visual vocabulary constructed previously, we proposed three dif-
ferent ways to construct the image signature. First “line” is the standard BoVW
model that gives for each image a histogram of visual word frequencies as signa-
ture (which will be binarized to be combined). The second and third “lines” is
our first contribution, an approach we denote n-Bag of Visual Words (n-BoVW).
n-BoVW selects n visual words from the vocabulary to represent each detected
key-point by a visual phrase. Two different methodologies are studied: (i) select-
ing the n closest visual words from a key-point (second “line” in the image) and
(ii) clustering n nearest key-points together in the visual feature space to obtain
a list of n visual words, one word by key-point inside the small cluster. For both
proposals, our second contribution is a binary based compression process used
to ensure an efficient retrieval. Thus, both methodologies also represent each
image by a histogram of frequencies. A final combining step is also proposed to
construct the final signature of the image. This step mixes the three obtained
histograms to improve the discriminative power of the image signature. The
following subsections detail these proposals.

3.1 n-Bag of Visual Words Methodologies

As visual phrases group visual words together to be more discriminative, the
first contribution of this paper presents two different methodologies to better
describe or represent each key-point by n visual words. Note that visual phrase
models from the literature take usually n words from different key-points with
the objective to better represent the near sub-region. Our approach differs as
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Fig. 1. Global framework

we aim at providing a more precise description of each key-point using a small
vocabulary size.

The first methodology we propose is to select n visual words from the same
visual vocabulary to represent each key-point of an image, referred as n-BoVW1.
Let W denote the vocabulary of v visual words vw1, . . . , vwv constructed using an
offline process on a separate dataset. Let KPi be the set of key-points extracted
by the detection step for image i, with kpip the p-th key-point of image i. For
each kpip, we compute the Euclidean distance (dL2) between the key-point and
each visual word vwj from the vocabulary W .

dL2(kpip, wj) =

√√√√dim∑
d=1

(fipd
− vwjd)2, (1)

where fipd
is the d-th value of the extracted visual feature f of dimension dim

for kpip.
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Then, W is sorted according to these distances in order to pick the n nearest
visual words from kpip. Thus, for each key-point kpip, we obtain a visual phrase
vp1ip, i.e. a set of n distinct visual words vw11ip , . . . , vw1nip

. An example is
given Fig. 2(a) with n = 2. We can see kp2 two nearest visual words are vw1
and vw3, thus kp2 is represented by the visual phrase (vw1, vw3), similarly, kp8
is represented by (vw2, vw3).

(a) n-BoVW1 (b) n-BoVW2

Fig. 2. Examples for n-BoVW1 and n-BoVW2

With this first methodology, we ensure the description of a key-point by
a visual phrase of n distinct words. However, it never takes into account the
possibility that the key-point could be better represented by only one and unique
word.

Our second proposal, referred as n-BoVW2, is based on this non-possibility
we mention and also the fact that a key-point description could be a bit noisy,
thus it is interesting to look at his surrounding directly in the descriptor (or
visual feature) space. A bit as strong clustering algorithm works, we gather the
nearest key-points in the visual feature space to form a strong choice of visual
words. Each of those selected key-points is then linked to only one visual word.
Note that, the probability to have nearest visual features represented by similar
visual words is high. So, it allows the possibility to have only one representative
visual word for the small cluster of key-points.

For each key-point kpip, we compute the Euclidean distances with KPi, i.e.
the other key-points of image i. These distances are then sorted in order to
retrieve the n nearest key-points in the visual feature spaces (including the cur-
rent key-point itself). This set of nearest key-points NKPip is then used to select
the representative visual words. For each key-point of NKPip, its nearest visual
word is calculated using the L2-distance. At the end, for each key-point kpip we
also obtain a visual phrase vp2ip, i.e. a set of n visual words vw21ip , . . . , vw2nip

with a high probability of duplicates. An example is given in Fig. 2(b). We can
see kp2 nearest key-point is kp5, both key-points are represented by vw1, so we
have only vw1 to represent kp2 which is different from first method. However,
kp8 (with the link to its nearest neighbor kp7) is still represented by the same
visual phrase (vw2, vw3).
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Algorithm 1. Global approach
1: procedure CreateImageSignature
2: hisBoV Wi ← init(); � BoVW histogram
3: hisNBoV W1i ← init(); � n-BoVW1 histogram
4: hisNBoV W2i ← init(); � n-BoVW2 histogram
5: FinalHisNBoV Wi ← init(); � image i signature
6: vp1i ← init() � set of visual phrases from n-BoVW1

7: vp2i ← init() � set of visual phrases from n-BoVW2

8: for kpip in KPi do � for all key-points of an image
9: hisBoV Wi ← hisBoV Wi + computeNearestV isualWords(kpip, W, 1);

10: vp1i ← vp1i + computeNearestV isualWords(kpip, W, n);
11: NKPip ← computeNearestKeypoints(kpip, KPi, n);
12: for nkpip in NKPip do
13: vp2i ← vp2i + computeNearestV isualWords(nkpip, W, 1);
14: hisNBoV W1i ← BinaryBasedCompression(vp1i);
15: hisNBoV W2i ← BinaryBasedCompression(vp2i);
16: FinalHisNBoV Wi ← CombHis(hisNBoV W1i, hisNBoV W2i, hisBoV Wi);

3.2 Binary Based Compression

The main disadvantage of having such visual phrases from our two proposed
methodologies is the number of phrase possibilities, i.e. v!

(v−n)!n! which will be
computationally too high for a retrieval system. To deal with this phenomenon,
we propose a binary based compression algorithm that is used for both proposals.

We first noticed in literature approaches that visual phrases of only 2 words
give better performance [1,18]. So, for each key-point visual phrase vpip of n
words, we construct all possible combinations of 2 visual words. Then, we also
observed that for BoVP model approaches with a high number of phrases, only
the presence or the absence of the visual phrase is enough to be discriminative.
Thus, we decide to binarize the presence of visual phrases in one image. The final
step of our compression methodology sums the presence of a word in distinct
visual phrases.

The results of our proposal is an histogram of v bins as image signature which
is similar to the BoVW model. However, in our approach the histogram contains
the frequencies of a word appearing in distinct visual phrases extracted at each
key-point.

Algorithms 1 and 2 give the global approach with the binary based compres-
sion method. Some part of those algorithms are more detailed to be easier to
understand but are obviously optimized in our real code. Of course, the infor-
mation gathered from both methodologies described previously is different, even
from the standard BoVW model. Thus, it is relevant to try and combine the
histograms from BoVW model and both n-BoVW methodologies. Out of the
different solutions we have tried to combine these histograms, adding the occur-
rences of visual phrases together before going through the binary based com-
pression process has given the best results. Our exhaustive experimental results
are discussed in the next section.
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Algorithm 2. Binary Based Compression Algorithm
function BinaryBasedCompression(V P )

2: hisV P ← init(); � histogram of presences of words in phrases
binaryV P ← init(); � binarized visual phrases of 2 words

4: for vwj in V P do
for vwk in V P, k >= j do

6: tempV P ← (vwj , vwk);
if tempV P is not in binaryV P then

8: binaryV P ← binaryV P + tempV P ;
for v1 in W do

10: for v2 in W , v1 >= v2 do
tempV P ← (v1, v2);

12: if tempV P in binaryV P then
hisV Pv1 + +

14: hisV Pv2 + +
return hisV P

4 Experimental Results

In this section, we present the experiments done to highlight the potential of
our approach. To evaluate our different propositions, 2 low level visual features,
Speeded-up Robust Features (SURF) and Color Moment Invariant (CMI), and
3 datasets were considered:

University of Kentucky Benchmark which has been proposed by Nistér and
Stewénius [10] is referred as UKB to simplify the reading. UKB contains of
10200 images divided into 2550 groups, each group consists of 4 images of the
same object with different conditions (rotated, blurred...). The score is the mean
precision over all images for 4 nearest neighbors.

INRIA Holidays [6], referred as Holidays, is a collection of 1491 images, 500
of them are query images, and the remaining 991 images are the corresponding
relevant images. The evaluation on Holidays is based on mean average precision
score (mAP) [13].

Corel1000 or Wang [17], referred as Wang, is a collection of 1000 images of
10 categories. The evaluation is the average precision of all images for first 100
nearest neighbors.

To construct the initial visual vocabulary, we used the PASCAL VOC 2012
[4] containing 17225 heterogeneous images categorized into 20 object classes. We
use a visual vocabulary of 500 words for each descriptor.

4.1 Performance of n-BoVW

First, we study the effect of the parameter n. Figure 3 shows the performance of
the retrieval on the 3 datasets with SURF descriptor. It clearly indicates that
n > 2 has very little interest (n = 3 is better only on Holidays for SURF). Similar
observations have also been noticed with CMI descriptor for both methodologies:
sometimes, for n > 2, the precision is stable, sometimes it drops little by little.



252 A. Ouni et al.

This results is similar to literature visual phrases results where most approaches
construct visual phrases of 2 words [1,18]. Thus, we decide to focus the following
experiments with n = 2 even if n = 3 could give small improvement with a
specific dataset and descriptor.

Fig. 3. Study of the effect of parameter n, number of visual words in phrases, for SURF

The next experiments evaluate the performance of the two proposed method-
ologies. Table 1 presents the performance of using the 2 nearest visual words to
represent one key-point, referred as 2-BoVW1. Note that CMI.SURF denotes the
concatenation at the end of the process of the two final histograms for retrieval,
and 2-BoVW1 + BoVW denotes the addition of BoVW frequencies before the
binary based compression step. As one can observe, 2-BoVW1 methodology out-
performs the BoVW model in almost all scenarios and when we add the BoVW
histogram, the performance is even higher. For example, a score of 3.50 (out of
4) on UKB using 2-BoVW1 + BoVW with the concatenation of both descriptor
histograms is very high compared to BoVW (+37%).

Table 1. 2-BoVW1 performance

Dataset Descriptor BoVW 2-BoVW1 2-BoVW1 + BoVW

Wang CMI 40% 48% 48%

SURF 42% 43% 45%

CMI.SURF 48% 55% 57%

UKB CMI 2.52 3.01 3.18

SURF 2.26 2.82 2.92

CMI.SURF 2.55 3.41 3.50

Holidays CMI 41% 51% 52%

SURF 53% 56% 56%

CMI.SURF 44% 64% 64%
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Table 2 presents the good performance of using the nearest neighbor key-
points to obtain visual phrases of n = 2 words, referred as 2-BoVW2. We observe
that 2-BoVW2 has almost similar results than 2-BoVW1, with only a small
decrease on UKB dataset. These two tables clearly highlight the interest of our
proposals.

Table 2. 2-BoVW2 performance

Dataset Descriptor BoVW 2-BoVW2 2-BoVW2 + BoVW

Wang CMI 40% 46% 47%

SURF 42% 42% 44%

CMI.SURF 48% 54% 56%

UKB CMI 2.52 3.08 3.04

SURF 2.26 2.73 2.81

CMI.SURF 2.55 3.30 3.41

Holidays CMI 41% 52% 53%

SURF 53% 56% 56%

CMI.SURF 44% 65% 65%

Performance Combining Methodologies. As the two proposed method-
ologies present good performance but similar, we try to mix both obtained his-
tograms together in order to check if the performance of the system could benefit
from this combination. On Table 3, we observe that on UKB with single descrip-
tor, the precision has increased. Note that we highlight in bold, the precision
scores that are strictly above n-BoVW1 or n-BoVW2. However, it is important
to notice that combining histograms never decreases the results.

Table 3. Performance combining 2-BoVW2, 2-BoVW1 and BoVW histograms

Dataset Descriptor BoVW 2-BoVW 2-BoVW + BoVW

Wang CMI 40% 48% 48%

SURF 42% 44% 45%

CMI.SURF 48% 55% 57%

UKB CMI 2.52 3.14 3.20

SURF 2.26 2.90 3.02

CMI.SURF 2.55 3.41 3.50

Holidays CMI 41% 52% 53%

SURF 53% 57% 57%

CMI.SURF 44% 65% 65%
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4.2 Discussion

The observed results show the interest of n-BoVW with the 2 methodologies we
have proposed combined with the BoVW model. The precision of the retrieval is
clearly higher than the BoVW alone. Most of literature approaches have indeed
improved the BoVW model but needed some indexing structure to decrease the
loss in efficiency for the retrieval. Constructing the image signature with our
framework is obviously more complex than the BoVW model: for one image,
3 histograms are created and combined. The most complex one is the second
methodologies n-BoVW2 because it needs to sort all image key-points to pick n
nearest ones. Constructing this histogram takes 5 times more longer than BoVW
histogram. However, as we obtain an image signature of the same size (vocab-
ulary size) than the BoVW one, the increase in complexity has little effect in
the global retrieval process. Extracting the descriptor, and searching for nearest
neighbors in the dataset are still preponderant processes.

Fig. 4. Performance of n-BoVW with respect to the % of visual phrases used for CMI

Table 4. n-BoVW vs. other methods

Method UKB score Wang AP Holidays mAP

BoVW [3] 2.95 48% 53%

Fisher [12] 3.07 na 69.9%

VLAD [7] 3.17 na 53%

n-Grams [11] na 34% na

n-BoVW 3.50 57% 65%

Another point of discussion we highlight is the possibility that for more
than one word to describe a key-point could add noise in the image description.
Thus, we have tried to put a distance threshold in our algorithm. The visual
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phrases constructed with words too “far” should not be taken into consideration,
replacing the visual phrase by only one word. Figure 4 presents the observed
results on the 3 datasets with respect to the percentage of visual phrases used
for CMI descriptor. Note that SURF results are similar. The results are a bit
surprising because best results are achieved with a percentage of visual phrases
close to 100%. Thus, we may conclude all visual phrases are needed in n-BoVW
even if results still improve when combining with BoVW. Finally, we compare our
approach against few state-of-the-art methods in Table 4. We give here results
given by authors when available (na when not available). We observe easily that
our proposed approach mostly outperforms other recent methods.

5 Conclusion

This paper presents a more discriminative BoVW framework called n-BoVW.
Two different methodologies based on visual phrases model were proposed with
for both, results outperforming the BoVW model on all test datasets and with
two different descriptors. Mixing these methods together with the BoVW model
also improves greatly the performance. Another contribution of this paper is the
proposed binary based compression method. It allows the proposed framework
to have a similar computational cost than the BoVW model for retrieval. Our
perspective will focus first on the notion of distance from a key-point to a visual
word discussed in the previous section. We believe it could be useful to adapt
automatically the parameter n for each key-point. Thus, different lengths of
visual phrases could represent each key-point of the image. A study of the effect of
number of visual words in the starting vocabulary would also be interesting even
if increasing this number will decrease the efficiency of the retrieval framework.
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Abstract. Sketch-based image retrieval (SBIR) systems, which interac-
tively search photo collections using free-hand sketches depicting shapes,
have attracted much attention recently. In most existing SBIR tech-
niques, the color images stored in a database are first transformed into
corresponding sketches. Then, features of the sketches are extracted to
generate the sketch visual words for later retrieval. However, transform-
ing color images to sketches will normally incur loss of information, thus
decreasing the final performance of SBIR methods. To address this prob-
lem, we propose a new method called M-SBIR. In M-SBIR, besides sketch
visual words, we also generate a set of visual words from the original
color images. Then, we leverage the mapping between the two sets to
identify and remove sketch visual words that cannot describe the orig-
inal color images well. We demonstrate the performance of M-SBIR on
a public data set. We show that depending on the number of different
visual words adopted, our method can achieve 9.8 ∼ 13.6% performance
improvement compared to the classic SBIR techniques. In addition, we
show that for a database containing multiple color images of the same
objects, the performance of M-SBIR can be further improved via some
simple techniques like co-segmentation.

Keywords: SBIR · Visual word · Mapping · Co-segmentation · M-SBIR

1 Introduction

In order to achieve image retrieval from large-scale image data effectively, digital
image repositories are commonly indexed using manually annotated keyword
tags that indicate the presence of salient objects or concepts. According to [5,16,
19],there are two types of approaches used for image retrieval: Text-Based Image
Retrieval (TBIR) and Content-Based Image Retrieval (CBIR). In this paper, we
c© Springer International Publishing AG 2017
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are focus on CBIR methods. However, the limitation of traditional CBIR is
that, when searching for a particular image, users have to input an “example
image”, which is almost impossible. Thus, an increasing number of researchers
has begun to focus on sketch-based image retrieval. Visual queries such as free-
hand sketches are an intuitive way to depict an object’s appearance. Compared
with traditional CBIR, sketch-based image retrieval (SBIR) has emerged as a
more expressive and interactive way to perform image searching.

In most existing SBIR techniques, the bag-of-feature (BoF) model [12,18,21]
is used as a framework. In the original method, the color images in a database
are first transformed into corresponding sketches. Then, features of sketches
are extracted to generate the sketch’s visual words for later retrieval. However,
transforming color images to sketches will normally suffer from inaccuracy and
incur a loss of information, thus decreasing the overall performance of SBIR.
The biggest problem in classic SBIR is that the sketches corresponding to the
color image cannot reflect the object in the color image perfectly, that is to say,
it is difficult to create a sketch that describes the picture accurately.

In this work, to address this problem, we propose a method called M-SBIR,
where the M means the mapping relation in our method. In this method, we first
extract sketches from color images using an edge extraction algorithm. Then, in
parallel with generating sketch visual words, we also generate a set of visual
words for the original color image. Next, we construct a mapping from the color
image visual words to the sketch visual words. We leverage the mapping between
the two sets to identify and remove sketch visual words that cannot describe the
original color images well. In addition, we show that using a reference database
containing multiple color images for the same objects, the performance of M-
SBIR can be further improved via co-segmentation. Even if in some cases it is
difficult for the computer to extract accurate sketches, our method can still work
well through the use of co-segmentation.

The main contributions of this paper are summarized as follows:

– we present the mapping from the color image visual words to the sketch visual
words to identify and remove inaccurate sketch visual words, which can make
the sketch index more accurate and improve the performance.

– we use co-segmentation in M-SBIR to extract the edge contour of the object
in the image, which could significantly improve the performance.

The remaining sections of this paper are organized as follows. Section 2 sur-
veys the existing literature in this area. Section 3 presents an overview of our
method. In Sect. 4, we demonstrate experimental results and in Sect. 5, we con-
clude the paper.

2 Related Work

Sketch-based image retrieval plays an important role in various applications.
In [13,17], the presented methods retrieve trademarks using sketches. [9] pre-
sented a new approach to classify, index and retrieve technical drawings based
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on their content using spatial relationships, shape geometry and high- dimen-
sional indexing mechanisms. Wang et al. [20] described the Sketch2Cartoon sys-
tem, which creates cartoons automatically using a novel sketch-based clipart
image search engine. [3] presented Sketch2photo, which can compose a realistic
picture by seamlessly stitching several photographs based on a freehand sketch
annotated with text labels.

An image retrieval system must meet the requirement of having a high
response speed, and many methods focusing on this aspect have been proposed
recently. Among these, many have made use of the BoF model. This model
extracts retrieval information during a pre-processing step and stores it in an
inverted structure for fast access. Based on the BoF model [18], Eitz [6] designed
a sketch interface for image retrieval with a database containing millions of
images. The biggest advantage of this model is that the image feature descriptor
is obtained in the pretreatment process, and then it is quantified as a vector
of visual dictionary. This vector is suitable for the use of inverted index struc-
ture storage, which is good to meet the requirements of the retrieval speed.
In the BoF framework, the local descriptor is crucial for identifying the visual
words within an image. In [4], the three-parameter Generalized Gamma Den-
sity (GGD) is adopted for modeling wavelet detail subband histograms and for
image texture retrieval. Many methods [2,15,17] extract descriptors based on
the image edge map. In [15], strongest edges of images are used to compare with
the sketch query in curvature and direction histograms. Meanwhile, some typical
descriptors are also used here. Due to the inaccuracy of edges, it will produce
errors to extract these descriptors on the edge map directly. Then, researchers
proposed some variations of these techniques. SIFT-HOG (SHOG) [7] stores
only the most dominant sketch feature lines in the histogram of oriented gradi-
ents (HOG), whereas Gradient Field HOG (GFHOG) [11] adapted form of this
method, which computes the HOG after constructing the gradient field.

3 M-SBIR: An Improved Sketch-Based Image Retrieval
Method

In this paper, we propose a mapping to improve the traditional SBIR and use
co-segmentation to ensure that the proposed M-SBIR method will still work in
very poor quality cases where we cannot accurately generate a corresponding
sketch. Our method is specifically designed to improve the accuracy of retrieval.
We will first introduce the construction of M-SBIR and then describe in detail
how the mapping and co-segmentation in M-SBIR improves the original SBIR.

3.1 The Overview of M-SBIR

The M-SBIR is based on the BoF model. The BoF model essentially is a text
retrieval model, which cannot be directly used for image retrieval. Humans use
language, which is composed of words, but images cannot be decomposed in this
manner. Thus, the following steps are necessary.
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Fig. 1. The difference between traditional method and our proposed M-SBIR

Define Independent Units. In fact, an image is comprised of pixels. However,
a single pixel has no real meaning; only a group organized pixels can represent
a specific meaning. In our method, the image is treated as a collection of many
independent patches. In other words, each patch is considered as a word of
the image. However, a patch is not the original structure in the image, but a
geometric structure used to sample, i.e., it is a rectangular sampling window.
Therefore, we need to design a reasonable strategy for sampling. In [14], the
authors performed a random sampling in the image space. The biggest defect of
this method is the randomness of the sampling method. This random sampling
generates a lot of redundant information which are many patches with no obvious
lines. These patches have no effect on the construction of the sketch index.
Therefore, the sampling efficiency of this method is not high. In our approach,
we only sample the detected contour.

In this paper, we mainly use two kinds of sampling operators. One of them
is SHOG, and another is GFHOG, which are two improved forms of the HOG
operator. For the images in database, after edge detection, we take the detected
edge as the guide and sample the edge of the color image. In the case of sketches
hand-drawn by the user, the line is certainly quite obvious, which means we can
do it directly. We use the SHOG and GFHOG operator to extract the features
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of these patches. Experiments were performed using the two operators in order
to verify the universality of our method.

The cluster centers of features extracted from these patches are regarded as
visual words.

Build the Inverted Index for the Image Retrieve. After the initial step
described in Sect. 3.1, we map all patches of the image into the visual dictionary.
In other words, for every patch we find the most similar visual word in the
visual dictionary. Then, each image can be regarded as a combination of these
visual words with different distribution. In addition, the Term Frequency and
Inverse Document Frequency (TF-IDF) algorithm is generally used to adjust
the weight which indicates the importance of a word in a image. For the TF,
the term frequency will be affected by the size of the image, which requires us
normalize it in order to eliminate such effects. For the IDF, the inverse document
frequency indicates the degree of occurrence of a visual word and measures its
general importance.

Finally, we can obtain the TF-IDF weight by multiplying the Term Frequency
with the Inverse Document Frequency.

Then, we construct a standard inverted index data structure, which will be
used to compute the similarity between the sketch drawn by the user and the
images in the database.

3.2 The Key Contribution 1: Mapping in M-SBIR

The visual vocabulary is a crucial component in the BoF model. In existing
work, sketch and image are mapped into the same vocabulary. In those methods,
feature is extracted only on the edge of the color image and these feature vectors
used as the sketch retrieval index. Based on our survey, we found that many
effective feature extractors operate on the edge map of the color images and
utilize the similarity between the edge map and the sketch. However, a hand-
drawn sketch is usually different from the edge map extracted automatically
by the algorithm, especially in characteristics such as thickness and smoothness.
Based on existing feature extractors, we propose a new method to build the visual
vocabulary so as to further bridge the gap between sketch and color images.

In our method, we build two visual vocabularies, one for the sketch and one
for the color image, respectively. We then determine the relationship between the
two visual vocabularies. First, we briefly introduce the train data set (BSDS500
Berkeley Segmentation Data Set 500 [1]), which will be used to build the visual
vocabularies. In the BSDS500 data set, the public benchmark based on this data
consists of all of the grayscale and color segmentations.

We first sampled two patch sets, as shown in Fig. 1. The two sets have a one-
to-one correspondence. More specifically, patch P i

C and P j
S have corresponding

center points in the color image and the sketch. We obtain all patches using the
sketch edge pixels as a guide. After this, we obtain the corresponding sets of
feature descriptors FC and FS . An unsupervised clustering algorithm based on
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k-means clustering is used to cluster sets FC and FS to VC , VS , which are the
respective sets of visual words.

We cluster the two patch sets based on their features using the following
procedure, and obtain two vocabularies, VC and VS .

(1) Randomly select K samples from the sample set as the initial cluster cen-
troids: vu1 , v

u
2 , · · · , vuk ∈ Rn

(2) Repeat the following process until convergence is achieved:
(a) Calculate which cluster centroids the sample feature belongs to for each

sample feature F (i)

v(i) := arg min
g

∥∥∥F (i) − vuj

∥∥∥2

(1)

(b) Recalculate the centroid vuj of each class j

vuj :=

n∑
i=1

1
{
v(i) = j

}
vui

n∑
i=1

1
{
v(i) = j

} (2)

(3) Minimize J :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

J =
n∑

i=1

K∑
k=1

rik
∥∥F i − vuk

∥∥2

rik =

{
1, i belongs to class k

0, i does not belong to class k

(3)

Finally, we build the mapping from VC into VS using Eq. 5, which gives us
the degree of consistency for V a

C and V b
S . Based on the consistency score, we map

every colored visual word into a certain number of sketch words.
{

{PC |P i
C ; i = 1, 2, . . . , n}

{PS |P j
S ; j = 1, 2, . . . , n} (4)

PC and PS represent the color image and sketch image patch sets, respec-
tively, and P i

C corresponds to P j
S if and only if i = j.

C(V a
C , V

b
S ) =

∣∣P ba
S

∣∣
|P a

C | (5)

P a
C represents the set of patches which are clustered into the color word V a

C ,
while P ba

S represents the set of patches which are clustered into the sketch word
V b
S and have corresponding patches in set P a

C . In other words, for the example
words V a

C and V b
S , the degree of their ‘consistency‘ is proportional to the number

of patches clustered into V b
S having corresponding patches clustered into V a

C .
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The degree of ‘consistency’ determines the mapping from VC into VS , which
is the core part of our algorithm. This mapping allows us to not simply rely on
the edges extracted from the image to build a sketch retrieval index, but to find
the best matching sketch word for every part of the image contour.

As shown in Fig. 1, in our M-SBIR, we first map all color image patches into
VC . Then, using the above mapping, the patches are mapped to VS .

For example, when we build a sketch word index of the plane shown in Fig. 1
after sampling the color image into patches based on the corresponding sketch,
we need to use a sketch word to describe each patch. However, any sketch will
be flawed, whether it has been generated by computer or a person. If we just
use the flawed sketch patch to describe the corresponding color image patch,
it will cause the index error. Therefore, for each color patch, we first find the
closest cluster center, that is, the corresponding color visual word, and through
the mapping relationship we construct, we can find a sketch word which can best
describe this color patch.

During the retrieval process, the hand-drawn sketch will be directly mapped
into VS . Combined with an effective feature extractor, our strategy of visual
vocabulary construction can achieve better results in enhancing the comparabil-
ity between two types of images.

The following is a brief discussion about the algorithm complexity of con-
structing the visual dictionary. We assume that the sketch has n pixels. The
algorithm can be divided into three stages: (1) Sampling and extracting fea-
tures. Because the size of the sample block is fixed, we can say that the time
required for feature extraction is a constant time C. The complexity of stage 1
is O(Cn). (2) Clustering. The clustering algorithm used in this article is based
on the k-means, and its complexity is O(nkt), in which the t is the number of
iterative layers. (3) Matching. We should find the best matching sketch visual
word (k) for every one of color image visual words (n). The complexity of stage
3 is O(nk). We can see that the most time-consuming process is the second
stage, the time complexity of constructing the visual dictionary in M-SBIR for
one image is O(nkt).

3.3 The Key Contribution 2: Co-segmentation

In some cases where the object’s contour in an image is complex, it is difficult for
the computer to extract an accurate sketch. Most of the sketch words generated
by this inaccurate sketch are wrong, so it is difficult to achieve an improvement
using our method. Even if we remove the most obvious mistakes of these inac-
curate sketch words by M-SBIR, the rest of the sketch words will still contain
significant errors. Therefore, we use co-segmentation to ensure that the gener-
ated sketches have sufficient accuracy. It has been proved that co-segmentation
gives better segmentation of objects.

The M-SBIR builds retrieval information through counting visual words
which reflect the characteristics of local contours in the image. In addition, the
boundary is not always identical to the edges of an image. We can consider this
difference as follows: (1) the edge is a concept in the field of computer vision,
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and it is located on those pixels in which gray values change significantly; (2) the
boundary represents the joining of background and foreground, which is closely
related to our everyday experience; (3) the edge appears near the boundary,
however illumination effects may lead to false edges (Fig. 2).

Humans can naturally recognize images through their life experience. In addi-
tion, we recognize the most valuable boundaries by analyzing the overall image.
In a sketch-based image retrieval system, users are interested in those valuable
boundaries rather than the “edges”. However, existing edge detection algorithms
focus mainly on the edges rather than the boundaries. In other words, it is diffi-
cult to extract meaningful boundaries. In this section, we strengthen the charac-
teristics of boundaries, and weaken the impact of false edges. Based on the above
consideration, we achieve this target through object detection and segmentation
techniques developed in recent years.

The field of computer vision has developed greatly in recent years, and
some novel techniques have been proposed. In our method, we utilize a co-
segmentation algorithm (Co-segmentation By Composition [8]) which detects
common objects from a couple of similar images. Their contour can be consid-
ered consistent with sketches drawn by users. Also, compared to object detection
from a single image, this class of algorithms yields better results. In order to
implement it, for every image in the database we have to obtain similar images.
Fortunately, example-based image retrieval systems have matured and are cur-
rently widely used, and such techniques help us achieve the above task.

Fig. 2. Some results of M-SBIR

4 Experiments

In this section we first present the data sets used in our experiments, and in
Sect. 4.2 we discuss the evaluation measures for image annotation and retrieval.
In this section we present a quantitative evaluation of M-SBIR and compare to
previous work, qualitative results can be found in Figs. 3 and 4.

4.1 Data Sets and Experimental Setup

We performed experiments using the MATLAB environment on an Intel Core
2 2.83 GHz CPU equipped with 4 GB of RAM. The data set contained 72,924
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images, including around 15 K from public dataset [11] and around 55 K images
crawled from the Internet, divided into 33 distinct types of shapes (e.g. heart,
duck). Then, 10 non-expert sketchers (5 male, 5 female) were asked to query
these objects using free-hand sketches. In total, 330 sketches were used to
evaluate the performance of the algorithm. Then, we matched similar images
using “shitu.baidu.com”, which provided enough similar images for the co-
segmentation. With this data set, we conducted a comparative performance
evaluation.

4.2 Evaluation Measures

In this paper, the aim of our proposed methods is to evaluate the performance
of the retrieval system as a whole. We perform a comparative performance eval-
uation by considering the following aspects: (1) the effectiveness of the mapping;
(2) whether co-segmentation can achieve the desired purpose.

For a retrieval system, search results are sorted according to the similarity
between all images in the database and the sketches. Higher similarity values
result in a higher display priority. In the experiment, we use recall-precision and
Mean Average Precision (MAP) to evaluate retrieval results. These quantities
are interdependent and need to be considered at the same time. Therefore, we use
the P-R curve to evaluate the system. Considering that this is a ranking of search
results, MAP is a an alternative measure which complements the limitations of
the P-R curve.

Visual Dictionary. We believe that the improved mapping for visual dictionary
proposed in this paper has some versatility and robustness, which is reflected in
the fact that it can deal with different feature extraction operators. As previously
mentioned, Eitz used the BoF model to carry out research on sketch retrieval and
achieved good results. He proposed the SHOG feature [7] in the related articles,
and Hu [10] proposed the GFHOG feature in another article. The experimental
results are shown in Fig. 3.

The K shown in subplot (a) and subplot (c) of Fig. 3 is the visual dictionary
size. Through Fig. 3, it can be seen that using the same BoF model framework,
the results of using our visual dictionary construction algorithm are better than
the original method and our method can adapt to different feature extraction
operators.

Through subplots (b) and (d) of Fig. 3, we see that when the visual dictionary
size is relatively small (K < 1300), an increase in the number of visual words
improves the results obtained by our algorithm. However, we also see that the
effect is not consistent when we continue to increase the scale of the dictionary.
This could be attributed to the fact that, for a fixed image retrieval database, a
certain number of visual words can have a relatively wide range of representation.
Even if, like the human language, the number of words is limited, perhaps we
can find a complete set which contains all the representative visual words.
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Fig. 3. Results obtained using M-SBIR compared to SBIR. Error bars indicate one
standard deviation.

Co-segmentation. In addition, we discuss the impact of using co-segmentation
on performance. It is important to note that the number of similar images
will influence the effect of co-segmentation. In this experiment, as shown
in Fig. 4, SN denotes the number of similar images, that is to say, SN =
0 means we do not use co-segmentation. The result shown in subplot
(a) of Fig. 4 was carried out with the visual dictionary method using M-
SBIR(GFHOG), that is, when SN = 0, the experimental results correspond
to the Curve M-SBIR(GFHOG) in subplot (a) of Fig. 3. Here we have consid-
ered cases up to SN = 3. The experimental results shown in subplot (b) of
Fig. 4 indicate using co-segmentation yields significantly better results than not
using it (the curve of SN = 0), and more similar images give higher average
retrieval accuracy values. However, the effect is not always obvious (the curves
corresponding to SN = 2 and SN = 3 only have marginal differences).
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Fig. 4. Results obtained using M-SBIR with different numbers of similar images (SN).

Table 1 shows the maximum F1 scores under different combinations of SN and
K. We can see that there is a significant difference between using (SN �= 0) or not
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Table 1. The maximum F1 scores under different numbers of similar images (SN)

SN K

100 300 500 700 900 1100 1300 1500 1700

0 16.73 18.81 19.47 19.72 19.81 20.03 20.54 20.49 20.38

1 17.92 20.96 21.90 22.45 22.57 22.69 22.59 23.35 23.30

2 19.20 22.25 23.13 23.74 23.86 24.12 23.92 24.81 24.80

3 20.07 23.05 24.08 24.69 24.76 25.02 25.64 25.74 25.70

using co-segmentation (SN = 0). Furthermore, when the visual dictionary size is
relatively small (K < 900), with the increase of the number of visual words, the
algorithm performance is getting better obviously. But, it also shows that the
effect is not obvious when we continue to increase the scale of the dictionary.

5 Conclusion

In this paper, we introduce a new method for Sketch Based Image Retrieval
(SBIR). This method constructs the mapping from color image visual words to
sketch visual words. This mapping can help us eliminate the errors in the visual
sketch words. In addition, through the use of co-segmentation, our proposed
M-SBIR method still gives good results in very poor cases where we can not
generate accurate corresponding sketches. From these experimental results we
conclude that the combination of a visual dictionary and co-segmentation gives
good results, as it combines good recall with high precision over public data sets.

In future work, we will consider extending the Co-segmentation to find
objects in the image more delicately and precisely. And if we could be able
to use a larger training set like BSDS, the effect of the algorithm will be better.
In addition, with the development of object extraction and image fusion tech-
nology, we hope that we could use sketch to determine objects and their layout
to provide a more convenient image synthesis system.
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Abstract. Traditional recommender systems have achieved remarkable
success. However, they only consider users’ long-term interests, ignoring
the situation when new users don’t have any profile or user delete their
tracking information. In order to solve this problem, the session-based
recommendations based on Recurrent Neural Networks (RNN) is pro-
posed to make recommendations taking only the behavior of users into
account in a period time. The model showed promising improvements
over traditional recommendation approaches.

In this paper, We apply bidirectional long short-term memory
(BLSTM) on movie recommender systems to deal with the above
problems. Experiments on the MovieLens dataset demonstrate relative
improvements over previously reported results on the Recall@N metrics
respectively and generate more reliable and personalized movie recom-
mendations when compared with the existing methods.

Keywords: Movie recommendation · Recommendation system ·
BLSTM · RNN

1 Introduction

Movie plays an important role in our daily lives, having become one of the most
popular entertainment forms. With the rapid development of the Internet, there
are many online movie platforms providing massive amounts of resources, which
brings convenience for the users. However, given the rapid growth of network
information resources, people have to spend plenty of time in searching movies
that they are interested. Helping users to find resources that they want rapidly
has become an important requirement. Recommendation systems [2,9] have been
seemed as effective solutions to help the users to find their interesting movie and
filter useless information.

Currently, the most common methods used in movie recommendation are
content-based method (CB) [3,4], collaborative filtering (CF). The former gen-
erates recommendations based on the movie or user features extracted from
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 269–279, 2017.
DOI: 10.1007/978-3-319-51814-5 23
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domain knowledge in advance, while collaborative filtering uses historical data
on user preferences to predict movies that a user might like. Generally, there are
two successful approaches of CF, namely memory-based [10] and model-based
algorithms [8,12]. Memory-based model predicts movie preference of the users
based on capturing the relationships between users or items, while Model-based
CF uses the observed movie ratings to estimate and learn a model to make
predictions.

Crucially, these approaches require the user to be identified when making rec-
ommendations. This avoids the cold-start issue when new users didn’t have any
profile, or they may have deleted their information. The session-based recom-
mendations [7] is proposed to make recommendations based only on the behav-
ior of users in the current session. In [5,6], Recurrent Neural Networks (RNNs)
were recently proposed for the session-based recommendation task. The authors
showed significant improvements over traditional session-based recommendation
models using an RNN model.

However, RNN model used in [5,6] ignore a key point that users’ interest
can be affected by the previous movie watch record, but also can be related to
the behind In this paper, we propose to further study the application of RNNs
and use BLSTM model overcome the above problem. We consider the ordering
of user actions in a period time based on BLSTM model. More precisely, we
consider ordered sequences of movies corresponding to sequences of user actions.
Given a sequence of the movie watched in the past, this allows us to infer the
future sequence and then to recommend an ordered list of movies to a user.

We start with a discussion of related work in Sect. 2. Then, we present the
details of our BLSTM models in Sect. 3 and our experiments on the models in
Sect. 4.

2 Related Work

Traditional collaborative filtering techniques utilize a history of item prefer-
ences by a set of users in order to recommend movies of interest to a given
user. Matrix factorization and neighborhood-based methods are widely utilized
for recommender systems in the literature. Neighborhood-based methods involve
computing a measure of similarity between pairs of users or items, and obtaining
predictions by taking a weighted average of ratings of similar users. Matrix fac-
torization methods are based on the sparse user-item interaction matrix, where
the recommendation problem is formulated as a matrix completion task. After
decomposing the matrix, each user and item are represented by a latent factor
vector. The missing value of the user-item matrix can then be filled by multi-
plying the appropriate user and item vectors.

The use of deep learning method for recommender system has been of growing
interest for researchers. In [14] the authors use Restricted Boltzmann Machines
(RBM) to model user-movie interaction and presented efficient learning and
inference procedures. Van den Oord et al. [4] use Convolutional neural networks
(CNNs) to extract the feature from music audio. Wang et al. [15] introduced a



Movie Recommendation via BLSTM 271

more generic approach called collaborative deep learning (CDL) which extracts
content-features and use them to improve the performance of collaborative filter-
ing. In [5], RNNs were proposed for session-based recommendations. The authors
compared RNNs with existing methods for session-based predictions and found
that RNN-based models performed better than the baselines. Our work is closely
related, and we study extensions to their RNN models. In [6], the authors also
use RNNs for click sequence prediction; they consider historical user behaviors
as well as hand engineered features for each user and item.

Users’ interest can be affected by the previous movie play record, but also
can be related to the back of the movie play record. In this paper, we utilize
BLSTM deep network to model the movie information.

Many approaches have been proposed to improve the predictive performance
of trained deep neural networks. Popular approaches include data augmentation,
drop-out, batch normalization and residual connections. We seek to apply some
of these methods to enhance the training of our recommendation.

3 Our Approach

3.1 Recurrent Neural Networks for Movie Recommendation

A recurrent neural network (RNN) is an extension of a conventional feedforward
neural network, which is able to handle a variable-length sequence input. The
RNN handles the variable-length sequence by having a recurrent hidden state
whose activation at each time is dependent on that of the previous time.

More formally, given a collection M = {m1, . . . , m|M |} of movie mi and a
movie list p = {p1, . . . , pn}. Each element pi of a movie list refers to one movie
from M . RNNs update their hidden state h using the following update function:

ht = H(Wpt + Uht−1) (1)

Our goal is to estimate a generative model of coherent movie list by modeling
the sequential watching behavior. we would like to estimate the distribution
Pr(p) of coherent movie list p = {p1, . . . , pn}.

The probability of p = {p1, . . . , pn} can be decomposed into

P (p) =
n∑

t=1

P (pt|p1, . . . , pt−1) (2)

We model each conditional probability distribution with

P (pt|p1, . . . , pt−1) = P (pt|ht) (3)

We need some kind distribution of P (pt|ht). We use the Softmax distribution
over all possible outputs. This means we have to learn a vector for each item.
The probability P (pt|ht) is now proportional to exp(hT

t at)

P (pt|ht) =
exp(hT

t at)∑
k exp(hT

t ak)
(4)
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where at represent the transformation matrix from hidden unit to the output
unit.

We can maximize the log-likelihood

L(P |H) =
t−1∑
i=0

logP (pi|hi) (5)

where P is the movie list {p1, . . . , pn}, H is the hidden unit or the movie play
history.

3.2 Structure of Model

We used the BLSTM in our models for movie recommendation. For a movie list
p = {p1, . . . , pn}, we use 1 − of − N encoding to represent the movie in the list
pi as the input of the model. There are many choices in the embedding layer.
We use skip-gram model [17] to getting the movie embedding. The core of the
network is the BLSTM layer(s) which are added between the input layer and the
output layer. The output is the softmax function to calculate the probability of
each movie. The movie recommendation based on BLSTM are shown in Fig. 1.

Fig. 1. Generic structure of the network used in our models.

Our model process each sequence [p1, p2, ..., pr] separately and are trained to
predict the next movie pr+1 in that sequence. The training process is illustrated
in Fig. 2.

3.3 BLSTM Mode

Recurrent neural networks (RNNs) are able to process input sequences of arbi-
trary length via the recursive application of a transition function on a hidden
state vector h. Given an input sequence x = (x1, . . . , xT ), RNNs compute the
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Fig. 2. The train process.

hidden vector sequence h = (h1, . . . , hT ) by iterating the following equations
from t = 1 to T .

ht = H(Wihxt + Whhht−1 + bh) (6)

yt = Whyht + by (7)

where y = (y1, . . . , yT ) is the output vector sequence. H is the activation function
for hidden state. W represent the weight matrices. b denote the bias vectors.

Fig. 3. Bidirectional long short-term memory (BLSTM)

However, it has been observed that it is difficult to train RNNs to capture
long-term dependencies since the backpropagated error will tend to either van-
ish or explode. Long short term memory (LSTM) recurrent neural network is
designed to tackle with long time lags. An LSTM layer consists of memory blocks
which are a set of connected blocks. The single memory block is shown in Fig. 3.
Each block contains four types of units: one or more recurrently connected mem-
ory cells, input gate, output gate and forget gate. These gates allow the memory
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cell to store information over long periods of time and can avoid the vanishing
gradient problem. The feedforward process of LSTM is:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (8)

ft = σ(Wxfxt + Whfht−1 + Wcfct−1 + bf ) (9)

ct = ftct−1 + ittanh(Wxcxt + Whcht−1 + bc) (10)

ot = σ(Wxoxt + Whoht−1 + Wcoct−1 + bo) (11)

ht = ottanh(ct) (12)

where σ is the logistic sigmoid function, and i, f , o and c are respectively the
input gate, forget gate, output gate, and cell memory. However, the disadvantage
of LSTM is that it can only access the previous inputs. Bidirectional LSTM
(LSTM) can access both previous and future inputs utilizing the bidirectional
architecture. As illustrated in Fig. 3, Bidirectional LSTM (BLSTM) is trained
on input sequence in both forward and backward hidden layers,

−→
h and

←−
h . The

output sequence y is the combination of
−→
h and

←−
h :

−→
h = H(W

x
−→
h

xt + W−→
h

−→
h

−→
h t−1 + b−→

h
) (13)

←−
h = H(W

x
←−
h

xt + W←−
h

←−
h

←−
h t−1 + b←−

h
) (14)

yt = W−→
h y

−→
h t + W←−

h y

←−
h t + by (15)

As a result, BLSTM takes into account both left and right context, which
makes it capable of modeling complete sequential information in a longer dis-
tance.

3.4 Pre-training

We first train a model on the entire dataset. The trained model is then used to
initialize a new model using only a more recent subset of the data. This allows
the model to have the benefit of a good initialization using large amounts of
data, and yet is focused on more recent movie watch record.

3.5 Neural Network Training

During the training process, since the output of softmax layer is a distribution
over movies, we utilize the categorical cross-entropy as our objective function

H(p, q) = −
∑
x

p(x)log(q(x)) (16)

where p is the true distribution of movies and q is the predicted distribution.
Regularization is vital for good performance with neural networks, as their flex-
ibility makes them prone to overfitting. Here we use Adagrad as our optimizer
and introduce dropout technique to avoid overfitting.
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4 Experiments

4.1 Datasets

MovieLens. We validate our approach using the data from MovieLens [1]. The
MovieLens dataset contains 1,000,209 ratings collected from 6,040 users on 3,900
movies. In this dataset, about 4% of the user-movie dyads are observed. The
ratings are integers ranging from 1 (bad) to 5 (good). This dataset also contains
additional information about the users and movies, such as age, gender, career
and movie types.

4.2 Preprocess

We firstly sort the data of every user according to the time order. Then we use
the front 80% of each user as the training set, followed by 20% as the test set.
Some detailed statistics of the MovieLens datasets are summarized in Table 1.

Table 1. MovieLens dataset

Name Users Movies Interactions TrainSet TestSet

MovieLens 6,040 3,900 1,000,209 808,593 191,616

4.3 Baselines

Item-kNN: An item-based neighborhood [11] approach predicts the rating rui
of a user u for a new item i, using the rating of the user u gave to the items
which are similar to i.

SVD: Matrix Factorization methods [8] have demonstrated superior perfor-
mance vs. neighborhood based models. Each item i and user u is associated
with a D-dimensional latent feature vector qi and pu respectively. Thus pre-
dicted rating is computed by: r̂ui = μ + bi + bu + qTi pu.

SVD++: SVD++ [16] is an extension of SVD. For each item i, we add an
additional latent factor yi. Thus, the latent factor vector of each user u can be
characterized by the set of items the user have rated. The exact model is as
follows: r̂ui = μ + bi + bu + qTi (pu + |Ru|−1/2

∑
j∈Ru

yi).

GRU: The GRU-based RNN model [5] was used in session-based recommenda-
tions. They modified the basic GRU in order to fit the task better by introducing
session-parallel mini-batches, mini-batch based output sampling and ranking loss
function.
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4.4 Metrics

To compare the performance across different approaches, we use the Recall@N
and Precision@N [13] to demonstrate an algorithm’s ability to make precise
recommendations. For each user, the definition of recall@N is

Recall@N =
number of movies the user likes in top N

total number of movies the user likes
(17)

The recall for the entire system can be summarized using the average recall from
all users. Similarly, for each user, the definition of Precision@N is

Precision@N =
number of movies the user likes in top N

N
(18)

4.5 Parameter and Structure Optimization

In this section, we analyze how the changes of the parameters affect the perfor-
mance of our model. We aim to find the optimal model by applying different
parameter configurations on the dataset.

Initialization: As with most latent factor models, we need to initialize the para-
meter to random noise. The parameters are tuned by cross validation through
the grid {0.01, 0.05, 0.1, 1}. Typically small Gaussian noise like N(0, 0.1) works
well.

Dropout: We added dropout to the hidden values since it seemed to help
improve the predictions of the model. After the each ht is calculated, we set half
of them to zero. This also seems to help with exploding gradients.

Number of Iterations: With the increasing of the number of iterations, iter-
ation computation is time-consuming because each iteration needs to calculate
gradient and update parameter. Lots of iterations indeed can improve perfor-
mance. Too many times of iterations may argue the overfitting problem appears.
So it’s important to choose a suitable iteration.

Batch Size: For a large batch, you can take advantage of matrix, linear algebra
libraries to accelerate computing. It may be not obvious when the batch is small.
However, too bigger batch size may result in the weight will be updated slowly
and the training process is too long. So we should choose the batch size which
give the model the most rapid improvement in performance.

Hidden Layer: LSTM Layer. As described above, we have adopted a multi-
layer LSTM network to implement the model. So LSTM layer is an important
hyperparameter for our model. Too many LSTM layers may cause a large amount
of calculation.
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Table 2. Parameters used for each method

Method Parameters

Item-kNN Number of neighbors 200

SVD α = 0.05, λ = 0.01 and θ = 0.0001

SVD++ γ1 = γ2 = 0.007, γ3 = 0.001, λ1 = 0.005, λ2 = λ3 = 0.015

BLSTM & GRU Hidden layer= 500, Embedding layer= 100

4.6 Results and Discussion

Quantitative Results. In order to evaluate the effectiveness of our BLSTM
model for recommendation system, The parameters for each method could be
seen in Table 2. As seen in Fig. 4(a) and 4(b), it’s apparent that BLSTM model
performs better over all other methods in Recall and Precision. The SVD method
performs well on movie dataset and performs much better than Item-kNN.

(a) Recall on Movielens (b) Precison on Movielens

Fig. 4. BLSTM model against baselines on MovieLens dataset.

With the increase of recall, The precision will decrease. Over the MovieLens
datasets, BLSTM model is the most significant algorithm in terms of recall
as well as precision, outperforming other compared methods. As we expected
before, given its naive assumption and simple model design, BLSTM model
makes a significant improve to other state-of-the-art models. In summary, our
model has multiple advantages. First, it can avoid the aforementioned cold-start
issue. Secondly, because it considers both left and right time information, it can
predict the user’s interest and recommend the movie to users more precisely.
Finally, it’s very stable and can be pre-trained. We can train the model based
on a very big dataset and then predict the new data.
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5 Conclusions and Future Work

In this paper, we propose BLSTM models to tackle the task of predicting general
users’ interest for movies. We chose the task of movie recommendation because
it is a practically important area. We modified the BLSTM mode in order to
fit the task better. Specifically, we utilize skip-gram embedding model [17] to
generate movie-level representations as an input of the model. We showed that
our method can significantly outperform popular baselines that are used for this
task.

As for the future work, we would like to extend our model by combining other
deep neural networks such as CNN or RBM. In addition, we also would like to
apply our model in the industrial field to help to make the movie recommendation
for more people. It is better for us to conduct online tests.

Acknowledgements. This Work is supported by Natural Science Foundation of
China (61433008, 61373145, 61572280, U1435216), National Key Research & Develop-
ment Program of China (2016YFB1000500), National Basic Research (973) Program
of China (2014CB340402).

References

1. Cantador, I., Brusilovsky, P., Kuflik, T.: Second workshop on information hetero-
geneity and fusion in recommender systems. In: RecSys 2011, pp. 387–388 (2011)

2. Zhao, L., Zhongqi, L., Pan, S.J., Yang, Q.: Matrix factorization+ for movie rec-
ommendation. In: IJCAI, pp. 3945–3951 (2016)

3. McFee, B., Barrington, L., Lanckriet, G.R.G.: Learning content similarity for music
recommendation. IEEE Trans. Audio Speech Lang. Process. 20(8), 2207–2218
(2012)

4. van den Oord, A., Dieleman, S., Schrauwen, B.: Deep content-based music recom-
mendation. In: NIPS 2013, pp. 2643–2651 (2013)

5. Hidasi, B., Karatzoglou, A., Baltrunas, L., Tikk, D.: Session-based recommenda-
tions with recurrent neural networks. CoRR abs/1511.06939 (2015)

6. Tan, Y.K., Xinxing, X., Liu, Y.: Improved recurrent neural networks for session-
based recommendations. CoRR abs/1606.08117 (2016)

7. Dias, R., Fonseca, M.J.: Improving music recommendation in session-based collab-
orative filtering by using temporal context. In: ICTAI 2013, pp. 783–788 (2013)

8. Koren, Y., Bell, R.M., Volinsky, C.: Matrix factorization techniques for recom-
mender systems. IEEE Comput. 42(8), 30–37 (2009)

9. Shani, G., Gunawardana, A.: Evaluating recommendation systems. In: Ricci, F.,
Rokach, L., Shapira, B., Kantor, P.B. (eds.) Recommender Systems Handbook
2011, pp. 257–297. Springer, New York (2011)
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Abstract. Video-to-video linking systems allow users to explore and
exploit the content of a large-scale multimedia collection interactively
and without the need to formulate specific queries. We present a short
introduction to video-to-video linking (also called ‘video hyperlinking’),
and describe the latest edition of the Video Hyperlinking (LNK) task
at TRECVid 2016. The emphasis of the LNK task in 2016 is on multi-
modality as used by videomakers to communicate their intended message.
Crowdsourcing makes three critical contributions to the LNK task. First,
it allows us to verify the multimodal nature of the anchors (queries) used
in the task. Second, it enables us to evaluate the performance of video-to-
video linking systems at large scale. Third, it gives us insights into how
people understand the relevance relationship between two linked video
segments. These insights are valuable since the relationship between
video segments can manifest itself at different levels of abstraction.

Keywords: Crowdsourcing · Video-to-video linking · Link evaluation ·
Verbal-visual information

1 Introduction

Conventional multimedia information retrieval (MIR) research focuses on
addressing an information finding scenario that starts with an ad hoc query,
i.e., a query that is freely formulated by the user. The MIR system (or multi-
media search engine) then returns results that are potentially relevant to the
information need underlying the user’s query, i.e., what the user had in mind to
find. In this scenario the users have complete freedom in what they search for,
since the MIR system is able to respond to any query. However, it has a signifi-
cant disadvantage, if the users do not already have a clear goal in mind and are
able to describe it, along with a reasonable understanding of the contents of the
collection they are searching, then the ‘freedom’ to formulate their own query
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 280–292, 2017.
DOI: 10.1007/978-3-319-51814-5 24
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is of little value. Effectively, the users run the risk of missing content that they
might find relevant had they been shown it.

Video-to-video linking (also referred to as ‘video hyperlinking’) is a MIR
scenario that has the potential to address the limitations of search based on
ad hoc user queries. In the video-to-video setting, the users first enter a video
collection by identifying an initially interesting video or video segment, but from
there they can interactively explore the content in the collection by using video-
to-video links to navigate between segments. Manual creation of all such links
would be prohibitively time consuming, and thus automated methods of video-
to-video linking are required. Such systems take an input video segment, which
can be seen as analogous to a query, and which we refer to as an anchor, and
then return a list of video segments, which we refer to as targets, to which it
might be linked. A user exploring the collection will thus use a link to navigate
from an anchor to a target.

A key challenge of video-to-video linking is to appropriately understand and
model the relevance relationship between an anchor and its targets. The objective
of a conventional MIR system is to seek items relevant to the information need
behind the user query. Without a formal query, a video-to-video linking system
lacks a well-defined information need. Further, without a way of characterizing
the relevance relationship between anchors and targets, it is difficult to design
video-to-video linking algorithms, and it is impossible to properly evaluate them.

To advance research in the area of video-to-video linking, we thus need to bet-
ter understand this relevance relationship between anchors and targets that are
automatically identified by a linking system. To address this issue in our work
we adopt crowdsourcing methods. Consulting the crowd enables us to gather
information from a large and diverse group representative of potential system
users. This can also provide provide us with more insights into how users per-
ceive video-to-video relevance. This paper describes our use of crowdsourcing in
designing and evaluating the TRECVid 2016 Video Hyperlinking task [1], and
the insights we gained on user interpretations of anchors.

The rest of the paper is structured as follows: in Sect. 2 we discuss the history
of the video-to-video linking task. We then introduce an innovative new version
of the task that focuses specifically on verbal-visual information: segments of
video in which the videomaker is evidently exploiting, simultaneously, both the
visual and the audio channel in order to communicate a message. In Sect. 3, we
outline the specifics of the TRECVid 2016 Video Hyperlinking task, which is
based on the concept of verbal-visual information. Section 4 explains our mul-
tistage crowdsourcing process for evaluating multimodal video-to-video linking
systems. This combines an Anchor Verification stage, with evaluation of auto-
matically identified targets. Then in Sect. 5, we discuss the results of the Anchor
Verification carried out on Mechanical Turk (MTurk)1. In addition to verifying
anchors, this task yielded insights about how people interpret video segments.
Finally, in Sect. 6, we conclude and outline future work directions.

1 www.mturk.com

www.mturk.com
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2 Video-to-Video Linking

As identified in the Introduction, a key challenge in video-to-video linking is
understanding and modeling the relevance relationship between two video seg-
ments in the absence of an existing information need formulated independently
in the mind of the user. Rather we are seeking to determine whether to create
a link on the basis that there might be such an information need in the future,
when the user follows the link, although the user may follow the link for a more
unfocused exploratory reason.

As a starting point we can observe that for two given video segments, it is
possible to define an arguably infinite number of ways in which they can be
related. For example, imagine two video segments of people sitting at a table:
one from a video of a séance and the other from a talk show. The presence of
the table in both segments allows us to assert that the segments are related, but
this relationship is not necessarily interesting to users. In this case, the table
is essential to the subject of neither video (both a séance and a talk show can
happen without a table), nor does it serve to differentiate these segments from
other segments. It is certainly possible that a user with great interest in tables
would like to navigate from one table to another within a video collection. How-
ever, in focusing on providing paths through the collection for this particular
user, we risk inadvertently inundating other users with too many possible rele-
vance paths. In other words, rather then assisting them in locating information
of interest in another video, we overload them with options to pursue.

It is important to note that comparing videos on the basis of detailed or
exhaustive descriptions does not completely solve the problem. Continuing with
our example of the video segments of the séance and the talk show: A detailed
description would include information such as the names of the people talk-
ing, the transcript of what they are saying, a description of their clothing and
appearance, and the details of the whole scene including the colour of the table,
objects on it, and the background. If video segments are compared at this level
of specificity, then we face a high chance that there are no related segments
within the entire video collection. Although highly specific comparisons may
exclude relationships between video segments exclusively based on the occur-
rence of incidental elements such as the table, they will also close off paths. The
paths closed will be those that involve ‘looser’, somewhat unexpected relation-
ships between anchor segments and target segments. It is exactly these links
that connect video segments that are ‘neither too loosely nor too tightly related’
that will allow users to explore, and exploit, a video collection, without prior
knowledge of what they will find in this collection.

2.1 Past Perspectives on Video-to-Video Linking

After work on automatically creating links in text [9,10] and automatically link-
ing video anchors to text targets [8] and vice versa [2], at MediaEval 2012 we
introduced the ‘Search and Hyperlinking’ (S&H) task [4]. The ‘Search’ part of
the task was devoted to finding anchors in a collection of interest to users, which
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then provided entry points for the ‘Hyperlinking’ part. The collection used was
a large collection of semi-professional videos from blip.tv which represented a
series of channels or ‘shows’ containing a series of episodes, adopting the style
and structure of typical TV broadcasting (discussed further in Sect. 3.1).

S&H 2012 addressed the problem of making the links between anchor and
target video segments neither ‘too loose’ nor ‘too tight’, by focusing the task
on video segments that were likely to have interest to relatively many people in
the user population. The anchors for S&H 2012 were selected by crowd workers,
using an MTurk Human Intelligence Task (HIT) entitled, ‘Find interesting things
people say in videos’. Here, ‘things’ refers to the video segments that were used
as anchors in the task. Workers were asked to consider the situation of sharing
the video with another person, in order to nudge them to consider ‘interesting’
with respect to what other viewers would want to have in a video, and not
exclusively with respect to their own personal interests.

Subsequently, in 2013–2014 the S&H task moved to professional broadcast
content, and in 2015 became the TRECVid Video Hyperlinking (LNK) task.
Now, in 2016, we return to both the blip.tv dataset, and also to the question
of how to create links that are neither ‘too loose’ nor ‘too tight’ and also fairly
evaluate them2.

2.2 Verbal-Visual Information in Video-to-Video Linking

The new version of the video-to-video linking task was inspired by our realization
that the 2012 instructions ‘Find interesting things people say in videos’ missed
an important issue. People create video, and people watch video, not just because
of what is said in video, but also because of what is seen. In other words, the
intersection of the verbal and the visual modalities is the place to start looking
for what users will perceive to be important about a video in situations where
no independent information need can be assumed. In turn, this importance will
provide the basis for solid judgments of video-to-video relevance.

A seemingly trivial observation that we can make about the users who created
the videos in the blip.tv collection is that they chose to make videos and not
audio podcasts (audio only) or to create images or silent video (video only).
This observation is more important than it initially appears since it supports
the assumption that people who make video choose video above other media
because of the opportunity to exploit multimodality, i.e., both the audio and
the visual channels. Further, it suggests that messages that videomakers find
important to communicate to their audiences, can be found by simultaneously
considering both the audio and the visual channels. If the videomaker puts effort
into communicating a message to viewers exploiting both multimedia channels,
we expect that viewers will have reasonable agreement on what this message is.
Their perspectives will not completely converge, but they will tend to have stable
interpretations of the aspects of a video message that are most important when

2 For all HITs details, see: https://github.com/meskevich/Crowdsourcing4Video2Vide
oHyperlinking/

https://github.com/meskevich/Crowdsourcing4Video2VideoHyperlinking/
https://github.com/meskevich/Crowdsourcing4Video2VideoHyperlinking/
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assessing the relevance relationship between two video segments. On the basis
of this line of reasoning, in 2016, we decided to focus the LNK task on segments
in the video in which viewers perceive that the intent of the videomaker was to
leverage both the audio and video modalities to bring across a message to the
audience. We refer to such segments as containing verbal-visual information.

Intent is a goal or purpose that motivates action or behaviour. In our context,
we are interested in the goal the videomaker was trying to achieve in creating the
video. The motivation for considering videomaker intent to be important derives
from the investigation of uploader intent on YouTube that was carried out in [6].
Among the intent classes identified by the study are: ‘convey knowledge’, ‘teach
practice’, and ‘illustrate’. In [6], some initial evidence for a symmetry between the
intent of users uploading video and the intent of users searching for (and viewing)
video is uncovered. Our definition of verbal-visual information is agnostic to
specific intent classes, such as ‘convey knowledge’, although addressing such
classes might be of interest in future work. Here, our focus is on video segments
in which the videomaker is presumably intentionally using both the verbal and
visual channel. The driving assumption is that people viewing such segments will
have relatively high consensus about what the videomaker is attempting to get
across. It is not necessary, or even desirable, that there is complete consensus:
rather our goal is to constraint possible relationships between the anchor and the
target segments that viewers generally agree on, thereby supporting meaningful
evaluation of video-to-video linking systems.

For concreteness, we return to the example of the two video segments above.
By focusing on the presumed intent of the videomaker to communicate verbal-
visual information, we have moved away from considering the table alone as the
basis for linking, which would make the relationship ‘too loose’. The reason is
that the table is isolated in the visual channel, and is not part of the verbal-visual
information that it was the videomaker’s intent to bring across. At the same time,
we do not insist on links based on similarity of the detailed descriptions of the
two video segments, which would make the relationship ‘too tight’. Instead, we
focus on what is communicated by the videomaker through the interaction of
words and visual content. In this way, the visual-verbal information of the video
can take the place of the information need in the conventional MIR scenario. It
will not be a unique source of relevance, but it will be universal enough to serve
a large variety of users, and stable enough to be judged.

3 TRECVid 2016 Video Hyperlinking Task (LNK)

Next we overview the TRECVid 2016 Video Hyperlinking Task (LNK) [1].

3.1 Blip10000 Collection

For LNK at TRECVid 2016, we use the Blip10000 dataset which consists
of 14,838 semi-professionally created videos [11]. In addition to the original
Blip10000 collection, we used a new set automatic speech recognition (ASR)
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transcripts provided by LIMSI [7] which uses the latest version of their neural
network acoustic models. Using these transcripts and also detected shot bound-
aries [5], we indexed the entire collection to facilitate the process of defining
anchors.

3.2 Defining Verbal-Visual Anchors

The task required us to define a set of anchors with respect to which video-to-
video linking systems will be evaluated and compared. Since the set could not
include all verbal-visual video segments in the collection, we sought to identify a
good-sized subset. Because it is impractical to find these verbal-visual segments
by randomly jumping into the collection, we used a search heuristic. Specifically,
we searched the collection for ‘linguistic cues’ in the ASR transcripts. We defined
‘linguistic cues’ as short phrases that people typically use to signal that some-
thing seen rather than said is important to their overall message. We compiled
the list of cues by reflecting on what people say when they are showing some-
thing, and arrived at the following list: ‘can see’, ‘seeing here’, ‘this looks’,‘looks
like’, ‘showing’, and ‘want to show’.

Two human assessors (multimedia researchers) who were familiar with the
video collection defined anchor segments by searching the blip.tv collection for
occurrences of the cues in the ASR transcripts. They checked a 5 min window
around each cue occurrence for verbal-visual information. Cases in which the cue
did not lead to video containing verbal-visual information (i.e., someone says ‘I
can see what you are saying’, but nothing is actually being shown in the visual
channel) were skipped. For the other cases, an anchor was defined, by making a
reasonable choice of a shorter anchor segment (10–60 s) within the five-minute
window. The assessors also skipped cases that were very similar to previously
chosen anchors, in order to ensure anchors diversity.

For each defined anchor, assessors wrote a short description of the anchor.
In developing this summary, assessors attempted to abstract away from literal
description of the content of the video. For example, a description would be
‘Videos of people explaining where and how they live.’ rather than ‘Videos of a
young man walking through the hall of an apartment and then explaining the
contents of the bathroom.’ The assessors controlled the level of abstraction by
leveraging their familiarity with the collection to write a description for which
they found it likely that more than one video segment in the collection could
potentially be considered relevant.

3.3 Development and Test Set Anchors: Audio vs. Verbal-Visual

This section provides more details of the anchor sets released for LNK. Two
anchor sets were released: 28 development anchors and 94 test anchors. The
development anchors were those originally created for use in S&H 2012 [4]. They
were defined by a crowdsourcing task carried out on MTurk. The wording of the
HIT that was used to collect the anchor was given above in Sect. 2.1. Recall that



286 M. Eskevich et al.

these anchors were focused on what people ‘say’ in videos. The Anchor Verifica-
tion stage of our evaluation process (see Sect. 4.1) determined that a number of
these indeed involved verbal-visual information, although they were not created
explicitly to do so. The verification stage assured us of the appropriateness of
the 2012 anchor set for development purposes in 2016.

4 Crowdsourcing Evaluation

Our evaluation takes the form of three stages (Anchor Verification, Target Vet-
ting, Video-to-Video Relevance Analysis), each realized as a HIT on MTurk.
We discuss each in turn. The principles informing the design of our HITs are:
(1) provide descriptions that avoid technical terms, but rather allow workers to
identify with context of use, and, (2) user quality control mechanisms that are
fair and also an integral part of the HIT.

4.1 Stage 1: Anchor Verification

The Anchor Verification stage verifies the verbal-visual nature of the anchors
defined by the assessors. Specifically, it checks whether the perceptions of viewers
(i.e., potential users of the video-to-video linking system represented by workers
on MTurk) align with those of the assessors. We related the HIT to a context of
use with which we hope the crowd workers can identify by entitling it ‘Watch the
video segment and describe why would someone share it’. Further, we avoided
reference to ‘videomaker intent’ or ‘verbal-visual information’ and instead pro-
vided the workers with the following instructions. We know that people upload
those videos for certain reasons. We ask you to think about what the person who
made the video was trying to communicate to viewers during this short piece. In
other words, what are viewers supposed to understand by watching this particular
short piece of the video. The HIT then asked them to provide a description of
the anchor. We asked ‘How would you describe the content you see to another
person?’ We collected a description from three different workers for each video.
We then went through the descriptions that the workers provided, and checked
whether they contain reference to an element present in the visual channel of
the video. The anchors that were not verified to be of verbal-visual nature were
not used in the subsequent crowdsourcing stages.

In designing the HIT, we also tried to guide the workers away from highly
specific descriptions, since we are not interested in ‘tight’ relationships between
anchors and targets, as discussed above in Sect. 3.2. We used two mechanisms
to encourage workers to be more abstract. First, we included three example
descriptions (two taken from the originally collected development anchor set and
one from the test anchor set). These examples were intended to convey to the
workers the diversity of the videos in the collection, and the level of abstraction
of description that we were targeting. The examples included anchors bearing the
descriptions ‘We are looking for videos of people explaining where and how they
live.’ and ‘This video is about features of a computer software application that
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supports communication.’ Second, we stated, ‘Please keep in mind that the this
description that you write will be shown to someone else (working on Amazon
Mechanical Turk), who will be asked to find other videos that are related to
this video segment.’ As discussed further in Sect. 5, the workers’ answers gave us
insight into how people abstract from literal descriptions of video clips, to more
abstract descriptions.

4.2 Stage 2: Target Vetting

Target Vetting is the first step in assessing the output of video-to-video linking
systems. The systems participating in the benchmark returned a list of targets,
i.e., video segments, for each anchor in the test set. Target Vetting compares
potential targets to the textual description of the anchors originally generated
by the assessors. We use Target Vetting because the potential number of targets
is very large. A crowdsourcing task to make a video-to-video judgment between
anchor and target for every generated target would be prohibitively large. Fur-
ther, the density of relevant anchor/target pairs could be low, making the task
unfulfilling, tedious, and potentially impacting worker performance.

The output of the Target Vetting task is a set of binary decisions about the
relevance relationship between the anchor description, and each target that each
system has generated for that anchor. We do not ask workers to make the decision
directly, since it is hard to enforce consistency in the criteria that they use to
make the comparison. Rather we used multiple choice questions which are a good
way of creating consistency, since the list of choices conveys information about
the answer space and the types of distinctions that are relevant for answering
the question. For this reason, the Target Vetting HIT asked workers to watch the
target video segment, and then to choose among five anchor descriptions. If the
target is relevant to the anchor, the worker should be able to pick the correct
anchor description. We force the workers to choose between the five answers,
and then ask them whether they are happy with the choice that they made, and
whether it was easy to make the decision. If the target is not relevant to the
anchor, the worker should find it difficult to pick a correct anchor description,
and should express dissatisfaction or discomfort with the pick. Note that asking
about the level of discomfort plays the same role as including a ‘none of the above’
option. The ‘forced-choice’ question that we use is, however, superior to a ‘none
of the above’ option since the workers need to judge their own reaction (which is
familiar territory) rather than contemplate whether or not there might exist an
answer that is more fitting than any in the list (which is open ended). The four
out of five descriptions are chosen randomly from the dataset, and sometimes
could fit the target better than the ones of the original anchors. These cases
might help to extend the ground truth for the other anchors, while the current
anchor in question earns a non-relevance judgment.
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4.3 Stage 3: Video-to-Video Relevance Analysis

Video-to-Video Relevance Analysis is the second step in assessing the output of
video-to-video linking systems. Because targets that were not potentially rele-
vant to anchors were eliminated in the previous stage, the crowdsourcing task at
this stage can be smaller, and its output can be manually analyzed. This stage
consists of a HIT that presents workers with two video segments, the anchor
and the corresponding target, and asks them to describe the way in which the
two are related. We do not provide choices or suggestions about how the anchor
and target could be related (i.e., we do not suggest ‘person’/‘object’/‘speech’),
or otherwise constrain answers. Instead, we collected unstructured information
in the form of 2–3 natural language sentences. The first stage, Anchor Verifica-
tion, checked that we were focused on verbal-visual information. We believe that
the Video-to-Video Relevance Analysis stage gives us comprehensive qualitative
information about the types of relevance between video segments that people
perceive. We hope to find relevance aspects that we could not have envisaged
beforehand, and also to better understand diversity in relevance relationships, in
particular, with respect to the different levels of abstraction at which relevance
relationships are perceived.

5 Insights from the Crowd

In this section, we dive more deeply into the insights that are gained from Stage 1:
Anchor Verification, described in Sect. 4.1. We ran the HIT on MTurk, with a
0.15 USD reward and restricted to workers with overall 90% HIT Approval Rate.
We ran the HIT on 119 anchors (we reduced the original set of 28 development
and 94 test sets by taking three anchors as examples) and collected 357 worker
judgments. The quality of submitted work confirmed that our HIT design was
clear and easy to grasp. There were only two cases in which the submissions
had to be rejected for unserious work. A number of workers left comments with
thanks, and one reported having enjoyed the task. For each anchor, we compared
the anchor description originally provided by the assessors with the workers
descriptions both individually, and as a set of three (since three responses were
collected per anchor). In total, 51 unique workers carried out the task, with an
average of seven judgments per worker, with a maximum of 59 HITs in case of
one worker. The rest of this section reports our findings.

5.1 Verbal-Visual Information

The primary purpose of Stage 1: Anchor Verification was to eliminate anchors
that were not truly verbal-visual in nature from the test set. Table 1 provides an
example of a case where we judged that none of the three workers’ descriptions
mentioned a visual element to the anchor. As mentioned in Sect. 4.1, such anchors
were dropped. Three of the original anchor test set defined by the annotators
were affected, leaving us with a final test set of 90 anchors.

We also used Stage 1 to verify whether any of the anchors in the development
set could be considered to contain verbal-visual information, although they were
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Table 1. Example of an anchor that failed crowd Anchor Verification: it did not contain
the visual component necessary to be verbal-visual information, and was dropped.

Anchor ID Original assessor description Description by MTurk worker

89 We are looking for videos
of a modern, enthusiastic
preacher, pastor or spiritual
leader

In this video a speaker is talking about
how lack of movement and lack of social-
ization in a social media and computer
generation is causing obesity

A young man is trying to convey to his
audience that too much time spent on the
computer is leading to bad health and that
people need to spend more time meeting
each other face to face rather than with
social media online

The video explains how the overuse of
social networking sites cause health prob-
lems. This is a very important point to
note

created by asking about spoken content. It turned out to be the case that some
development anchors were indeed verbal-visual. An example of such a case is
Anchor ID 25, whose description is ‘The launch of a new villain for the Avengers
to fight with.’ The worker descriptions suggest the critical contribution of an
image of Red Skull to the message conveyed by the anchor.

5.2 Observations on Abstraction

Stage 1: Anchor Verification also yielded some insights on the level of abstraction
at which people describe video. Recall that with our HIT design, which included
examples, we tried to encourage the workers to provide us with abstract anchor
descriptions. In general, however, the workers descriptions were much more spe-
cific than the descriptions provided by the assessors who originally defined the
anchors. Table 2 illustrates such cases. In a given collection, it would be difficult
to find two video segments that both fit this description, unless the collection had
a special nature or the video segments were near duplicates. We did, however,
find cases in which the workers descriptions reached the same level of generality
or abstractness as the original descriptions. Table 3 illustrates two examples.

Finally we would like to mention that when analyzing the worker description,
we discovered that workers make reference to what we call the conventional pur-
pose of the video. We define conventional purpose categories as the categories
into which people conceptualize videos. Any category that is widely acknowl-
edged, i.e., conventionally accepted, can be considered. However, we point out
the our use of the word purpose is motivated by the fact that these categories
involve typical situations in which videos are watched and reasons why people
watch them. For example, some workers made comments about the genre (that it
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Table 2. Examples of anchors for which workers provided detailed descriptions of the
literal video content.

Anchor ID Original assessor description Description by MTurk worker

106 We are looking for videos that
show a collection of people’s
opinions on the street

This video shows that there is a
question as to whether there is a
youth movement for voting. There
are quick interviews with people in
their late teens or early 20 s on the
topic

74 We are looking for videos of
someone fumbling or dropping
something by accident

The man on the left is clearly some-
one of higher status who is order-
ing his butler (or similar position)
to give him his phone. The butler
(man on the right) points out that
the phone is in the man’s hand, and
refuses to pick it up when the man
clumsily drops it on the floor

Table 3. Examples of anchors where the level of abstraction is matched between the
original description and the description provided by the worker.

Anchor ID Original assessor description Description by MTurk worker

77 We are looking for videos that
give ideas of different kinds of
purses and handbags

This video goes over some of the dif-
ferent variations in women’s hand-
bags

107 We are looking for videos with
tips about using social net-
working sites such as Face-
book

Video about posting to social media.
Showing how to physically post
information

was a news report or a comedy) and others pointed to other categories reflecting
what the videos are used for (that it is for selling something). We observed them
mentioning in the description that the video was part of a lecture, commercial,
or blooper reel, and that the video was a performance. These references to what
the video is used for are also a form of abstraction. We believe that ultimately
these sorts of purposes are related to the intent categories mentioned in Sect. 2.2,
and are eager to explore user use of these categories further.

6 Summary and Outlook

This paper provided a brief review of the history of video-to-video linking, and
introduced a new multimodal video-to-video linking scenario. This new scenario
exploits the assumption that users will have more stable judgments about the
relevance relationship between anchors and targets, if we focus on cases in which



Multimodal Video-to-Video Linking: Turning to the Crowd for Insight 291

the videomaker is intentionally using both audio and visual information stream
to convey a message. We introduced a crowdsourcing strategy for evaluating
systems that address this scenario, and also presented findings from the first
stage of this evaluation ‘Anchor Verification’.

Our next step is carrying out Stage 2 and Stage 3 of the evaluation of the
2016 benchmark, once the participants have submitted their system output. We
point out that we anticipate on the basis of general human behaviour that we
will find a mismatch between generation and validation: we expect that although
workers tend to generate descriptions at a literal level, that they will not insist
on this level when they are choosing a description that fits a video segment (i.e.,
in Stage 2: Target Vetting). Further, we expect to discover that workers will also
more naturally move to higher levels of abstraction when comparing anchors and
targets (i.e., in Stage 3: Video-to-Video Relevance Analysis).

Additionally, we would like to pursue further insights already revealed by
Stage 1: Anchor Verification. We are particularly interested in the relationship
between the level of abstractness at which people describe video segments, and
their knowledge of the collection from which the video segments are drawn. Here
we have seen that the assessors who are familiar with the collection describe
videos with a higher level of abstraction. If collection familiarity impacts that
level of abstraction that is most appropriate for the video-to-video relevance
relationship in the linking scenario, the implications for systems that attempt
to hyperlink large collections could be profound.
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Abstract. Regarding of the explosive growth of personal images, this
paper proposes an online user modeling method for the categorization
of the streaming images. In the proposed framework, user interaction
is brought in after an automatic classification by the learned classifier,
and several strategies have been used for online user modeling. Firstly,
to cover diverse personalized taxonomy, we describe images from mul-
tiple views. Secondly, to train the classifier gradually, we use an incre-
mental variant of the nearest class mean classifier and update the class
means incrementally. Finally, to learn diverse interests of different users,
we propose an online learning strategy to learn weights of different fea-
ture views. Using the proposed method, user can categorize streaming
images flexibly and freely without any pre-labeled images or pre-trained
classifiers. And with the classification going on, the efficiency will keep
increasing which could ease user’s interaction burden significantly. The
experimental results and a user study demonstrated the effectiveness of
our approach.

Keywords: Image classification · Online user modeling · Streaming
images · Nearest class mean classifier · Online metric learning

1 Introduction

Nowadays, almost everybody has a portable photographic device such as smart-
phones and digital cameras. With the portable camera, we can capture images
anytime and anywhere. As a result, new images will flow into our gallery one by
one like a stream. Imagine the categorization of this type of streaming images
during your daily taking pictures. As you have taken some photos, you can cate-
gorize them according to your preferred taxonomy by a few simple drag-and-drop
operations and learn an initial classification model. As you take some pictures
next time, new images begin to be automatically categorized into categories fol-
lowing your criteria. If the inferred labels are incorrect, you can interactively
both correct the labels and improve the learned model. When you take pictures
which can be described by none of existing categories, the model will be updated
incrementally with new categories to cover them. As you continue taking and

c© Springer International Publishing AG 2017
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categorizing images, the learned model is refined with these new samples, result-
ing more and more accurate inferred labels for following images. At the end,
you can categorize your huge growing image collection freely. Although simple
and intuitive from the user perspective, the user modeling in this type of image
categorization scenario remains an open problem.

From our knowledge, there should be at least three requirements for user
modeling in this classification scenario. Firstly, images representation must
include multiple views to cover diverse user demands. Research on image
representation have made a lot of great achievements, from the famous BoW
methods [7,11] to the impressive deep Convolutional Neural Networks (CNNs)
[8,19]. All these methods are describing images from a single viewpoint. But in
fact, different people may focus on different points in image categorization. Thus,
the problem is how to combine multiple clues to meet the diverse demands for
a user centered classification tool. Secondly, the user’s classification model
must be trained/updated incrementally real-timely. To ease user’s bur-
den on interaction, a customized classification model should be trained. And as
new images will flow in anytime, the model must be updated incrementally over
time. For image classification, SVM is the most famous model [13,17]. Although
there are many incremental extension of SVM [10], they suffer from multiple
drawbacks, for example, the extremely expensive update. To ensure the real-
time feedback, it should be considered that how to incrementally update user’s
classification model in a straightforward way in real time. Thirdly, the user’s
categorization interests must be learned online. In real-life scenario, user’s
classification preference cannot be one time setted at the beginning, because a
user may concern different along with the increasing of new images. Online learn-
ing of user interests has been widely studied in the field of information retrieval
by using relevance feedback [16]. But to the best of our knowledge, there is no
such research in image classification. Thus, how to online model user interests
in the streaming image classification still remains unopened.

This article aims to address these issues by an online framework. It incor-
porate user intervention with online user modeling to classify streaming images.
To cover diverse personalized taxonomy, we propose to describe images based
on the visual appearance view, the semantic view, and a deep view. The user’s
preference is modeled based on a variant of the Nearest Class Mean classifier
(NCM), i.e., a set of class centroids coupled with a weighted distance measure-
ment. Images are classified as the same class with the nearest centroid measured
by the weighted metric. To update user’s taxonomy, we design an incremental
strategy for the class centroids. And to learn the categorization interests of a
particular user, we propose an online learning strategy for the weighted distance
metric. Using our framework, people can classify images and train classifiers
progressively along with their manipulation and image gathering with simple
drag-and-drop operations. The advantages of the our method are threefold:

(1) The streaming images can be classified efficiently without pre-training or pre-
labeling, and the newly captured images can be categorized accumulatively.
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(2) The classification model can be learned online to handle the dynamic cate-
gories, and the more use the more accurate the classification could be.

(3) The uncertainties of images can be solved with user intervention in, and the
diversity of taxonomies can be met flexibly in accord with user’s preferences.

Fig. 1. Overview of proposed method

2 Overview

To classify streaming images with user in the loop, our method incorporate
user intervention with online user modeling as shown in Fig. 1. The proposed
framework categories images round by round with the following steps.

Firstly, the system will extract image features in multiple views, and then
load images in turn for classification. Secondly, the loaded images will be clas-
sified into several groups by the user classification model. Thirdly, the result
will be shown to user for verifying and correcting. Finally after the correction,
images in each classes will be used to update the user model incrementally, and
online learn user’s interests. In addition, all the loaded images are classified cor-
rectly according to the user, so they will be archived to the categorized image
collection. A new round of this classification process will start if there are enough
images or the user want to. Figure 2 shows an example of the whole classification
workflow.

As new images could flow in anytime, the system will put them in a pending
pool and pre-extract their feature vectors. To cover diverse user intentions, we
proposed to extract features from the visual appearance view, the semantic view,
and a deep view (Sect. 3.1). When loading images, it will control the number of
loaded images since human users can hardly handle a large number of images at
one time. After images loaded, the system will group them into several groups.
If the user model has not been initialized, images will be clustered into groups
by AP clustering [6]. Otherwise, the user model will be used to classify images
into existing categories.

Once images grouped, the user will be asked to verify if they are classified
correctly. User can correct misclassified images by simple drag-and-drop oper-
ations. There are two cases in which the user need to operate. If (I) an image
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of a particular category is grouped into another category, the user only need to
drag it to the correct category. If (II) an image of a new category which does not
exist is grouped into an existing category, the user can drag it to the blank space
which indicates the construction a new category, and it will be contained in that
category automatically. After that, all these images will be used to update the
user model incrementally (Sect. 3.2), and learn user’s interests online (Sect. 3.3).

3 Methodology

In this section, we will describe our methodology in details.

3.1 Multi-view Image Representation

In practice, different people may categorize images from different views, such
as the visual appearance of images or the objects in images. To cover different
user’s categorization preferences, we propose to extract image descriptor from
multiple views. In this paper, descriptors from the visual appearance view and
the semantic view are extracted. Besides the appearance and semantic, user
could consider more when categorizing images. Considering the impressive per-
formance of deep learning in recent years, we also extract a descriptor from the
deep view. After extracting these descriptors, we then combine them linearly to
get the final multi-view representation.

Appearance View. The visual appearance attributes, such as the texture,
color, shape, etc. form user’s first impression of an image. Thus, describing the
appearance of the whole image is helpful for the personalized categorization.
The most general way to describe the appearance is to gather the statistics of
particular visual characters, such as the famous BoW methods [7,11]. In recent
years, there are some higher-level methods [1,18] which use classifiers to get
the visual attribute of images. As these methods utilize classifiers instead of
statistical histogram, their descriptors are typically more compact.

To describe images from appearance view, we adopt the PiCoDes [1] which
pre-trained 2K classifiers to extract the visual attributes in this paper. For a
given image, we can get a 2K-dimensional vector describing its appearance.

Semantic View. The semantic attribute describes the semantic content of an
image by perceiving the objects it contains. Since most people could classify an
image mainly based on the objects it contains, the semantic attribute is also
important for the personalized categorization. In this paper, we pre-define a
list of objects as Torresani et al. [20] does, and train a set of corresponding
binary classifiers to extract the semantic attribute of images. To get more accu-
rate judgment of the existence of objects by simple classifiers, we propose to
classify subimages instead of the whole image. Obviously, the classifiers can get
more accurate judgment for subimages than the entire image. There are a lot
of research about generating region proposals which can be regard as subimages
here. Here, we use BING [3] as it can extract accurate region proposals very fast.
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Firstly, a set of subimages are generated. Then the object classifiers are used
to classify the subimages. Finally, a maximum pooling is applied to get the
semantic attribute descriptor with the i-th element indicate the probability that
given image contains the i-th objects.

Deep View. In fact, people could consider more which can hardly be summa-
rized besides the appearance and semantic when categorizing images. We think
the deep learning-based features can cover some of these unnamable user pref-
erence considering that deep learning is a block box. In this paper, we choose
the well-known AlexNet architecture from [8], which is a CNN trained on the
1.3-million-image ILSVRC 2012 ImageNet dataset. Specifically, we adopt the
already-trained AlexNet provided by the Caffe software package, and use the
output from the fc7 layer as the feature descriptor of deep view.

3.2 Incremental Updating of User Model

When categorizing images by individual, the taxonomy cannot be known in
advance, and the categories will be change over time. Thus the classification
must be modeled online and updated incrementally to be conformed to the
user intention. In this paper, we proposed to model the user’s taxonomy by an
incremental variant of the Nearest Class Mean classifier (NCM) since it have
shown promising performance in image classification tasks [14,15].

With each image being represented by a d-dimensional feature vec-
tor x ∈ �d×1, the standard NCM maintains a set of class centroids{
μc ∈ �d×1|c ∈ [1, C]

}
with each vector represents a class. Then an image is

classified to the class c∗ with the closest mean:

c∗ = arg min
c∈{1,...,C}

d (x, μc) ,

μc = 1
Nc

∑
i:yi=c

xi,
(1)

where d (x, μc) measure the distance between an image x and the class mean μc,
yi is the label of image xi, and Nc is the number of images in class c. In previous
research, class centroids are learned offline with plenty of training images.

As the NCM classifies images merely by the class centroids, the classifier can
be updated easily by reforming the class mean vectors. In each classification
round, the number of existing images in each class {nc|c ∈ [1, C]} is recorded
and will be updated. Then the class mean vectors can be updated incrementally
as follows:

μc = 1
nc+

∑
i [[yi=c]] (ncμc +

∑
i:yi=c

xi),

nc = nc +
∑

i [[yi = c]],

(2)

where
∑

i [[yi = c]] computes the number of images belongs to class c in current
round. If there are images belongs to a new class, we can add a new class cen-
troid {μnew, nnew} and initialize it as μnew =

−→
0 and nnew = 0, then update it
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with Eq. 2. With the incremental updated class centroids, the NCM can classify
images of that new class subsequently.

3.3 Online Learning of User Interests

Different people may concern different focuses when classifying images, it can be
reflected as different combination weights of different feature views. Thus, a uni-
form distance measurement is not an optimal choice to predict the categories of
images by NCM. In this paper, we propose to formulate the distance between two
images as a weighted Euclidean distance, i.e., dW (xp, xq) = ||W · xp − W · xq||2,
where xp(xq) is the feature vector of the p-th(q-th) image, W ∈ �d×1 is the
weight vector with each element indicates the relative importance of each dimen-
sion in feature vectors for distance measurement. Intuitively, it is hard to set
the weights online during user’s categorization. In this paper, we try to trans-
form this problem to metric learning problem [9], and use online strategy [2] to
learn W .

In fact, we can regard W as a diagonal matrix, then the weighted distance
can be rewritten as follows:

dW (xp, xq) = ‖diag (W ) xp − diag (W ) xq‖2 = (xp − xq)TDTD(xp − xq), (3)

where D = diag(W ). Clearly, this is a standard Mahalanobis distance metric.
Following the online similarity metric formulation in OASIS [2], we can learn W
online.

After each user verifying and correcting, all the classified images in the cur-
rent round can be used as training data. We sample the training instances as a
set of triplets, i.e., {(x, x+, x−)} where x and x+ belong to a same class and x−

belongs to a different class. Then the goal is to learn the distance function such
that all triplets satisfies the following constraints:

dW
(
x, x+

) ≤ dW
(
x, x−) − λ, (4)

where λ > 0 is a safety margin to ensure a sufficiently large distance difference.
Then a hinge loss function can be defined as follows:

LW

(
x, x+, x−)

= max{0, dW
(
x, x+

) − dW
(
x, x−)

+ λ}. (5)

In order to minimize the accumulated loss, we apply the Passive-Aggressive
algorithm [4] to optimize W iteratively over triplets:

W (t) = arg min
W

1
2

∥∥∥W − W (t−1)
∥∥∥2

Fro
+ ηLW

(
x, x+, x−)

, (6)

where ‖·‖2Fro is the Frobenius norm, η is a parameter that controls a trade-
off between remaining close to the previous W (t−1) and minimizing the loss
LW (x, x+, x−) on the current triplet. W is initialized as W (0) = ones(d, 1).
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When LW (x, x+, x−) = 0, it is clear that W (t) = W (t−1) satisfies Eq. 6
directly. Otherwise, we take the derivative Eq. 6 and set it to 0, it is easy to
derive that W can be online optimized by the following closed-form solution:

W (t) = W (t−1) − η
∂LW (x, x+, x−)

∂W
. (7)

As W is a d-dimensional vector, we can compute the derivative of LW with
respect to W as follows:

∂LW (x, x+, x−)
∂W

= 2W · [(
x − x+

) · (
x − x+

) − (
x − x−) · (

x − x−)]
. (8)

4 Experiments

4.1 Datasets and Settings

The proposed method is evaluated on three challenging image data sets: UIUI-
Sports event dataset [12] (1,579 sport images classified to 8 categories according
to the event type), MIT Scene 15 Dataset [11] (4,485 images classified to 15
categories according to the scene type), Caltech 101 [5] (8,677 images classified
to 101 categories according to the object type).

4.2 Classification of Streaming Images

Here we will demonstrate the workflow of the proposed streaming image classi-
fication. In Fig. 2, the left parts shows the data preparing module which limit
the number of loaded images not greater than K (K = 10 here for demonstra-
tion purposes, in other experiments K = 20). The middle parts shows the initial
result by the user classification model or initial clustering and the categorized
collection. Images with yellow border indicate the initial result of loaded images,
and the red crosses indicate the misclassified images which is determined by the
user. The right parts shows the user’s drag-and-drop operation on the misclas-
sified images and the final result. The red borders indicate images corrected by
the user, and the red arrows indicate user’s dragging paths. For demonstration
purposes, only a small part of images and processing are shown.

More specifically, Fig. 2(a) demonstrates the initialization of our tool from
(i) to (iii). As the classification model has not been initialized, loaded images are
clustered by AP cluster and the initial result is as in Fig. 2(a)(ii). Then user need
to drag the misclassified images to correct categories as shown in Fig. 2(a)(iii).
The final result will be used to initialize the classification model. Figure 2(b) from
(i) to (iii) illustrate the process of adding new category: firstly, the loaded images
are classified to three existing categories, then the user drags the misclassified
images to the blank space to create a new category, and drag the rest into
this new category. With the classification goes on, there will be more and more
images classified according to the user’s preference, and the classification model
will be online train/update time and again. That makes the model fit the user’s
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interests better and better. As in Fig. 2(c) from (i) to (iii) shows that with the
categorization going on, there may be more categories and more accurate initial
result which might even be all correct without any correction.
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Label 2

Label 1

Label 3

Label 2

Label 1
Data Preparing Online Classification User Intervention

Label 3

Label 2

Label 1

Label 3
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(iii) User Intervention and Final Result

(iii) Final Result

Fig. 2. Illustration of the streaming image classification workflow.

4.3 The Effectiveness of Online Learning

To confirm that the online learning is sure to converge to a high accuracy with
the classification continue, and to verify the effectiveness of proposed online
learned weighted distance, we carry out this experiment.

We randomly split the dataset into two parts, with 80% as pending set for
gradually loading of images and 20% as validation set for testing the perfor-
mance of the proposed classifier, and regard the groundtruth as user’s labels.
Images in the pending set are loaded successively to update the class centroids
incrementally and online learn the weights, which simulates the image gathering
in real-life scenario. After each 4% of all pending images loaded, the current clas-
sifier is used to classify the validation images and the accuracy is recorded. The
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Fig. 3. Accuracies when submitting images gradually. Solid lines are results using
weighted distance, and dashed lines are results using Euclidean distance.

solid lines in Fig. 3 illustrates the resulting accuracies of three dataset. It shows
that the accuracies can increase with the accumulation of submitted images and
will keep stable when reach a maximum. To sum up, we can believe that the
online learning strategy of the classifier is effective.

In addition, to verify that the online learned weighted distance (WD) outper-
form the native Euclidean distance (EU), we run the above experiments using
a standard Euclidean distance in the NCM classifier. The results are dashed
lines as shown in Fig. 4. It can be seen that the curves of weighted distance lies
above the curves of Euclidean distance remarkably. That is to say, the learned
weighted distance can improve the classifier obviously. One important thing to
note is that the accuracy is not as high as some state-of-the-art, this is because
our online setting have restrict the performance of classifiers.

4.4 User Study

To testify that if proposed method can ease user’s interactive burden and adapt
to diverse classification criterions to meet various demands of real users, we per-
formed a user study. We asked 12 participants to categorize 400 images selected
from the original 8 scenes of the Scene 15 dataset. They had not used our sys-
tem before, and started to group the images directly after our brief description
about the function and usage. We did not tell them the component of the image
collections, so they didn’t know the scope and number of categories. During
the classification, they could only browse the categorized images and the loaded
images. The whole classification process need 20 rounds to classify all the images
(20 images in each round). All the images were loaded in random order.
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(a) User #10, 3 Categories

(b) User #4, 4 Categories

(c) User #3, 7 Categories

(e) User #2, 5 Categories(d) User #6, 6 Categories

Fig. 4. The representative images of each category from different users.

Personalized Classification. After their classification, we find that the results
are different from each other. The class number ranges from 3 to 7, it shows
significant diverse classification criterions, and they are obviously different from
the standard taxonomies defined in the groundtruth. For each class, we pick
out 5 images nearest to its centroid as the representative of that class. Figure 4
shows representative images of each class from 5 users. It can be seen that the
results are not very consistent. User #10’s classification is the simplest which
only contains 3 classes, and user #3’s classification is the most complex which
covers 7 classes. The consistent of all participants is that they all separate the
nature scene from man-made scene. These just prove that proposed method can
fit the diverse needs of different users, and they can classify the streaming images
flexibly and freely.
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Efficiency and User Burden. We record the number of interactions and time
cost of each round for every user, and average them of all participants. Figure 5
shows the average curves. The average total number of interaction is about
59.2, and the average total time is about 656.3 seconds which is relatively less
to classify 400 images one by one by hand. For comparison, we have tried to
categorize all the 400 images manually without using our tool, and it takes
about 1000 seconds. That is to say, the proposed method can save time and ease
user’s burden significantly for interactive classification. In addition, from Fig. 5
we can see that the number of interactions is becoming less and less as also the
time cost. It demonstrates that with the accumulation of classified images, the
system will become more and more accurate to categorize new images which
can reduce user’s burden greatly. As the participants said, our tool is getting
“smarter and smarter” with the classification going on.

Diverse User Intentions. After the categorization, we get a set of weight
vectors with each indicates the relative importance of each dimension in feature
vectors for every user. We think these weight vectors can reflect user’s preference
in categorization. To uncover the diverse user intentions, we try to analyze these
vectors. Firstly, we learn a weight vector using the groundtruth labels. Then, for
each user (including the groundtruth), we compute the weights of each individual
feature view by averaging the specific dimensions in the weight vectors corre-
sponding to each view. Finally, we divide the view weights of each user by those
of the groundtruth to calculate the relative ratios of each view. Figure 6 shows the
result. We can see that the deep view fits better for most of the users compared
to groundtruth. Besides the deep view, semantic fits better than appearance
view for most participants. But for user #5, #6 and #10, the appearance view
fits better, that means they prefer to classify images by appearance more, which
agrees with the result in Fig. 4. It demonstrates that the proposed method are
effective for diverse user intentions in real-world applications.

5 Conclusion

In this paper, we propose an online image classification framework incorporate
online user modeling with user intervention to classify streaming images. To
cover diverse personalized taxonomy, we propose to describe images in multiple
views. The classification model is based on an incremental variant of the nearest
class mean classifier which can be trained incrementally in real time. And to
learn diverse interests of different users, an online learning strategy is used to
learn weights of different feature views.

The features of our method lies in three aspects. Firstly, the streaming images
can be categorized without pre-training or pre-labeling, and the newly captured
images can be categorized accumulatively. Secondly, the classifier can be learned
online, and the more use the more accurate the classification could be. Thirdly,
the diversity of taxonomies can be met flexibly in accord with user’s interests.
Experimental results and a user study demonstrated the above advantages.
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Abstract. Systems for automatic analysis of videos are in high demands as
videos are expanding rapidly on the Internet and understanding of the emotions
carried by the videos (e.g. “anger”, “happiness”) are becoming a hot topic.
While existing affective computing model mainly focusing on facial expression
recognition, little attempts have been made to explore the relationship between
emotion and human action. In this paper, we propose a comprehensive emotion
classification framework based on spatio-temporal volumes built with human
actions. To each action unit we get before, we use Dense-SIFT as descriptor and
K-means to form histograms. Finally, the histograms are sent to the mRVM and
recognizing the human emotion. The experiment results show that our method
performs well on FABO dataset.

Keywords: Emotion � Action � Spatio-temporal volumes � mRVM

1 Introduction

With the development of the computational technology, people can access a variety of
information resources. Video becomes increasingly important content in the database
because of its intuitiveness and comprehensiveness. And much interest of researchers is
shifted slowly from images to videos. How to understand and organize the video data
effectively by user’s preference is becoming a hot topic in the field of content-based
analysis of video. The study on the video content is very useful to realize the individual
multimedia service [1].

At present, many researchers are engaged in the study of video content analysis and
classification. The common goal of video content analysis and classification research is
human active content and affective content. Research on human active content has
grown dramatically, corresponding to demands to construct various important appli-
cations including surveillance, human-computer interfaces. Most research focuses on
human action recognition. Researchers are now graduating from recognizing simple
human actions such as walking and running, and gradually moving towards recognition
of complex realistic human activities involving multiple persons and objects. On the
other hand, recently some research effort is invested on analyzing affective content.
Since 1990 s, many scholars are engaged in the study of video affective content in
order to identify emotion type in a video [2, 3]. Nowadays most researchers in cog-
nitive sciences indicate the dynamics of facial and vocal behavior is crucial for their
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interpretation. However, sounds and faces are hard to be captured distinctly in many
cases especially in videos for reconnaissance and surveillance [4, 5]. In those cases,
body movements are the only effective evidence for emotion analysis of human [6]. We
can conclude from the preliminary investigation that emotion analysis with human
actions in the video is one of the key elements of video affective content.

In this paper, the definition of video affective content is improved with a method
establishing the map between body actions and emotion types of human which is active
in the video. Our method is divided into three parts: spatio-temporal volume modeling
part, action units recognition part, emotion classification part.

2 Related Work

2.1 Emotion Theory

The progress of human emotion cognition has shaped the way emotions being treated
in scientific terms. Researchers in psychological science assume that people have
‘internal mechanisms for a small set of reactions (typically happiness, anger, sadness,
fear, disgust, and interest) that, once triggered, can be measured in a clear and objective
fashion’. As such, emotions like anger, sadness and fear are treated as entities that
scientists can make discoveries about [7]. To this end, research in psychology has
distinguished three major approaches for emotion model construction as followed:
categorical approach, dimensional approach and appraisal-based approach [8, 9].

We choose categorical approach to model emotions based on distinct emotion
classes. Among the various distinct classes are Ekman’s basic emotions of happiness,
sadness, fear, surprise, anger and disgust [10] and Plutchik’s eight basic emotions of
joy, sadness, anger, fear, surprise, disgust, anticipation, and acceptance [11]. A more
recent theory is that of Hatice Gunes and Massimo Piccardi with an excellent dataset
FABO. It suggests nine basic emotion categories of anger, surprise, fear, anxiety,
happiness, disgust, boredom, sadness, uncertainty [12]. The distinct classes are each
treated as a category. A category is defined as ‘a class of things that are treated as
equivalent’. To apply this theory, emotion is viewed as a concept that can be used as a
representation for a category (e.g. happiness, surprise and fear). Hence, the categorical
approach tends to assign text to a specific emotion category [7]. The assignment of text
to a specific category can be achieved using learning based approaches or manually
crafted hand rules [13].

2.2 Spatio-Temporal Volumes

The volume data structure mentioned earlier is to emphasize the temporal continuity in
an input stream of a video data. The use of spatial-temporal volumes was first intro-
duced in 1985 by Aldelson and Bergen [14], who built motion models based on “image
intensity energy” and the impulse response to various filters. There are a number of
widely deployed methods for analyzing the STV. A spatio-temporal segmentation
method [15] has been proposed to extend segmentation from single image to video. In
[16], Alper and Shah proposed a method for action recognition using spatio-temporal
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action volumes. Ryoo took advantage of spatio-temporal features to predict human
activities efficiently [17].

As illustrated in Fig. 1, the STV defines a 3D volume space in a 3D coordinates
system denoted by x, y and t (time) axes. In a more observant manner, a STV model is
composed of a stack of video frames formed by array of pixels in the time order. To
integrate the spatial (coordinates) and temporal (time) information in a single data
structure, each smallest element inside of the STV “box” is called a voxel, which holds
the pixel and the time information together [18]. The STV data structure enables the
video event detection process to distinguish from a conventional frame-based mech-
anism such as optical flow becomes a real 3D analytical process. Through this trans-
formation, dynamic information can be defined, extracted, and processed as global
features rather than the most frame-based empirical local features. Conventional 2D
image pattern recognition methods, shape analysis and matching algorithms are
anticipated to be developed to adapting the 3D and volumetric natures of the video
events. The significant advantage from using the STV model for categorical recognition
is rooted in its distinctive ability to provide 3D geometric descriptions for dynamic
video content features recorded in footage, which providing a theoretical foundation for
event template matching.

3 Proposed Approach

3.1 Part 1: Spatio-Temporal Volume Modeling

Spatio-temporal volume modeling is the first part for our representation of activity. It is
used to find the frame which can segment a sequence of human video clips into
multiple action units. This part includes two steps: (1) use Harris corner detector to find
key points for 3D interpretation; (2) accumulate the trajectories at key points found in
the first step to get a coordinate offset.

In the first step of this part, we use the modified Harris corner detector after
comparing two eigenvalues of the Harris matrix. We defined Eðu; vÞ as a normal

Fig. 1. Definition of spatio-temporal volume
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quantitative representation of gray change when one key point shifted from ðx; yÞ to
ðxþ u; yþ vÞ.

E u; vð Þ ¼
X

x;y
w x; yð Þ½I xþ u; yþ vð Þ � Iðx; yÞ�2 ð1Þ

After developing a Taylor series expansion of Eq. (1) and ignoring the higher-order
terms, the above equation can be changed into Eq. (2). Equation (3) is the Harris
matrix.

E u; vð Þ ¼
X

x;y
w x; yð Þ u; vð Þ I2x IxIy

IxIy I2y

� �
u
v

� �
ð2Þ

M ¼
X

x;y
w x; yð Þ I2x IxIy

IxIy I2y

� �
ð3Þ

Different from those traditional methods like computing response function, we
directly get the eigenvalues e1; e2 of matrix in Eq. (3). Through locating pixels which
satisfied the condition in Eq. (4), we coordinate key points p1; p2; � � � ; pn in each frame
of action units.

L ¼ maxðmin e1; e2ð ÞÞ ð4Þ

Instead of using non-maximum suppression which was used by many researchers
[19], we also indicate a tolerance threshold T to ensure L being a global maximum
value rather than local one. If pi, piþ 1 have been defined as two key points but the
distance between pi and piþ 1 is less than threshold T, piþ 1 is eliminated.

By coordinating key points, we can also calculating displacements of every pixel
between two adjacent frames. We assume all the collected video clips have same frame
rate, and the time between those two frames is Dt, which is always set to one.

The second step is segmenting video clips into short image sequences which we
called action units. Video segmentation is not a new research topic. However, it was
not until several years ago that segmentation was thought to be important for long
video computing because most of the available datasets only consist of short clips
containing single action. Some developed algorithms segmented videos by detecting
the discontinuity of some video parameter such as intensity, RGB color, and motion
vectors. In the work at recent years, velocity magnitude was proposed. All in all, some
video phenomena can make the segmentation result a low accuracy rate and it’s hard to
tune the parameters for all videos. For example, in some sports videos, the parameters
change a lot among different videos because players always move fast to a random
direction.

Based on preliminary study of motion theory, we conclude that when an action
comes to the end, the total shift of key points is short enough to be ignored. On
observing different of movie clips, news clips and sports clips, the conclusion is
supported by our experimental findings:
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Dt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYn

pðxi;t;yi;tÞ ð xi;t � xi;t�1
� �2 þ yi;t � yi;t�1

� �2Þn

r
ð5Þ

where Dt represents the global motion shift at frame Ft, pi is the ith key point found in
frame Ft, ðxi;t;yi;tÞ is the position of pi in the frame. Figure 2 shows the example of
video segmentation. For each action unit, the first frame and the last frame have short
moving offset. The moving offset reaches the peak in the middle stage of the action
unit.

3.2 Part 2: Action Unit Recognition

The spatio-temporal volumes are built in this part for recognizing action units detected
in part one. Descriptors is generated which represent local motions occurring in image
sequences. In every patch, a descriptor is computed by gradients statistics inside the
patch.

After extracting features from spatio-temporal volume, we use ‘visual words’
which are clusters of 3-D features to represent types of action. K-means is used to form
visual words from features extracted from training videos. We use Youtube Action
Dataset in [20] as our training dataset. At last, each extracted feature vector in the
videos belongs to one of the k visual words.

In modeling the situation, we make the assumption that the same pixels in adjacent
frames differ only in position (and with no rotation).

Fig. 2. Action unit segmented by moving offset. The image sequence on the first line contains
five images which represent the ends of five actions. The time series on the second line shows
moving offset over time. The vertical axis is the moving offset value computed according to
Eq. (11) and the horizontal axis is the frame index. The red plus signs on the peak indicate the
middle stage of action units, the light blue dots on the bottom mean the segmentation points
(Color figure online)
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We use a flat windowing function to compute descriptors, the kernels and the
descriptors can be written as following equation. Jt is written as temporal transfor-
mation of gradient vector field.

kðzÞ ¼ 1
rwin

wð z
mr

Þ ð6Þ

des t; i; jð Þ ¼ ðk xð Þk yð Þ � JtÞðT þmr
xi
yj

� �
Þ ð7Þ

These modified Dense-SIFT features can reflect image characters and smooth the
image according to the scale of key points. We model each action by constructing its
histogram. An action histogram of a video is defined as a sequence of feature
histograms:

Hi Vlð Þ ¼ ½His1i Vlð Þ;His2i Vlð Þ; � � � ;HisjLji Vlð Þ� ð8Þ

where jLj is the number of frames in the action unit Vl.and wj denotes the jth visual
word. The value of the jth histogram bin of histogram Hiski Vlð Þ written as follows.
Figure 3 shows an example feature histogram.

Hiski Vlð Þ j½ � ¼ jff jf 2 wjgj ð9Þ

3.3 Part 3: Emotion Classification

To do emotion classification, our approach aims to establish the mapping between
His Vlð Þ and emotion vectors t. We use sparse Bayesian supervised learning method
which is known as mRVM [21]. Assume a training set H ¼ fH1;H2; � � � ;HNg � R

D

and the target value is t ¼ ft1; t2; � � � ; tNg, where Xn is a DjLj- dimensional sample and
tn 2 1; � � � ;Cf g; n ¼ 1; � � � ;N. The corresponding multinomial likelihood function is
written as:

p t ¼ ijW; knð Þ ¼ Z
p tn ¼ ijynð Þp ynjW; knð Þdyn ð10Þ

Fig. 3. Flow chart of the proposed emotion recognition method
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where wi from W follows a zero-mean Gaussian distribution and kn describes a sim-
ilarity measure between human action histograms based on spatio-temporal volumes.

ki ¼ d Hi � Hiþ 1ð Þ ¼
XjLj

k¼0
Hiski � Hiskiþ 1

		 		 ð11Þ

For each wi, a hyper-parameter ai is given and the maximization of the marginal
likelihood is:

p tjK; að Þ ¼ Z
p tjK;Wð Þp Wjað ÞdW ð12Þ

The logarithm counterpart can be expanded as:

L að Þ ¼
XC

c¼1
� 1
2
½N log 2pþ log Cj j þ tTC�1t� ð13Þ

where C ¼ IþKa�1KT and the determinant and inverse of C can be written as:

Cj j ¼ C�ij jð1þ a�1
i uT

i C
�1
�i uiÞ ð14Þ

C�1 ¼ C�1
�i �

ðC�1
�i uiu

T
i C

�1
�i Þ

ai þuT
i C

�1
�i ui

ð15Þ

Then the logarithm can be rewritten as:

L að Þ ¼ L a�ið Þþ
XC

c¼1

1
2
½log ai � logðai þ siÞþ q2i

ai þ si
� ð16Þ

where si defines the measure of overlap between a sample ki and the ones already in the
model and qi defines the measure of contribution to a specific emotion class of the
sample. We can obtain ai by derivation at the stagnation point:

ai ¼
Cs2iPC

c¼1
qi þCs2i1

( PC
c¼1 q

2
i [ siPC

c¼1 q
2
i � si

ð17Þ

The training procedure involves consecutive updates of the model parameters. The
hyper-parameters a, W are updated during each iteration, and the process is repeated
until the preset number of iterations has been reached or hyper-parameter values are
convergence. A detailed description of the training process of the mRVM classifier can
be found in [20].

In the classification procedure, the given test video O can be classified to the
emotion class for which p tjK; að Þ is maximized:

t ¼ arg maxi p tjK; að Þ ð18Þ

At the end of this section, the proposed emotion recognition method is summarized.
At first, the videos are segmented into action units. Then spatio-temporal volumes are
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built from action units and the histograms are constructed. The histograms are sent to
mRVM for recognition. The flow chart can be illustrated in Fig. 3.

4 Experiments

In this section, the experiment results on both FABO dataset and our self-collected one
are reported. FABO dataset which contains approximately 1900 videos of facial
expressions recorded by the facial camera, and face and body expressions recorded by
the face and body cameras [12]. We also reconstruct a dataset based on datasets pro-
posed by Jiang et al. [22]. The same nine emotion categories are considered according to
FABO for the comparison, including “anger”, “surprise”, “fear”, “anxiety”, “happi-
ness”, “disgust”, “boredom”, “sadness”, “uncertainty”. Some videos in Jiang’s dataset
have low resolution or blocked human bodies. To get more videos in which persons
have identifiable expressions and gestures, we download the largest allowed number of
videos from each search of 8 YouTube and 8 Baidu searches. These videos are manually
classified by 10 annotators (5 males and 5 females). After careful annotations of all the
videos by each annotator separately and a group meeting to finalize the emotions carried
by the videos, the final dataset contains 1440 videos. Each action unit is labeled one
emotion type and we can observed that emotions do share high correlations with certain
actions such that “anger” always connects to “punching” and “flinging”.

4.1 Experiments on Self-collected Dataset

In each category of our self-collected dataset, ten train-test splits are randomly gen-
erated and each of them using 3/4 of the samples for training and 1/4 for testing. The
histograms and mRVM classifier are trained for each split and we propose the mean of
the ten recognition accuracies, which are measured by test samples annotated with
emotion labels. Training samples are used to build the map between emotion type and
feature histogram, which focus on training a mRVM classifier. The example of the map
is shown in Fig. 4.

We use following two indexes, named as Precision and Recall [23] to verify the
performance of the algorithm. There are three parameters using for computing those

Fig. 4. A map between emotion type and feature histogram. Figure on the left shows
relationship between “anger” and its feature histograms, the figure on the right shows feature
histograms of “happiness”.
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two indexes. C is the number of videos which are correctly recognized. F is the number
of videos which are labeled wrong emotion type. M is the number of videos which are
miss in the classification system.

Precision ¼ C
CþF

ð19Þ

Recall ¼ C
CþM

ð20Þ

The precision and recall of the emotion type classification can be calculated
according to the Eqs. (19) and (20). The results are shown as following confusion
matrix with Precision and Recall in Fig. 5. “Happiness” has the top recognition rate.
The recognizing accuracies of “anxiety”, “happiness” and “sadness” are no less than
90% and the average precision is 83.2%, which is satisfactory because we have only
1080 training samples to build our map between emotion types and feature histograms.

4.2 Experiments on FABO Dataset

In this experiment, we try to compare the performance of our method with that of other
novel frameworks. Since videos in FABO Dataset are pre-segmented activity video
clips and the gestures are extracted already, this dataset is made up of professionally
captured videos and we only use it as an evaluation criterion for our methods. In the
observer labeling data of FABO, for each video, number of votes for its emotion label
is a important parameter when it was labeled. There are 6 annotators. If the label get 6
votes, it means this annotation gets high credibility. So we only select videos whose
label get more than 3 votes as our data for training and testing. The example of the map
is shown in Fig. 6.

Fig. 5. Recognition results measured by precision and recall. The mean of precision and recall
of our method with “anger”, “happiness”, “surprise”, “fear”, “sadness”, “disgust”, “anxiety”,
“boredom”, “uncertainty” listed in sequence, from left to right.
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Table 1 shows comparison of recognition accuracy of different methods. To our
knowledge, human actions extracted from videos have never been used for emotion
recognition. Then we just compare our method with FSPCA [24], tempNorm and BOW
we mentioned before and methods just using multimodal data and skeleton data are not
included. We can clearly see that our method can perform as well as other methods. In
Table 1, highest testing recognition accuracies are highlighted.

Restricted range of videos, coupled with small-scale training dataset, leading to a
result that these four methods in the Table 1 all perform not well. But from this result,
we still can draw a conclusion that our method is consistently the top performers. Since
movements of people in “happiness” are much more vigorous and dense, we have the
best recognition rate on this category. In “sadness” and “disgust”, other methods
perform better than ours because in this dataset, the differences on body motion fre-
quency and range are hard to find. We review the videos after the experiment and find
that it is hard to distinguish these two kind of emotions even for ourselves. The average
recognition rate of our method is 70.8% and that of others are 66.33% (FSPCA),

Fig. 6. Feature histograms on some samples in FABO Dataset. Figure on the left shows feature
histograms of anger category and right one shows feature histograms of boredom category.

Table 1. Performance comparisons on FABO data sets

Emotion Type Precision (%)
FSPCA tempNorm BOW Ours

Anger 85.4 82.1 84.8 88.3
Happiness 86.0 81.4 80.9 91.5
Surprise 48.2 47.1 44.6 65.8
Fear 52.4 53.9 48.8 59.4
Sadness 69.7 62.2 60.2 55.7
Disgust 54.4 52.0 56.3 53.4
Anxiety 79.1 72.6 70.6 89.6
Boredom 66.8 64.4 62.5 70.5
Uncertainty 55.0 53.2 51.7 63.0
Overall 66.33 63.21 62.27 70.8
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63.21% (tempNorm) and 62.27% (BOW) respectively. To compare the recognition rate
of our method on our self-collected dataset and that on FABO, we find that the former
is better the latter. The reason is that we always select videos where human express
their emotions with exaggerated actions which are easier to be recognized by our
method. Besides, the annotators of FABO determine the emotion type depend on not
only the body motions but also the face expressions, which can lead to the situation that
two similar actions are classified into two emotions and this is also a limitation of our
framework.

5 Conclusion

In this paper, we address a novel method for video emotion recognition by exploring
action-focused human emotion classification, rather than the affective computing based
on facial recognition. The method can identify video emotion patterns through
spatio-temporal feature histograms which extends the previous spatio-temporal vol-
umes. Before building 3D volumes, we segment videos into short action units by
computing global motion shift and the results agree with physical principles. With
mRVM first introduced into emotion analysis in this paper, we relate feature histograms
to emotion type. The experiments analysis shows the performances of the algorithm
still see room for growth. In the future, audio, interactive objects and other semantic
attributes can be modeled through spatial pattern mining to implement scenario
understanding for emotion recognition.
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Abstract. This paper investigates methods for user and pseudo rel-
evance feedback in video event retrieval. Existing feedback methods
achieve strong performance but adjust the ranking based on few individ-
ual examples. We propose a relevance feedback algorithm (ARF) derived
from the Rocchio method, which is a theoretically founded algorithm in
textual retrieval. ARF updates the weights in the ranking function based
on the centroids of the relevant and non-relevant examples. Addition-
ally, relevance feedback algorithms are often only evaluated by a single
feedback mode (user feedback or pseudo feedback). Hence, a minor con-
tribution of this paper is to evaluate feedback algorithms using a larger
number of feedback modes. Our experiments use TRECVID Multimedia
Event Detection collections. We show that ARF performs significantly
better in terms of Mean Average Precision, robustness, subjective user
evaluation, and run time compared to the state-of-the-art.

Keywords: Information retrieval · Relevance feedback · Video search ·
Rocchio · ARF

1 Introduction

Finding occurrences of events in videos has many applications ranging from
entertainment to surveillance. A popular way to retrieve video events from a
given collection is to combine detection scores of related concepts in a rank-
ing function. However, selecting related concepts and defining query specific
ranking functions without any examples is challenging. Text retrieval, which
is the corresponding problem in the text domain, strongly benefits from rel-
evance feedback, which defines ranking functions based on a set of examples
with assumed relevance status [15]. While the basic relevance feedback princi-
ple recently also gained popularity in video retrieval, the methods of adapting
ranking functions are generally developed from scratch. However, from a sci-
entific standpoint it would be more desirable to transfer the knowledge gained
for text retrieval into approaches in video retrieval, especially if those methods
show stronger performance. Therefore, this paper derives a novel concept-based
c© Springer International Publishing AG 2017
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relevance feedback algorithm that is derived from a proven relevance feedback
algorithm in text retrieval.

The state-of-the-art relevance feedback algorithms in video retrieval update
the ranking function based on few examples of the positive and the negative class
[5,6]. However, especially in pseudo relevance feedback, which assumes a set of
examples to be relevant without actual feedback, we find this hurts performance
for some queries because these assumptions are not met. In text retrieval, on the
other hand, relevance feedback algorithms update the ranking function based
on the centroids in the relevant and non-relevant examples. We propose that
this approach is likely to be more robust, because considering centroids evens
out outliers in the examples. Furthermore, adapting ranking functions based on
the differences in the centroids is also more likely to generalize to the remaining
videos in the collection, potentially improving effectiveness overall.

This paper evaluates the proposed relevance feedback algorithm based on
several real and pseudo user feedback modes and investigates whether a different
trend between modes of relevance feedback exist.

In the next section, we present related work on relevance feedback. The third
section explains our Adaptive Video Event Search system (AVES), which uses the
proposed relevance feedback algorithm. The fourth section contains the experi-
mental set-up using the TRECVID Multimedia Event Detection benchmark and
the fifth section consists of the results of both simulation and user experiments.
We end this paper with a discussion and the conclusions and future work.

2 Related Work

Relevance feedback in video event retrieval is an increasingly active field of
research. In video retrieval, Dalton et al. [3] showed that pseudo-relevance feed-
back can increase Mean Average Precision up to 25%, and with human judgment
this number can grow up to 55%. The state-of-the-art methods, such as feature-,
navigation-pattern, and cluster-based methods, in image retrieval are explained
by Zhou et al. [25] and Patil et al. [14]. Oftentimes the system will actively select
the documents that achieve the maximal information gain [18]. Other methods
use decision trees, SVM’s, or multi-instant approaches are explained in Crucianu
et al. [2]. Xu et al. [20] present an interactive content-based video system that
incrementally refines the user’s query through relevance feedback and model
visualization. Their system allows a user to select a subset of relevant retrieved
videos and use those as input for their SVM-based video-to-video search model,
which has been shown to outperform standard text-to-video models. Yang et
al. [21] also introduce an SVM based supervised learning system that uses a
learning-to-rerank framework in combination with an adapted reranking SVM
algorithm. Tao et al. [17] improves on the SVM-based methods using orthogonal
complement component analysis (OCCA). According to Wang et al. [19], SVM-
based RF approaches have two drawbacks: (1) multiple feedback interactions are
necessary because of the poor adaptability, flexibility and robustness of the origi-
nal visual features; (2) positive and negative samples are treated equally, whereas
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the positive and negative examples provided by the relevance feedback often have
distinctive properties. Within the pseudo relevance feedback, this second point is
taken by Jiang et al. [7–9], who use an unsupervised learning approach in which
the ‘easy’ samples are used to learn first and then the ‘harder’ examples are
increasingly added. The authors define the easy samples as the videos that are
ranked highest and have smaller loss. The more easy samples are those that are
presumably more relevant, and would be ranked higher than others. The system
then iterates towards more complex (lower-ranked) videos. An SVM/Logistic-
regression model is trained using pseudo labels initiated with logarithmic inverse
ordering. This approach reduces the cost of adjusting the model too much when
learning from data that is very dissimilar from the learned model. Experiments
show that it outperforms plain retrieval without reranking, and that has decent
improvements over other reranking systems.

Another field of study in which relevance feedback is often used is in text
retrieval. One of the most well-known and applied relevance feedback algorithms
that has its origins in text-retrieval is the Rocchio algorithm [15]. This algorithm
works on a vector space model in which the query drifts away from the negatively
annotated documents and converges to the positively annotated documents. The
Rocchio algorithm is effective in relevance feedback, fast to use and easy to
implement. The disadvantages of the method are the parameters that have to
be tuned and it cannot handle multimodal classes properly.

Another vector space model uses a k-NN method and is used by Gia et al.
[6] and Deselaers et al. [5]. k-NN based methods are shown to be effective, are
non-parametric, but run time is slower and it can be very inaccurate when the
training set is small.

3 Adaptive Video Event Search

In this section, we explain our Adaptive Video Event Search system, named
AVES. All relevant feedback algorithms depend on an initial ranking. A user can
retrieve this initial ranking by entering a textual query into our search engine.
The initial score sv by which a video v is ranked is defined as:

sv =
∑
d∈D

wd · (sv,d − bd), (1)

where d is the concept detector, D is set of selected concept detectors, wd is the
weight of concept detector d, sv,d is the concept detector score for video v and
bd is the average score on the background dataset of concept detector d.

Concept detectors are models that are trained to detect concepts in images or
videos based on machine learning techniques, such as neural networks or SVMs.
For the definition of D and the initial setting of wd, we adapt a method proposed
in Zhang et al. [23], first comparing the query to each of the pre-trained concepts
available to our system. The skip-gram negative sampling Word2vec model from
Milokov et al. [12] is used in this comparison. The pre-trained GoogleNews model,
which is trained on one billion words, embeds the words into 300 dimensions.
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The cosine similarity is used to calculate distances between words. The distance
between the label of the concept detector and the user query is used as a weight.
The thirty concepts with the highest similarities and a value higher than a
threshold of 0.35 keep their weights and the other concepts have a weight of
zero. In experiments outside of the scope of this paper we found that including
a concept detector background score as prior is beneficial to ranking accuracy.

3.1 Adaptive Relevance Feedback (ARF)

In this section, we explain our relevance feedback algorithm, named ARF. This
method is inspired by the Rocchio algorithm [15]. Different from other algo-
rithms, we use relevance feedback to update the weights for our concept detec-
tors. By updating the weights using relevance feedback our algorithm is more
robust to few or wrong annotations. In k-NN methods, wrong annotations can
have a high impact on ranking performance. By taking into account the initial
concept detector cosine distance to the query, the proposed algorithm is more
robust to this type of relevance feedback.

The weights are updated using the following formula:

w′
d = wd + (α · mR) − (β · mNR)

mR =
∑

v∈R sv,d − bd

|R|
mNR =

∑
v∈NR sv,d − bd

|NR| ,

(2)

where v is the considered video, d is the concept detector, R is the set of relevant
videos, NR is the set of non-relevant videos, sv,d is the score for concept detector
d for video v, wd is Word2vec similarity between the concept detector d and the
query, bd is the average score on the background dataset of concept detector d,
and α and β are Rocchio weighting parameters for the relevant and non-relevant
examples respectively.

The adjusted concept detector weight, w′
d, is then plugged back into the

ranking function (see 1), where we substitute the original Word2vec score for
the adjusted weight. This results in new scores, s′

v, for each video v, which is
used to create an updated ranked list of videos.

3.2 Experimental Set-up

We use the MEDTRAIN set (5594 videos, 75.45 keyframes on average) and
MEDTEST set (27276 videos, on average 57.11 keyframes) from the TRECVID
Multimedia Event Detection benchmark [13] as our evaluation datasets. The
datasets from this international benchmark is used because of the challenging
events, many videos and wide acceptance. The MEDTRAIN contains relevance
judgments for forty events, whereas MEDTEST only contains judgments for
twenty events but this set is often used in other papers to report performance
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on. Different from the MEDTRAIN in which we use the top 30 concept detec-
tors, in the MEDTEST we only use the top 5 concept detectors, because of the
bigger imbalance of positive and negative videos in the MEDTEST (20:27276)
compared to the MEDTRAIN (100:5494). This imbalanced caused more con-
cepts to a very low initial performance, whereas only 5 concepts had less noise
and, therefore, slightly higher performance.

In the MEDTRAIN set only thirty-two events are used, because of the corre-
lation of certain concept detectors to a certain event, resulting in a (near-)perfect
retrieval result. Since such retrieval results are not interesting for relevance feed-
back application purposes, we do not consider them for the purpose of this
experiment. The omitted events are the following: Wedding ceremony ; Birthday
party ; Making a sandwich; Hiking ; Dog show ; Town hall meeting ; Beekeeping ;
Tuning a musical instrument. In additional subjective user evaluation experi-
ments, we verified that the trends obtained with the thirty-two events are also
present with the forthy events, only the MAP is slightly higher.

The BACKGROUND set (5000 videos) from the benchmark is used to
obtain the background scores bd in Eq. 1. A total of 2048 concept detectors (D)
were used from the ImageNet (1000) [4], Places (205) [24], SIN (346) [13] and
TRECVID MED dataset (497) [13]. The concept detectors from the TRECVID
MED are manually annotated on the Research set, comparable to Natarajan
et al. [22] and Zhang et al. [23]. The output of the eight layer of the DCNN
network trained on the ILSVRC-2012 [4] is used as concept detector score per
keyframe/image. This DCNN architecture is fine-tuned on the data in the dataset
for SIN, Places and TRECVID MED. For each video in our dataset we have
extracted 1 keyframe per 2 s uniformly from a video. We use max pooling to
obtain a concept detector score per video. We purposely did not use higher
level concept detectors, such as those available in the FCVID [10] or Sports
[11] dataset, to obtain more interesting experiments using relevance feedback.
We, therefore, do not aim at highest possible initial ranking, but at a gain with
the use of relevance feedback. We believe this is applicable to real world cases,
because relevant high level concepts are not always present.

The ARF parameters α and β were taken to be 1.0 and 0.5, in line with
text-information retrieval literature [15]. Variations of these parameters were
also investigated, as shown in Sect. 3.3.

We compare our relevance feedback algorithm to (1) a baseline without rel-
evance feedback Initial ; and (2) a k-NN based relevance feedback algorithm
named RS. The RS algorithm is well-performing in image retrieval [5,6] and the
relevance score relevance(v) of a video v calculated as

relevance(v) =
(

1 +
dR(v)

dNR(v)

)−1

, (3)

where dR is the dissimilarity, measured as Euclidean distance, from nearest
video in relevant video set R, dNR is the dissimilarity from nearest video in
non-relevant video set NR.
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The SVM-based methods are not included in this paper, because preliminary
experiments showed that on average performance is poor due to limited amount
of positive samples.

Modes. We compared the algorithms with respect to the following feedback
modes: (1) the mode Optimal uses the ground truth to select all relevant videos,
(2) the Pseudo relevance feedback mode selects the first 10 videos as positive
(and the rest as negative), (3) the Random mode selects 10 positive videos at
random from the ground truth, and finally (4) the user mode uses real relevance
feedback from users. The selection is done on the first 20 videos, which is around
the number of videos a user would initially consider.

For the User mode, the task of a group of participants was to select rel-
evant and non-relevant videos. 24 results were shown initially, and more could
automatically be loaded by scrolling to the bottom of the page. Ten male partici-
pants (age = 26.3, σ = 1.567) with mainly Dutch origin and at least a Bachelor’s
degree or higher without dyslexia, colour-blindness, concentration problems, or
RSI problems, voluntarily participated in an experiment. The participants had
two conditions, which correspond to the re-ranking results by ARF and RS. In
each of the conditions, 16 queries, randomly assigned using a Latin rectangle [1],
were presented to the user, after which they performed relevance feedback.

Evaluation. To evaluate our algorithm, performance of the algorithms is mea-
sured by the following aspects: (1) accuracy; (2) robustness. For accuracy, we
use Mean Average Precision (MAP). MAP is the standard evaluation method
in TRECVID MED and is based on the rank of the positive videos. With re-
ranking, the videos that are indicated as positive are always on the top of the
list, increase MAP. It is, however, also interesting to know whether the algo-
rithm is able to retrieve new relevant videos. This is why we introduce a variant,
MAP*. MAP* calculates MAP disregarding the videos that have been viewed
by the user already, which we track in our experiment. We evaluate our method
on both metrics.

For robustness, we report the robustness index (RI) [16]:

RI =
|ZP | − |ZN |

|Z| , (4)

where ZP and ZN are the sets of queries where the performance difference
between ARF and RS in terms of MAP was positive for ARF or negative, respec-
tively, and |Z| is the total number of queries.

3.3 Results

Accuracy. Table 1 shows the MAP ∗, and MAP for the relevance feedback
algorithms in the Optimal relevance feedback mode. A Shapiro-Wilk test was
used to assess normality of our precision scores, The assumption of normality is
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Fig. 1. Relevance feedback and results for Working on a woodworking project.

violated in MEDTRAIN for Initial for MAP (p < 0.0005), and for all modes for
MAP ∗ (p < 0.0005; p = 0.01; p = 0.001, for Initial, ARF and RS respectively)
and for all modes in MEDTEST set (p < 0.0005 for MAP and MAP ∗). On both
the MEDTRAIN and MEDTEST set, the non-parametric Friedman test showed
a significant difference for MAP ∗ (χ2 = 13.528, p = 0.001 in MEDTRAIN;
χ2 = 13.241, p = 0.001 in MEDTEST) and MAP (χ2 = 18.063, p < 0.0005
in MEDTRAIN; χ2 = 18.000, p < 0.0005 in MEDTEST). A Wilcoxon Signed-
Ranks Test with Bonferroni correction (0.05/3) showed a significant difference
between ARF and Initial in MEDTRAIN (Z = −4.135, p < 0.0005 for
MAP ∗;Z = −4.252, p < 0.0005 for MAP), and between ARF and RS in
both MEDTRAIN and MEDTEST(Z = −2.450, p = 0.014 for MAP ∗;Z =
−3.123, p = 0.002 for MAP in MEDTRAIN; Z = −2.427, p = 0.015 for
MAP ∗;Z = −3.509, p < 0.0005 for MAP in MEDTEST).

Table 1. %MAP using the Optimal mode.

Algorithm MEDTRAIN MEDTEST

MAP ∗ MAP MAP ∗ MAP

Initial 15.24 18.06 3.47 6.28

RS 16.74 20.30 2.49 6.80

ARF 18.92 24.22 3.78 8.80

Table 2 shows the MAP ∗ for the different relevance feedback algorithms for
the relevance feedback methods. Significance is in line with MAP type results,
except we observe that for MEDTEST with Pseudo-relevance selection, both
relevance feedback methods do not improve on Initial ranking.

Table 2. %MAP ∗ scores for Initial, RS and ARF.

Algorithm MEDTRAIN MEDTEST

Optimal Pseudo Random Optimal Pseudo Random

Initial 15.24 15.69 15.69 3.47 3.42 3.42

RS 16.74 14.18 14.35 2.49 2.73 3.15

ARF 18.92 18.11 18.15 3.78 3.17 4.36
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Table 3. User experiment %MAP ∗ scores and standard deviations.

Algorithm MAP ∗ σ

Initial 13.09 1.02

RS 10.71 1.98

ARF 15.32 1.55

Table 3 shows the scores found in the user experiments. A Shapiro-Wilk test
showed that the precision score distributions do not deviate significantly from a
normal distribution at p > 0.05 (p = 0.813; p = 0.947; p = 0.381, for Initial, RS,
and ARF respectively). A statistically significant difference between groups was
determined by a one-way ANOVA (F(2,27) = 18.972, p < 0.0005). A post-hoc
Tukey’s HSD test was performed to verify intergroup differences. The means of
all algorithms differed significantly at p < 0.05 (p = 0.006; p = 0.01; p < 0.0005,
for Initial-RS, Initial-ARF, and RS-ARF, respectively).

In these user experiments, on average, 61.65% of marked relevant results
were correct, and 92.71% of marked non-relevant results were correct. Further
investigation was done to research the effect of the positive and negative anno-
tations on precision scores. Variations of the α and β parameters were analyzed.
While performance decreased slightly when disregarding all positive annotations
(α = 0.0), it dropped drastically when disregarding the negative annotations
(β = 0.0). In line with relevant literature on Rocchio, α = 1.15 and β = 0.5
provides the highest MAP ∗. Visualizations of these results can be found in Fig. 2.

Fig. 2. MAP ∗ relative to α and β values.

Robustness. To get an overview of the precision per event, we calculated pre-
cision averaging over all sessions. A bar plot of RS scores subtracted from ARF
scores is shown in Fig. 3. RI was calculated with respect to Initial ranking for
ARF and RS, respectively. We see that ARF improves Initial ranking in 71.88%
of events, and RS in 37.5%. These scores result in a robustness performance of
RI = 0.4375 for ARF and RI = −0.25 for RS.
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Fig. 3. Average precision difference (AP ∗) per event.

Run Time. Since the run-time of the ARF method depends mainly on the
size of the video collection (O(n), concept detector weights are updated only
based on the selected (non-)relevant results), it is quicker than the RS method
whose run-time depends on both total video set size and concept detector set
size (O(n ∗ d)). Note that the similarity measure applied for RS also factors
into this. The average run time for RS and ARF (on an Intel Core i7-4700MQ
CPU @ 2.40 GHz x-64 system with 8 GM RAM) is 8003.45 ms and 107.25 ms,
respectively.

3.4 Subjective User Evaluation

In additional subjective user evaluation experiments, we also compare ARF
results to RS results directly. We asked users (N = 19) to perform relevance
selection for as much events as they would like on the initial result set and
showed both ARF and RS reranking results. The order in which the events, and
reranking results (left or right) were shown was randomized. We then asked users
to select the ranking that they thought was the best. Figure 1 shows an example
of retrieval results for Initial, RS reranking, and ARF reranking.

We found that ARF is selected 85.96%, of which 83.67% was correct when
compared to actual AP scores. RS was preferred in only 14.04% of all queries,
of which 25.0% was correct. We also investigated relevance selection per event.
An overview of the True Positive (TP), False Positive (FP), True Negative (TN)
and False Negative (FN) scores are shown in Fig. 4. Note that this terminology

Fig. 4. Percentage relevance selection per event per method.
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does not capture the users’ beliefs sufficiently, since the user’s cannot be wrong
in their judgment (if we assume they performed the task honestly). We can state
that they are True, or False Positives only relative to the ground truth. A better
terminology reflecting the users’ honest evaluation might be: Correct positives,
Missed negatives, Correct negatives and Missed positives.

4 Discussion

Our results show a statistically significant difference (p < 0.05) in the means of
the MAP ∗ scores of the ARF algorithm, and that of the Initial and RS algorithm
in the user experiments with a relatively small sample size. These results are
encouraging, and provide a solid basis for the claim that the ARF algorithm
has on average a better performance compared to the RS algorithm. We show
that even when discarding events from the MEDTEST set that have a very high
accuracy (because we have a high-matching concept detector), we still obtain
very reasonable MAP scores. This claim is strengthened by the performance on
MAP ∗, and MAP in results from experiments with different relevance feedback
modes. We see a similar trend between different modes of relevance feedback.
Using the Optimal relevance feedback mode, ARF performs better than RS and
Initial ranking, but not by much. However, when we introduce non-optimal, and
perhaps more realistic, relevance feedback modes such as pseudo- or random-
relevance feedback, we see ARF performing significantly better. We believe that
this effect could be explained by the ARF algorithm being less volatile, and
less subject to the effect of misclassification of a single result rippling through
to ranking scores. This effect can also be seen in our user experiments, since
user relevance feedback is not error-free by a long measure (see Sect. 3.3). In our
experiments where we directly let users choose between two reranked sets, they
select ARF as the best ranking 85.96% of the time. On the MEDTEST set, we
can see comparable results, except that on the Pseudo relevance feedback mode,
ARF cannot improve on the Initial ranking due to the small number of positive
videos at the top of the initially returned results.

Individual events analysis was also performed. There is a clear tendency of
the MAP ∗ to decline when the True Positive (TP) rate drops. While the ARF
algorithm obtains the highest MAP ∗ on average, we see some events on which
the RS algorithm, or even Initial ranking performs better. For example, on event
E035, Horse riding competition, RS outperforms ARF. Manual inspection of the
initial video set shows that for these events, relevant and non-relevant videos
in the initial set are quite homogeneous regarding concept detector scores, but
easily distinguishable by human observers. These findings indicate the absence
of good concept detectors that capture this distinction.

Dalton et al. [3] show that pseudo-relevance feedback can increase MAP
up to 25%, and up to 55% for real relevance feedback. Though we do not match
these numbers on average, for some events we gain a performance boost of up to
54% with pseudo- and up to 25% with real-relevance feedback. One striking
observation we make is that although MAP(*) scores show a significant difference
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between the ARF and RS methods, subjective user evaluation when integrated in
a complete video search system does not reflect these differences. However, when
asked to compare reranking results directly side-by-side, we do see a preference.

Parameter tuning of the α and β parameters shows the importance of includ-
ing the non-relevant class in ARF. We see a large decline in performance when
disregarding the negative annotations, while this decline was considerably less
steep when disregarding the positive annotations (see Sect. 3.3).

5 Conclusion and Future Work

This paper investigated relevance feedback algorithms for video event retrieval.
We proposed the adaptive relevance feedback (ARF) algorithm derived from
the well-researched Rocchio text retrieval algorithm [15]. While state-of-the-art
algorithms in video relevance feedback use few examples from nearest neighbours,
ARF updates ranking functions based on the difference between the centroids of
the relevant and non-relevant examples.

We investigated several feedback modes, including feedback from real users,
on the training set of the Multimedia Event Detection task [13]. We compared
ARF against the state-of-the-art algorithms from Gia et al. [5,6], referred to as
RS. On the MEDTRAIN and MEDTEST sets, ARF showed stronger average
effectiveness compared to RS in terms of MAP ∗, and MAP, for a number of
different modes of relevance feedback. This effect was also found in subjective
user evaluation experiments. Robustness for ARF was also higher compared
to RS.

From the above experiments we conclude that there is strong evidence that
ARF shows better performance for video event retrieval than the previous state-
of-the-art. The performance trends between real and pseudo relevance feedback
modes were similar for both tested algorithms, which is a secondary contribution
of this paper.

For future work, we propose to evaluate ARF on a broader range of datasets
in terms of videos and concept detectors. Furthermore, discovering concept detec-
tors with poor performance through relevance feedback, and adding supplemen-
tary concept detectors outside the initial set should be researched. Another inter-
esting avenue for further research is the apparent contrast between objective
MAP scores and subjective user evaluation. Do users ‘care’ about MAP scores?
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Abstract. Cast shadow is the problem of moving cast detection in
visual surveillance applications, which has been studied over years. How-
ever, finding an efficient model that can handle the issue of moving cast
shadow in various situations is still challenging. Unlike prior methods,
we use a data-driven method without the strong parametric assump-
tions or complex models to address the problem of moving cast shadow.
In this paper, we propose a novel feature-extracting framework called
Scale-Relation Feature Extracting (SRFE). By leveraging the scale space,
SRFE decomposes each image with various properties into various scales
and further considers the relationship between adjacent scales of the
two shadow properties to extract the scale-relation features. To seek the
criteria for discriminating moving cast shadow, we use random forest
algorithm as the ensemble decision scheme. Experimental results show
that the proposed method can achieve the performances of the popular
methods on the widely used dataset.

Keywords: Shadow removal · Scale-relation · Ensemble decision
scheme · Random forest

1 Introduction

Visual surveillance related systems (e.g., smart home, security monitoring, and
intelligent transportation systems) are important but challenging, and there has
been much interest in automatically detecting objects in various environments.
Many computer vision researchers propose various background subtraction tech-
niques to address the problem of moving cast detection, where moving cast
shadow is the key factor that compromises the accuracy. Due to the properties
of moving cast shadow are the same or similar to the moving objects, such as the
movement pattern, the shape, the size and the magnitude of intensity change
that lead to misclassify of background subtraction.

Many researches had been dedicated to solve the problem of moving cast
shadow for the last two decades [1,12]. Among these methods, the algorithm of
detecting shadow can be classified as spectral-based, spatial-based and model-
based. The spectral-based approaches utilize the attribute of shadow, such as

c© Springer International Publishing AG 2017
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luminance, chromaticity and physical properties, to detect the shadow directly.
The information of HSV, HSI, YUV, C1C2C3, and RGB are considered as the
properties of luminance and chromaticity. Two characteristics are utilized: (1)
background and shadow are similar in the chromaticity, (2) the shadow has
darker illumination compared with background. However, it is parameter tuning.
To generate the physical model, two major light sources are considered: ambient
light (blue light) and the sun (white light). The physical model performs well in
outdoors compared with the other color properties. The attributes of luminance,
chromaticity and physical properties are all based on color information, which
leads to the misclassification of pixels when the colors of object and shadow are
similar.

The attributes of geometry and texture belong to the spatial-based appro-
aches. The geometric attribute considers the orientation, the size, and the shape
of moving objects to overcome the drawbacks of the spectral-based methods.
However, it has some limitations, for example, the object and shadow must
have different orientation and unitary light source. The gradient information is
the main property of texture attribute, the performance of texture attribute
is better than the spectral-based and geometric attribute when the features of
texture are significant and the color information are similar between object and
shadow. However, the performance of texture attribute is decreasing when the
differences of texture attribute between the object and shadow are not obvious.

Although the spectral-based and spatial-based algorithms provide useful fea-
tures for shadow detection, they highly depend on parametric assumptions for
solving the problem in various environments. The model-based method uses the
prior knowledge to generate the model for shadow classification without the
parametric assumptions. The prior knowledge includes the geometry of scene,
objects class, or light sources. Various properties as mentioned earlier are inte-
grated with mechanism learning algorithm, such as Bayesian network, neural
network (NN), and support vector machine (SVM) to generate the model. It
is more suitable for various environments compared with spectral-based and
spatial-based algorithms.

However, an efficient feature-extracting framework for describing shadow
is still needed. Instead of detecting shadow with strong parametric assump-
tions or complex model, we use a data driven approach and introduce a novel
feature-extracting method called Scale-Relation Feature Extracting (SRFE).
SRFE leverages the relationship between adjacent scales with various proper-
ties of shadow to extract the scale-relation features in scale space. We associate
an ensemble decision scheme with scale-relation features to construct the model
for moving cast shadow detection.

The rest of this paper is organized as follows. First, we describe the framework
of the proposed method, after which we introduce the extraction of scale-relation
features of various attributes of shadow in Sect. 3. The scheme of ensemble clas-
sifier is presented in Sect. 4. Experimental results are presented in Sect. 5, and
Sect. 6 gives the conclusions.
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2 Overview of the Proposed Framework

The proposed methodology is designed for handling the problem of moving cast
shadow in various environments. To efficiently detect and remove the shadow
effect, we propose several tasks, as shown in Fig. 1. The proposed methodology
includes four components: (1) Scale space separating, (2) Scale-relation feature
extracting, (3) Features assembly, and (4) Ensemble decision.

First, we separate the images with various properties of shadow into several
scales by using the cascade filtering approach. The scale space separating can
provide abundant information that is useful for handling the problem of shadow
removal. In scale space, we generate several octaves for each image with various
properties; each octave has several scaled images.

Next, we consider the adjacent scale-relation between two properties of scaled
images. We leverage the scale-relation among adjacent scales with various prop-
erties of shadow and integrate octaves to extract abundant information. To the
best of our knowledge, the attributes of chromaticity, physical properties, geom-
etry, and texture are useful for discriminating the foreground, shadow and back-
ground. However, the proposed method is pixel-based. Therefore, the geometric
properties are not considered in our work.

To efficiently remove the effect of shadow on various environments, we inte-
grate the scale-relation features with ensemble decision scheme. The ensemble
decision scheme uses the concept of majority for discriminating the foreground
and shadow.

Fig. 1. The framework of the proposed method (Color figure online)

3 Scale-Relation Feature Extracting Scheme

Unlike prior works, which extract a single or assemble multiply features of
shadow from a single scale, Scale-Relation Feature Extracting (SRFE) scheme
considers not only multi-scale information but also the relationship among adja-
cent scales. The proposed SRFE mainly aims at providing abundant information
with properties of shadow for shadow detection. SRFE involves scale space sep-
arating, scale-relation coupling, and scale-relation feature extracting.
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Fig. 2. Example of decomposition of variable-scale on octaves (Color figure online)

3.1 Scale Space Separating

The concept of scale space separating is inspired by [2,9]. According to Koen-
derink [6] and Lindeberg [8], we use the cascade filtering approach to generate
the scaled images. In our work, the Gaussian function is used as the scale-space
kernel and to produce the scale space of an image L using the following equation,

L (x, y, kσ) = G (x, y, kσ) ∗ I (x, y) (1)

where I (x, y) is an input image, G (x, y, kσ) is a variable-scale Gaussian, ∗ is
the convolution operation, and

G (x, y, kσ) =
1

2π(kσ)2
e−(x2+y2)/2(kσ)2 (2)

In our work, we generate several octaves and each octave has several scaled
images in the scale space. A constant multiplicate factor k is used to generate
the adjacent nearby scales [9] for each octave. Figure 2 shows an example of
separating an initial image into scaled images on different octaves. In Fig. 2,
an initial image is separated into four scaled image by Gaussian function with
various factor k. In our work, we determine the constant multiplicate factor
k = 2l/s, where l = 0, 1, 2, 3, and s = 3. We produce s + 1 images in the stack of
scaled (blurred) images for each octave.

To effectively generate the scaled images, we increase the size of Gaussian
filter to substitute the down-sampled image [2] between octaves as illustrated in
Fig. 3. In our work, the Gaussian filter, σ, between octaves is increased by factor
2 as shown in Fig. 3. The initial σ of each octave is doubled compared to its
previous octave. For example, in the 1st octave, we decompose the initial image

Fig. 3. The selection of scale (Color figure online)
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into several blurred images; the scales of the blurred images are between σ and
2σ. In the 2nd octave, the scales of the blurred images are between 2σ and 4σ,
as shown in Fig. 2.

3.2 Scale-Relation Coupling

To extract the features with abundant information, we propose the scale-relation
coupling scheme for constructing the corresponding relationship between two
properties of images. To enhance readability, we denote one property of image
as X; the other is denoted as Y .

We firstly apply the rule of separating an image on scale space which is
described in Sect. 3.1 to X and Y , respectively. After that, we construct the cor-
respondence relationship between X and Y according to the following equation,

Ms
ij = {Xs

i , Y s
j=i+k}, ∀ i = 0, 1, 2, 3 k = −1, 0, 1 s ∈ S = {0, 1, 2, ...} (3)

where Xs
i and Y s

j are the scaled images of X and Y , respectively. S is the level
of octave, and i and j are the number of scaled (blurred) images on the octave.
Ms

ij denotes the coupling of scaled images, Xs
i and Y s

j . For each octave, we
consider the scale-relation of Xs

i to the corresponding adjacent scales Y s
j with

3 scales. For example, the scale-relation coupling Ms
ij of the blurred image Xs

1

are Ms
10 = {Xs

1 , Y s
0 }, Ms

11 = {Xs
1 , Y s

1 }, and Ms
12 = {Xs

1 , Y s
2 }, as shown in Fig. 4.

The top and bottom scales of Xs
i only have two scale-relation couplings, which

are indicated as black and blue lines in Fig. 4.

Fig. 4. The scale-relation Coupling (Color figure online)

3.3 Scale-Relation Feature Extracting

We design the Algorithm 1 to evaluate the scale-relation features (SRF ) which
associate the technique of separating an image with scale-relation coupling. The
input data are two images with various properties, X and Y , and one parame-
ter, S, which is described in Sect. 3.2. We firstly separate X and Y into the
scaled images, Xs

i and Y s
j , as described in Sect. 3.1. Then, we consider the cor-

responding relationship between Xs
i and Y s

j with 3 scales by using Eq. 3. Next,
we calculate the scale-relation features (SRF ) for each property of shadow.
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Fig. 5. The proposed framework for generating the scale-relation features (Color figure
online)

The framework for generating the scale-relation features is shown in Fig. 5.
In our work, we chose three useful attributes of shadow, including chromaticity,
physical properties, and texture with various properties to evaluate the scale-
relation features (SRF ). The details of extracting the scale-relation features of
these attributes are described in the following.

To extract the scale-relation features of chromatic properties, we refer to [4]
and revise the equations to calculate the properties of chromaticity with scale-
relation according to the following equations,

CHij
p =

∣∣∣XHs
i

p − Y
Hs

j
p

∣∣∣ , (4)

CSij
p = X

Ss
i

p − Y
Ss
j

p , (5)

CVij
p = X

V s
i

p

/
Y

V s
j

p , (6)

where Xp and Yp represent the current and background images at pixel p and
the superscript H, S, V describe the properties of hue, saturation and value,
respectively. X

Hs
i

p , Y
Hs

j
p are the coupling images Ms

ij of current and background

images with hue properties in octave s with scale i and j. Similarly, X
Ss
i

p and

Algorithm 1. The scale-relation feature extraction algorithm
1: Input: Two images with various properties X and Y , octaves S
2: Output: Scale-relation features, SRF
3: Initializing an empty scale-relation features, SRF
4: Calculating the scaled images of two properties, Xs

i and Y s
j .

5: Coupling the scaled images of two properties, Ms
ij .

6: for number of octaves s do
7: for each scaled coupling images Ms

ij do

8: Calculating the scale-relation features, SRF s

9: end
10: SRF = SRF + SRF s

11: end
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Y
Ss
j

p are the coupling images of current and background images with saturation
properties, and X

V s
i

p and Y
V s
j

p are the coupling images of current and background
images with value properties. C

Hij
p , C

Sij
p , and C

Vij
p are the scale-relation features

of chromaticity. If C
Hij
p > 90, C

Hij
p = 180 − C

Hij
p . Equations (4) and (5) are

the differences between the current and background images by considering the
properties of hue and saturation, respectively. Equation (6) is the proportion of
intensity of current and background images.

To generate the physical properties, we refer to [5,12] and revise the equations
to calculate the physical properties with scale-relation according to the following
equations,

Pφij
p = cos−1

(
X

Bs
i

p

/
‖Xs,j

p ‖
)

, (7)

P θij
p = tan−1

(
X

Gs
i

p

/
‖X

Rs
j

p ‖
)

, (8)

Pαij
p = ‖Xs,i

p ‖
/

‖Y s,j
p ‖, (9)

where XR
p , XG

p and XB
p describe the components of red, green and blue of the

current image at the pixel p. ‖Xp‖ and ‖Yp‖ are the determinants of current and
background images at pixel p. Pφ

p is the angle between blue component and color
of current image at pixel p, P θ

p is the angle between green and red components
of current image at pixel p, Pα

p is the illumination attenuation of the current

and background images. X
Bs

i
p , and Xs,j

p , are the coupling images Ms
ij in octave

s with scale i and j. Similarly, X
Gs

i
p and X

Rs
j

p are the coupling images of green
and red channels of current images. ‖Xs,i

p ‖ and ‖Y s,j
p ‖ are the coupling images

of the determinant of current and background images. P
φij
p , P

θij
p , and P

αij
p are

the scale-relation features of physical properties.
To calculate the texture features with scale-relation, we revise the widely

used method [11,12] as shown in following,

Tλij
p =

(
Xs,i

p

/
Y s,j

p

) /(
Xs,i

p − Y s,j
p

)
, (10)

T∇ij
p =

√(
∇Xs,i

x

)2

+
(
∇Xs,i

y

)2

−
√(

∇Y s,j
x

)2

+
(
∇Y s,j

y

)2

, (11)

T θij
p = tan−1

((∇Xs,i
y

) /(∇Xs,i
x

)) − tan−1

((∇Y s,j
y

) /(∇Y s,j
x

))
, (12)

where Xp and Yp represent the current and background images at pixel p. ∇Xx

and ∇Xy are the horizontal and vertical gradient of the current frame, respec-
tively. ∇Yx and ∇Yy are the horizontal and vertical gradient of the background
frame, respectively. Tλ

p
is the difference between the current and background

frames. T∇
p and T θ

p are the gradient and orientation of each pixel p, respectively.
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Xs,i and Y s,j are the coupling images, Ms
ij , of the current and background

images on octave s with scale i and j. T
λij
p , T

∇ij
p , and T

θij
p are the scale-relation

features of texture properties.

4 Ensemble Decision Scheme

After extracting the scale-relation features, we use the Random Forest technique
[3] to be the decision scheme. The random forest algorithm use a set of samples f
to construct several decision trees Ti, each decision tree Ti is assembled as a forest
F , as shown in Fig. 6. In our work, the set of samples f collects scale-relation
features includes C

Hij
p , C

Sij
p , C

Vij
p , P

φij
p , P

θij
p , P

αij
p , T

λij
p , T

∇ij
p , and T

θij
p .

For each decision tree Ti, it is consist of the non-leaf and leaf nodes in a
forest F = {Ti}, and is constructed by randomly subsampling from the set of
scale-relation features (SRF), f . The non-leaf and leaf nodes in each decision
tree Ti are indicated as blue circle, and orange rectangle in Fig. 6. To start from
the root, each arriving subsample SRF is evaluated and passes to the left or
right child node by the splitting criterion of each non-leaf nodes. The training
process recursively continues until it achieves the terminal criteria: (1) Reaching
the maximum depth; (2) a minimum number of training samples are left.

Each decision tree Ti predicts that an input SRF belongs to foreground or
shadow with maximum probability. The forest F integrates each decision tree
and predicts with majority voting.

Fig. 6. The framework of an ensemble-decision scheme (Color figure online)

5 Experimental Results

In this section, we first describe the experimental environments and the compar-
ative evaluation. Then, we demonstrate the performance of the proposed method
compared with several popular methods.
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Table 1. Image sequences used in the comparative evaluation.

Datasets Sequence

type

Image size Shadow

strength

Shadow size Object size Noise level Object speed

(pixels)

Campus Outdoor 352 × 288 Weak Large Medium High 5–10

Hallway Indoor 320 × 240 Weak Medium Variable Medium 5–15

Highway1 Outdoor 320 × 240 Strong Large Large Medium 30–35

Highway3 Outdoor 320 × 240 Strong Small Small High 20–25

Laboratory Indoor 320 × 240 Weak Medium Medium Low 10–15

Intelligent

room

Indoor 320 × 240 Medium Medium Medium Medium 2–5

5.1 Experimental Environments and Benchmarks

Six videos with benchmark1 are used to demonstrate the performance of the pro-
posed method as shown in Table 1. Table 1 shows various experimental environ-
ments including Campus, Hallway, Highway1, Highway3, Laboratory and Intelli-
gent room. Each video has various conditions: indoor and outdoor environments;
various size and strength of shadow; various sizes and speeds of object; different
levels of noise. The sizes of shadow and that of object are relative to the frame
size. The speeds of object are in pixels per frame. The strength of shadow is
relative to the testing sequences.

The Campus sequence is an outdoor environment with particularly noise.
The Hallway sequence is an indoor environment with a textured background
and it has various sizes of objects and shadows. The Highway1 and Highway3
present two different lighting conditions of traffic environments. The Laboratory
and Intelligent room are indoor environments, which show different perspectives
and lighting conditions.

5.2 Quantitative Evaluation

We use two metrics, shadow detection rate (η) and shadow discrimination rate
(ξ), to evaluate the performance of each method. The shadow detection (η)
and shadow discrimination (ξ) rates are proposed by [10], and are calculated
according to the following equations,

η =
TPs

TPs + FNs
, and ξ =

TPf

TPf + FNf
(13)

where s and f refer to shadow and foreground, respectively. TPs is the number
of pixels which are the shadow and be marked as shadow. TPf represents the
number of pixels which are the foreground and be marked as foreground. FNs

represents the number of pixels which are the shadow and be marked as fore-
ground. FNf represents the number of pixels which are the foreground and be
marked as shadow.
1 http://arma.sourceforge.net/shadows/.

http://arma.sourceforge.net/shadows/
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5.3 Experiments of the Proposed Methodology

We compare the proposed method with various popular methods, including chro-
maticity method [4], physical method [5], small region (SR) texture method [7]
and large region (LR) texture method [11]. The results of the compared methods
are referred to the paper [12].

Figure 7 shows the average shadow detection η and discrimination ξ rates on
each testing sequence. The bar with blue, orange, gray, yellow, and purple colors
indicate the results of chromaticity, physical, SR texture, LR texture, and the
proposed methods. A diamond with blue colors and a triangle with green color
indicate the individual detection and discrimination rates, respectively.

From Fig. 7, although the LR texture method has the best performance in
Highway3, the proposed method has the best results on the average, and per-
forms well in all datasets. The proposed method has the best performance of
shadow detection rate η and has good performance of the shadow discrimination
rates ξ in all datasets.

Fig. 7. Experimental results of the pro-
posed method compared with popular
methods. (Color figure online)

Fig. 8. Performance of the proposed
method with various number of deci-
sion trees.

Figure 8 demonstrates the performance of the proposed method with vari-
ous number of decision tree in ensemble decision scheme. From Fig. 8, although
the accuracy of the proposed features has slightly decreased when the number
of decision tree is decreased, the entire performance of each testing sequence
is stable. In Fig. 8, three testing sequences, Hallway, Laboratory and Intelligent
room, perform well and have similar performance. Since the Highway1 and High-
way3 sequences have less training data and that make the performance not ideal
compared to the other three testing sequences.

Table 2 presents the computational complexity of the proposed method with
various number of decision tree. The criterion of average processing time per
frame is used to evaluate the computational complexity. The computational time
is shown in milliseconds which are obtained on a 64-bit Intel CPU Core i7 run-
ning at 2.10 GHz. From Table 2, the larger number of decision trees is, the longer
the processing time is. According to Fig. 8 and Table 2, we can chose the most
appropriate number of decision trees for shadow detection in the visual surveil-
lance system.
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Table 2. Average frame processing time (in milliseconds) per sequence of the proposed
method with various number of decision tree.

Datasets 100 DT 50 DT 25 DT 10 DT

Campus 53.95 31.95 21.80 12.48

Hallway 135.90 74.66 44.43 27.86

Highway1 301.66 150.88 90.94 46.15

Highway3 28.92 16.82 11.87 8.79

Laboratory 165.97 96.07 60.61 35.57

Intelligent room 48.51 30.06 18.91 11.99

Average 122.47 66.74 41.42 23.80

Table 3 shows the visualization results of the proposed method. The 1st row
is the current frame; the 2nd row is the ground truth where the foreground and
shadow pixels are indicated as white and gray, respectively; and the 3rd row is
the results of the proposed method. In the 3rd row, the shadow pixels classified as
shadow are marked with green; the shadow pixels misclassified as foreground are
marked with red; the foreground pixels classified as foreground marked with blue;
and the foreground pixel misclassified as shadow are marked with yellow. From
Table 3, the false positives, which are foreground pixels and be misclassified as
shadow pixels, are occurred around the moving casts. The false negatives, which
are shadow pixels and be misclassified as foreground pixels, are occurred inside
the moving casts.

Table 3. Visualization experimental results of proposed method

Datasets Campus Hallway Highway1 Highway3 Laboratory
Intelligent

room

Current
Frames

Ground
Truth

Proposed
method

6 Conclusion

In this paper, we propose a new feature-extracting framework to associate with
ensemble decision classifier to address the problem of moving cast shadow called
Scale-Relation Feature Extracting (SRFE). Using the proposed method, we can
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map various properties into scale-relation space. In SRFE, we extract the features
from the attributes of chromacity, physical properties, and texture with scale-
relation. Each attribute has several properties. We decompose each image with
various properties into several scales using the Gaussian function. The scale-
relation features between scaled images with two properties are calculated. We
integrate an ensemble decision classifier with scale-relation features to generate
the efficient model for shadow detection.

In the experimental results, we demonstrate the performance of the proposed
method compared with various popular methods, chromacity, physical, SR tex-
ture, and LR texture methods. Comparing the proposed method with these
methods, the proposed method performs well in all dataset and has the best
performance on the average. The proposed method has the best performance of
shadow detection rate η and has good performance of the shadow discrimination
rates ξ in all datasets. The results show that the proposed method performs well
and it is more suitable for various environments.
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dation of Fujian Province of China, under grant 2016J01718.

References

1. Al-Najdawi, N., Bez, H.E., Singhai, J., Edirisinghe, E.A.: A survey of cast shadow
detection algorithms. Pattern Recogn. Lett. 33(6), 752–764 (2012)

2. Bay, H., Ess, A., Tuytelaars, T., Van Gool, L.: Speeded-up robust features (SURF).
Comput. Vis. Image Underst. 110(3), 346–359 (2008)

3. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
4. Cucchiara, R., Grana, C., Piccardi, M., Prati, A.: Detecting moving objects, ghosts,

and shadows in video streams. IEEE Trans. Pattern Anal. Mach. Intell. 25(10),
1337–1342 (2003)

5. Huang, J.B., Chen, C.S.: Moving cast shadow detection using physics-based fea-
tures. In: IEEE Conference on Computer Vision and Pattern Recognition, CVPR
2009, pp. 2310–2317. IEEE (2009)

6. Koenderink, J.J.: The structure of images. Biol. Cybern. 50(5), 363–370 (1984)
7. Leone, A., Distante, C.: Shadow detection for moving objects based on texture

analysis. Pattern Recogn. 40(4), 1222–1233 (2007)
8. Lindeberg, T.: Scale-space theory: a basic tool for analyzing structures at different

scales. J. Appl. Stat. 21(1–2), 225–270 (1994)
9. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Int. J. Com-

put. Vis. 60(2), 91–110 (2004)
10. Prati, A., Mikic, I., Trivedi, M.M., Cucchiara, R.: Detecting moving shadows: algo-

rithms and evaluation. IEEE Trans. Pattern Anal. Mach. Intell. 25(7), 918–923
(2003)

11. Sanin, A., Sanderson, C., Lovell, B.C.: Improved shadow removal for robust per-
son tracking in surveillance scenarios. In: 2010 20th International Conference on
Pattern Recognition (ICPR), pp. 141–144. IEEE (2010)

12. Sanin, A., Sanderson, C., Lovell, B.C.: Shadow detection: a survey and comparative
evaluation of recent methods. Pattern Recogn. 45(4), 1684–1695 (2012)



Smart Loudspeaker Arrays
for Self-Coordination and User Tracking

Jungju Jee and Jung-Woo Choi(&)

School of Electrical Engineering, KAIST, Daejeon, Korea
{ji1718,jwoo}@kaist.ac.kr

Abstract. The Internet of Things paradigm aims at developing new services
through the interconnection of sensing and actuating devices. In this work, we
demonstrate what can be achieved through the interaction between multiple
sound devices arbitrarily deployed in space but connected through a unified
network. In particular, we introduce techniques to realize a smart sound array
through simultaneous synchronization and layout coordination of multiple
sound devices. As a promising application of the smart sound array, we show
that acoustic tracking of a user-location is possible by analyzing scattering
waves induced from the exchange of acoustic signals between multiple sound
objects.

Keywords: Self-coordination � Acoustic user detection � Smart sound objects

1 Introduction

Recently many wireless audio players have been introduced in the market. Most of
these audio players play a simple role of receiving and reproducing streamed audio
signals from host devices. Other applications of such sound devices have been also
limited to the multi-room sound production, discrete multichannel surround, and
speech recognition. Such wireless audio players, especially wireless loudspeakers, have
a great potential to open the new era in home audio services. Suppose that individual
loudspeakers include acoustic sensors such as microphones and loudspeakers with
intelligence can communicate with each other through a unified sound network. These
smart loudspeakers with connectivity can construct a ubiquitous acoustic sensing and
transmission architecture. Such an architecture can be realized in form of wireless
loudspeakers satisfying a new sound network standard or by devising a new device for
wireless communication and acoustic sensing that can be connected to the conventional
audio system.

The proliferation of such devices in home environments can realize the Internet of
Things (IoT) paradigm [1], in which seamless, mutual interaction between smart
objects provides new information and services. When multiple sound devices are
incorporated as interconnected smart objects of IoT, they can be a single microphone
array collecting information from the environment or can interact with the physical
word as a multichannel loudspeaker array controlling a sound field.

For a long time, loudspeaker and microphone arrays have been utilized for various
applications. In the context of beamforming, microphone arrays have been used for
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sound source localization, noise source identification, and de-reverberation for speech
recognition. The use of loudspeaker arrays for discrete multichannel systems (such as
5.1, 7.1 surround) and personal sound systems can be easily found in many commodity
devices. Through the combination of microphone and loudspeaker arrays, many
acoustic-based indoor localization and surveillance systems have been proposed. All of
these are potential applications of an IoT architecture constructed from a smart loud-
speaker array and smart sound objects.

Smart connectivity between smart sound objects and environment-aware process-
ing is the key of IoT-based on sound devices. In this work, we attempt to demonstrate
promising applications of a smart loudspeaker array through experimental studies in a
real environment. In particular, we focus on two functionalities that can be realized
through the interaction of multiple sound objects: the self-configuration and user
detection abilities.

In contrast to conventional systems, an array consisting of smart sound objects does
not have pre-determined configuration or layout. The sound objects can be installed at
arbitrary positions in a listening space, so it is natural to assume that objects locations
are sparse and can be time varying (Fig. 1). Since smart objects should operate in a
seamless way, an adaptive and decentralized control strategy is required to reflect their
time-varying locations. In this regard, the first functionality required for smart sound
objects is the self-configuration. In-situ coordination of individual sound objects offers
a consistent sound rendering and listening experience irrespective of changes in the
loudspeaker arrangement.

For such self-coordination, time-synchronization between multiple objects should
be accurate and precise. Inaccurate time synchronization between objects induces
audible artifacts, especially on the spatial perception of sound. For example, the human
auditory system uses the difference in the time of arrival at both ears to find the location
of a sound source. This inter-aural time difference varies in the ±1 ms range,
depending on the sound direction of arrival. Therefore, the clock of each object should
be synchronized in the hundreds of microseconds scale at least.

Fig. 1. Conceptual illustration of a smart array consisting of multiple sound objects
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The self-coordination and synchronization of multiple sound objects can be
approached in many different ways, e.g., by using radio frequency signals and sim-
plified network time protocol (SNTP). Nevertheless, the SNTP-based solution would
be incomplete due to non-identical audio playback latencies of sound systems. In other
words, even if tight synchronization is made on the networking layer, different sound
systems connected to network devices yield non-identical audio start time because of
their different audio playback latencies. In this respect, it is desirable to identify the
whole audio latency in real-time by means of acoustic signals. The ubiquitous sensing
and processing of IoT paradigm pursuits seamless integration of services, so all these
processes have to work in the background, hidden from the user. For this reason, the
self-coordination performance of a smart array is investigated using inaudible probing
signals in high-frequency range.

Once the stable self-coordination is made, the smart array can operate as a unified
sound system. Owing to its sparse arrangement, the smart array may require novel
control strategies different from conventional arrays with pre-determined regular
geometries. However, on the other hand, the sparse layout can be beneficial for
understanding the user context and surrounding environment. As an example, we
demonstrate that the user tracking is also possible from further analysis on the IRs
measured for the self-coordination.

2 Preliminary Study

Among many studies on self-coordination [2–5], the use of acoustic signals to coor-
dinate between multiple mobile phones can be found in Ref. [6]. The mobile phone is a
good candidate as a smart sound object because it has a loudspeaker, embedded
microphones, wireless connectivity, and the processing unit required for decentralized
signal processing. In this work, a service (Adaptive Mobile Audio Coordination;
AMAC) based on new Android API (Sound Pool) was developed (Fig. 2). The API
was designed to measure the mutual distance between multiple mobile devices and
perform tight synchronization for multichannel sound reproduction. The Sound
Pool API determines the playback start time and sound level of each individual mobile
phone using measured IRs between every mobile phone pairs. In the preliminary step,

Fig. 2. Overview of the adaptive mobile audio coordination (AMAC); multiple mobile devices
arbitrarily positioned in space are controlled to identify their own locations and to produce the 5.1
channel sound
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rough synchronization is made through a network-based clock synchronization
method (SNTP). Then fine tuning is accomplished through the exchange of acoustic
probing signals. The transmission and reception of maximum length sequences
between N mobile phones (nodes) provide N2 responses, whose direct peaks include
the information of time differences and mutual distances. The fine synchronization
using acoustic signals showed that we can decrease the time mismatch between
mobile devices from milliseconds scale (Fig. 3(a)) to hundreds of microseconds scale
(Fig. 3(b)), even for the dynamic layout change. The algorithms behind this syn-
chronization are shortly reviewed in the following section, with new algorithms
modified to shorten the measurement time and increase the update rate.

3 Self-Coordination of Sound Objects

The self-coordination step encompasses the identification of unknown positions
xn ¼ ½xn; yn; zn�Tðn ¼ 1; � � � ;NÞ and relative time mismatches between multiple sound
objects, from the measurement of mutual distances rmn ¼ xm � xnk k (Fig. 4). The basic
coordination principle is similar to that used in the previous study [6], but in here we
focus more on the reduction of measurement time.

Fig. 3. Synchronization between multiple mobile phones. (a) Time difference on the Android
mobile phone (b) Time sync. accuracy for dynamically changing loudspeaker layout [6]

Fig. 4. Position-related variables of multiple sound objects
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3.1 Impulse Response Measurement

To identify mutual distances and time mismatches between multiple sound objects, we
first need to measure IRs between them. The IRs are measured at each time frame, so
the frame’s refresh rate can be slow if the measurement time is too long. To shorten the
measurement time, devices are simultaneously driven by different chirp signals of
non-overlapping frequency bands. Simultaneous acoustic emissions are captured by all
microphones and decomposed to extract IRs of multiple devices. In this work, total
four loudspeakers are considered (Fig. 5), and logarithmic chirp signals ranging
between 18 kHz*24 kHz were used for making inaudible probing sound signals.

The simultaneous excitation requires orthogonality between probing signals to
avoid mutual interference between different sound emissions from sound objects. In
this regard, an OFDM-like architecture is used, for which a probing signal of each
sound object has different frequency band from the others. The total frequency band of
bandwidth 6 kHz is split into four 1.5 kHz bands, which results in the sampling rate of
3 kHz for each sound object. In the experiment setup shown in Fig. 5, measurements
were done in a rectangular room of size W � L� H ¼ 3:33m� 7:28m� 2:58mð Þ
and reverberation time T20 = 0.2 s. Considering the reverberation time, probing signals
of length T = 50 ms with a guard time of Tg = 100 ms was used. As a result, a frame
rate of approximately 6.7 frames/s could be obtained.

For measuring IRs, each microphone was attached close to a loudspeaker with 3 cm
distance. The loudspeaker used for the experiment is a 1-in. full-range driver installed
in a custom enclosure, and heights of loudspeakers from the floor was 1.6 m (3
loudspeakers) and 1.4 m (1 loudspeaker). Although asynchronous conditions were
investigated for the previous study with mobile phones, in this work we will only
consider wired and synchronous condition because time mismatches between devices
could be compensated with enough accuracy in the previous study [6].

The IRs centered at different frequency bands are demodulated by applying Hilbert
transform, to extract envelope profiles CmnðtÞ. Here, n and m are indices of transmitting
and receiving objects, respectively. Figure 6(a) depicts 4� 4 envelopes of measured IR

Fig. 5. Loudspeaker and microphone configurations for the impulse response measurement, and
self-coordination of four loudspeakers in a room
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data, each of which is normalized by the maximum absolute magnitude Maxð CmnðtÞj jÞ.
Peak locations of direct waves in measured IRs provide the distance and time mismatch
information for finding out object locations. In order to increase the detectability of
direct peaks, IR spectra are whitened by a linear prediction (LP) filter. Then the peak
search is done by an ad-hoc version of Root-MUSIC [8, 9], which directly provides
time delay estimates from a set of shifted frequency responses. Among dominant peaks
collected from each IR, a leading peak exceeding a pre-defined threshold is chosen as a
direct peak that provides delay estimates (Fig. 6(a)).

Estimated delays are then converted into distances by multiplying with the speed of
sound cð Þ. The measured distances construct a distance matrix R. Due to time mis-
matches between devices, the matrix includes true distances R0ð Þ, as well as erroneous
distance from time mismatches cTð Þ. In a matrix form, R can be rewritten as

R ¼ R0 þ cTþN; ð1Þ

where the matrix ½T�mn ¼ Dtmn denotes the time mismatch, and N is a noise matrix.

3.2 Estimation of Mutual Distance and Time Mismatch

For the estimation of time mismatch, we utilize the skew-symmetric property of T. By
denoting unknown absolute time references of devices as a vector t ¼ ½t1; � � � ; tn�T , the
time difference matrix can be rewritten as

Fig. 6. (a) Normalized cross-correlation between four loudspeakers (m: Rx, n: Tx). (b) Succes-
sive subtraction smn(r) obtained from the normalized cross correlation
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T ¼ t1T � 1tT ; ð1 ¼ ½1; � � � ; 1�TÞ ð2Þ

which yields the skew-symmetric property. Therefore, the skew-symmetric part Rað Þ of
R gives cT plus the skew-symmetric part of a noise matrix Nað Þ. That is

Ra ¼ 1
2
R� RT
� � ¼ cTþNa: ð3Þ

It is well-known that eigenvalues of a skew-symmetric matrix come in complex
conjugate pairs [11], and its rank is always even. From the rank theorem
rankðAþBÞ� rankðAÞþ rankðBÞð Þ, the rank of the matrix T is 2 at maximum. To
reduce the effect of measurement noises, we can consider the best rank-2 approxi-
mation of Ra. For a singular value decomposition Ra ¼ URVT , the best rank-2
approximation is given by collecting two largest singular values and eigenvectors

~T ¼ 1
c
U2R2VT

2 : ð4Þ

Likewise, the positions of sound objects are from the symmetric part of R

Rs ¼ 1
2
RþRT
� � ¼ R0 þNs; ð5Þ

where Ns ¼ 1
2 NþNT
� �

is the symmetric part of a noisy distance matrix N. To reduce
the influence of noise, Multi-dimensional scaling (MDS) technique [10, 13] is often
employed to the Euclidian distance matrix (EDM). An EDM is defined as the squared
distance matrix, which can be related to a position matrix

X ¼ 0 x2 � � � xN½ �; ð6Þ

whose the coordinate origin is set at the location of the first object. The inner product of
X yields a positive semidefinite Gram matrix G ¼ XTX, which can be related to the
squared distance dmn from the relation

dmn ¼ xm � xnk k2¼ xmk k2 þ xnk k2�2xTmxn

¼ dm 0 þ dn 0 � 2xTmxn :
ð7Þ

Rewriting Eq. 7 in a matrix form gives

G ¼ �1
2
ðD� d1T � 1dTÞ; ð8Þ

which implies that the Gram matrix can be derived from the squared distance matrix D
and its first column vector d multiplied by a vector 1. Once the Gram matrix is
estimated, it is possible to estimate the position matrix X as well. The position matrix X
is of rank 3, so SVDs of X and G can be expressed by the combination of three largest
(nonzero) singular values and singular vectors (R3;U3;V3, respectively).

Smart Loudspeaker Arrays for Self-Coordination and User Tracking 349



X ¼ U3R3VH
3 ; G ¼ V3R

2
3V

H
3 ð9Þ

Therefore, for a noise-free EDM, the eigenvalue analysis on Eq. (8) should produce
the same eigenvectors V3 and singular value R3. Because the noise matrix that does not
follow this rule, it can be filtered out by applying the best rank-3 approximation. After
three largest singular values and eigenvectors are identified, the position can be esti-
mated as ~X ¼ R3VH

3 [10].
From this low-rank approximation ~X, however, one cannot estimate rigid

rotation/reflection of the whole geometry expressed by the unitary transform U3.
Therefore, the geometry predicted from each measurement should be rotated/reflected
to a known anchor plane such that the estimation is consistent with that from the
previous measurement frame. The best rotation/reflection can be found from Kabsch
algorithm [14], which searches for the orthogonal transform that minimizes the
Frobenius norm of differences between two geometries. Figure 5 shows a single
instance of real-time coordination when a user moves a loudspeaker to a different
position.

4 User Activity Tracking from Scattering Waves

With stable estimation on object positions, more useful information can be extracted by
analyzing IRs between smart objects. Here, we attempt to track a user position in
real-time. Since the IRs recorded over a single time frame include scattering infor-
mation along their propagation paths, we can utilize this information to infer the
position or shape of a scattering body. Similar research has been done by Abib et al. [7]
in terms of RF waves, and here we investigate the detectability using acoustic waves in
a reflective room.

4.1 Basic Inference from Measured Impulse Responses

The envelope functions include reflections from the listener’s body, but they also
include reflections from static scattering objects such as room boundary and furniture.
Since reflections from static reflectors remain constant over time, the static profile could
be eliminated by subtracting the profile of the previous frame from the current one.

Using the envelope profile CðiÞ
mnðrÞ measured at ith frame, the difference profile can be

calculated as

sðiÞmnðrÞ ¼ CðiÞ
mnðrÞ � Cði�1Þ

mn ðrÞ�� ��: ð10Þ

These difference profiles include scattering information in two different ways. First,

the auto-profile sðiÞmmðrÞ recording the sound emission from the mth loudspeaker using
the mth microphone measures the scattering profile along the round trip path 2r from

the mth loudspeaker. On the other hand, the cross-profile sðiÞmnðrÞ ¼ sðiÞmnðrmn þDrÞ
between different loudspeakers records the scattering information along the path

350 J. Jee and J.-W. Choi



difference Dr ¼ x� xmj j þ x� xnj j � rmn, where rmn ¼ xm � xnj j is the direct path
between two different loudspeakers. Since the direct path rmn has been identified from

the previous step, one can map the profile sðiÞmnðrÞ along an ellipse defined by the path

difference Dr. By combining all difference profiles sðiÞ ½sðiÞ� ¼ sðiÞmn
� �

, we can define a

pseudo-likelihood function that expresses the probability to have a scattering object at a
position x. That is,

Fðx; sðiÞÞ ¼
XM

m¼1

XN

n¼1

10 log10 s
ðiÞ
mnð x� xmj j þ x� xnj jÞ: ð11Þ

This log-likelihood function expresses the joint probability from different scattering
profiles acquired by different microphone-loudspeaker pairs.

The difference profiles sðiÞmnðrÞ extracted from the IR measurements of Fig. 6(a) are
shown in Fig. 6(b). For the ease of visualization, all the difference profiles magnitude is
normalized to one. These difference profiles show several peaks at different locations
from the direct peaks of Fig. 6(a). These peaks are due to the change of a user position.
These difference profiles are combined as a form of a likelihood function, to infer the
actual user location in 3D space. Figure 7 presents this inference over a horizontal plane
in form of a heat map. The rough estimate obtained only with one pair of loudspeakers
(Fig. 7(a)) is enhanced as more loudspeaker pairs’ data are added (Fig. 7(b, c)). It should
be noted here that the user position tracking can be processed simultaneously with the
loudspeaker coordination because the coordination and user tracking utilizes different
time ranges (direct wave and reflections) among the measured IRs.

4.2 Tracking with a Particle Filter

Although it is also possible to visualize the likelihood function over a 3D space in form
of 3D voxels, the inference over whole 3D space requires a significant amount of

Fig. 7. A log-likelihood function FðxðtÞl ; sðiÞÞ at a single time instance i, constructed from
successive subtraction signals sðiÞmn between loudspeaker pairs. (a) two Tx-Rx loudspeakers (1, 2)
(b) three loudspeakers (1, 2, 3) (c) four loudspeakers (1, 2, 3, 4)
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computations. Therefore, another means to extract 3D position parameters with reduced
computational complexity is required. To this end, we use a particle filter (e.g., [12])
that samples and represents the posterior probability as a finite number of particles

positioned at xðiÞ‘ ‘ ¼ 1; � � � ; Lð Þ for the ith time frame.
For a particle filter, the likelihood function of Eq. (11) is used as a weighting of

each particle wðiÞ
‘ ¼ FðxðiÞ‘ ; sðiÞÞ

� �
, which is normalized such that total sum of weights

is equal to one
P

‘ w
ðiÞ
‘ ¼ 1

� �
. In the next step, locations of particles are resampled

according to the principle of importance sampling. After the resampling, each particle’s
dynamics is reflected according to a source dynamics model [12]. From updated par-
ticle positions, one can recalculate the particle weight using new measurements and

corresponding likelihood function Fðxðiþ 1Þ
‘ ; sðiþ 1ÞÞ. Estimation of a listener’s location

at each time frame is given by the weighted sum of particle positions, i.e.,

~x ¼
XL

‘¼1

wðiÞ
‘ xðiÞ‘ : ð12Þ

Figure 8 shows the particle positions and weights evaluated at the same instance as
Fig. 7. Total 300 particles distributed in 3D space is plotted, with the weight of each
particle is visualized as the radius of a circle. The green dot indicates the weighted
mean position (Eq. (12)), which is taken as the final output from the tracking system.

4.3 Comparison to Vision-Based Tracking

The tracking performance of the proposed system for a single listener was compared
with a vision-based tracking method. As mentioned in the previous section, our pur-
pose is not on the tracking of a single position but with visualizing the user’s body.

Fig. 8. Tracking of a human location using particle filter. Distribution of particles with different

weights wðiÞ
‘ . (green dot) position estimated from the weighted sum of particles (Color figure

online)
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Nevertheless, we can roughly evaluate the accuracy of the proposed system using the
mean position obtained from the particle filter.

For comparison, visual tracking data from Microsoft Kinect V2 was recorded at the
same time. Then, the head position among the Kinect skeleton tracking data was taken
as a position reference (Fig. 9). From the comparison with the Kinect data, it was found
that the particle filter could track the single listener position with discrepancy less than
30 cm. However, the particle distribution shows that the scattering is weak along the
height direction of the human body. This is mainly due to the mostly horizontal
arrangement of loudspeakers, which is not enough to extract scattering information
from the vertical direction. Besides of this limitation, the particles could trace the
location of the upper body location only with 300 particles.

5 Summary and Conclusion

We demonstrated that distributed sound objects can form a unified sound array system
through mutual interaction using acoustic signals. Loudspeakers with embedded
microphones are taken as an example of smart sound objects, and exchange of
inaudible, high-frequency acoustic signals could coordinate objects in 3D space in a
seamless, unobtrusive way. As a new functionality of the smart loudspeaker array, a
user tracking technique based on acoustic impulse responses was introduced. The user
position could be traced by analyzing N � N scattering signals measured between N

Fig. 9. Comparison of tracked positions and Microsoft Kinect’s head position data. (red line)
head positions from Kinect (blue line) mean position from a particle filter (green bar) magnitude
of position difference (in meter) (Color figure online)
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loudspeaker-microphone pairs, and the tracking results were compared to those from a
vision-based tracking system.

The current investigation shows acoustic signals measured and identified between
multiple sound objects have a potential to extract various information of the sound
system itself, the user and environment. This sound-based information tracking may
not be superior in terms of accuracy and measurement speed, as compared to radio
frequency or vision based systems. However, the major advantage of sound-based
systems is that such information tracking is possible only with multiple audio systems,
as far as microphones can be embedded to conventional network loudspeakers.
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of Education.
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Abstract. Instance search is a retrieval task that searches video seg-
ments or images relevant to a certain specific instance (object, person, or
location). Selecting more representative visual words is a significant chal-
lenge for the problem of instance search, since spatial relations between
features are leveraged in many state-of-the-art methods. However, with
the popularity of mobile devices it is now feasible to adopt multiple simi-
lar photos from mobile devices as a query to extract representative visual
words. This paper proposes a novel approach for mobile instance search,
by spatial analysis with a few representative visual words extracted from
multi-photos. We develop a scheme that applies three criteria, including
BM25 with exponential IDF (EBM25), significance in multi-photos and
separability to rank visual words. Then, a spatial verification method
about position relations is applied to a few visual words to obtain the
weight of each photo selected. In consideration of the limited bandwidth
and instability of wireless channel, our approach only transmits a few
visual words from mobile client to server and the number of visual words
varies with bandwidth. We evaluate our approach on Oxford building
dataset, and the experimental results demonstrate a notable improve-
ment on average precision over several state-of-the-art methods including
spatial coding, query expansion and multiple photos.

Keywords: Mobile instance search · Multiple photos · Spatial
verification

1 Introduction

Instance search is a type of retrieval tasks that searches relevant video segments
or images of a given instance such as a specific person, object or place. It has
drawn many research attention recently. Different from concept-based search,
the results of instance search must have the same specific details as query.
Meanwhile, different from near-duplicate search, the instance may appear in
completely different background and its deformation may be severer in instance
search. Due to the peculiarity of instance search, state-of-the-art methods such
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 356–367, 2017.
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as [15–17] focused on spatial relations between local features. The “sketch-
and-match”scheme [16] was designed to elastically verify the topological spatial
consistency with the triangulated graph. Another method [17] formed a trans-
formation consistency in rotation and scale space by exploring the geometric
correlations among local features and incorporating these correlations with each
individual match. All these methods proceed with spatial verification and delete
wrong matched points after matching SIFT features [7].

Representative visual words can be selected before spatial verification to
achieve better performance. Nevertheless, it also brings great challenge. Due to
the popularity of mobile devices especially smart phones, in this work we propose
a novel approach motivated by a common phenomenon that people normally take
a few photographs of a concerned object to choose one with the best quality or
save a few photographs of different views for one object. Intuitively, multiple
photos can provide more comprehensive and detailed information than a single
example to make visual words selected more representative and meaningful.

Figure 1 shows an overview of the proposed approach. It can be divided
into two modules including an offline module and an online module. In the
offline module, dataset images are described by SIFT features firstly and then
hierarchical k-means clustering is applied to generate visual words. In the online
module, after an image is submitted as a query, relevant photos are mined from
a photo set taken recently and saved in user’s mobile device. After described
by SIFT features, multi-photos including the query and relevant photos are
quantized to groups of visual words. Then, we rank visual words with three
criteria: BM25 with exponential IDF (EBM25) [8], significance in multi-photos
and separability. In consideration of the limited bandwidth and the instability
of wireless network, we only transmit a few high ranking words to server side.
Finally, a simple but effective spatial verification method is applied to return
images which contain instance in dataset.

The main contributions of our work can be summarized as follows:

– We apply the idea of PageRank algorithm [2] to mine relevant photos which
have the same instance with query from user’s mobile device.

– We propose a novel solution to answer mobile instance search and adopt three
criteria to select representative visual words. Our method requires small band-
width and is robust with bandwidth change by the compact words selected by
our approach.

– We propose an effective spatial verification method to retrieve video segments
or images using a few representative visual words.

– We test our approach with a benchmark named Oxford building dataset [10],
and show that our approach outperforms three state-of-the-art methods.

The rest of the paper is organized as follows. In Sect. 2, we introduce related
work. Section 3 describes our approach in detail. We report our evaluation in
Sect. 4, and finally Sect. 5 concludes the paper.
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Fig. 1. The flowchart of our proposed approach. In the offline module, SIFT feature
and hierarchical k-means clustering are applied to generate vocabulary for the following
process. In the online module, relevant photos are firstly mined from user’s mobile
device after a query is submitted, then compact and representative visual words are
selected and transmitted to server side, and finally, the server ranks and returns images
by spatial consistency verification with the selected visual words.

2 Related Work

Most researchers have adopted bag-of-words (BOW)-based methods to address
instance search. Sivic and Zisserman [12] firstly introduced BOW to object and
scene retrieval, which described a set of local features as a histogram to count the
occurrence of each visual word. Zhu and Satoh [19] proposed a large vocabulary
quantization based on BOW framework to search instance from videos. In [13],
an exponential locality similarity function in the feature space and BOW with
large vocabularies in Fisher vector [9] and vector of locally aggregated descriptors
(VLAD) [6] were applied for general instance search. Murata et al. [8] exploited
EBM25 to estimate the importance of visual words in BOW which can suppress
the keypoints from frequently occurring background objects. In this work, we
also adopt the BOW framework to select compact and representative visual
words from vocabulary for its effectiveness and efficiency.

Spatial verification, as an improvement of BOW framework, was widely used
to enhance retrieval performance. Weak geometric consistency (WGC) [5] simpli-
fied BOW and filtered false matched descriptors using consistency in terms of the
angle and the scale. Because of the peculiarity of instance search that retrieved
targets have same object with query, more details can be mined by spatial rela-
tionships between local features to improve the performance. Zhang and Ngo
[15,16] exploited the topological triangulated graph to describe spatial informa-
tion and verify consistency by estimating the number of common edges between
the triangulated graphs. Weak geometric correlation consistency (WGCC) [17]
explored the geometric correlations among local features and incorporated these
correlations with each individual match to form a transformation consistency in
rotation and scale space. The above methods focused on filtering false positives
to increase reliability of feature match and decrease computational complexity
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using spatial consistency. Different from these methods, we propose an effective
spatial verification method to retrieve images using a few representative visual
words.

Compared with a single query, multiple queries can provide more compre-
hensive information and suppress noise in single image. Chum et al. [3,4] firstly
brought query expansion into visual domain. Given an input query region, query
expansion retrieves and forms a richer query by combining the original query
with retrieved results. Then, the system retrieves again using the new query and
repeats the process as necessary. Arandjelovic and Zisserman [1] exploited the
textual query as input of Google image search and regarded the search results
as multiple queries to visually retrieve. Different from the above methods, our
approach mines relevant images from user’s mobile device to form the multiple
queries which is called multi-photos in this paper.

3 Our Approach

Given an image containing the user-interested object as a query q, we firstly
mine relevant photos for q from user’s mobile device. After multi-photos are
quantified to bags of visual words, we rank and select visual words based on
three criteria including EBM25, significance in multi-photos and separability.
Finally, our approach returns images which contain the user-interested object
by spatial relations between a few representative visual words. In this section,
we will introduce the proposed approach in four parts: preprocessing, mining
relevant photos, selecting representative visual words and spatial consistency
verification.

3.1 Preprocessing

To achieve better performance, we preprocess images in dataset with the follow-
ing steps. Firstly, each dataset image is described by SIFT features due to its
excellent performance. Secondly, we exploit hierarchical k-means clustering to
generate a vocabulary V with regarding each leaf node as a visual word (we set

i-th ……Visual words

Features belonging to the i-th visual word

Feature ID Image ID Position

……

Fig. 2. Inverted file consisting of a set of visual words. Each word contains features
which belong to itself. Important attributes of each feature include feature ID, ID of
image which the feature belongs to, and the spatial position of the feature.
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the size of vocabulary to 65,536 in our implementation). Finally, each image is
quantized to a bag of words based on visual words generated previously. Mean-
while, we employ an inverted file as illustrated in Fig. 2 to improve retrieval
efficiency. The inverted file consists of 65,536 visual words and each of which
contains some features that belong to the corresponding cluster. Each feature
links to its necessary information, including the feature ID, the ID of image
where it is extracted and its position in the image.

3.2 Mining Relevant Photos

It is a common phenomenon that users often take multiple photos for an object
that they are concerned. Therefore, when an image is submitted as a query, there
are likely many relevant photos with the query in user’s mobile device. In order
to select more representative visual words with those relevant photos, we should
mine relevant photos first. Figure 3 illustrates the flowchart of this procedure.

Query Photos taken recently Relevant photos Multiple photos

Fig. 3. Mining relevant photos. After a query is submitted, we get the photos taken
recently from the user’s mobile device. Then, relevant photos are mined from these
photos to generate multiple photos. The multiple photos consist of mined relevant
photos and the query.

Given an image as a query, the recent kn1 photos in user’s mobile device will
be obtained as candidates. After being described by SIFT features, the query
and multiple photos are quantized to groups of visual words. To mine relevant
photos from candidates, we propose a method which is similar to the PageRank
algorithm [2] to compute relevance R between query and candidates. The main
steps are summarized by the following formulas:

Rt+1 = S × Rt (1)

R0(i) = cossim(q, pi) (2)
S(i, j) = cossim(pi, pj) (3)

where P = [p1, · · · , pi, · · · , pkn1 ] denotes a set of candidate photos, t denotes the
iterations, and cossim(p, q) denotes the cosine similarity between vectors p and
q. As each pair of photos has a cosine similarity, the algorithm converges quickly
according to [2]. In our experiment, matrix S is normalized to improve conver-
gence rate and precision before computation. After the algorithm converges, Rt

can be regarded as the relevance of candidate photos P . Finally, we sort Rt with
descending order and put corresponding top kn2 photos into multiple photos M .
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3.3 Selecting Representative Visual Words

After mining relevant photos, we utilize multiple photos M and three criteria
to generate representative visual word set V ′ from V . In consideration of poor
wireless bandwidth and mutability, visual words must be compact and vary with
network condition. On the other hand, to achieve better retrieval performance,
visual words should be representative and significant. With above requirements,
we propose three criteria including EBM25, significance in multiple photos M
and separability to select and transmit representative visual words.

BM25 [11] is a state-of-the-art probabilistic model for information retrieval
task. Because documents are written with fixed format, non-conceptual keywords
tend to occur more frequently. Original IDF is able to suppress the no-conceptual
keywords in document processing. However, non-conceptual words in images or
videos occur less frequently than in documents, and thus BM25 with original
IDF does not get sufficiently suppressed. Murata et al. [8] applied BM25 in
instance search domain and modified original BM25 to BM25 with exponential
IDF (EBM25) based on properties of instance search. We adopt EBM25 as a
criterion to select visual words. For the i-th visual word vi,

ωEBM25i =
kfi

h1 + kfi
ωexponentialIDF

i (4)

ωexponentialIDF
i = log(

e−ni/α

ni − e−ni/α
× N − eni/α − ni + e−ni/α

eni/α − e−ni/α
) (5)

kfi =
ki

1 − b + b vl
avvl

(6)

where ni is the number of images containing the i-th visual word vi, N is the
number of images in dataset, ki is the frequency of occurrence the i-th visual
word in query q, vl is the number of features in query q and avvl denotes the
average number of features in dataset images. h1, α and b are related parameters
which are set to 2, 0.75 and 20 respectively.

To select more representative visual words, significance in multi-photos is
considered as an important measurement. In this procedure, we propose an app-
roach called “TF-DF” (term frequency - document frequency), which is opposite
to TF-IDF. In the whole dataset, the significance of a word decreases with the
number of documents containing the words increasing. It is easy to understand
that a word has less specificity if more documents in dataset contain it. However,
in our multi-photos M , all images are relevant to query q. Therefore, significance
of a visual word is proportional to its occurrence frequency in relevant images.
For the i-th visual word vi, its significance in multi-photos ωmpi

is defined as
follows:

ωmpi = ωtf−dfi × 1

|M |
∑

mj∈M

k
mj

i

vlmj

(7)

ωtf−dfi = ki × log(
n′

i

|M | ) (8)

where |M | denotes the number of images in multi-photos M,k
mj

i denotes the
occurrence frequency of the i-th visual word vi in mj , vlmj

denotes the number
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Algorithm 1. Select representative visual words
Input: q, ωEBM25, ωmp, V , kn3

Output: V ′

initialize V ′ = ∅;
for i = 1 : |V | do

ω0
i = eγ×ωEBM25i × ωmpi ;

end
for j = 0 : kn3 do

sort ωj in descending order;
transfer visual words corresponding to ωj

1 from V to V ′;
ωj
1 = 0;

for i = 1 : |V | do
compute ωsepi by Eq. 9;
ωj+1

i = eγ×ωEBM25i × ωmpi × ωsepi ;
end

end
return V ′;

of features in mj and n′
i denotes the number of images containing the i-th visual

word vi in multi-photos M .
We employ the separability measurement to make visual words compact. To

this end, elements in selected visual word set V ′ should be different from others
as much as possible. For the i-th visual word vi, its separability weight ωsepi

is
defined as:

ωsepi =

|V ′|∏

j=1

eβ×cossim(v′
j ,vi) (9)

where |V ′| is the number of visual words selected and v′
j is the j-th visual word

in V ′. β is the related parameter which is set to −0.04.
As Algorithm 1 demonstrates, our approach selects kn3 representative visual

words with three measurements including ωEBM25, ωmp and ωsep. Firstly, we
initialize V ′ with empty set and ω with ωEBM25 being multiplied by ωmp. Then,
for each iteration, we compute ωsep based on new V ′ and calculate ω again, and
the visual word corresponding to maximum of ω is added to V ′. The iteration
stops while there are required kn3 visual words in V ′. Finally, V ′ is returned as
the representative visual word set. In Algorithm1, the related parameter γ is set
to 0.03.

3.4 Spatial Consistency Verification

In this step, we rank and return result images with spatial relations between
visual words selected in Sect. 3.3. Different from existing studies that exploit
geometric relationships to filter false visual word matches, we use the spatial
consistency to compute similarity between query and each image in dataset. In
order to simply but effectively achieve retrieval, relative position of the repre-
sentative visual words is applied to measure the weight of an image. For each
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image I in dataset D, if relative positions of visual words in I is close to that
in query q, we reasonably consider I is similar with q for the robustness of rep-
resentative visual words and properties of instance search. Figure 4 shows an
illustration of spatial consistency verification using four visual words. For any
pair of visual words in V ′, the cosine similarity of their relative positions in q and
I is computed and added to the weight of I. The formula of spatial consistency
verification is given as follows:

Sim(I, q) =
∑

v′
i,v′

j∈V ′
ω0

v′
i
× ω0

v′
j

× eδ×RlI
(i,j) (10)

RlI (i, j) = max
ft
i ∈F i

I
,fc

j ∈F
j
I

cossim(L(fq
i ) − L(fq

j ), L(f t
i ) − L(fc

j )) (11)

where v′
i denotes the i-th visual word in V ′, F i

I denotes features of the image
I which belong to the visual word v′

i and f t
i is the t-th feature in F i

I . In our
implementation, we set the parameter δ to 0.06. To simplify computation, we
choose the first feature in query which belongs to the visual word v′

i as fq
i .

L(·) means the position coordinates of a feature in the corresponding image. We
calculate Sim(I, q) as its weight for each image I, and sort them in descending
order. Finally, the first kn4 images are returned as retrieved result.

Query Image in dataset

Fig. 4. Spatial consistency verification of four visual words. For each pair of visual
words, we compute the cosine similarity of their relative positions in the query and an
image in dataset. The cosine similarities of all pairs of visual words are accumulated
to compute the weight of this image.

4 Experimental Evaluation

4.1 Setup

Experimental Dataset. We conduct our experiments on Oxford building
dataset [10] which consists of 5,062 images collected from Flickr by searching
for particular Oxford landmarks. The collection has been manually annotated
to generate a comprehensive ground truth for 11 different landmarks, each rep-
resented by 5 possible queries. This gives a set of 55 queries over which an object
retrieval system can be evaluated.
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Evaluation Metric. In our experiments, average precision at the top N
(AP@N) is adopted to evaluate the performance of instance search. The evalu-
ation metric is defined as:

AP@N =
1

K

K∑

i=1

(Ri/N) (12)

where K is the number of queries and Ri is the number of relevant images in
the top N returned images for the i-th query.

Compared Methods. Three methods are compared with ours:

– Spatial coding (SC) [18]. Spatial coding was proposed to encode the relative
positions between each pair of features and filter false matches between images.
This method can effectively improve retrieval accuracy and reduce the time
cost of partial-duplicate image retrieval.

– Query expansion (QE) [3]. Three improvements of the query expansion were
proposed in the BoW-based particular object and image retrieval, which con-
tain preventing TF-IDF failure, the spatial verification and learning relevant
spatial context.

– Multiple photos (MP) [14]. This method firstly determines multiple relevant
photos and explores the high-level semantic information of an image by finding
the contextual saliency from the multiple relevant photos.

4.2 Comparison with Other Methods

In this section, we will compare the performance of our approach with SC, QE
and MP. They all use a codebook with 61,724 visual words. In comparison, we
set kn2 to 3 and kn3 to 30. For each query, we collect five relevant images and
five other images from the dataset to compose the candidate photo set P . Table 1
indicates that our approach can mine relevant photos accurately. Because kn2

is the number of returned images in the process of mining relevant photos, the
average precision decreases with kn2 increasing.

Table 1. AP of mining relevant photos.

kn2 2 3 4 5

AP 0.9818 0.9818 0.9773 0.9491

Figure 5 shows the average precision of SC, QE, MP and our approach. It
is obvious that the proposed approach outperforms other three state-of-the-art
methods. Different from the strong spatial constraint of SC, our method is more
tolerant of the deformation of instance. Due to multiple photos, we can select
more robust visual words. QE cannot achieve good performance when the query
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Fig. 5. Comparison in terms of average precision.

has poor quality such as low resolution. Compared with MP, our three crite-
ria can select more compact and representative visual words. Meanwhile, our
spatial verification can eliminate noise and rank the relevant image which con-
tains similar spatial relationships with each pair of selected visual words higher.
Therefore, our approach is superior to MP in top 1∼20. Moreover, our approach
achieves 1 for AP@50 in the 5 queries of Radcliffe Camera landmark and 0.9133
of AP@30 in the 5 queries of All Souls landmark. Figure 6 shows two queries and
part of retrieval results. It demonstrates that the proposed approach can return
the retrieval targets which are rotated, deformed, indistinct and incomplete.

Fig. 6. Part of retrieval results. The top row is a query of Balliol landmark and some
returned images, and the bottom row is a query of Hertford landmark and some
returned images.

4.3 Effect of Parameters

Effect of kn2. For the reason that an important criterion of selecting represen-
tative visual words in Sect. 3.3 is significance in multiple photos, the number of
multiple photos kn2 has great influence on results. Figure 7(a) shows the effect
of kn2 on average precision with 30 visual words. We can find that the average
precision increases with kn2 increasing. Therefore, the effect of selecting signif-
icant words in multiple photos is demonstrated. Meanwhile, our approach still
can achieve favorable results when kn2 is set to 2, which proves the flexibility
of our method. When kn2 reaches 5, the precision after top 20 rises slowly for
the reason that the accuracy of mining relevant photos decreases and more noisy
images are mined.
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Fig. 7. Effect of parameters.

Effect of kn3. The number of visual words which are used in spatial verification
process influences the retrieval precision. AP@10 is 0.5945, 0.6418, 0.6636, 0.6709
and 0.6745, when kn3 is 5, 10, 20, 30 and 50 respectively. Figure 7(b) demon-
strates that using more visual words can achieve better performance. Meanwhile,
our approach can achieve comparable performance with only 10 visual words.
The visual words are compact enough to adapt to poor wireless network envi-
ronment.

5 Conclusion

In this paper, we propose a novel approach for mobile instance search. We
compute the relevance of recent photos in user’s mobile device to generate
multi-photos. Then, three criteria including EBM25, significance in multi-photos
and separability are applied to select compact and representative visual words.
Finally, we adopt a simple but effective spatial verification method to gener-
ate the weight of each image and check the representativeness of selected visual
words. Our experimental results on Oxford building dataset show the superiority
of our approach compared to three state-of-the-art methods.
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Abstract. Deep neural networks have achieved state-of-the-art perfor-
mance on many applications such as image classification, object detection
and semantic segmentation. But the difficulty of optimizing the networks
still exists when training networks with a huge number of parameters. In
this work, we propose a novel regularizer called stochastic decorrelation
constraint (SDC) imposed on the hidden layers of the large networks,
which can significantly improve the networks’ generalization capacity.
SDC reduces the co-adaptions of the hidden neurons in an explicit way,
with a clear objective function. In the meanwhile, we show that training
the network with our regularizer has the effect of training an ensem-
ble of exponentially many networks. We apply the proposed regularizer
to the auto-encoder for visual recognition tasks. Compared to the auto-
encoder without any regularizers, the SDC constrained auto-encoder can
extract features with less redundancy. Comparative experiments on the
MNIST database and the FERET database demonstrate the superiority
of our method. When reducing the size of training data, the optimization
of the network becomes much more challenging, yet our method shows
even larger advantages over the conventional methods.

Keywords: Deep learning · Visual recognition · Auto-encoder

1 Introduction

Big data becomes a hot spot in recent years, owing to the rapid development
of the information technologies. Many methods and frameworks have been pro-
posed to deal with big data. Deep learning methods, which can learn high-level
representations from the raw data, have proven to be effective to learn represen-
tative features on big data [1,2].

Deep learning, including unsupervised methods and supervised methods have
achieved excellent performances on various tasks such as image classification,
object recognition, etc. However, supervised methods like convolutional neural
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network (CNN) [3] have several shortcomings in dealing with big data. One big
disadvantage is the lack of enough labeled data for training the deep super-
vised models. When the high quality labeled data is inadequate, the models
would easily become over-fitted. To relieve overfitting, a possible way is to use
unsupervised learning methods. Unsupervised learning methods like k-means
clustering [4], sparse auto-encoder and some graphical models [5–8] can extract
useful features on massive data automatically, without knowing any supervision
information of the training data. In this paper, we focus on the improvement of
unsupervised networks for visual recognition tasks.

Even with unsupervised networks, considerable problems still exist. Deep
unsupervised networks usually have massive parameters and multiple non-linear
hidden layers, which make them very hard to train. Aiming to train the large
networks efficiently, several regularizers and optimization methods have been
proposed in the literature. Optimization methods like Batch Normalization [9]
and Stochastic Gradient Descent (SGD) [10,11], network structures like denois-
ing auto-encoders [12], and regularizers like Dropout [13,14] and DropConnect
[15] perform well on benchmark tasks, remarkably improving the networks’ per-
formance.

Among these methods, Dropout is the most successful regularizer that have
proved to be effective in various types of networks and on various datasets.
Dropout is a simple but powerful regularization method proposed by Hinton
et al. in [13], which improves the performance of the network by reducing complex
co-adaptation of hidden layer activations. In addition, The stochastic process
in Dropout can achieve an effect of model averaging, which provides a way
of approximately combining an exponential number of different neural network
architectures and is easy to approximate the effect of averaging the predictions of
all these neural networks, providing a simple and inexpensive way to train large
models and reduce overfitting. Dropout fits for various models, such as feed-
forward neural networks and Restricted Boltzmann Machines (RBM) [16,17],
and improves the performance of neural networks in miscellaneous applications,
especially for computer vision tasks. However, Dropout optimizes the networks
in an implicit way. For instance, Dropout implicitly reduces the complex co-
adaption, but cannot quantify the correlation between hidden neurons explicitly.

To solve the problems in the conventional regularizers especially Dropout, in
this paper, we propose a novel regularizer called stochastic decorrelation con-
straint (SDC) to regularize the hidden layers of the network and make attempts
to improve the generalization ability of large networks. Specifically, we randomly
select a portion of the latent neurons, and then quantify their co-adaption using
our proposed regularizer. In our method, we use the correlation between the acti-
vations of two individual neurons to express their co-adaption. By constraining
the hidden layer, the correlations between those selected neurons are minimized.
Compared with Dropout, the proposed SDC quantify the co-adaptations between
the hidden neurons explicitly with an elegant objective function. By minimizing
the co-adaptions between the selected neurons, the network can learn decorre-
lated and less redundant features while still preserves the correlations between
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some of the neurons within the same layer, as these correlations may benefit the
optimization of the network. In the meanwhile, SDC has the capacity of model
averaging to make the training process much easier. That is to say, by randomly
selecting the neurons to be regularized in each training iteration, the network
learns a different network each time, as the connections and correlations between
the neurons are constrained to be quite different during each iteration. We apply
our regularizer to the hidden layer of the auto-encoder to establish a much more
efficient unsupervised feature learning system for visual recognition. We call it
the stochastic decorrelation constraint regularized auto-encoder.

The primary contributions of this paper are as follows: We proposed a novel
regularizer to optimize the unsupervised neural network. We explicitly formulate
the co-adaptions between the hidden neurons and reduce them with a clear
formula, to force the network to learn less redundant feature representations.
The proposed SDC optimizes the training of the network by implicitly averaging
over exponentially many networks which are trained with the hidden neurons
under different correlation states.

The remainder of this paper is organized as follows: In Sect. 2, we review
the related works about stochastic methods and correlation based methods in
deep neural networks. Section 3 describes our approach in details. In Sect. 4,
we evaluate the performance of the proposed optimization method on several
benchmarks, together with experimental analysis and comparison with other
typical methods. Section 5 is the conclusion of our work.

2 Related Work

Stochastic Methods. Denoising auto-encoder (DAE) [12] is an unsupervised
training network trained with a denoising technique. It can learn robust rep-
resentations by adding random noise to the input units of an auto-encoder.
A common way to perform DAE is to stochastically set partial components
of each input units to zero. DropConnect [15] is the an extension of Dropout.
Unlike our regularizer on the hidden neurons, DropConnect becomes a sparely
connected layer by randomly dropping a portion of connections with a rate p.

Correlation Based Methods. The cross-covariance penalty (XCov) is a decor-
relation method, proposed by Cheung et al. [18]. The XCov disentangle the
class-relevant variables (such as content of handwritten digits) and the latent
variables (such as form or style) in deep auto-encoder by minimizing the corre-
lations between the hidden neurons and the neurons in the classification layer.
Differently, our method minimizes the covariance between the hidden neurons to
better regularize the network. XCov tries to separate features for classification
and reconstruction, while our method aims at regularizing the unsupervised net-
works to learn decorrelated and non-redundant representations, and optimizing
the unsupervised networks.

Another decorrelating regularizer similar to ours is DeCov proposed in
[19], which can also reduce overfitting in deep neural networks by learning



SDC Regularized Auto-Encoder for Visual Recognition 371

decorrelated representations. DeCov conducts the decorrelation process on all
the neurons of one layer. It forces all the neurons to be independent of each
other, but ignores the fact that some neurons may not work effectively without
the mutual connection with each other. This is inspired by the biological fact
that neurons in the same layer in the brain are partly connected to each other.
This drawback may lead to some bad effects on training the network. Compared
to our method, another disadvantage of DeCov is the lack of randomness in the
training process. Our method regularize the hidden neurons stochastically, which
can result in an effect of model averaging.

3 Approach

3.1 Unsupervised Feature Learning Framework

We use unsupervised networks to learn useful features. Specifically, We first
extract patches from the images and train a single-layer auto-encoder on the
raw patches. Then we reshape the learned filters of the auto-encoder into con-
volutional kernels and use the kernels to convolve the input images into feature
maps, which are further condensed with a pooling operation. We train this net-
work in an unsupervised way to extract meaningful feature representations.

After feature extraction, we use these features and training data labels to
train a linear SVM classifier. During the testing procedure, we first extract fea-
tures of the testing images, and then utilize the linear SVM to classify the learned
features.

3.2 The Stochastic Decorrelation Constraint Auto-Encoder

SDC is performed on the hidden activations of the auto-encoder over a minibatch.
In our work, we use minibatch SGD [11] method to train the network and the
input data are divided into several minibatches. For convenience, in this part we
focus on the optimization procedure over one minibatch in a certain iteration.

Suppose we have the input data batch X = [x1, x2, ..., xM ], which contains
M samples, xm ∈ RK denotes to the m-th sample. Our neural network is a
single hidden layer auto-encoder with N units in hidden layer. The batch X is
then mapped to the hidden activations A = [a1, a2, ..., aM ], where am ∈ RN , am

i

denotes the activation of unit i and m ∈ {1, 2 · · · ,M} means the m-th sample
in a batch. Let JSDC denote the loss of our regularizer (SDC loss), JAE denotes
the reconstruction loss of the basic auto-encoder and J denotes the total loss of
the network. The process of our method is represented briefly in Fig. 1(a).

Random Neuron Selection. In detail, we set a proper random decorrelated
rate r (0 < r < 1) and choose r·N hidden units to be decorrelated and temporar-
ily set the other hidden units’ activation to zero. Specifically, a random matrix
R ∈ RM×N is generated, where R ∼ Bernoulli(r). Let Â = [â1, â2, ..., âM ]
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Fig. 1. (a) The input batch X is mapped to representation A. Then A is mapped back
to the input’s reconstruction X̂. To regularize the hidden layer, We randomly select a
portion of the hidden neurons Â using a random selected matrix R and calculate the
covariance (the SDC loss) of the activations of these neurons. The total loss function
J is the weighted sum of the SDC loss and the basic auto-encoder loss. (b) The back
propagation process of loss: the solid lines mean both the gradient of the JAE loss and
the gradient of the JSDC loss, while the dotted lines means only the gradient of the
JAE loss.

denotes the matrix of hidden units’ activation after the random neuron selec-
tion. âm

i correspondingly denotes the activation of the i-th hidden unit for the
m-th sample in a particular batch. ‘◦’ means element-wise multiplication. Then
we have:

Â = R ◦ A. (1)

Co-adaption Formulation. We compute the cross-covariance of Â to get the
SDC loss, which can help to disentangle all random selected hidden units and
reduce their correlation. Let variable Cov denote the covariance matrix between
all activations in hidden layer. Then, we have:

Cov =
1
M

(
Â − μ

)
·
(
Â − μ

)T

=
1
M

(R ◦ A − μ) · (R ◦ A − μ)T (2)

where μ = 1
M

∑M
m=1 âm is the mean of the hidden units’s activation over a batch.

Our goal is to minimize the correlation between randomly selected activa-
tions. SDC is a sum-squared cross-covariance term between the hidden units’
activation over a batch of samples. Since we want to reduce the covariance
between different activations, the variance of each hidden unit’ activation has
no practical use, but increases the value of cross-covariance. So we subtract the
diagonal of the Cov matrix. Our final SDC is given in Eq. 3.

JSDC =
1
2

(‖ Cov ‖2F − ‖ diag(Cov) ‖22
)
. (3)
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When finally adding the SDC loss, the overall objective function used to train
the neural network is defined in Eq. 4.

J = JAE + JSDC

= ‖ X̂ − X ‖2 +
γ

2
(‖ Cov ‖2F − ‖ diag(Cov) ‖22

)
. (4)

The first loss is the typical squared cost for the auto-encoder and the second
loss is our regularization term we add to constrain the hidden neurons. The new
parameter γ controls the weight of SDC in the objective function. Figure 1(b)
shows how the two losses act on the network through back propagation pro-
cedure. As is shown in Fig. 1(b), suppose we select two hidden layer’s neurons
to decorrelate, the unselected neurons only propagate back the gradients of the
JAE loss, without the JSDC loss.

Gradient Propagation. We now describe the back propagation procedure.
Since the derivatives of the reconstruction loss term have been provided in pre-
vious work, the key step is to compute the partial derivatives of the SDC loss.
By referring to Eq. 3, we can compute the derivative of the SDC loss as described
in Eq. 5.

∂JSDC

∂Â
= (Cov − diag(Cov)) · (Â − μ)

= (Cov − diag(Cov)) · (R ◦ A − μ) . (5)

Theoretical Analysis. In the above deduction, we quantity the correlation
of features numerically with cross-covariance. Cross-covariance is a useful mea-
surement for the correlation of two random variables. In neural networks, if
the cross-covariance is large, it implies that the two latent features have high
linear correlation, which also means there may be large redundancy between
features in neural networks. Thus, the SDC loss theoretically reduces the cor-
relation between features. Notice that we randomly select a part of neurons to
conduct this decorrelation process. SDC preserves the co-adaption of a few neu-
rons and decorrelates other features. Our method proves to be more effective on
improving model performance than full decorrelation in the following contrast
experiments. Furthermore, the random selection procedure provides the network
with stochasticity, which means we conduct decorrelation on different neurons
over different batches. This leads to a result of training an exponential number
of networks during the whole training procedure. Hence our regularizer has the
ability of model averaging, which makes the model more robust and adaptive to
datasets of various distribution.

4 Experiments

In our experiment, we conduct unsupervised feature learning procedure to
extract useful features from the raw images. The learning model is a single layer
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auto-encoder. To evaluate the performance of SDC on network optimization, we
compare our method with Dropout, DropConnect and DeCov on two benchmark
datasets: the MINST dataset [20] and the FERET dataset [21].

4.1 Datasets Description

The MNIST Dataset. The MNIST handwritten digits database [20] consists
a training set of 60000 samples and a test set of 10000 samples. The handwritten
digits have been size-normalized and centered in a 28 × 28 image. These images
are labeled with 0–9 (10 classes) different digits. Samples are given in Fig. 2(a).

The FERET Dataset. The facial recognition technology database (FERET)
[21] is a standard database of facial images. The whole FERET database consists
of 14051 gray scale images of human heads with several different views ranging
from left to right profiles. In our work, the FERET dataset we use is a subset of
the whole FERET database, which contains 200 identity labels. Each identity
has 7 different facial emotion and illumination. The facial images are cropped
to a fixed 80 × 80 size. Examples are shown in Fig. 2(b). We choose four images
from each identity class together to form the training dataset, containing totally
800 images. The remaining 600 images are used as the testing dataset.

(a) (b)

Fig. 2. Sampling images from the databases: (a) MNIST; (b) FERET.

4.2 Model Architecture

The model architecture for the MNIST dataset is a single layer auto-encoder
with 500 units in the hidden layer. The kernelsize of convolution is 11 × 11
and the pooling region size is 6 × 6. We use the max pooling to subsample the
generated feature maps. We set the SDC rate r as 0.4.

The model of the FERET dataset has similar architecture with that of the
MNIST dataset. The model architecture for the FERET dataset is a single layer
auto-encoder with 1000 units in the hidden layer. The kernel size of convolution
is 9× 9 and the pooling region dimension is 12× 12. We choose the max pooling
to subsample the features. We set the SDC rate r as 0.4.
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4.3 Experiments and Results

Effect on Decorrelation. In order to verify whether our proposed SDC
method can reduce the correlation between hidden neurons, we compute the
cross covariance of the activations in the hidden layer using two methods (the
proposed SDC, the basic AE) after each iteration. Figure 3 shows the changing
curve of the cross covariance.
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Fig. 3. The cross covariance of hidden neurons changing with iteration when using two
methods (SDC and basic AE).

In Fig. 3, the cross covariance with SDC is much lower than that without
SDC in the whole process. As the iteration increases, the cross covariance with-
out SDC increases obviously, while it reduces gradually with SDC. This experi-
ment demonstrates that the proposed SDC method can significantly reduce the
cross covariance of hidden neurons, which means that SDC has a good effect of
decorrelating the hidden neurons.

Effect on Filters. As described in Sect. 3, the proposed SDC have the effect
on decorrelating activations in the hidden layer. In this part, we will analyze
the effect of SDC on feature representation. To show the impact of SDC on
features directly, we visualize the filters learned with or without the proposed
SDC method. Figure 4 shows the visualization of filters on the MNIST dataset.

(a) (b)

Fig. 4. Visualization of filters learned with or without the proposed SDC method on
the MNIST database. (a) Filters without SDC; (b) Filters with SDC
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The filters in Fig. 4(b) contain much more edge information from the image
than that in Fig. 4(a). This contrast experiment shows that decorrelating the
hidden neurons have apparent effects on learning good features. Furthermore, it’s
evident that SDC can detect meaningful features and improve the optimization
of the network.

Visual Recognition. In our experiment, we train an auto-encoder with differ-
ent regularizers for visual recognition. We compare the proposed SDC method
with Dropout, DropConnect and DeCov. We conduct visual recognition experi-
ments on both the MNIST dataset and the FERET dataset with the following
different methods including the basic AE, Dropout, DropConnect, DeCov and
SDC. In order to see the combination effect of different methods, we also com-
bine DeCov and SDC with the typical method Dropout. All hyper-parameters
are optimized on the validation set, the validation set is a 10% division of the
training set. The classification results on each dataset are given in Table 1.

Table 1. The test accuracy of different methods on MNIST and FERET.

Method MNIST FERET

Basic AE 99.02 80.5

Dropout 99.04 80.5

DropConnect 99.21 80.83

DeCov 99.12 80.83

SDC 99.3 81.5

DeCov + Dropout 99.19 79.5

SDC + Dropout 99.28 81.33

In Table 1, the best performing method for the classification task is the pro-
posed SDC, with the highest testing accuracy of 99.3% for the MNIST dataset
and 81.5% for the FERET dataset. Replacing SDC with Dropout reduces the test
accuracy to 99.04% for the MNIST dataset and 80.5% for the FERET dataset.
It can be concluded that our SDC method outperforms all the other methods on
both the MNIST dataset and the FERET dataset, indicating that SDC is effec-
tive and workable on different datasets. It also performs well when we combine
the SDC and Dropout method.

By carefully comparing the results of different methods in Table 1, we can
find out some interesting phenomena. For instance, Dropout method seems not
so effective on our single layer auto-encoder. It is clearly shown in Table 1 that
the proposed SDC method achieves apparent promotion compared to the basic
auto-encoder, while Dropout achieves a little improvement on the two datasets.
It indicates that Dropout may not perform well on all the datasets and all the
networks. Our regularizer outperforms Dropout in regularizing the auto-encoder.
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Effect of Data Size. Since SDC achieves better performance with adequate
training data, in this part, we will analyze the performance of SDC with different
sizes of training data to see how our method performs with small size’s training
data. We conduct this experiment with five methods (the basic AE, Dropout,
DropConnect, DeCov and SDC) on the subsets of the MNIST dataset and the
FERET dataset.

For the MNIST dataset, the number of training images varies in [1000, 3000,
5000, 7000, 9000] and the test dataset remains the same. On each training data
size, the classification performance of these methods is evaluated using the test
accuracy. Results are shown in Table 2. It’s obvious that SDC holds the highest
testing accuracy even when training the auto-encoder with insufficient data. For
instance, SDC outperforms the basic auto-encoder with the accuracy promotion
of 0.54% when the training data size is 1000, while other methods like Dropout
have less promotion.

Table 2. The comparison result of four methods on MNIST when training data size
varies in [1000, 3000, 5000, 7000, 9000].

Method 1000 3000 5000 7000 9000

Basic AE 95.76 97.58 98.36 98.57 98.78

Dropout 95.92 97.64 98.16 98.7 98.64

DropConnect 96.01 97.66 98.39 98.61 98.76

DeCov 95.79 97.6 98.08 98.61 98.84

SDC 96.3 97.72 98.55 98.73 98.86

Similarly, for the FERET dataset, the number of training images varies in
[200, 400, 600, 800]. For each class of the FERET facial images, we randomly
choose 1, 2, 3, 4 images for training, corresponding to the 200, 400, 600, 800
subset size. Table 3 shows the classification result on this dataset. We note that
SDC holds the perfect performance as the training data decreases. When we
use only 200 training data, replacing the basic auto-encoder with our method
achieves the improvement of 3.67%. Adding DropConnect on basic auto-encoder
obtains the improvement of 1%. Replacing the basic auto-encoder with DeCov
gains a 1.5% promotion. Using Dropout reduces the improvement to 0.5%.

In summary, the proposed SDC method achieves excellent performance with
small training data on both the MNIST dataset and the FERET dataset as
shown in Tables 2 and 3. These results indicate that when we decrease the train-
ing data size, though the training of auto-encoder becomes much harder, SDC
method even have larger advantages over the other methods, showing that our
method has much better generalization ability and is more robust than the con-
ventional regularizers.
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Table 3. The comparison result of four methods on FERET when training data size
is 200, 400, 600 and 800.

Method 200 400 600 800

Basic AE 39.33 60.67 71.5 80.5

Dropout 39.83 60.5 71.16 80.5

DropConnect 40.33 58.67 71.67 80.33

DeCov 40.83 61.17 72.5 80.83

SDC 43 62.17 73.67 81.5

Hyper-Parameter Analysis. Two new hyper-parameters are introduced to
our method, in this part, we give some analysis for the hyper-parameters, as they
may have an influence on the network. One parameter is γ (the penalty weight
of SDC), which is set to 10 and need be set smaller like 1, 0.1 or 0.01 when
decreasing the number of training images in our experiment. The other parame-
ter is the SDC rate r, which controls the number of neurons for decorrelation.
We use full dataset of MNIST and FERET to train our models. We let the SDC
rate r vary in the range [0.1–0.9] when keeping the other variables constant. The
classification results are shown in Fig. 5. From Fig. 5, as the SDC rate changes,
the classification performance changes rapidly. The results in Fig. 5 show that
the neuron selection rate of SDC has an vital impact on the performance of the
network. However, we can still draw an empirical conclusion that SDC gets best
performance on both datasets when the SDC rate is 0.4. In real applications,
the hyper-parameters can be obtained by grid search on the validation set.
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Fig. 5. The curve of test accuracy when r varies in [0.1–0.9] on different datasets.

5 Conclusion

In this paper, we propose a novel SDC regularizer to optimize the auto-encoder.
The SDC method reduces co-adaptions between randomly selected neurons in
the hidden layer, which enforces the deep networks to have the stochastic and
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decorrelated properties. The stochastic property contributes to model averaging,
making the network more robust and adaptive to datasets of various distribu-
tions. Compared with Dropout, SDC quantifies the correlation of the hidden
neurons explicitly. The proposed regularizer enables the network to learn non-
redundant representations from raw images. Our experimental results on the
benchmarks indicate that our SDC method achieves much better performance
than the conventional regularization methods, especially when the training data
is inadequate.
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Abstract. With the development of multichannel audio systems, the 3D audio
systems have already come into our lives. But the increasing number of channels
brought challenges to storage and transmission of large amounts of data. Spatial
Audio Coding (SAC), the mainstream of 3D audio coding technologies, is key
to reproduce 3D multichannel audio signals with efficient compression. Just
Noticeable Difference (JND) characteristics of human auditory system can be
utilized to reduce spatial perceptual redundancy in the spatial parameters
quantization process of SAC. However, the current quantization methods of
SAC fully combine the JND characteristics. In this paper, we proposed a Per-
ceptual Lossless Quantization of Spatial Parameter (PLQSP) method, the azi-
muthal and elevational quantization step sizes of spatial parameters are
combined with JNDs. Both objective and subjective experiments have con-
ducted to prove the high efficiency of PLQSP method. Compared with reference
method SLQP-L/SLQP-H, the quantization codebook size of PLQSP has
decreased by 16.99% and 27.79% respectively, while preserving similar lis-
tening quality.

Keywords: 3D audio � Spatial parameters � Quantization � JND

1 Introduction

With the booming of audio playback technologies, audio systems have gone through
mono, stereo, tomultichannel audio systems. And the typical multichannel audio systems
developed from ITU 5.1-channel [1] to NHK 22.2-channel [2], Dolby Atmos 64-channel
[3] and even more channels. Owing to more channels set in Three-Dimensional (3D)
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space, multichannel audio systems are able to reproduce virtual sound source in 3D space.
However the increasing number of channels brought challenges to storage and trans-
mission of large amounts of data at the same time. Therefore, high-efficient compression
schemes for multichannel audio coding play an important role on 3D multichannel audio
systems.

In recent years, scholars attach much importance to Spatial Audio Coding
(SAC) [4] for high-efficient compression. Rather than individually encoding signal in
each channel, the multichannel signals are represented as a mono or stereo signals,
called downmix signal. To reproduce the multichannel audio signals at the decoder,
spatial parameters are extracted in the encoder and transmitted to decoder as side
information of downmix signal.

In traditional SAC systems (e.g. MPEG Surround [5], MPEG-H 3D Audio [6]), the
Inter-Channel Level Difference (ICLD) is the most important spatial parameter [5],
which are extracted between two channel signals. So the spatial sound image must be
located between two loudspeakers, no matter how ICLD changes. Although ICLD are
certain values without threshold, but the azimuths and elevations of virtual sound source
in 3D space has threshold, such as each azimuth can only stay at a 360° circle. Instead of
using ICLD between channel pair as spatial parameter, azimuths and elevations of
virtual sound source expressing spatial information are more closely related to the
spatial location of virtual sound source. Thus, Cheng proposed the S3AC (Spatially
Squeezed Surround Audio Coding) [7, 8] method, which includes Spatial Localization
Quantization Point (SLQP) [8] methods for quantizing 3D virtual sound source loca-
tions. But SLQP methods have too many codewords that didn’t make for high-efficient
compression, and it doesn’t take spatial psychological acoustics into full account.

Over last decades, many researches in spatial psychological acoustics can be used
to encode of SAC. Typically, changing sound source’s azimuth/elevation must reach a
certain angle to be detected, because of human auditory system’s limitation. These
required minimum detectable angles is named as Just Noticeable Difference (JND) [9].
If the spatial parameters’ quantized distortion can be limited below JND thresholds, the
quantization is almost perceptual lossless. In our previous work, Gao proposed a JND
Based Spatial Parameter Quantization (JSPQ) method [10, 11], but its codebook only
suits to 2D space.

In this paper, we proposed a Perceptual Lossless Quantization of Spatial Parameter
(PLQSP) method, the generation of elevations quantization codebook will be described
in details, and the generation of azimuths quantization codebook in several planes
expand from JSPQ. Both objective and subjective test are included to confirm the
efficiency of PLQSP method, and experiment system employed S3AC coding structure.

2 Overview of Spatial Audio Coding

2.1 The Typical Structures

According to the extraction method of spatial parameter, there are mainly two kinds of
coding structures of SAC. One typical method is the tree scheme coding structure used
in MPEG surround [5] and MPEG-H 3D [6].
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Another typical structure is based on virtual sound source. The multichannel signals
can be replaced by a virtual sound source and spatial location information (azimuths,
elevations, etc.). The mainly virtual sound estimation techniques are based on Vector
Based Amplitude Panning (VBAP) [12], a part techniques of S3AC [8], etc. After
spatial parameters quantization and virtual sound signal quantization, the encoder
composes at last. At the decoder, with inverse quantization of virtual sound source and
spatial parameters, 3D multichannel signals will be reproduced by general panning
techniques such as VBAP or Higher Order Ambisonics (HOA) [13].

2.2 Extracting Virtual Sound Source

In S3AC structure [8], a loudspeaker is located at azimuth li, elevation gi, as shown in
Fig. 1. The pi represents the loudspeaker signal, where i is loudspeaker index. And pi
can be decomposed into x-y-z coordinate system as:

pi ¼ gi �
cos li� cos gi
sin li� cos gi

sin gi

2

4

3

5 ð1Þ

The gi is gain of this loudspeaker. All loudspeaker signals N form a virtual sound
source, and the resulting source level g will be calculated by orthogonally decomposed
components over the three axes as:

g2 ¼ ½
XN

i¼1
gi� cos li� cos gij j�2 þ ½

XN

i¼1
gi� sin li� cos gij j�2 þ ½

XN

i¼1
gi� sin gij j�2 ð2Þ

The azimuth µ and elevation η of virtual sound source can be estimated by:

tan l ¼
PN

i¼1 gi� sinli� cos giPN
i¼1 gi� cos li� cos gi

ð3Þ

Fig. 1. A Loudspeaker Signal Located at azimuth li, elevation gi
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tan g ¼
PN

i¼1 gi� sin giffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 gi� cos li� cos gi

� �2 þ PN
i¼1 gi� sin li� cos gi

� �2
q ð4Þ

At the same time, the downmix signal at each frequency bin will be estimated by
formula (5), the phase information e/M is chosen from channels with the highest
amplitude.

S kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
g2ðkÞ

p
� e/M ð5Þ

2.3 Analysis of Spatial Parameters

According to spatial perceptual characteristics of human auditory system, people have
different JNDs in different azimuths and elevations. Firstly, the smallest azimuthal JND
corresponds to front directions, bigger JND for rear directions and biggest azimuthal
JND for side directions [14]. Secondly, the azimuthal JNDs in different elevations have
significant differences [14]. With the elevation increasing, the JNDs in the same azi-
muth but different elevations are also different, and the azimuthal JND is increasing
with the elevations’ increasing [14]. Thirdly, with the increasing of elevation, eleva-
tional JNDs increase too [15].

So the azimuths/elevations with small JNDs allow small quantized errors, the
azimuths/elevations with big JNDs allow big quantized errors. In other words, the
quantization step sizes of bigger elevations should be bigger; for front/side/rear azi-
muths, the quantization step sizes of front should be smallest, the quantization step
sizes of side should be biggest.

In the structure of S3AC, each azimuth and elevation will be quantized by SLQP
methods. The SLQP quantization values distributions are shown in Fig. 2. Each value
consists of location information described as azimuth and elevation. The SLQP-L
represents quantization values distribution in 3D space with low precision; the SLQP-H

Fig. 2. Quantization values distributions in SLQP. (a) Quantization of azimuth and elevation
with low precision, denoted as SLQP-L; (b) quantization of azimuth and elevation with high
precision, denoted as SLQP-H.
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represents quantization values distribution in 3D space with high precision. Each point
represents a quantization value of azimuth and elevation. Any point located in the
interval between two adjacent quantization values is quantified as a value closer to this
point. In other words, every quantization interval endpoint between two adjacent points
is quantization points’ midpoint.

For SLQP-L, a 10° for elevation resolution is utilized, an azimuth precision of 3° is
used for horizontal plane, and the quantization precision reduction between layers is 12
values. For example, while the 0° elevation layer has 120 values, the 10° elevation
layer has 108 values. For SLQP-H, a 5° for elevation resolution is utilized, an azimuth
precision of 2° is used for horizontal plane, and the quantization precision reduction
between layers is 10 values.

As show in Fig. 2, the uniform quantization in elevations and azimuths at the same
layer didn’t follow azimuthal/elevational JND features. Taking horizontal plane’s JNDs
for example, the minimum JND is about 8.6° [14] at side directions, but the high
precision SLQP method (SLQP-H) quantization interval is 1° (Because the distance
between two adjacent quantization values are 2°). That caused a lot of perceptual
redundant information.

Considering 1024 points 50% overlapping and windowing with Short-Time Fourier
Transform (STFT) or Modified Discrete Cosine Transform (MDCT), if spatial
parameters are extracted at each frequency bin by SLQP-L/SLQP-H methods in
48 kHz audio, the bit rates are about 450.16 kbps and 517.49 kbps. Obviously, these
bit rates are unacceptable.

3 Proposed PLQSP Method of Spatial Parameters

Although spatial parameters quantization is independent of the coding structure, the
proposed Perceptual Lossless Quantization of Spatial Parameter (PLQSP) method can
be applied to many kinds of coding structures. But in order to effectively evaluate
quantization method with SLQP method, S3AC coding structure is applied. The azi-
muth and elevation at each frame and each frequency bin can be calculated by
formula (3), (4).

3.1 The Design of Elevational Quantization

For any elevation, if elevation is quantized with quantization error below the corre-
sponding elevational JND, the elevation is perceptually lossless quantized. It is prin-
ciple of proposed spatial parameters quantization method.

Given one elevation C and JND of C, the quantized interval region of C can be
calculated. All elevations in the quantized interval region should be quantized as C and
all the quantization error will not be bigger than their JNDs. If every elevation is
divided into corresponding quantization interval regions, elevations will be perceptu-
ally lossless quantized.

The JND data can only be obtained by subjective listening tests. And these data
would be different from different listeners. The test environments would also influence
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the results of one listener. So the final JND data is usually an average from multiple
listeners. Besides, it is impractical to get JND data of all azimuths/elevations by lis-
tening tests. During the listening tests, a few of typical azimuths/elevations with limited
resolution are got. By interpolating to these data, higher resolution JND distributions
will be obtained. The elevation JND data are used from [15] with one decimal place.

Given an elevation Ki from 0° to 90° with an increase of λ, it is obvious that:

Kiþ 1 ¼ Ki þ k or Ki ¼ Kiþ 1 � k ð6Þ

If λ is just noticeable difference in the listening test, that is to say: k ¼ JNDKi ,
formula (6) can be express by:

Kiþ 1 ¼ Ki þ JNDKi or Ki ¼ Kiþ 1 � JNDKi ð7Þ

The following procedures are inspired by formula (7).
First of all, the start value EV0 ¼ 0� is selected, all quantization values will be

obtained by recurrence. For one quantization value EViði� 0Þ, the corresponding
endpoint EEi of quantization interval region is expressed as:

EEi ¼ EVi þ JNDEVi ð8Þ

After getting EEi, the EViþ 1 can be calculated:

EViþ 1 ¼ EEi þ JNDEEi ð9Þ

Then, the EEiþ 1 can also be calculated:

EEiþ 1 ¼ EViþ 1 þ JNDEViþ 1 ð10Þ

As shown in Fig. 3, the interval region of EViþ 1 is ½EEi;EEiþ 1Þ, and the recurrence
ends up when EEi or EVi reaches 90°.

Finally, the elevational quantization values distribution is shown in Fig. 4. It has 7
values; in other words, the quantization values in 3D space consist of 7 layers, and
azimuth quantization values are in these layers.

Fig. 3. The demonstration of elevational quantization value generation
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3.2 The Design of Azimuthal Quantization

The azimuthal JND data comes from [14]. The quantization of azimuth is similar with
the quantization of elevation, but the start value is AV0 ¼ 90�. There are two proce-
dures to obtain other azimuthal quantization values. One procedure is from AV0 to 0°,
another procedure is from AV0 to 180°. Each layer (without elevation = 90°) will have
these two procedures, generating azimuthal quantization values in one layer expand
from previous research [10].

Considering listening perceptual symmetry, the quantization values distribution
from 0° to −180° is same with values from 0° to 180° except the sign. After all the
layers (without elevation = 90°) generating azimuthal quantization values, the distri-
bution of quantization values in 3D space are obtained as Fig. 5. There is only a point
rather than a circle when elevation = 90°, so the azimuthal quantization value in ele-
vation = 90° is azimuth = 0° in any situation.

3.3 Compression of Codewords

After azimuths and elevations are respectively quantized as codewords, the differential
Huffman coding will be conducted to compress bit rates.

Fig. 4. The distribution of elevational quantization values

Fig. 5. Distributions of azimuthal quantization values of PLQSP in 3D space
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For elevations, the first time frame at each frequency bin coding by binary coding
(3 bits), expressed as indexð0; kÞ (or indexðn; kÞ; n ¼ 0, n is the number of frame). From
second to the last time frame, the difference of quantization index in each two adjacent
time frames is calculated:

diff n; kð Þ ¼ index n; kð Þ � index nþ 1; kð Þ ð11Þ

Then, according to Huffman codebook of difference of elevational quantization
index, each diffE n; kð Þ is processed by Huffman coding.

For azimuths, although the different size of codebooks and virtual sound source change
among layers, but the Huffman codebook of difference of azimuthal quantization index is
universal. In other words, even though two adjacent time frames may come from different
layers, but decoder can decode the azimuth information by elevation and difference of
azimuthal quantization index. In order to contribute fluctuation range, not every layer’s
indices starts with index number ¼ 0. When elevation = 0° layer, the mid codeword is
index number ¼ 26, other layers mid codeword is also defined as index number ¼ 26.
That is to say: except elevation = 0° layer, each layer is not start with index number ¼ 0.
The azimuths difference coding is the same with elevations by using formula (11).

4 Experiments

Both objective and subjective experiments were included to test the performance of
PLQSP method. In next paragraphs, the contrast with SLQP in 3D space will be
showed. In order to ensure the fairness of the comparison, the S3AC coding structure is
selected as experiment system.

4.1 Analysis of Quantized Distortions

The quantized error of spatial parameters will directly affect the spatial perceptual
quality. In this part, the absolute quantized errors of azimuths and elevations were
calculated respectively. And absolute quantized error is given in formula (12):

Eq ¼ Ang� Cq

�� �� ð12Þ

The Ang represents the azimuths/elevations before quantization, the Cq represents
the value of codeword after quantization, and the Eq represents the absolute quantized
error in quantization process. In order to facilitate observation, find peaks in Eq data
and draw a plot to reflect the trend of distortion.

The absolute quantized error of elevations at 0° to 90° were shown in the Fig. 6.
The JND curve from [15] are utilized to evaluate the perceptual distortion of elevational
quantization. When quantized error is bigger than JND, spatially perceptual distortion
is inevitable. However, if quantized error is smaller than JND, perceptual redundancy
will exist.

Owing to compact quantization step sizes in SLQP-L/SLQP-H, the quantized errors
are smaller than PLQSP method except SLQP-L at relatively low elevations. But
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perceptual redundancies will lead to inefficient compressions of spatial parameters. The
error curve of PLQSP is almost in accordance with the JND curve. It will contribute to
high efficient compressions of spatial parameters.

Like quantized errors of elevations, SLQP-L/SLQP-H quantized errors of azimuths
are smaller than PLQSP that is not good enough to compression. And PLQSP method
is still almost in accordance with the JND curve at each layer. More details about
analysis azimuthal quantization are shown in [10, 11].

4.2 Analysis of Bit Rates

Since the correspondence between quantization values and codewords, SLQP-L has
658 codewords and SLQP-H has 1729 codewords. As shown in Fig. 5, PLQSP method
has 7 layers, the number of quantization codewords is 219 codewords in total.

If using binary coding to encode spatial parameters as one-dimensional table, the
comparison of bits rates (with two decimal place) in each spatial parameter is show in
Table 1. Compared with SLQP-L, SLQP-H, the bit rate of PLQSP method has
decreased by 16.99% and 27.79% respectively.

Considering 1024 points 50% overlapping and windowing with STFT or MDCT, if
spatial parameters are extracted at each frequency bin by PLQSP method in 48 kHz
audio, the bit rate is about 373.69 kbps with taking spectral symmetry into account.
Obviously, this bit rates is unacceptable in practical application, rather than
450.16 kbps and 517.49 kbps by SLQP-L/SLQP-H methods. So the differential
Huffman coding in Sect. 3.3 is used.

Fig. 6. Quantized errors of elevations in different methods compared with elevational JND data

Table 1. The comparison of binary coding bit rates in each spatial parameter

Methods Bit Rates (bits)

PLQSP 7.77
SLQP-L 9.36
SLQP-H 10.76
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Currently, there didn’t have published 3D multichannel standard test audio, the test
sequences in this paper were produced by VBAP. So bit rates and subjective test will
using four 19-channel (22.2-channel without 2 LFEs and 3 bottom loudspeakers)
sequences with 48 kHz. The details of sequences are in the Table 2.

The differential Huffman coding is only applied in PLQSP method, because SLQP
codebooks is too large that differential Huffman encoding is unable to obtain satisfactory
results. The bit rates of PLQSP with differential Huffman coding are shown in the
Table 3. The average total bit rate is about 254.96 kbps. The comparison of bit rates in
different methods (The bit rate of differential Huffman coding is an average.) are shown in
Fig. 8. Compared with binary coding PLQSP method, PLQSP with differential Huffman
coding has decreased by 31.77%; compared with binary coding SLQP-L/SLQP-H
method, it has decreased by 43.36% and 50.73% respectively (Fig. 7).

Table 2. Details of test audio signal

Names Duration (s) Details

Sequence 1 10.73 Moving voice source, birds and running water
Sequence 2 10.97 Noisy crowd street, moving trumpets and other

moving musical instruments
Sequence 3 4.79 Fast running racing cars and live broadcast sound
Sequence 4 20.00 Pop song, complex electronic music and moving song source

Fig. 7. Comparison of bit rates in different methods

Table 3. Bit rates of PLQSP with differential Huffman coding

Names Azimuthal Bit Rates (kbps) Elevational Bit Rates (kbps) Total (kbps)

Sequence 1 129.71 81.99 211.70
Sequence 2 177.85 98.09 275.94
Sequence 3 224.44 48.52 272.96
Sequence 4 165.76 93.47 259.23
Average 174.44 80.52 254.96
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4.3 Subjective Test

Subjective test was intended to evaluate the spatial quality of PLQSP method of spatial
parameters. Listeners need to rank the perceived spatial quality of audio sequences with
different quantization methods against the original audio sequences. The subjective test
scheme MUSHRA of ITU-R BS.1534-1 [16] was employed with a 22.2-channel
system (without 2 LFEs and 3 bottom loudspeakers). There were 6 audio sequences
used in each MUSHRA test: an original sequence from Table 3 as a reference; an
original sequence as a hidden reference; a spatial quality degraded original sequence as
a hidden anchor; and test signals coding by PLQSP/SLQP-L/SLQP-H. This test is
focused on evaluating virtual sound sources among test sequences.

There were 10 male and female graduated students aged from 20 to 30 taking part
in subjective tests, whose research areas are audio signal processing. And were trained
before the test. The mean scores with 95% confidence interval of MUSHRA for spatial
audio quality of different quantization methods are shown in Fig. 8.

It is apparently that PLQSP method didn’t fade next to SLQP methods in spatial
perceptual qualities, and the advantages of SLQP-H/SLQP-L in average scores are only
3.13% and 1.62% respectively.

In total, the proposed PLQSP reduces the bit rates while keeping listening qualities
similar with SLQP methods.

5 Conclusion

In this paper, we proposed a Perceptual Lossless Quantization of Spatial Parameter
(PLQSP) method for 3D multichannel audio based on human perceptual characteristics
just noticeable difference (JND) and differential Huffman coding. Both objective and
subjective evaluations experiments are conducted to test the performance of proposed
PLQSP method compared with SLQP methods in respect of quantized distortions, bit
rates and listening qualities. We found that the proposed PLQSP method had lower bit
rates compared with SLQP methods while keeping listening qualities similar with
SLQP methods.

Fig. 8. Subjective test scores for original, anchor sequences and different quantization methods
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For future work, we plan to expand the PLQSP codebook to suit for 3 bottom
loudspeakers of 22.2-channle system and apply PLQSP method into practical 3D audio
coding systems. On the other hand, we also plan to apply PLQSP into metadata
quantization of Spatial Audio Object Coding (SAOC).
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Abstract. Multiple foreground cosegmentation (MFC) has being a new
research topic recently in computer vision. This paper proposes a frame-
work of unsupervised multiple object cosegmentation, which is composed
of three components: unsupervised label generation, saliency pseudo-
annotation and cosegmentation based on MIML learning. Based on
object detection, unsupervised label generation is done in terms of the
two-stage object clustering method, to obtain accurate consistent label
between common objects without any user intervention. Then, the object
label is propagated to the object saliency coming from saliency detection
method, to finish saliency pseudo-annotation. This makes an unsuper-
vised MFC problem as a supervised multi-instance multi-label (MIML)
learning problem. Finally, an ensemble MIML framework is introduced
to achieve image cosegmentation based on random feature selection. The
experimental results on data sets ICoseg and FlickrMFC demonstrated
the effectiveness of the proposed approach.

Keywords: Multiple foreground cosegmentation · Unsupervised label
generation · Saliency pseudo-annotation · Cosegmentation based on
MIML learning

1 Introduction

The aim of MFC, proposed by Kim and Xing [1], to extract a finite number of
common objects from an image collection, while there only exists an unknown
subset of common objects in every single image. Compared with supervised MFC
methods, unsupervised MFC method has better flexibility and less restriction,
so it has become a new research hotspot. Although several unsupervised MFC
approaches have been proposed in the last decade, these approaches still bear
obvious defects, which are mainly lied in the following aspects:

Misleading Consistent Information: The key issue of the MFC problem lies
in mining consistent information shared by the common objects. The existing
methods can not obtain the accurate consistent information, which is mainly due
to two defects. Firstly, these methods only utilize the low-level cue to represent
proposal objects. For example, Li and Meng in [2] utilized three types of visual
c© Springer International Publishing AG 2017
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features, i.e., color, texture and shape, to construct the proposals descriptor. Li
et al. in [3] proposed a simple but highly effective self-adaptive feature selecting
strategy, but only normalized color and bag of feature histograms are used in the
strategy. While low-level cue is not suited to represent the semantics of proposal
objects directly in fact. Secondly, these methods can not add appropriate con-
straints in the classification step and reject the noise data in proposal objects.
For example, Li and Meng in [2] proposed a robust ensemble clustering scheme.
However, there is no clustering constraint in this clustering scheme. It leads to
spit the combinational common objects into multiple pieces in the final segmen-
tation. Meng and Li in [4] added several special constraints in their directed
graph clustering method to find the noise data. However, there constraints led
to loss some common object in the final segmentation.

Ambiguous Segmentation Assist: Existing methods usually adopted an
unsupervised approach to rely on manually designed metrics to get the final seg-
mentation result. For example, Li and Fei in [5] constructed a superpixel-level
weighted graph for each image, and then adopted multi-label graph cuts with
global and local energy to get the final cosegmentation results. Chang and Wang
in [6] proposed a novel object detective approach via common object hypotheses,
which assigned the label of every segment to the common object that is closest to
it. However, unsupervised method is intrinsically ambiguous. Meanwhile, these
manually designed metrics are too subjective and can not adapt flexibly to large
variation and corruption of common objects, as well as to the inherent ambiguity
between complex common objects and background. In summary, ambiguity of
the unsupervised approach and manually designed metrics lead to ambiguous
segmentation assist, which lead to some segments classify into the wrong class
in the final segmentation.

In this paper, a novel multiple foreground cosegmentation framework is pro-
posed. The contributions of the proposed framework compose of following three-
folds:

1. Unsupervised label generation. Deep semantic feature and a two-stage
object clustering method are introduced, which are combined to obtain accu-
rate and rich semantic consistent label between common objects based on
object detection. Thus, it solves the misleading consistent information prob-
lem unsupervised.

2. Saliency pseudo-annotation. A label propagation method is introduced
to propagate the object label coming from unsupervised label generation to
object saliency coming from saliency detection method. Thus, it makes an
unsupervised MFC problem as a supervised MIML learning problem.

3. Cosegmentation based on MIML learning. An ensemble MIML frame-
work is introduced to achieve image cosegmentation based on random feature
selection, which overcomes the fuzziness and ambiguity of the unsupervised
method. Thus, it solves the ambiguous segmentation assist problem.
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2 Related Work

Cosegmentation method can be traced back to the early work of Rother and
Minka [7] at 2006, which utilized histogram matching to cosegment the com-
mon objects from an image pair, and use an approximation approach called
submodular-supermodular procedure to minimize the model by max-flow algo-
rithm. After that, scholars along this thought put their effort on finding different
kinds of consistency terms in MRF to simplify the optimization [8]. However,
these methods can only handle single common object in the image collection,
which limits their application. In order to relax this restriction, scholars switch
their attention to handle multi-class common object cosegmentation problem.
For example, Kim et al. in [9] adopt a method to solve the multi-class coseg-
mentation problem firstly, by temperature maximization on anisotropic heat
diffusion. Yet, these methods restrict that every common object is contained
in each image. In order to relax this restriction, Kim and Xing in [1] proposed
MFC problem firstly. Then some MFC methods have been proposed successively.
These methods are classified into two categories: supervised and unsupervised.

Early MFC methods are mainly supervised methods. These methods utilize
user interaction to aid the consistent information obtained. The method in [1]
designed an iterative framework that combines foreground modeling and region
assignment. The method in [10] established consistent functional maps across
the input images and used a formulation that explicitly models partial similarity
instead of global consistency. These methods should input the class number of
the common objects beforehand. the method in [11] proposed a cosegmentation
framework based on standard graph transduction and semi-supervised learning
framework, and integrated the global connectivity constraints into the proposed
framework. The method in [12] adopted a multiple foreground recognition and
cosegmentation problem within a conditional random fields framework. These
methods need to annotate some image in input images by users.

Although, Supervised methods can obtain the more accurate number and
class of the common object in every single image than unsupervised methods,
it is a hard work for user to get the class number of the common objects or
annotate labels for the common object in massive images. So recently there are
more and more unsupervised methods appeared. the method in [2] proposed
a robust ensemble clustering scheme to discover the unknown object-like pro-
posals, and the proposals are then used to derive unary and pairwise energy
potentials across all the images. The method in [6] decomposed MFC into three
related tasks, i.e., image segmentation, segment matching and figure/ground
assignment, and then constructed the foreground object hypotheses, which to
determine the foreground objects in each individual image. The method in [4]
proposed a new constrained directed graph clustering for the classification step
and getting the cluster, then, they extracted the object priors from the clusters,
and propagate these priors to all the images to achieve the final multiple objects
extraction. The method in [3] proposed a multi-search strategy to obtain the
common objects in each image, the strategy extracted each target individually
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and an adaptive decision criterion is raised to give each candidate a reliable
judgment automatically.

3 Overview

There are three parts in our method, i.e., unsupervised label generation, saliency
pseudo-annotation and cosegmentation based on MIML learning. The framework
of our proposed method is illustrated in Fig. 1.
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Fig. 1. Framework of our proposed method

In the unsupervised label generation, deep semantic feature is used as a part
of feature of the proposal objects. Such feature can better describe the similarity
of common objects on semantic level. A two-stage object clustering method
is introduced to reject the noise data in proposal objects and mine consistent
information shared by the common objects. Based on the above two aspects,
accurate consistent label between common objects is obtained without any user
intervention.

In the saliency pseudo-annotation, each saliency box coming from saliency
detection method is over-segmented to obtain the superpixels. Then, the object
label getting from unsupervised label generation is propagated to a saliency box
by a label propagation method. Thus, this makes an unsupervised MFC problem
as a supervised MIML learning problem.

In the cosegmentation based on MIML learning, an ensemble MIML method
is introduced to solve the MIML learning problem coming from saliency pseudo-
annotation and obtain the final image cosegmentation based on random feature
selection. Using the supervised method, the fuzziness and ambiguity caused by
the unsupervised method can effectively be overcame. Accurate image segmen-
tation can be obtained in terms of full usage of consistent information of each
common object.
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4 Proposed Method

In this section, we will introduce three components of the proposed framework
of unsupervised multiple object cosegmentation: unsupervised label generation,
saliency pseudo-annotation and cosegmentation based on MIML learning.

4.1 Unsupervised Label Generation

In the unsupervised label generation, firstly, the object detection method in [13]
is used to get the proposal objects in each image. Then, in order to extract
the feature, each proposal object is divided into local patches on a grid with a
sample spacing ten pixels. The local descriptor of each patch is constructed by
the low-level features and the high-level features. HOG descriptor is used as the
low-level feature in this paper, and it is denoted by fl. A CNN model [14] is built
the high-level features. Firstly, each input image is fed into the per-trained CNN
model to get the representations of every pixel from the layer called crop, which
is a 21-D CNN feature vector. Then the high-level semantic representations of
each patch are obtained by a mean pooling operation, and it is denoted by fh.
The final local descriptor f of a patch is generated by concatenating the two-level
features, that is

f(p) =
1
2

[N (fl(p)),N (fh(p))] (1)

where p denotes a patch, and N (·) denotes a normalized operator to ensure
the descriptor in the range of [0, 1]. The final local descriptor f is a 300-D
feature vector. All of patches are classified into some clusters using the spectral
clustering method. Each cluster center is a code-word. Then the histogram of
each proposal object is calculated by counting the number of patches in each
cluster. So, the feature of the kth proposal object Pm

k is represented by the
clusters of the histogram, and it is denoted by fm

k .
Lastly, a two-stage object clustering method is introduced to classify pro-

posal objects into several clusters and obtain the consistent label of each pro-
posal object. In first stage, the similarity between proposal objects is calculated
in two case. If two proposal objects come from different images, Bhattacharyya
distance and Gaussian kernel to calculate their similarity. If their come from
the same image, their similarity will be set to 0. Then, the initial clusters
C′

=
{

C
′
1, C

′
2, . . . , C

′
t

}
are obtained by a new clustering algorithm called SPAP

clustering algorithm. In the second stage, the center feature of each initial cluster
is calculated, and it denotes by Fc = {fc

1 , fc
2 , . . . , fc

t }. Then, the similarity of
center features is obtained by Bhattacharyya distance and Gaussian kernel, and
the final clusters C = {C1, C2, . . . , Cv} are given by the SPAP clustering algo-
rithm. The first times clustering avoids the clustering of the proposal objects
from the same image, and the second times clustering can combine the similar
clusters that come from the first-time clustering.

Next, our SPAP clustering algorithm is introduced. Spectral clustering makes
use of the spectrum of the similarity matrix of the data to perform dimensionality
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reduction before clustering in fewer dimensions. So, spectral clustering is used
as the basis of our SPAP clustering algorithm. Affinity propagation [15] does
not require the number of clusters to be determined or estimated before running
the algorithm. So, affinity propagation is integrated into our SPAP clustering
algorithm to get the number of object classes occur in the image collection. The
SPAP clustering algorithm is a novel and easy clustering algorithm. Affinity
propagation is used to replace the k-means in the classical spectral clustering.
When the Laplacian matrix L is obtained, affinity propagation is used to get the
clusters by all eigenvectors. Then Ei and Ci denote the number of eigenvectors
that are used in affinity propagation and the number of clusters, respectively,
where i denote ith iteration. Let the Ei+1 equal to Ci until Ei equal to Ei+1.

Two comparative experiments are designed to evaluate the performance of
unsupervised label generation. The first comparative experiment is designed to
evaluate the performance of feature. All proposal objects from three images are
classified by our two-stage object clustering method using different features to
construct the local descriptor. Figure 2a is the clustering results of using low-
level features and the high-level features, and Fig. 2b is the clustering results of
only using low-level features. From these results, using the high-level semantic
features can get more accurate clustering results.

Cluster 1

Cluster 2

Cluster 3

Cluster 1

Cluster 2

Cluster 3

Cluster 4

Cluster 5

ba

Fig. 2. Comparison results of different feature

The second comparative experiment is designed to evaluate the performance
of SPAP clustering method. All proposal objects from three images are classified
by different clustering methods. Figure 3a is the results of the two-stage object
clustering method, Fig. 3b is the results of only using the SPAP clustering algo-
rithm, and Fig. 3c is the results of clustering method using affinity propagation.
From these results, our clustering scheme succeeds to annotation the label of
proposal objects, which belong the part and whole of the same common object.
It proves that our SPAP cluster scheme can get the accurate pseudo-label and
efficiently solve the problem of misleading consistent information.

4.2 Saliency Pseudo-Annotation

In the saliency pseudo-annotation, the first step is to generate integrated saliency
boxes. The saliency map Sm of the image Im is obtained using the method [16].
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Fig. 3. Comparison results of SPAP clustering scheme

In order to get the foreground of the image through the saliency map, the bina-
ryzation of the saliency map is necessary. The saliency-cut method in [17] per-
forms the binaryzation. In this solution, a loose threshold, which typically results
in good recall but relatively poor precision, is used to generate the initial binary
mask. Then the method iteratively uses the GrabCut segmentation method to
gradually refine the binary mask. The binaryzation of Sm is denoted by S

′
m.

Then, a box is used to surround every discontinuous saliency region and seg-
ment them from the image. Finally, saliency boxes Bm =

{
Bm

1 , Bm
2 , . . . , Bm

hm

}
are given in the image Im, where hm denotes the number of saliency boxes.

The second step is to generate the superpixel of each saliency box. Pixels in
the same superpixel have the similar feature and the superpixel can keep the
edge of the object, so superpixels satisfy requirements of the instance, which are
that features of instance conveniently are extracted and instance only have one
label. So method in [18] is utilized to get the superpixel as instance.

The third step is label propagation. Given a saliency box Bm
k , if a proposal

object Pm
t fall into this saliency box, the object label propagates from Pm

t to
Bm

k . Let Vin (Bm
k , Pm

t ) and Vout (Bm
k , Pm

t ) denote proposal object areas, which
are inside and outside the saliency box Bm

k , if the condition

Vin (Bm
k , Pm

t )
Vin (Bm

k , Pm
t ) ∪ Vout (Bm

k , Pm
t )

> ρ (2)

is satisfied, the proposal object Pm
t is considered falling into the saliency box

Bm
k . Thus, an unsupervised MFC problem is made as a MIML learning problem.

4.3 Ensemble MIML Learning

In this section, our designed ensemble MIML learning method based on ran-
dom feature selection is introduced. The first step extracts the feature of each
superpixel, and obtains the feature vector of every superpixel. These feature vec-
tors denote by F ′

= {fm
h (s), h = 1, 2, . . . , hm,m = 1, 2, . . . , n, s = 1, 2, . . . , S},

where fm
h (s) denotes the feature vector of sth superpixel in hth saliency box

in mth image. Every feature vector is defined over d-dimensional feature space,
fm
h (s) ∈ Rd. Using the method in [19], 50 feature sets are constructed by ran-

domly selecting d
′
= 0.6d features from d-dimensional feature vector. The second

step trains a set of weak classifier {c1b, c2b, . . . , cfb} for bth feature set using the
method in [20]. The third step trains a weighted SVM to obtain the soft weight
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of each weak classifier, and then the final classifier {c1, c2, . . . , cf} is obtained.
The forth step utilizes the final classifier to classify every superpixel.

A comparative experiment is designed to evaluate the performance of ensem-
ble MIML learning method. The label of every saliency box is given manually.
Classical MIML learning method in [20] and our ensemble MIML learning scheme
are used to obtain the cosegmentation results, respectively. Figure 4 shows the
comparison results. These results prove that our method can get more accurate
results than classical method. It proves that our method can efficiently use the
consistent information to assist the segmentation.

input images

segmentation results of classical MIMLsegmentation results of ensemble MIML

ground truth

Fig. 4. Comparison results of ensemble MIML learning scheme

5 Experiments

To evaluate the performance of the proposed method, we conduct comparison
experiments on two different available standard datasets ICoseg [21] and Flick-
rMFC [1]. The experiments are divided into two parts, which are cosegmenta-
tion on image contained single common object and contained multiple common
objects. In order to evaluate the accuracy of our proposed method, the F-measure
metric is applied. F-measure metric is defined as

F − measure =
1
N

N∑
i

(
1 + β2

)
Prei × Reci

β2Prei + Reci
(3)

where Prei and Reci denotes the precision and recall of the ith image. β2 is a
non-negative weight and is set to 0.3 to increase the importance of the precision
value. Here N denotes the number of images in the image group. Note that the
larger the F-measure is, the more accurate the segmentation result.

5.1 Single Common Object Cosegmentation

Datasets: The ICoseg dataset is a fully manually labeled dataset. Only a sin-
gle common object is presented in every image. The ICoseg dataset is used to
evaluate the single common object cosegmentation of our proposed method.

Baselines: In this part, we use five recent cosegmentation methods proposed
by Joulin et al. [22], Kim et al. [9], Vicente et al. [23], Meng et al. [24],
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Rubinstein et al. [25] as baseline. Due to the presence of only a single com-
mon object in each image, only proposal objects in the cluster contained most
proposal objects are annotated. The others will be abandoned.

Results: Figure 5 shows the evaluation results on some ICoseg example taken
from four image collections. Eight images per collection are sampled. In each
set, the first row is input images, the second row is color-coded cosegmentation
results and the third row is ground-truth. These results prove that our method
segments out common objects successfully from the images, such as the bear in
the image collection Alaskan Brown Bear is segmented out accurately. Although
our method is designed by MFC problem, it also can obtain outstanding results
in single common object cosegmentation problem. These results further demon-
strate the perfect performance of our proposed method.

Alaskan Brown Bear Liverpool FC Players

Red Sox Players helicopter

Fig. 5. Evaluation results on ICoseg image dataset (Color figure online)

The comparison results on the F-measure metrics are described in Fig. 6.
We can see that our method achieves the highest F-measure values in most
image collections. For 26 image collections, our method is the best in 9 image
collections. The left-most bar set represents the average performance on all the
image collections. It is seen that our method outperformed multiple common
object cosegmentation method like [9], which results in 0.18 for the F-measure
metric on average. At the same time, the comparable segmentation results as the
state-of-the-art single common object cosegmentation method of [25] is obtained,
which was particularly proposed for cosegmentation of ICoseg.
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Fig. 6. Comparison results of the F-measure metric on ICoseg image dataset
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5.2 Multiple Common Object Cosegmentation

Datasets: The FlickrMFC dataset is sampled images from Flickr. In each image
collection, a fixed number of common objects frequently occur across the col-
lection, but an unknown subset of them appears in every single image. The
FlickrMFC dataset is utilized to evaluate the multiple common object coseg-
mentation of our proposed method.

Baselines: In this part, five recent multi-class or multiple foreground coseg-
mentation methods are used as baseline, which are proposed by Kim and Xing
[1], Wang et al. [10], Li and Meng [2], Chang and Wang [6] and Li et al. [3]
respectively. The method in [1] has two different versions, supervised setting
and unsupervised setting. In order to perform a fair comparison, the method in
[1] runs under unsupervised setting. The method in [10] need the total number
of common objects. In the comparison, we give out the total number manually
for the method in [10].

Results: Figure 7 shows the evaluation results on some FlickrMFC examples
taken from six image collections. Six images per collection are sampled. In each
set, the first row is input images, the second row is color-coded cosegmentation
results, where the same class is marked by the same color and the third row is
ground-truth. It is seen that only a little of common objects are over segmented,
and most of common objects are completely segmented from the image, such
as the head of the girl is not over segmented from the girl in the image col-
lection apple+picking, and in the image collection thinker+Rodin, the Rodin is
completely segmented, not segmented into several pieces.

apple+picking

gorilla+zoodog+park

cow+pasture

thinker+Rodin

baseball+kids

Fig. 7. Evaluation results on FlickrMFC image dataset (Color figure online)

Figure 8 describes the comparison results of the F-measure metrics. Our
method works best for 7 out of 14 image collections compared with the baselines.
On average, our method achieves about 10.93% improvements on the F-measure
metrics over the best unsupervised method in the baselines. At the same time,
the comparable segmentation results in fully unsupervised are obtained as the
supervised multiple common object cosegmentation method of [10], which need
user to input the class number of the common objects beforehand.
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Fig. 8. Comparison results of the F-measure metric on FlickrMFC image dataset

6 Conclusion

This paper proposes a framework of unsupervised multiple object cosegmen-
tation, which is composed of three components: unsupervised label generation,
saliency pseudo-annotation and cosegmentation based on MIML learning. Based
on object detection, unsupervised label generation is done in terms of the two-
stage object clustering method, to obtain accurate consistent label between com-
mon objects without any user intervention. Then, the object label is propagated
to the object saliency come from saliency detection method, to finish saliency
pseudo-annotation. This makes an unsupervised MFC problem as a supervised
MIML learning problem. Finally, an ensemble MIML framework is introduced
to achieve image cosegmentation based on random feature selection. The exper-
imental results on data sets ICoseg and FlickrMFC demonstrated the effective-
ness of the proposed approach.
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Abstract. With the increasing amount of multimodal content from
social media posts and news articles, there has been an intensified effort
towards conceptual labeling and multimodal (topic) modeling of images
and of their affiliated texts. Nonetheless, the problem of identifying and
automatically naming the core abstract message (gist) behind images
has received less attention. This problem is especially relevant for the
semantic indexing and subsequent retrieval of images. In this paper, we
propose a solution that makes use of external knowledge bases such as
Wikipedia and DBpedia. Its aim is to leverage complex semantic asso-
ciations between the image objects and the textual caption in order to
uncover the intended gist. The results of our evaluation prove the ability
of our proposed approach to detect gist with a best MAP score of 0.74
when assessed against human annotations. Furthermore, an automatic
image tagging and caption generation API is compared to manually set
image and caption signals. We show and discuss the difficulty to find the
correct gist especially for abstract, non-depictable gists as well as the
impact of different types of signals on gist detection quality.

1 Introduction

Recently, much work in image and language understanding has led to interdisci-
plinary contributions that bring together processing of visual data such as video
and images with text mining techniques. Because text and vision provide comple-
mentary sources of information, their combination is expected to produce better
models of understanding semantics of human interaction [3] therefore improving
end-user applications [25].

The joint understanding of vision and language data has the potential to
produce better indexing and search methods for multimedia content [11,31].
Research efforts along this line of work include image-to-text [10,14,22,36] and
video-to-text [1,5,20] generation, as well as the complementary problem of asso-
ciating images or videos to arbitrary texts [4,11]. Thus, most previous work
concentrates on the recognition of visible objects and the generation of literal,
descriptive caption texts. However, many images are used with the purpose of
stimulating emotions [26,27], e.g., the image of polar bears on shelf ice. To under-
stand the message behind such images, typically used for writing about complex
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 405–418, 2017.
DOI: 10.1007/978-3-319-51814-5 34
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Gist examples: Mammals of 
Southeast Asia, Trees, 
Orangutans, Botany, Plants

(a) Literal Pairing

Gist examples: Habitat, 
Conservation, Biodiversity, 
Extinction, EDGE species, 
Deforestation 

(b) Non-literal Pairing

Gist examples: Habitat 
Conservation, Biodiversity,
Extinction, Politics, Protest

(c) Non-literal Pairing

Fig. 1. Example image-caption pairs sharing either images or captions with their
respective gist entities (a, b: http://reut.rs/2cca9s7, REUTERS/Darren Whiteside,
c: http://bit.ly/2bGsvii, AP, last accessed: 08/29/2016.

topics like global warming or financial crises, semantic associations must be
exploited between the depictable, concrete objects of the image and the potential
abstract topics. Current knowledge bases such as Wikipedia, DBpedia, FreeBase
can fill this gap and provide these semantic connections. Our previous work [35]
introduces such a system for image understanding that leverages such sources
of external knowledge. The approach was studied in an idealized setting where
humans provided image tags and created the object vocabulary in order to make
design choices.

Contribution. Building on top of our previous work, a core contribution of
this paper is to study whether the performance of gist detection with external
knowledge is impacted when an automatic object detector is used instead of
human annotations. We make use of the Computer Vision API1 from Microsoft
Cognitive Services [8] - a web service that provides a list of detected objects and
is also capable of generating a descriptive caption of the image. This way, we
create a fully automatic end-to-end system for understanding abstract messages
conveyed through association such as examples of Fig. 1(b) and (c).

Microsoft Cognitive Service uses a network pre-trained on ImageNet [6].
Additionally it includes a CNN, which is capable of assigning labels to image
regions [13], and trains on Microsoft COCO [23] data, thus, resulting in a vocab-
ulary of 2,000 object categories. Together with Microsoft’s language generation
API, this information is used to generate a caption for an image, that did not
have one before.

Our task setup defines the understanding of abstract messages as being able
to describe this message with appropriate concepts from the knowledge base -
called gist nodes. This way we cast the problem as an entity ranking problem

1 https://www.microsoft.com/cognitive-services/en-us/computer-vision-api.

http://reut.rs/2cca9s7
http://bit.ly/2bGsvii
https://www.microsoft.com/cognitive-services/en-us/computer-vision-api
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which is evaluated against a human-generated benchmark of relevant entities
and categories.

We study the effects of automatic object detection separately for images with
literal descriptive captions and captions that utilize a non-literal (i.e., abstract)
meaning. While in both cases reasonable performance is obtained by our app-
roach, experiments point towards room for improvement for object detection
algorithms. We identify theoretical limits by analyzing which of the gist nodes
represent depictable (e.g. tree) versus non-depictable (e.g., philosophy) concepts.
These limits are complemented with experiments considering the signal from
either the image or the caption as well as automatically generated captions
from the Microsoft API, which ignore the original caption. We demonstrate that
understanding the message of non-literal image-caption pairs is a difficult task
(unachievable by ignoring the original caption) to which our approach together
with MS Cognitive Services provides a large step in the right direction.

2 Problem Statement

We study the problem of identifying the gist expressed in an image-caption
pair in the form of an entity ranking task. The idea is that general-purpose
knowledge bases such as Wikipedia and DBpedia provide an entry for many
concepts, ranging from people and places, to general concepts as well as abstract
topics such as “philosophy”. Some of these entries represent depictable objects,
such as “bicycle”, “solar panel”, or “tree”, some could be associated with visual
features such as “arctic landscape” or “plants”. The task is to identify (and
rank) the most relevant concepts (e.g., entities or categories from Wikipedia)
that describe the gist of the image-caption pair.

Problem Statement. Given an image with its respective caption as inputs,
predict a ranking of concepts from the knowledge base that best represent the
core message expressed in the image.

By predicting the most prominent gist of an image-caption pair, these can
be indexed by a search engine and provide diverse images in response to concept
queries. Our work provides a puzzle-piece in answering image queries also in
response to non-depictable concepts such as “biodiversity” or “endangered
species”.

We distinguish two types of image-caption pairs: Literal pairs, where the
caption describes what is seen on the image. In such cases the gist of the image is
often a depictable concept. In contrast, in non-literal pairs, image and caption
together allude to an abstract theme. These are often non-depictable concepts.
Figure 1 displays three examples on the topic of endangered species from both
classes with image, caption, and a subset of annotated gist nodes from the knowl-
edge base. The example demonstrates how changing the picture or caption can
drastically change the message expressed.

We devise a supervised framework for gist detection that is studied in the
context of both styles of image-caption pairs. In particular, we center our study
on the following research questions:
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RQ0: What is the fraction of depictable concept?
RQ1: Does an automatic image tagging change the prediction quality?
RQ2: Does an automatic caption generation change the prediction quality?
RQ3: Would an automatic approach capture more literal or more non-literal

aspects?
RQ4: What is the benefit of joint signals (in contrast to only caption or only

image)?

3 Related Work

Especially with the increasing amount of multi-modal datasets, the joint mod-
eling of cross-modal features has gained attention. Different combinations of
modalities (audio, image, text, and video) are possible, we focus on those mostly
related to our research. Those datasets consist of images with captions and/or
textual labeled object regions, e.g., Flickr8k [30] and Flickr30k [37], SBU Cap-
tioned Photo Dataset [28], PASCAL 1k dataset [9], ImageNet [21], and Microsoft
Common Objects in Context (COCO) [23].

Joint modeling of image and textual components, which utilizes KCCA
[15,32] or neural networks [19,33], have shown to outperform single modality
approaches. Independent from joint or single modeling, the applications are sim-
ilar, e.g., multimodal topic generation [34] or retrieval tasks: Generating descrip-
tions for images [7,14,22,29,36] and retrieving images for text [5,11]. The focus
in these works lies on the generation of descriptive captions, semantic concept
labeling, and depictable concepts [2,15,18,31], which results in literal pairs. In
contrast, our approach benefits from external knowledge to retrieve and rank
also abstract, non-depictable concepts for understanding both literal and non-
literal pairs. Our previous study [35] was conducted on manually given image
objects tags and captions. This work studies performance with an automatic
object detection system.

4 Approach: Gist Detection

The main idea behind our approach is to use a knowledge base and the graph
induced by its link structure to reason about connections between depicted
objects in the image and mentioned concepts in the caption. Our basic assump-
tion is that gist nodes may be directly referred in the image or caption or are
in close proximity of directly referred concepts. To identify these gist nodes, we
propose a graph mining pipeline, which mainly consists of a simple entity link-
ing strategy, a graph traversal and expansion based on a relatedness measure,
as shown in Fig. 2. Variations of the pipeline are studied in our prior work [35]
but are detrimental to experiments in this work also. We clarify pipeline steps
using the running example of a non-literal pair with a typical representative of
endangered species in (Fig. 1(b)).
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…

En ty Linking Graph Expansion Supervised Node Ranking

Seeds Intermediates Borders
Image-caption pair

Gist Candidate Selec on

Fig. 2. Gist extraction and ranking pipeline for a given image-caption pair. For sim-
plicity, we omit the edges betwell ween nodes in this figure.

4.1 The Knowledge Graph

Wikipedia provides a large general-purpose knowledge base about objects, con-
cepts, and topics. Furthermore, and even more importantly for our approach,
the link structure of Wikipedia can be exploited to identify topically associative
nodes. DBpedia is a structured version of Wikipedia. All DBpedia concepts have
their source in Wikipedia pages. In this work, our knowledge graph contains as
nodes all the Wikipedia articles and categories. As for edges, we consider the
following types of relations T , named by their DBpedia link property:

– dcterms:subject. The category membership relations that link an article to
the categories it belongs to, e.g., Wildlife corridor dcterms:subject Wildlife
conservation.

– skos:broader. Relationship between a category and its parent category in a
hierarchical structure, e.g., Wildlife conservation skos:broader Conservation.

– skos:narrower. Relationship between a category and its subcategories, e.g.,
Conservation skos:narrower Water conservation.

4.2 Step 1: Entity Linking

The first step is to project the image tags from the objects detected in the image
as well as the entities mentioned in the caption, e.g., wildlife corridors, onto nodes
in the knowledge base, e.g., Wildlife corridor. To obtain the entities mentioned
in the caption, we extract all the noun-phrases from the caption text. Each of
these noun-phrases and image tags are then linked to entities in the knowledge
base as follows: If the noun-phrase/image tag occurs in the knowledge base as
an exact name (i.e., title of Wikipedia page, category, or redirect), this entry
is selected as unambiguous. However, if it is the title of a disambiguation page,
we select the disambiguation alternative with shortest connections to already
projected unambiguous concepts (ignoring concepts with more than two hops).
In the following, we refer to all the linked knowledge base entities as seed nodes.
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4.3 Step 2: Graph Extraction

Our assumption is that the nodes representing the message best are not nec-
essarily contained in the set of seed nodes, but lie in close proximity to them.
Thus, we expand the seed node set to their neighborhood graph as follows: We
activate all the seed nodes neighbors on a radius of n-hops, with n = 2 according
to evidence from related work [16,24]. If any of the 2-hop neighbors lies on a
shortest path between any two seed nodes, we call it an intermediate node,
and further expand the graph around it on a radius of 2-hops. We name the
resulting graph the border graph of the image-caption pair.

Orangutan

Bornean 
Orangutan

Kalimantan

BorneoIndonesia

Lone Drøscher
Nielsen

Orangutan 
conservation

Conservation 
movement

Conservation 
biology

Conservation

Habitat 
Conservation

Habitat

Biodiversity

EDGE 
species

Conservation 
in Indonesia

Galdikas

Wildlife 
corridor Wildlife 

conservation

Environment in 
Indonesia

edonetaidemretnIedondeeS Border node

Fig. 3. Example of image-caption graph for the image-caption in Fig. 2.

Example. In Fig. 3, we show a graph excerpt of the image-caption graph
extracted for the image-caption shown in Fig. 1(b). The linked seed nodes are
Indonesia (as extracted from the caption), Orangutan (as extracted from the
image and caption) and Wildlife corridor (as extracted from the caption). In
this example, many suitable gist nodes are among the border nodes, i.e., Con-
servation and Orangutan Conservation.

4.4 Step 3: Gist Candidate Selection

After obtaining the border graph G, our aim is to select the nodes in this graph
that are best candidates for capturing the message of the image-caption pair.
We estimate for each node x its suitability as gist concept through its average
semantic relatedness σ̄ to all the seeds (S) and intermediate nodes (I), as shown
in Formula 1.

σ̄(x,G) =
1

|S ∪ I|
∑

y∈S∪I

σ(x, y) (1)



Using Object Detection, NLP, and Knowledge 411

In this paper, we use the symbol σ for representing any given relatedness
measure. For calculating the relatedness we use the exclusivity-based relatedness
measure of Hulpus et al. [17] with their hyperparameter settings (α = 0.25, top-
3 shortest paths). The measure for an edge is the higher the fewer alternative
relations of the same edge type each of its endnode has.

Using the resulting score for each node in the border graph, we select as
candidates the top-20 highest scoring nodes. These nodes are eventually ranked
in a supervised manner, based on a selection of features that we present in the
following step.

4.5 Step 4: Supervised Node Ranking

For each of the candidate nodes, a feature vector is created that is comprised of
different measures of proximity between seed nodes and candidate nodes. The
effectiveness of these features is studied within a learning-to-rank framework
which ranks nodes by their utility of expressing the gist of the image-caption
pair. Three boolean features {Seed, Intermediate, Border} indicate the expan-
sion stage that included the node. A numerical feature refers to the semantic
relatedness of the candidate nodes, to the seeds and intermediates. A retrieval-
based feature is computed by considering the content of the Wikipedia articles
that corresponds to the graph nodes. The feature aggregates object tags and the
caption into a search query to retrieve knowledge based articles from a Wikipedia
snapshot. We use a standard retrieval model called query-likelihood with Dirich-
let smoothing. Using the entire graph of DBpedia described in Sect. 4.1 global
node importance measures can be computed. These features are: (i) the inde-
gree of the node which counts how many DBpedia entities point to the given
entity; (ii) the clustering coefficient of the node which measures the ratio of
neighbours of the node that are themselves directly connected. This feature was
selected under the intuition that nodes denoting abstract concepts tend to have
lower clustering coefficient, while nodes denoting specific concepts tend to have
higher clustering coefficient; (iii) the node’s PageRank as a very popular measure
of node importance in graphs, which is also less computationally expensive on
large graphs (DBpedia has approx 6 million nodes and 60 million edges) than
other node centrality measures such as betweeness.

5 Experimental Evaluation

We begin our evaluation by studying whether the relevant gist nodes (scored 4
or 5 by human annotators) are in general depictable or not (RQ 0) by analyzing
a subset of the gold standard. Research questions RQ 1–4 (cf. Sect. 2) evaluate
the end-to-end system using Microsoft Cognitive Service in combination with
our approach presented in Sect. 4.

Dataset and Gold Standard. To conduct our evaluation we create a dataset2

containing 328 pairs of images and captions with a balanced amount of literal
2 dataset and gold standard: https://github.com/gistDetection/GistDataset.

https://github.com/gistDetection/GistDataset
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and non-literal pairs (164 literal, 164 media-iconic pairs). The non-literal pairs
are collected from news portals such as www.theguardian.com. The literal pairs
use the same images as the non-literal pairs, but have a descriptive caption that
is created by annotators. One of our goals is to be able to evaluate the proposed
gist detection approach independently from automated object detection systems,
thus annotators also manually assign labels to objects in the images.

The gold standard annotation of gist nodes is conducted by annotators select-
ing nodes from the knowledge-base representing the gist and assigning ranks to
each of the nodes, on a Likert scale ranging from 0 (irrelevant) to 5 (core gist).
Nodes with level 4 and 5 are referred to as relevant gists. For each pair there is
only one gist which is annotated with level 5, following the assumption of having
one core gist which represents the message best. On a subset, annotators also
assessed whether a gist is depictable.

Experimental Setup. The feature set (cf. Sect. 4.5) is used in a supervised
learning-to-rank framework (RankLib3). As ranking algorithm, we use Coor-
dinate Ascent with a linear kernel. We perform 5-fold cross validation, with
training optimized towards the target metric Mean Average Precision (MAP),
which is a recall-oriented measure averaging the precision at those ranks where
the recall changes. Besides MAP, the evaluations contain normalized discounted
cumulative gain (NDCG@10), which is a graded retrieval measure, and Precision
(P@10) of the top ten nodes from the ranked lists.

For every image, besides the original and manually set captions and object
tags, we also evaluate automatically generated captions and image tags (in the
following abbreviated with MS tags and MS captions, respectively) by using
Computer Vision API from Microsoft Cognitive Services.

5.1 RQ 0: Relevant Gists: Depictable or Not?

We study whether gist concepts as selected by annotators tend to be depictable
or non-depictable. For a subset of the gold standard pairs, annotators decided
for all relevant gist concepts whether this concept is depictable, not-depictable,
or undecided. On average the fraction of depictable core gists is 88% for literal
pairs versus only 39% for the non-literal pairs. On the larger set of all relevant
gists, 83% are depictable for literal pairs versus 40% for the non-literal pairs.
The decision what an automatic image tagging system might be able to detect is
difficult for humans, reflected in an inter-annotator agreement (Fleiss’ kappa [12])
of κ = 0.42 for core gists and κ = 0.73 for relevant gists.

Discussion RQ 0. These results are in line with our initial assumption that
literal pairs tend to have depictable concepts as gist, and the non-literal pairs
have a predominant amount of non-depictable concepts as gist (cf. Sect. 2). This
finding underlines the fact that the core message of images does not necessarily
correspond to objects that are depicted in the image. This reinforces the need for
approaches that are able to reason with semantic associations between depictable
and abstract concepts.
3 http://lemurproject.org/ranklib.php.

https://www.theguardian.com/
http://lemurproject.org/ranklib.php
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5.2 RQ 1: Manual vs. Automatic Image Tagging

To answer our first research question, we study the performance impact of using
an automatic object detector for image tagging, MS tags, as opposed to manual
tags (tags). In both cases we are using the original literal and non-literal captions
(captions). We refer to the combination of MS tags with original captions as
the realistic, end-to-end approach considering that images with captions
are typically published without image object tags. We compare the performance
difference on different stages: First, we note that the manual tags arise from
43 different entities with 640 instances over the complete dataset. The MS tags
are from 171 different entities with 957 instances. There are 131 overlapping
instances between manual and automatic tags, which amounts to less than one
shared tag per image and 20% overlap over the complete dataset.

Second, we compare the performance of the manual and MS tags, both com-
bined with the original captions (cf. Table 1). As expected, a higher performance
is achieved with manual tags (Tags&Captions, MAP: 0.74), but the realistic app-
roach achieves a reasonable quality as well (MAP: 0.43).

Discussion RQ 1. The overlap between MS and manual image tags is rather
low (20%) and the detected concepts are not always correct (e.g., a polar bear
is detected as herd of sheep). However, the MS tags in combination with the
original captions achieve a reasonable ranking, which indicates the ability of
automatic detectors to find relevant concepts and our method of being capable
to handle certain levels of noise.

5.3 RQ 2: Manual vs. Automatic Caption Generation

Spinning the use of automatic detectors further, based on the detected objects,
descriptive captions are generated and used as an alternative input. Doing so,
we would ignore the original caption and ask, whether this is sufficient. We
compare to the same stages as in RQ1. The manual captions use around 300
and 700 different entities (seed nodes) for the literal (l) and non-literal (nl)
pairs, respectively. The MS caption results in 130 different entity nodes. 10% (l)
and 3% (nl) of the instances overlap between the nodes from the manual and
the MS captions across all image-caption pairs. However, the assessment of the
non-literal pairs is restricted by the fact that automatic detectors are trained on
models with a descriptive purpose.

In the following, we compare the manual captions to the MS captions within
our approach. We combine each caption with the manual image tags and provide
it as input for the pipeline described in Sect. 4. We study the combinations
with respect to the complete dataset (cf. Table 1) and compare again to the
pure manual input signals (MAP: 0.74). A better ranking than for the realistic
approach can be achieved across all pairs (Tags & MS caption, MAP: 0.48).

In contrast to the strong results of the manual input signals, the pure auto-
matic signals perform worse across all pairs (MAP: 0.14, cf. Table 1).

Discussion RQ 2. The overlap between MS and manual caption is low (3–10%),
the MS captions are short, and the focus of the captions does not always match
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Table 1. Ranking results (grade 4 or 5) according to different input signals and feature
sets. Significance is indicated by * (paired t-test, p-value ≤ 0.05).

Both Non-Literal Literal

MAP Δ% NDCG@10 P@10 MAP Δ% NDCG@10 P@10 MAP Δ% NDCG@10 P@10

Tag&

Caption

0.74 0.00 0.71 0.71 0.64 0.00 0.59 0.58 0.83 0.00 0.84 0.84

Tag&MS

Caption

0.48 −34.75* 0.63 0.56 0.36 −44.44* 0.45 0.38 0.61 −27.33* 0.80 0.73

MS

tags&

Caption

0.43 −41.67* 0.58 0.53 0.40 −37.55* 0.49 0.44 0.46 −44.95* 0.68 0.61

MS

tags&MS

caption

0.14 −80.49* 0.28 0.23 0.09 −86.06* 0.17 0.14 0.20 −76.11* 0.39 0.32

Tags

only

0.48 −36.79* 0.65 0.57 0.28 −47.25* 0.40 0.33 0.68 −28.29* 0.89 0.82

MS tags

only

0.13 −84.02* 0.24 0.20 0.06 −89.50* 0.13 0.11 0.20 −79.83* 0.35 0.29

Caption

only

0.38 −49.68* 0.54 0.49 0.31 −51.79* 0.40 0.35 0.45 −47.59* 0.67 0.63

MS cap-

tion only

0.07 −91.49* 0.15 0.12 0.05 −93.25* 0.10 0.08 0.09 −89.18* 0.19 0.16

the focus of the manual caption (e.g., example Fig. 1 receives the caption “There
is a sign”, without considering the orangutan, although it was detected as mon-
key by the automatic image tagging). However, the ranking of the combined
automatic and manual approach with respect to the complete dataset performs
reasonably well. This shows promising opportunities for using our approach
together with semi-automatic image tagging and/or caption creation in a real-
world pipeline. In the following, we study these results in more detail with respect
to the distinction between literal and non-literal pairs.

5.4 RQ 3: Literal vs. Non-literal Aspect Coverage by Automatic
Detector

Next, we study the input combinations with respect to the non-literal and literal
pairs and compare again with the pure manual input (cf. Table 1). Analyzing MS
tags&MS captions as input shows a moderate ranking for the literal pairs (MAP:
0.20). However, the performance for the non-literal pairs is bisected (MAP: 0.09).
This result is expected because without any context, it is currently impossible for
an automatic caption generator to recommend non-literal captions. The realistic
approach has a performance decrease of less than 40% (MAP: 0.40 (nl), 0.46 (l)).
Substituting the manual captions by the automatic captions results in an even
better performance for the literal pairs, but a lower performance than with the
realistic approach for the non-literal pairs (Tags&MS caption MAP: 0.36 (nl),
0.61 (l)).

Discussion RQ 3. The evaluation results across all input signal combinations
confirm our intuition that gists of non-literal pairs are more difficult to detect.
These non-literal pairs, however, are the ones found in news, blogs, and twitter,
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which are our main interest. Automatic approaches can address descriptive pairs
by detecting important objects in the image and describe those in the caption.
However, the automatic approaches lack mentioning things that are salient to
detect the gist of non-literal pairs. With respect to RQ 3 we have shown that
pure automatic detectors achieve fair results for pairs where a descriptive output
is wanted. A good performance of automatic object detectors is also achieved
within the realistic approach. However, these results indicate that differentiating
captions - which is currently done by setting the captions manually - is necessary
to detect the gist.

5.5 RQ 4: Comparison of Single Signals vs. Signal Combination

Since experiments from the field of multi-modal modeling have demonstrated
improvements by combining textual and visual signals, we study whether this
effect also holds for our case—especially with respect to non-literal pairs (cf.
Table 1). For a detailed analysis, we also study MS tags Only and MS captions
Only.

Given the image tags as input signal only, the literal pairs - apart from ndcg
- are nearly as good as using the combined signal as input (MAP: 0.68). In
contrast, the non-literal pairs are worse than combining signals (Δ%: −47.25%).
The MS tags have an informative content for the literal, but achieve only a fifth
of the performance for the non-literal pairs compared to the manual input (MAP:
0.20 vs. 0.68 (l), 0.06 vs 0.28 (nl)). The same study is conducted on the captions
as single input signal (Caption Only and MS caption Only). Interestingly, the
caption only performs better than the image tags only for the non-literal pairs.
Especially for non-literal pairs the results degrade significantly when the caption
is replaced by a MS caption.

Discussion RQ 4. The results of Table 1 show that image-only signals can-
not completely convey abstract and/or associative topics and thus, cannot fully
address the requirements of non-literal pairs. However, these results prove also
another hypothesis, that concrete objects which can be detected in the image,
are important pointers towards the relevant gists. We remark that for both types
of pairs the performance benefit from the combination of signals. Apart from the
manual tags for the literal pairs, we conclude that the gist cannot be detected
with only the caption or only the image signal.

6 Conclusion

Our aim is to understand the gist of image-caption pairs. For that we address the
problem as a concept ranking, while leveraging features and further gist candi-
dates from an external knowledge base. We compare manually to automatically
gathered information created by automatic detectors. The evaluation is con-
ducted on the complete test collection of 328 image-caption pairs, with respect
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to the different input signals, signal combination, and single signal analysis. Fur-
thermore, we study both, non-literal and literal pairs. Our finding is that com-
bining signals from image and caption improves the performance for all types of
pairs. An evaluation of inter-annotator agreement has shown that literal pairs
in most of the cases have a depictable gist and non-literal pairs have a non-
depictable gist. This analysis result is in line with the finding that non-literal
more benefit from the (manual) caption signal, whereas literal more benefit from
image signals. Within the realistic scenario, we test the performance of object
detectors in the wild, which shows level for improvement of 10%.
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Abstract. This paper addresses the challenge of video search with only
a handful query exemplars by proposing a triplet ranking network-based
method. Based on the typical scenario for video search system, a user
begins the query process by first utilizing the metadata-based text-to-
video search module to find an initial set of videos of interest in the
video repository. As bridging the semantic gap between text and video
is very challenging, usually only a handful relevant videos appear in the
initial retrieved results. The user now can use the video-to-video search
module to train a new classifier to search more relevant videos. However,
since we found that statistically only fewer than 5 videos are initially
relevant, training a complex event classifier with a handful of exam-
ples is extremely challenging. Therefore, it is necessary to improve video
retrieval method that works for a handful of positive training example
videos. The proposed triplet ranking network is mainly designed for this
situation and has the following properties: (1) This ranking network can
learn an off-line similarity matching projection, which is event indepen-
dent, from other previous video search tasks or datasets. Such that even
with only one query video, we can search its relative videos. Then this
method can transfer previous knowledge to the specific video retrieval
tasks as more and more relative videos being retrieved, to further improve
the retrieval performance; (2) It casts the video search task as a rank-
ing problem, and can exploit partial ordering information in the dataset;
(3) Based on the above two merits, this method is suitable for the case
where only a handful of positive examples exploit. Experimental results
show the effectiveness of our proposed method on video retrieval with
only a handful of positive exemplars.

Keywords: Video search · Few positives · Partially ordered · Ranking
network · Knowledge adaptation

1 Introduction

Large-scale analysis of video data becomes ever more important due to the
unprecedented growth of user-generated videos on the internet [10,17]. Video
c© Springer International Publishing AG 2017
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Fig. 1. Illustration of the designed video search system.

search entails retrieving those videos in a collection that meet a user’s needs,
either based on the provided text metadata or an video itself as the query. It has
great potential for a range of applications such as video search, browsing and
hyperlink, etc [3].

In the multimedia community, the video search task has been studied in the
form of Multimedia Event Detection (MED). The task can be carried out in two
main steps: feature extraction and search [17]. The main goal of feature extrac-
tion is to extract discriminative feature representations from the video’s raw
visual and audio channels, while the search phase usually contains a separate
“text-to-video” and “video-to-video” phase. The user begins the query process
by first utilizing the text-to-video search module to find an initial set of relevant
videos. Then based on the user-selected relevant videos from the initial query
result set, the user now can train another specific classifier to do video-to-video
search to obtain more relevant videos. Almost all classifiers are assuming suffi-
cient positive examples (i.e. SVM). However, the positive videos are very hard to
obtain from the initial query result set by the initial classifier in reality. Based on
a real-world prototype system, when searching for our favorite event videos, we
first use the original text metadata for retrieval, and then collect positive exem-
plars from the initial retrieved results, aiming to train a specific event detection
classifier for obtaining more retrieved results. Based on the statistics from one
year of search log files containing more than 40000 queries, we have found that,
in most cases, less than 3 positive or relevant exemplars can be collected from the
initial result set, to train the video-to-video classifier. Thus, it is necessary for us
to develop a video search method which is appropriate for only handful positive
exemplars. Although the NIST has defined challenge which obtained respectable
detection accuracy when there are only 10 positive examples for training, the
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Fig. 2. Illustration of the video-to-video retrieval training framework.

number 10 is somewhat arbitrarily selected. Most importantly, the obtained pos-
itive examples are always far fewer than 10 in practice. Therefore, in this paper
we focus on video retrieval in a more realistic scenario, that is to say, we want
to train an efficient video retrieval classifier with very few positive examples.

To train the classifier for query event videos, we first collect the positive exam-
ples from the initial text-to-video retrieved results. Though SVM is effective in
most current systems, our experimental results substantiate the observation that
its performance would likely be less robust when there are only a few positive
training examples. Thus in this paper, we propose a triplet ranking network and
cast the video search task as a ranking problem. Based on the triplet ranking
network, we can first pre-train a task independent similarity projection, such
that even with only one query video example, we can use this similarity func-
tion to find its relative examples. Then an event specific similarity function can
the trained as more and more relative examples being retrieved, by fine-tuning
the model parameters with the retrieved event videos. Obviously, the proposed
ranking network can be fine-tuned on top of pre-trained network parameters on
other datasets or tasks. Therefore, it would be beneficial to leverage and adapt
knowledge from previous, related tasks or other datasets to further improve the
search accuracy, in order to overcome the insufficient number of labeled exam-
ples [11]. What’s more, sometimes the related examples can also be obtained to
expand the training data and form some partially ordered examples, which also
can be utilized by the proposed ranking network.

We summarize the contributions of the paper for video retrieval as follows:

– First, the approach lets researchers pay much more attention to the video-to-
video search method with only a few positive video exemplars, for a practi-
cal video search system. Meanwhile, we proposed a triplet ranking network
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algorithm which is much suitable for video search by using a few positive
training exemplars.

– The proposed triplet ranking network can first learn an event independent
similarity model from other related tasks or datasets, to do the initial video-
to-video search even by one query video example. Then it gradually obtains
more and more accurate event-specific search model, by adapting the previous
model to the specific event with the initial retrieved relative examples.

– The method cast the video search task as a ranking problem instead of the
classification problem, which is more suitable when there are only a few pos-
itive examples. Yet, the proposed ranking network can make optimal use of
partial ordered information in the training datasets.

The rest of the paper is organized as follows. In Sect. 2, we briefly review
the related works. Section 3 introduces our proposed ranking network for video
search, and its training algorithm. The experimental results, comparisons and
analysis are presented in Sect. 4. Conclusion comes in Sect. 5.

2 Related Work

Video search, which is studied in two forms: one is the text-to-video search,
and another is content based video-to-video search. For the text-to-video search,
users typically start their search using query words rather than providing video
examples. The task is called Zero-Example search [9]. Similarly to text-to-text
search, a video can also be treated as a document, based on the results of ASR
(Audio Speech Recognition), OCR (Optical Character Recognition), and inter-
mediate concept detection [8]. Obviously, most of these text-to-text video search
can directly search for semantic concepts in videos.

For the video-to-video search, it is studied in the form of multimedia event
detection [11,13], which is an interesting problem. A number of studies have
been proposed to tackle this problem by using several positive training examples
(typically 10 or 100) [3,6]. Just as a machine learning algorithm like the support
vector machine (SVM [4]), we can use these video query examples to train a video
detector. These initial videos can be either uploaded by the user or the results of
a text-to-video search. Then, the search results are collected in a list of potential
positive examples. The user can skim though these videos and add them into
the positive or negative training sets for the model training. Generally, based
on one state-of-the-art video search system, the event detection classifiers are
trained using both high and low level features, and the final decision is derived
from the classification results. Recently, in order to resemble a real-world video
search scenario, some studies have proposed to use zeros training examples for
event detection [2,7,12,15], which is called “0Ex” or semantic query. This 0Ex
makes users usually start the search without any example videos. However, our
work is different from all of the above, we focus on video search with only a few
query videos (usually less than 5), where the number 5 is based on the statistics
from a real-world search system.
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Detecting complex video event with handful positive exemplars is more chal-
lenge and useful than the existing works which use more than 100 or 10 positive
exemplars for training. Particularly, it is very hard for the user to obtain suffi-
cient query examples for a particular event, and even sometimes there isn’t any
annotated training examples for one specific event. What’s more, when there
are only a few positive training exemplars, it leads the classifier hard to train.
Based on this fact, we fucus on addressing the video event search task with only
handful positive examples. As a ranking problem, we aim to make the distance
between the same event video closer than that of the different ones, and vice ver-
sus. This step is category independent, which means that we only need to catch
the similarity properties among all the same event videos. However, in some
specifical video event detection, we can use the fine-tuning method to obtain the
event-specific search model on top of the pre-trained similarity model.

In the following sections, we will present our proposed method and the exper-
iments in detail.

3 The Proposed Algorithm

3.1 Motivations

Motivated by the facts mentioned in Sect. 1, the triplet neural network could be a
natural choice [5] for the following reasons: (1) Although there are only a handful
of positive exemplars, the number of possible triplet inputs would be very large,
which is very appropriate for the case with only a few positive training examples;
(2) The proposed triplet neural network can utilize the partially ordered training
examples obtained by the user. For instance, denoting the query video as x, the
obtained positive video as x+, the relevant video as xr, and the negative video
as x−, then we have the distance rank orders illustrated as Eq. 1, where d(x, y)
means the distance between x and y.

d(x, x+) < d(φ(x, xr) < d(x, x−). (1)

The partially ordered training examples illustrated in Eq. 1 can be captured by
the following three triplets input,

d(x, x+) < d(x, xr)

d(x, xr) < d(x, x−)

d(x, x+) < d(x, x−).

(2)

(3) Since neural networks are non-convex and get easily stuck in a local minimum,
then by using the fine-tuning way, we can transfer the similarity properties from
other training datasets of different event videos to the current event-specific
video retrieval system.

For example, in the MED13 dataset, we first train the triplet ranking net-
work on other dataset, such as Yahoo Flickr Creative Common (YFCC100M)
dataset [14], which aims to learn the overall similarity projection of the same
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event videos and we call it category independent. Since the neural network are
non-convex and easy to fall into the local minimum, then we fine tune the net-
work using one specific event videos in MED13 dataset to get this category
dependent similarity model. By using the above two step ranking network, we
can adapt the similarity properties from other training data of the different event
videos to one specific event video retrieval system. What’s more, since one can
generate vary large scale triplet input even with only a few positive exemplars,
it is very suitable for the case with only a handful positive training examples.

3.2 Video Retrieval Pipeline

Based on the merits of the triplet ranking network, a video search system was
designed in our research group as illustrated in Fig. 1. Given the query example
video, we just need to compute the cosine distance between every video in the
video repository set with the query example videos, and then based on these dis-
tance ranking orders, we can retrieve more relevant videos of interest according
to the top ranked videos.

More specifically, the user first use the off-line trained video search model to
get an initial ranked list, and assume that the top-ranked videos in the retrieved
ranked list are highly likely to be correct, then the fine-tuning framework can
obtain more training data for the query model by selecting the positive exam-
ples from the top-k-ranked videos. These positive examples are added into the
example video set, such that a better and specific query-based retrieval model
could be trained with these query and newly added positive examples. In our
frame work, we are aiming to use these newly generated triplet examples to
get more accurate and specific retrieval model on top of the pre-trained model,
thus the fine-tuning process converges very quickly, which only needs several
hundred iterations. Finally, we can obtain a query-based specific video retrieval
model. This has become common practice that the query model training step
isn’t trained directly from the image pixels, but from VGG features extracted (or
a comparable deep network) previously by our system, which makes the query
model training process only take several minutes.

3.3 The Proposed Triplet Ranking Network

As illustrated in Fig. 2, the proposed video retrieval training framework includes
two steps: First, we build a video representation using VGG features. In order
to represent a event video, we extract the keyframes of the video sequence,
then extract the VGG features for each frame which is 4096 dimension, and
finally use the average pooling to get the event video representation from all
the keyframe features. Second, we train the triplet ranking network based on
the generated VGG features for each event video. In this step, the input triplet
examples should be generated well in advance. The i − th input triplet example
is created by xi = <xi, x

+
i , x−

i >, which is formed by three input VGG features
of the event videos, where (xi, x

+
i ) are videos features from the same event, and

(xi, x
−
i ) belong to different event videos. Each element in the triplet example is
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put into each channel of the triplet network. Through the three channels that
share the same parameter w and b, i.e., weights and biases, we map triplets
xi from the VGG feature space into another learned feature space, where xi is
represented as φw(xi) = <φw(xo

i ), φw(x+
i ), φw(x−

i )>. When the triplet ranking
network is trained, the learned feature space will have the property that the
distance between the matched event video feature pair (φw(xo

i ), φw(x+
i )) is much

closer than that of the mismatched event video feature pair (φw(xo
i ), φw(x−

i )).
The network architecture in each channel includes two fully connected layers,

two relu layers, and one L2 norm layer. And each of the fully connected layers
has 4096 neurons. The following section describes the triplet loss layer, and we
define the loss function on this projected feature space.

Ranking Loss Function. As stated in Sect. 3.3, given one triplet input xi =
<xo

i , x
+
i , x−

i >, the ranking network model maps the triplet input xi into its
corresponding feature space φw(xi) = <φw(xo

i ), φw(x+
i ), φw(x−

i )>. The distance
between two event videos can be donated as dw(xo

i , x
+
i ) = d(φw(xo

i ), φw(x+
i ))

and dw(xo
i , x

−
i ) = d(φw(xo

i ), φw(x−
i )), where they should satisfy the following

constraint:
d(φw(xo

i ), φw(x+
i )) < d(φw(xo

i ), φw(x−
i )).

Therefore, the loss of our ranking model can be defined by the hinge loss as
follows,

L(xo
i , x

+
i , x−

i , w) = max{0, dw(xo
i , x

+
i ) − dw(xo

i , x
−
i ) + τ} (3)

where τ represents the gap parameter between two distance, which is set to
τ = 1 in the experiment. Then our objective function for the training can be
represented as Eq. 4,

minw
λ

2
|w||22 +

1
N

N∑
i=1

max{0, dw(xo
i , x

+
i ) − dw(xo

i , x
−
i ) + τ} (4)

where w is the parameter weight of the network, N is the number of the triplets of
the samples. λ is a constant representing weight decay, which is set to λ = 0.0005.

In the loss function, the distance between two video features is measured by
the cosine distance as illustrated in Eq. 5 in our experiments.

dw(xo
i , x

+
i ) = 1 − φw(xo

i ) · φw(x+
i )√

φw(xo
i ) · φw(xo

i )T ·
√

φw(x+
i ) · φw(x+

i )T

(5)

In order to simplify the cosine function, we have split the cosine distance in
Eq. 5 into the l2 normalization layer and the dot product layer. Then after the
l2 normalization layer, the final loss layer can be written as Eq. 6.

L(xo
i , x

+
i , x−

i , w) = max{0, φw(xo
i ) · (φw(x−

i ) − φw(x+
i )) + τ}. (6)
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We use the stochastic gradient decent algorithm to train the proposed neural
network architecture with the triplet loss function as defined in Eq. 6. From the
above loss function, it is clear that the gradient on each input triplet can be
easily computed given the values of φw(Io

i ), φw(I+i ), φw(I−
i ) and ∂L

∂w , ∂L
∂w , ∂L

∂w ,
which can be obtained by separately running the standard forward and backward
propagations for each video feature in the triplet examples. Our implementation
is based on the “caffe” platform, we only add the l2 normalization layer and the
cosine distance based triplet loss layer in the platform.

Triplet Example Generation. Supposed that we have a labeled multimedia
event detection dataset with C classes of event, and that each class of event have
N labeled videos. The number of all possible matched pairs is CN(N −1). Since
in the MED13 dataset, C equals 20, and we have used a few positive exemplars
in our framework (N ≤ 10). Then we have generated all the possible matched
pairs, and the mismatched one is randomly selected from the background videos.
In the triplet examples, we select M(=2000) background videos for each matched
pair to constitute the M triplet training examples. In the training process, for
each batch of 200 instances, the selected triplet examples should contain different
classes of event videos in each iteration. This policy ensures that large amount
of distance constraints are posed on a small number of event videos. When in
the fine-tuning process, since there is only one class of event videos, the number
of background videos should be larger (M = 5000).

4 Experiments and Results

Datasets and Evaluation: We tested the performance of the proposed method
on the TRECVID MED13 datasets and evaluation protocol, and we also use the
YFCC100M dataset to pre-train our similarity function to test the adaptation
properties of the proposed method. The MED13 datasets have been introduced
by NIST for all participants in the TRECVID competition and research commu-
nity to conduct experiments on. For this dataset, there are 20 complex events.
Event names include Birthday party, Bike trick, etc. Refer to [1] for the complete
list of event names. In the training section, there are approximately 100 positive
exemplars per event, and all events share negative exemplars with about 5,000
videos. The testing section has approximately 23,000 search videos. The total
duration of videos in each collection is about 1,240 hours. We used the 10 exem-
plar(10Ex) query settings in the system, while the experiments with less query
examples are done by randomly selecting the corresponding number of query
examples in the 10Ex setting. The evaluation metric used is the Mean Average
Precision(MAP).

4.1 Compare with the Baseline Methods

As illustrated in Fig. 3, we did experiments on MED13 dataset using various
numbers of positive exemplars from 1 to 10 without using the pre-trained model,
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Fig. 3. Comparison on MED13Test with various number of positive examples.

and we have compared our proposed method with other methods, i.e.,SVM,
rankSVM, and two-layer soft-max network(SoftMaxNet). It can be clearly seen
that our proposed ranking network is much better than other methods with the
number of training examples bellow 6, while slightly better than other methods
with increasing numbers of positive training exemplars. As the proposed ranking
network can use the partially ordered information as illustrated in Eq. 1, we have
used some related examples in the training process. Then the performance can
get much better as shown in Fig. 3. This clearly illustrates that the proposed
triplet ranking network is very suitable for video event retrieval task with only
a few positive training exemplars.

Table 1. Comparison with state-of-the-art methods with 10Ex on MED13Test.

Method LCDV LAD [16] rankSVM SVM Ours OurFusion YFCC-Adapt

mAP .250 .173 .210 .217 .248 .253

4.2 Compare with State-of-the-Art on 10Ex

We also compared our method with state-of-the-art method [16] on MED13
10Ex. When we consider the output of the second fully connected layer of our
proposed ranking network as the projected VGG (PVGG) feature, and then com-
bine this with the original input VGG features, we can obtain comparable results
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to the state-of-the-art method [16] as shown in Table 1. This reveals that the com-
plementary properties of the projected VGG features. Although the method [16]
is slightly better than ours without adaptation on YFCC100M dataset, their
learned feature is 25,088-D, which is much higher than our used(4,096D). Since
the input of our ranking network consists of the features instead of image pixels,
such that our training process is very fast, and only the dot product distance is
needed to evaluate in the search process.

4.3 Adaptation Property of Our Method

Since optimizing the neural network is easy to fall into the local minimum,
giving an reasonable parameter initialization trained from other dataset or task
can transfer other information to the specific video event retrieval task, and thus
further improve the performance. We have conducted experiments based on var-
ious number of training examples from 1 to 5 videos on top of the parameters
trained on other dataset, which aims to illustrate the adaptation properties of
the proposed method with handful training examples. As shown in Table 2, we
first pre-train our proposed triplet ranking network on the YFCC100M dataset
to learn the similarity projection for video search. With the obtained parame-
ters as our initialization, we then fine-tune on the MED13 dataset (denoted as
YFCC-Adapt) on each specific video event. It can be clearly seen that much
improvement can be obtained for the final search performance. This shows that
we can adapt other previous knowledge to each specific query model to further
improve the search accuracy. Obviously, we can clearly see that, when only with
one query video for one event and some background negative videos to train
the ranking model, its performance is much higher than any other methods.
Therefore, giving reasonable parameter initialization trained from other dataset
or task can transfer expanded information to the specific event video retrieval
task.

Table 2. Experiment results on MED13Test with adaptation training from YFCC
dataset.

Method 1Ex 2Ex 3Ex 4Ex 5Ex 10Ex

SVM .0149 .0352 .0474 .0795 .1020 .210

OurRankNet .0758 .0951 .1061 .1199 .1289 .217

YFCC-Adapt .0861 .1011 .1132 .1254 .1362 .253

5 Conclusion

This paper has addressed the challenge of Multimedia Event Detection with
only a few query examples, and proposed a ranking network method by casting
the event video search task as the ranking problem. The proposed method can
achieve better search performance than other methods with a handful of query
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examples. This method can be very suitable to be used in a practical video search
system when only very few positive examples can be obtained (often less than
5). What’s more, the proposed ranking network can be used to transfer other
retrieval information to the specific event video, to further improve the search
performance. In the future, we will focus on transferring knowledge from other
larger datasets or tasks to the specific video event detection task.
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Abstract. In this demo, we showcase an image-based personality test.
Compared with the traditional text-based personality test, the proposed
new test is more natural, objective, and language-insensitive. With each
question consisting of images describing the same concept, the subjects
are requested to choose their favorite image. Based on the choices to
typically 15–25 questions, we can accurately estimate the subjects’ per-
sonality traits. The whole process costs less than 5min. The online demo
adapts well to PCs and smart phones, which is available at http://www.
visualbfi.org/.

1 Introduction

Personality affects man’s attitude and social behavior such as “patterns of
thought, occupational choice, criminal activity, and political ideology”. One
of the most popular personality models is Big Five (BF) or Five-Factor
Model (FFM) [3], which defines personality along five dimensions, i.e., Open-
ness (O), Conscientiousness (C), Extraversion (E), Agreeableness (A) and
Neuroticism (N).

The most common personality questionnaire is Big Five Inventory (BFI),
which is text-based and designed by psychological experts. The limitations of
text-based personality test are three-fold: (1) Complicated and burdensome. The
subjects need to read and understand each question thoroughly before making
responses. (2) Prone to bias. The response is essentially based on the subjects’
subjective perception of their own psychological property, which is easily debi-
ased by self-enhancement. (3) Language-sensitive. Language-specific models can-
not be directly translated into a destination language, but need to be carefully
developed by experts.

Multimedia, especially the images and videos which are shared by users on
the social network, conveys rich emotions and personality preferences. Cristani
et al. uses the images posted as favorite to predict the personality traits of 300
Flickr users [1]. Sharath Chandra et al. extend the features in [1] and provide
the personality modeling based image recommendation [2]. Inspired by this, we
propose to research towards an image-based personality test.

c© Springer International Publishing AG 2017
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2 System Overview

Language psychology shows that the choice of words is driven not only by the
meaning, but also by psychological characteristics of speakers/writers such as
emotions and personality traits [4]. In other words, different psychological char-
acteristics could lead to different word choices for the same meaning. Therefore,
we are motivated to make an analogy in the scenario of image choice, and pre-
dict the subjects’ personality traits by investigating their preferences for images
belonging to the same concept.

2.1 Architecture

Different from text-based personality test, image-based personality test is data-
driven rather than designed by psychological experts. This demo is based on the
PsychoFlickr dataset provided in [1]. This dataset comprises of 300 Flickr users,
with each user having 200 favorite images and self-assessed personality traits.
82-d content and aesthetic features have been extracted for each image.

The first step is concept extraction and expansion. For each image, GoogleNet
is employed to obtain the confidence score over 1,000 ImageNet categories and
the top-5 categories with the score larger than 0.1 are remained. Hypernyms of
the 1,000 concepts are traced with WordNet and added into the included con-
cepts for corresponding images. Totally 1,789 concepts at four levels are obtained
to construct the candidate concept set.

The next step is exploiting users’ interactions with the 1,789 concepts by
observing their favorite images, to predict their personality traits. We introduce
a view-based GBDT (vGBDT). View here corresponds to concept. For each
round of base regressor, vGBDT first select the most discriminative view from
the candidate concept sets, and then tunes the optimal partitions and the output
leaf value based on the users’ image features under this view. Assuming M
base regressors (concepts) are considered for each personality trait, a personality
questionnaire consisting of M ∗ 5 questions will be designed.

The base regressor of vGBDT naturally divides the images from same concept
into J parts. Affinity Propagation is used to obtain several image clusters for a
concept. Within the largest image cluster, the one which is nearest to the cluster
center in its own part, is selected as the option image. Finally M ∗ 5 questions
with each question consisting of J options are determined.

2.2 User Interface

A set of “choose-your-favorite-image” questions is designed, with each question
corresponding to one concept and options for each question corresponding to
different patterns of images under this concept. Subjects are requested to select
one favorite image from each question. Typically M is set as 3 or 5, with each
questionnaire totally consisting of 15 or 25 questions, the entire test can be
completed in 3–5 min. As showed in Fig. 1, the whole system UI consists of
four parts: (1) Welcome page, in which features of image-based personality are
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Fig. 1. User interface of image-based personality test

shown. (2) Guide page, briefly introducing how to conduct the test. (3) Main
questionnaire page, containing J image-options for each question, a progress bar
and a button to next question where subjects could tap to select the image
they favor. (4) Result page, presenting the estimated personality results for the
subjects with detailed explanation for each trait.

This image-based personality test can effectively resolve the problems in text-
based test: (1) Natural. Image is recognized as more natural interaction means.
(2) Objective. The intent behind choosing images is not clear, so subjects can
make objective responses according to their realistic perceptions. (3) Language-
insensitive. Human perception of the visual information is universal regardless
of their mother tongue.

3 Real-World Experiment

We conducted a real-world evaluation by recruiting 67 master workers from
Amazon mechanical Turk (MTurk). This test is available at http://test.visualbfi.
org. As illustrated in Fig. 2, each subject was asked to answer five questionnaires
in order: BFI-10, vBFI 1, vBFI evaluation, BFI-44, vBFI 2. For each subject, we
examined his/her credibility by calculating the difference between the calculated
personality scores of BFI-10 and BFI-44. 40 subjects with RMSE lower than 1.2
are remained.

The experimental results are shown in Table 1. Comparison between BFI-10
and vBFI 1 leads to the accuracy evaluation of the image-based personality test.
We can see that Visual BFI (vBFI 1) and BFI-10 has a RMSE between 1.5 to
2.0. This result is comparable to that obtained by CG+LASSO [1]. Note that in
CG+LASSO, for each subject all his/her 200 favorite images are examined. In
our proposed test, only M ∗ 5 responses of each subject are needed to derive the
personality trait. This demonstrates that by examining users favorite images
belonging to few selective concepts, we can achieve comparable, if not better
prediction accuracy than that based on much more unorganized favorite images.

http://test.visualbfi.org
http://test.visualbfi.org
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Fig. 2. Real-world experiment flow

The goal of image-based personality test is not to fit with the text-based
test results, but to match with the subjects’ own perception. After finishing
vBFI 1, we show the estimated personality results to the subjects with a detailed
explanation of each trait. Each subject rates how accurately the derived traits
are on a seven-likert scale (1 being worst while 7 being best). The mean of the
resultant ratings is 5.150 (std = 1.494), suggesting that the derived traits from
vBFI generally match well with their own perceptions.

Table 1. Real-world evaluation results from MTurk.

Trait vBFI 1 v.s. BFI-10
(RMSE)

Rate
(mean/std.)

vBFI 1 v.s. vBFI 2
(RMSE)

O 1.647 5.150/1.494 0.872

C 1.859 1.004

E 2.059 1.101

A 1.506 0.866

N 2.075 1.300

We further compare the derived traits from two versions of visual BFI
(vBFI 1 and vBFI 2) to examine the robustness of image-based personality test.
Different from vBFI 1, vBFI 2 is constructed with image-options selected from
the second-largest cluster. Results from Table 1 show a relatively low RMSE
around 1.0, which demonstrate the feasibility and robustness of visual BFI in
practical personality test.

4 Conclusion

In this paper, we present a demo for the image-based personality test, which is
a data-driven questionnaire on personality. By exploiting users’ favorite interac-
tions with images, the image-based personality test is demonstrated more nat-
ural, objective, and language-insensitive compared to the traditional text-based
personality test.
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Abstract. As User Generated Content takes up an increasing share of
the total Internet multimedia traffic, it becomes increasingly important
to protect users (be they consumers or professionals, such as journalists)
from potentially traumatizing content that is accessible on the web. In
this demonstration, we present a web service that can identify disturbing
or graphic content in images. The service can be used by platforms for fil-
tering or to warn users prior to exposing them to such content. We evalu-
ate the performance of the service and propose solutions towards extend-
ing the training dataset and thus further improving the performance of
the service, while minimizing emotional distress to human annotators.

1 Introduction

With the proliferation of social media and capturing devices, Internet users are
increasingly exposed to User Generated Content (UGC) uploaded by other users.
In such environments, it is possible that a user may join a public platform and
upload content that can be traumatizing to others, such as pornographic or
violent imagery. While most platforms provide reporting mechanisms that allow
users to request the removal of such content, users can only report content after
they have been exposed to it. Furthermore, professionals such as journalists or
police officers spend a lot of time browsing and collecting UGC in search of
information. Due to the nature of their work, such content may often be violent
or disturbing, and prolonged exposure to such content can be psychologically
traumatizing. Automatically detecting such content and forewarning the user
before displaying it could help protect both professional and casual users, not as
a form of censorship but as a personal tool for preventing emotional trauma.

2 Background

We use the term disturbing images to refer to depictions of humans or animals
subjected to violence, harm, and suffering, in a manner that can cause trauma to
the viewer. Research suggests that users who are systematically exposed to such
material are in danger of serious psychological harm [2]1. In research literature,
1 Also see http://dartcenter.org/.
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Fig. 1. Sample violent images that do not qualify as disturbing for our task.

the term violence detection refers to a very active field, e.g. [1,7]. Yet such works
usually concern video (exploiting audio and motion cues), and the content they
aim to detect is quite different from the one discussed in this work, as their
definitions of violence often include, e.g. individuals fighting or weapons being
fired. A recent attempt at detecting violent images [8] is based on a dataset
collected using Google image search with violence-related keywords, many of
which violent images would not be considered disturbing given our definition
(Fig. 1). Finally, another recent work aims at detecting horror images [5], which
however often lack the realism of real-world disturbing UGC.

3 Disturbing Image Detection Service

3.1 Back-End

Dataset Collection and Organization. As, to our knowledge, this is the first
effort in tackling this task, we had to build an annotated dataset in order to train
and evaluate our service. The dataset consists primarily of images collected from
the web. As the manual dataset generation process is psychologically demand-
ing for annotators we used a two-step approach: An initial set was collected
manually from the web, depicting war zones, accidents and other similar situa-
tions, with and without disturbing content. Adding around 100 non-disturbing
images from the UCID dataset [6] and following manual annotation, we ended
up with 990 images. We then used this initial set to build the rest of the dataset
semi-automatically: we trained a classifier using the approach described below
and employed automated scripts to download images from a number of websites
specializing in disturbing and/or graphic pictures. Images were automatically
classified as disturbing or non-disturbing, and the annotators only had to
visually correct the results. This process proved a lot less stressful than manually
annotating all images. The final dataset contains 5401 images, 2043 of which are
labeled as disturbing. Due to their graphic nature we decided against demon-
strating image samples, but will share the dataset upon request.

Classification Approach. With respect to classification, we decided to use
Convolutional Neural Networks (CNN), as they have exhibited exceptional per-
formance in many image classification challenges in recent years. However, given
the relatively small size of our dataset, we cannot hope to train such a clas-
sifier from scratch. In such cases we can take a model that is pre-trained on
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Fig. 2. Left: Results of classification using the two approaches. Right: A screenshot
from the developed web User Interface.

a general set of concepts (e.g. publicly available networks trained on the Ima-
geNet dataset) and either use the output of the second-to-top layer as an image
descriptor for a standard classifier (e.g. SVM), or re-train only the upper lay-
ers of the network using our data, in an approach known as transfer learning.
We attempted both approaches using the BVLC Reference CaffeNet network2

[4] from the Caffe framework [3]. Figure 2 (left) shows that, given our current
dataset, SVM classification with CNN features worked best, reaching 0.864 Pre-
cision at 0.868 Recall, versus 0.769 Precision and 0.763 Recall by the transfer
learning-based CNN model. Thus we use the SVM approach for our demo.

Web Service. We used Caffe to make the classification model accessible via a
REST service. The back-end is built in Python (PyCaffe) and Java. It accepts an
image URL, downloads and runs the image through the classifier, and returns
the prediction as JSON. If the incoming load overcomes the system limits, a
queuing mechanism allows the service to respond asynchronously to meet the
demands of batch classifying images in large collections. The API also offers a
feedback mechanism, which accepts an image URL and the correct annotation
for an image. This feature can be used both to improve classifier performance,
but also as a first step towards a personalized classifier that can take subjective
preferences into account. It should be noted that in its current form the system
accuracy drops significantly when classifying thumbnails (<200 pixels in either
dimension), thus it is currently aimed at images above that size.

3.2 Front-End

The web front-end provides a simple interface for the classification and feedback
services3. A user submits an image URL and the service visualizes the classifier
prediction as a percentage on a bar, indicating the probability that the image
has disturbing content. The bar allows the user to submit their own perception
on what the prediction should have been, in case it differs from the one provided.

2 Downloaded from http://caffe.berkeleyvision.org/model zoo.html.
3 The demo is available at http://reveal-mklab.iti.gr/reveal/disturbing/.

http://caffe.berkeleyvision.org/model_zoo.html
http://reveal-mklab.iti.gr/reveal/disturbing/
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In that case the image is stored alongside the value to be used in refining the
classifier. Figure 2 (right) shows the classification result for a web image.

4 Conclusions and Future Steps

We presented a public service for the analysis and potential filtering of disturb-
ing images using state-of-the-art technologies on a novel dataset, with feedback
mechanisms to further improve future results by incorporating user annotations.
In order to further refine our dataset, given the problems of manually annotating
large numbers of disturbing images, we are trying to incorporate semi-automatic
and crowd-sourcing methods to disperse the emotional burden of the task. Given
the -partly- subjective nature of the task, we are also considering the potential
for personalized classification. We also believe there is significant application
potential if the interface could take the form of a browser plug-in that would be
able to analyze all images to be displayed on the browser. Finally, we are consid-
ering the possibility of a localization system that can isolate only the offending
part of the image -however, manually annotating such a dataset for training and
evaluation would incur considerable emotional toll on annotators, and how to
reduce this toll through semi-automatic means is an open issue.
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Abstract. Manual annotation of ego-centric visual media for lifelog-
ging, activity monitoring, object counting, etc. is challenging due to the
repetitive nature of the images especially for events such as driving,
eating, meeting, watching television, etc. where there is no change in
scenery. This makes the annotation task boring and there is danger of
missing things through loss of concentration. This is particularly prob-
lematic when labelling infrequently or irregularly occurring objects or
short activities. To date annotation approaches have structured visual
lifelogs into events and then annotated at the event or sub-event levels
but this can be limited when the annotation task is labelling a wider
variety of topics-events, activities, interactions and/or objects. Here we
build on our prior experiences of annotating at event level and present a
new annotation interface. This demonstration will show a software plat-
form for annotating different levels of labels by different projects, with
different aims, for ego-centric visual media.

Keywords: Lifelog · Annotation

1 Introduction

One of the most intriguing forms of lifelog data which people can accumulate
is visual data from wearable cameras, recording either continuous video or fre-
quent images taken at regular intervals [2]. This is now referred to as ego-centric
image media, reflecting the fact that it is usually taken from the first person
viewpoint and can suffer from image quality issues due to camera shake because
of movement of the wearer. For the most part, such visual lifelogs are indexed
and become searchable based on their metadata, the date, time and perhaps
location at which the images were taken. Increasingly we are realising that in
addition to this we need to analyse and index visual lifelogs based on content
using either manually annotated tags, or automatic detection of semantic con-
cepts. For either of these approaches there is a need for a software tool to allow
end users to manually annotate lifelog images, either to train a machine learning
classifier to recognise concepts, or to be used directly as lifelog descriptors.
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In this paper we introduce a software platform for manual annotation of
visual lifelogs. A short demonstration video can be seen at https://goo.gl/
ru2ZxZ. We describe the system in terms of the different kinds of user roles
involved in the annotation, and then we describe the annotation process itself.
This is followed by a short user feedback and evaluation of the interface looking
at how it supports different annotation strategies and the requirements of the
system.

2 Annotation System

2.1 Users

The annotation system consists of three different user types, the uploader, the
annotator and the administrator (or assigner). The uploaders role is to be the
camera wearer, the source of the lifelog data that is to be annotated within the
system. Uploaders load their data to the database and the system in turn auto-
matically segments the data into ‘photo packages’. Upon logging in, the admin-
istrator has two primary roles, creating new annotators and assigning annotators
to photo packages which have been uploaded. From the annotator’s control panel
the administrator can see a list of all annotators created within the system. The
administrator has the option to edit or delete an annotator via this interface and to
view the total number of images an annotator has been assigned to annotate. On
selecting an annotator’s assign button, the administrator is brought to the assign-
ment interface where they see a list of all photo packages uploaded to the system.

It is important to note that multiple annotators can be assigned to the same
photo package simultaneously. This is useful if annotators specialise or more
than one annotator is needed to divide the workload of a large photo package.
During the development of the system, the requirement for separate annotations
from different projects or perspectives, yet on the same photo packages, became
apparent. For example, lifelogs may be annotated by a group interested in food
intake while another set of annotators may be interested in the wearers’ exercise
habits. To address these requirements, the concept of a project was introduced.
When assigning an annotator to a package, it is necessary to choose from which
project they are being assigned to. This means that different annotators can
work on the same photo package under different project guidelines and there
will be no risk of interfering with another project’s annotations.

When the annotator is ready, they simply press the annotate button next
to the package assigned to them and are immediately taken to the primary
annotation screen (see Fig. 1). This annotation interface contains three sections,
the calendar, the ontology and the annotatable images. The calendar is used
to navigate between different days within a photo package if a package spans
multiple days. These days are in turn segmented into hours for the purpose of
navigability and convenience. When the annotator has targeted the day and
hour they want to work on, they can begin selecting the photos they wish to
annotate. In Fig. 1 we can see, from the blue border surrounding the images,
that currently 10 images have been selected for annotation.

https://goo.gl/ru2ZxZ
https://goo.gl/ru2ZxZ


444 A. Duane et al.

The annotation system imposes a 3 level hierarchical ontology of terms with
terms being selectable via a one-click concertina navigation on the left side of the
screen. Level 1 of the ontology appears in blue, level 2 in orange and level 3 in
white. At this point the annotator will navigate through the ontology and choose
which leaf node annotation terms they wish to attach to the selected images.
Upon choosing an annotation term, the selected images are highlighted with a
green overlay to indicate that they have been annotated. In the top left corner
of each image, the annotator can see how many terms are currently attached.

After adding a term to a single or to a group of images, the annotator can
remove the annotation by clicking on the term a second time in the ontology.
For this option to be available, all selected images must contain the annota-
tion already, otherwise clicking on the term in the ontology will simply add the
annotation to any images that do not already have it.

Fig. 1. Annotating images using the ontology. (Color figure online)

If the annotator needs to examine an image closely or to see a list of all
annotations attached to an image, they have the option of clicking the magnifying
glass beneath each image. Upon doing so, an overlay will appear over the screen
containing a larger version of the image and beneath that, all the annotation
terms attached to this particular image (Fig. 2). It is important to note that the
annotations from all projects and all annotations appear in this overlay. The
annotator cannot interact with another projects annotation terms and they do
not count toward the total terms attached to the image within their project.

The visibility of other projects in the annotation space was introduced
because it is often beneficial for an annotator to see what other annotation
terms different projects have attached to an image. If this is not the case, the
annotator can elect to ignore other terms and focus on their own annotations
which are highlighted in green and which they have the option to remove. If the
annotator needs to see a full resolution version of the selected image, they can
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Fig. 2. Exploring details of a single image.

click the image from within this overlay and a new tab will open containing the
image at its native resolution.

3 Demonstration Proposal

The proposed demonstration will use data gathered live at the conference and
engage with the users to rapidly annotate sample data. Users will gain an under-
standing of the unique requirements for annotating lifelog data and how this may
be used in a variety of applications. In addition the demonstration will provide
the opportunity for further observations as to the annotation strategy and pos-
sible future improvements for the interface.

The annotation tool introduced in this paper offers an alternative to the lifelog
browser tool described in [1] and over which it has several advantages including a
more flexible framework to ingest and annotate with structured levels of labels and
enabling multiple annotations of images based on individual projects. Labelling
ego-centric visual media for both information retrieval or higher-level data analyt-
ics at the event, activity and object level will influence the annotation strategy and
hence the future development of specialised annotation interfaces.

Acknowledgements. This paper is based on research supported by Science Foun-
dation Ireland under grant number SFI/12/RC/2289 and Health Research Council of
New Zealand.
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Abstract. In this demo, we present a very fast CNN-based style trans-
fer system running on normal iPhones. The proposed app can transfer
multiple pre-trained styles to the video stream captured from the built-
in camera of an iPhone around 140ms (7fps). We extended the network
proposed as a real-time neural style transfer network by Johnson et al. [1]
so that the network can learn multiple styles at the same time. In addi-
tion, we modified the CNN network so that the amount of computation is
reduced one tenth compared to the original network. The very fast mobile
implementation of the app are based on our paper [2] which describes sev-
eral new ideas to implement CNN on mobile devices efficiently. Figure 1
shows an example usage of DeepStyleCam which is running on an
iPhone SE.

1 Introduction

In 2015, Gatys et al. proposed an algorithm on neural artistic style transfer [3,4]
which synthesizes an image which has the style of a given style image and the
contents of a given content image using Convolutional Neural Network (CNN) as
shows in Fig. 2. This method enables us to modify the style of an image keeping
the content of the image easily. It replaces the information which are degraded
while the signal of the content image goes forward through the CNN layers
with style information extracted from the style image, and reconstructs a new
image which has the same content as a given content images and the same style
as a given style image. In this method, they introduced “style matrix” which
was presented by Gram matrix of the feature maps, that is, correlation matrix
between feature maps in CNN.

However, since the method proposed by Gatys et al. required forward and
backward computation many times (in general several hundreds times), the
processing time tends to become longer (several seconds) even using GPU.

Then, several methods using only feed-forward computation of CNN to realize
style transfer have been proposed so far. One of them is the method proposed by
Johnson et al. [1]. They proposed perceptual loss functions to train the ConvDe-
convNetwork as a feed-forward style transfer network. The ConvDeconvNetwork
consists of down-sampling layers, convolutional layers and up-sampling layers,
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Fig. 1. “DeepStyleCam” running on an
iPhone SE.

Fig. 2. “Neural style transfer” which cre-
ates a novel image by mixing the content
and the style of two given images.

which accepts an image and outputs an modified image. This networks is com-
monly used for super-resolution [5] and coloring of gray-scale images [6]. In their
method, they train a ConvDeconvNetwork so that the style matrix of its out-
put image becomes closer to the style matrix of the given fixed style image and
the CNN features of the input image leaves unchanged by using the proposed
perceptual losses.

However, the ConvDeconvNetwork trained by their method can treat only
one fixed style. If transferring ten kinds of styles, we have to train ten different
ConvDeconvNetwork independently. This is not good for mobile implementation
in terms of required memory size. Then, we modified Johnson et al.’s method so
that one ConvDeconvNetwork can train multiple styles at the same time.

2 Proposed System

We modified the ConvDeconvNetwork used in [1] by adding a fusion layer and
a style input stream as shown in Fig. 3. This is inspired by Iizuka et al’s CNN-
based coloring work [6]. They proposed adding a contextual stream to the Con-
vDeconvNetwork. With this improvement, they achieved coloring depending on
the content of a target image.

We propose a style transfer network with style input as shown in Fig. 3. When
training, we provide sample images to the content stream and style images to
the style stream. The training method is the same as [1]. Please refer the detail
on training to [1].

When transferring images, we input a target image to the content stream and
one of the style images used in the training phrase to the style stream. Then,
we can obtained the results corresponding on the selected style images by using
only one trained network as shown in the top row of Fig. 4.

In addition, we shrunk the ConvDeconvNetwork compared to [1] to save
computation costs. We added one down-sampling layer and up-sampling layer,
replaced 9×9 kernels with smaller 5×5 kernels in the first and last convolutional
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Fig. 3. Style transfer network with style input.

Fig. 4. Examples of the results. (Top) normal mode, (bottom) color preserving mode.
(Color figure online)

layers, and reduced five Residual Elements into three. We confirmed that these
network shrinking did not harm the quality of outputs significantly.

Regarding mobile implementation, we followed our work on Efficient Mobile
CNN Implementation [2]. In the method, CNN networks are directly converted
to a C source code which utilized multi-threading and iOS Accelerate Framework
for CNN computation.

In addition, we implemented color preserving mode [7] which transfers a
selected style only into gray-scale elements of an input image. The results in the
color preserving mode as shown in the bottom row of Fig. 4. It can keep color of
the content image while changing only the intensity of pixels, which is especially
suitable for food images.
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3 Demo Video and App on the iOS App Store

We prepared the videos recorded that the DeepStryleCam app was running in
the practical settings. We released the app on the iOS app store. You can try
“DeepStyleCam” on your iPhone or iPad. Note that we strongly recommend to
use iPhone 6s/7/SE or iPad Pro for this app, because the app requires much
computational power.

– Demo video of the DeepStyleCam.
http://foodcam.mobi/deepstylecam/

– iOS app on the App Store, “RealTimeMultiStyleTransfer”
https://itunes.apple.com/jp/app/realtimemultistyletransfer/id1161707531
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Abstract. Efficient and accurate face detection and alignment are
key techniques for facial augmented reality (AR) applications. In this
paper, we introduce V-Head, a facial AR system which consists of
three major components: (1) joint face detection and shape initial-
ization which can efficiently localize facial regions based on the pro-
posed face probability map and a multipose classifier and meanwhile
explicitly produces a roughly aligned initial shape, (2) cascade face
alignment to locate 2D facial landmarks on the detected face, and
(3) 3D head pose estimation based on the perspective-n-point (PnP)
algorithm so as to overlay 3D virtual objects on the detected faces.
The demonstration can be accessed from https://drive.google.com/open?
id=0B-H2fYiPunUtRHBFTDRzRkZvVEE.

Keywords: Face detection · Face initialization · Face alignment · AR

1 Introduction

Face alignment aims at locating points with facial semantic meanings in the face
image, e.g. pupil, mouth corners and nose bridges. An efficient and accurate face
alignment system is highly demanded by many facial AR applications, such as
eyewear virtual try-on and virtual makeover.

Most existing face alignment systems rely on a face detection step which
provides a bounding box around a face region and then place an initial shape,
which could be obtained by averaging all shapes in a training dataset or ran-
domly selected from a training set, in the bounding box. The initial shape is
progressively updated so as to match the actual shape in the image. However,
the performance of those systems is usually limited by an alignment-unfriendly
face detector, i.e. shifting and scaling of a face bounding box could lead to
non-trivial discrepancy between the final alignment result and the actual shape.
Unsupervised initialization schemes, e.g. a mean shape or a random shape, can
hardly guarantee a good performance of face alignment especially for faces with
large pose.

To address the above problems, the authors in [2] propose an alignment-
friendly face detector by utilizing the shape-indexed features [1] and combin-
ing face detection and face alignment. However, their method still utilizes an
c© Springer International Publishing AG 2017
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unsupervised initialization scheme, which is sensitive to large pose variations.
Recently, a supervised initialization method [5] utilizes a ConvNet framework
to estimate head pose, which is then used to generate a reasonable initial shape
according to detected face bounding box’s size and location. However, a small
variation of the location and size of the detected bounding boxes greatly affects
the performance of the supervised initialization, degrading the robustness of the
initialization scheme.

In this paper, we introduce V-Head, a facial AR system which can simulta-
neously detect face and initialize facial shape at an ultrafast speed. Meanwhile,
the initial shape can always guarantee a fast and accurate convergence to the
actual shape. In particular, our system differs from the existing solutions in two
aspects:

– Ultrafast Face Proposal: Most if not all facial AR applications capture face
information in the form of color images by a frontal camera. Based on this fact,
we propose an ultrafast face proposal method based on a two-level classifier: a
face probability map (FPM) is first generated from a color image by applying
a Naive Bayesian Model (NBM) to enhance face information, followed by
a boosted classifier based on FPM to eliminate most non-face regions. The
proposed face proposal method facilitates the real-time performance of the
overall system (i.e. 32 fps on a single thread CPU of an x86 computer).

– Joint Face Detection and Initialization: Based on the shape-indexed
features and cascade face detection framework, we propose a new joint face
detection and initialization method, which concurrently obtain a facial bound-
ing box and initial facial landmarks (i.e. shape) in one step. Our joint method
guarantees an alignment-friendly face bounding box and a more reliable initial
shape, enhancing the robustness of the subsequent face alignment.

2 System Implementation

2.1 Core Components

Figure 1 illustrates our face alignment system which consists of three key mod-
ules: joint face detection and initialization, cascade face alignment and head pose
estimation.

(1) Face Detection and Initialization: For each image, we first convert it
to a FPM via a NBM. FPM is a mixture of skin probability map (SPM),
eyes probability map (EPM) and mouth probability map (MPM), which are
three most distinctive components in face region. Specifically, we build SPM
in the Y CbCr color space by applying Bayes rule based on skin pixel’ and
non-skin pixels’ (Cb,Cr) value. Each pixel of a SPM represents its likelihood
to being belong to skin. Similarly, we construct an EPM and an MPM, and
each probability map is one of FPM’s three channels. FPM construction
can be implemented very efficiently via lookup tables. Then we implement a
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Fig. 1. System framework for V-Head demo

boosted classifier based on LBP features extracted from FPM to eliminate
most non-face regions. As FPM can greatly enhance face regions and sup-
press background clutters thus most non-facial regions can be excluded at
very early stage of the boosted classifier, significantly increasing the detec-
tion speed.
Given the remaining face-like regions obtained by the face proposal, we
train a multipose face detector to further detect and initialize faces. We
utilize the shape-indexed features instead of Haar-like features and for each
candidate face region we overlay several different poses on the region and
extract features relative to each head pose. Facial regions, which contain a
face and are represented by shape-indexed features extracted from shapes
roughly aligned with the face, will be labeled positive. Otherwise, they will
be labeled as negative samples. A random forest is learned utilizing the
RealBoost algorithm as our classifier. During the testing phase, we try each
shape, which is used for extracting features when training, on a face-like
region, if the extracted features get the highest score from our classifier, the
corresponding shape can be considered as an initialization for the following
face alignment.

(2) Cascade Face Alignment: In our demo, we implement local binary fea-
tures based face alignment method (LBF) [3] with the same settings as
LBF-fast and use initial shapes generated by our joint face detection and
initialization method. LBF shares the same shape-indexed features with our
joint method and achieves ultrafast speed (3000 fps on PC) benefiting from
linearly regressing binary features extracted by random forests. We collect
3837 annotated face images from 300W [4], and use original images and
their mirror version to train LBF model.
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(3) Head Pose Estimation: We pre-build a 3D head model and extract a set
of 3D points from it, including outer corners of eyes, tip of nose, corners of
mouth, point of jaw and points of ears, which present sufficient 3D structure
information of human head. By correlating extracted 3D facial points and
aligned 2D facial points in the image and calibrating intrinsic matrix of the
camera, we solve PnP problem to estimate the rotation (roll, pitch, and
yaw) and 3D translation of the camera with respect to the world coordinate
system. Our pre-build 3D virtual head can be projected to the 2D image by
estimated camera pose.

2.2 User Interface

We use Cocos2d-x game engine to build our demo. Figure 2 illustrates the main
UI of our system. In the right area, the user can choose 3D head, glasses and
mask to virtually try on. In the center area, we display video frames captured
by a frontal camera and project user’s selected 3D object on user’s face in the
frame. 3D object’s rotating and translating synchronize with user’s so that the
object looks like being virtually weared by user.

Fig. 2. The UI of V-Head
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Abstract. This extended demo paper summarizes our interface used for
the Video Browser Showdown (VBS) 2017 competition, where visual and
textual known-item search (KIS) tasks, as well as ad-hoc video search
(AVS) tasks in a 600-h video archive need to be solved interactively.
To this end, we propose a very flexible distributed video search system
that combines many ideas of related work in a novel and collaborative
way, such that several users can work together and explore the video
archive in a complementary manner. The main interface is a perspective
Feature Map, which shows keyframes of shots arranged according to a
selected content similarity feature (e.g., color, motion, semantic concepts,
etc.). This Feature Map is accompanied by additional views, which allow
users to search and filter according to a particular content feature. For
collaboration of several users we provide a cooperative heatmap that
shows a synchronized view of inspection actions of all users. Moreover, we
use collaborative re-ranking of shots (in specific views) based on retrieved
results of other users.

Keywords: Video retrieval · Interactive search · Collaboration

1 Introduction and Related Work

The Video Browser Showdown (VBS) is an annual live evaluation competition of
interactive video search tools. It started in 2012 with visual known-item search
(KIS) tasks in single videos, randomly selected from a set of 30 videos that were
about one-hour long in duration, and has became increasingly challenging over
the years. In 2014 the tasks were selected from 76 videos and extended by textual
KIS tasks, where a textual description about the target scene is presented as a
query instead of a visual excerpt [7]. The collection to search further increased
in 2015 and 2016 to about 100 h and 250 h, respectively [2]. VBS 2017 (this year)
is particularly challenging, because the data set increased even further, to 4593
video files with about 600 h of content. In addition to the increase in size, there is
c© Springer International Publishing AG 2017
L. Amsaleg et al. (Eds.): MMM 2017, Part II, LNCS 10133, pp. 457–462, 2017.
DOI: 10.1007/978-3-319-51814-5 41



458 K. Schoeffmann et al.

also a second type of querying, namely ad-hoc video search (AVS), which is the
interactive version of AVS from TRECVID [6]. In contrast to KIS tasks – which
requests participants to find one particular 20 seconds long segment – AVS tasks
may have many results across the whole data set.

We approach the VBS 2017 challenge with a highly flexible interactive video
search system that combines several ideas from previous years and integrates
collaborative search features. The main interface is a similarity-based map of
keyframes (called Feature Map), which uses hierarchical refinement to provide
an overview of keyframes with different levels of granularity, similar to the one
used by the winner of VBS 2016 [1]. This Feature Map is presented in 3D per-
spective to better exploit the screen real estate and show more images at once.
The last iterations of the VBS showed that none of the many different interfaces
worked well for all of the tasks and session. Particularly text-based KIS tasks
are very hard to solve with color-based search only. Similarly, it is often hard to
derive the best matching semantic concept from a given visual example. Also,
sometimes users need the temporal context of keyframes within the correspond-
ing video sequence/file, or would rather like to temporally browse through the
data instead of searching. Therefore, in addition to the Feature Map, our search
system provides several other views, which can be used for search and filtering
according to some specific content feature, for web-based search by example, or
for simple temporal browsing of keyframes. All of these views are designed in
a way that allows several users to search simultaneously (and cooperatively, if
desired).

This paper describes the general architecture of our interface, but omits many
details due to the page limit. An elaborate technical paper detailing all the
different parts of the interface and the underlying content analyses is under
preparation for submission.

2 Proposed Approach

As already mentioned in the introduction, we propose a collaborative video
search system that uses several different interfaces (called views), where the
user can select the most-appropriate one for the current search task and intent.

2.1 Feature Map

The main user interface of our tool is the Feature Map (see Fig. 1). It is basically
a two-dimensional grid of keyframes which are arranged based on similarity. The
underlying user-selectable similarity metric can be any combination of the fol-
lowing four criteria (i.e., in total 15 different map arrangements can be selected):

– Concept similarity (CNN-Features)
– Color similarity (Feature Signatures)
– Texture similarity (Histogram of Oriented Gradients)
– Motion similarity (Motion Histogram)
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Fig. 1. Feature Map: the main view of our interface arranges keyframes according to
a similarity criteria, which can be selected on the left. The current hierarchical layer is
visualized by a pyramidal indicator at the bottom left. The minimap below indicates
the currently visible section and includes a heatmap that summarizes the current search
activity of all users. Filter Views can be selected via a navigation menu at the top.
(Color figure online)

The Feature Map is shown in a configurable 3D perspective view, which
allows a better overview over a larger area than a flat 2D view. The Feature
Map is built up hierarchically. The top layer shows approximately 40×40 frames.
Each of the four subjacent layer shows four times the amount of keyframes than
its overlying layer. The lowest layer shows all the keyframes of the entire video
collection, which are 300000 in total.

2.2 Browse and Filter Views

The Feature Map is intended to be used as main interface, where users browse
keyframes according so some similarity and refine their search over time.
However, for some search tasks it might be inappropriate to start with this
view. Therefore, we provide several complementary views that display a list of
keyframes according to a filtering criterion. Each of these keyframes can then be
used as starting point in the Feature Map. Due to space limitations we, however,
show only a screenshot of the first view (the Storyboard) and omit others.

– Storyboard: In this view all videos are shown in a sequential list (Fig. 2).
Each video is represented by uniformly sampled frames that are coherently
visualized for fast human inspection, as described in [4]. The list is re-ranked
according to the search activities of the collaborators. For example, if other
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Fig. 2. The storyboard shows a coherent visualization of keyframes temporally sampled
from the videos at equidistant positions (other browse & views are not shown due to
space limitations).

users inspect many shots of a video in the Feature Map, it is up-ranked in the
storyboard. Similarly, if other searchers are also browsing in the storyboard,
already inspected videos are down-ranked (we call this context-sensitive col-
laborative re-ranking). This is an advancement of our previous approach [3].

– Color Filter: Here the user can choose different hue, saturation, and value
areas from the HSV color space, to filter for matching keyframes.

– Concept Filter: This is a text-based search for semantic content classes,
detected by convolutional neural networks (CNNs). We use two different CNNs
for that purpose: (i) the well-known AlexNet [5], and (ii) a self-trained ver-
sion of AlexNet using a manually selected large set of images from ImageNet
(419630 images of 77 classes).

– Web Example: Here, a search engine is provided to gather appropriate
images from the web (e.g., Bing or Google). The user can select an image
from the result set and directly analyze it on-the-fly through a web service
running on our content analysis server. The result of this analysis is used for
similarity search in the Feature Map.

2.3 Architecture

Our collaborative video search system uses two different servers: a video server
and an interaction server. The video server performs several types of video con-
tent analysis (see top left in Fig. 3) and stores all the results as well as the
videos, and makes them accessible via a web server and web services. It uses
a content-sensitive shot detection algorithm that builds on motion flow analy-
sis and comparison of edge histograms and color histograms for selecting the
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Fig. 3. Collaborative video search system

most representative keyframe. The video server provides a web interface with
several different views, which can be used simultaneously by several users that
are additionally connected to a collaboration and interaction server.

The interaction server uses a WebSocket connection among all clients and can
actively contact clients for forwarding interaction data of a specific user. Such
interaction data could be a notification (e.g., a hint to another user to inspect
a specific area or video) or inspection information that provides the basis for
collaboration features such as collaborative re-ranking or information sharing.

2.4 Collaboration

Special attention was paid to the support of collaborative features to allow for
cooperative work. One element that supports collaboration is a heatmap that is
shown in the lower left corner of Fig. 1. Red parts are locations of potentially
correct keyframes, marked by other users. The green color highlights areas where
users have looked into without finding the correct shot. The heatmap is influ-
enced by the filtering and search actions of all participants. A further feature
that is influenced by the work of the users is the ranking of the video list shown
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in Fig. 2. A video that was already inspected by a different user is shifted down to
a rearward place in the list. Additionally, the ranking of the video list is rebuilt
based on the filter events of the users.

3 Summary

We present a versatile video search system that is novel in several ways. First,
it provides a toolbox of several different views (i.e., sub-interfaces) and hence
is a flexible tool that supports different types of search. Second, it uses sev-
eral collaboration features like the collaborative heatmap, which immediately
shows which areas were inspected intensively (and which were not), the collabo-
rative re-ranking as well as specific notifications to other users. Finally, it uses a
hierarchically refineable Feature Map with a changeable underlying feature for
similarity arrangement of keyframes. This enables users to quickly switch from
color-based similarity to texture-based similarity, or motion- or concept-based
similarity, while always keeping the currently selected keyframe in center view.
We expect this distributed interactive video search system to be efficient for tex-
tual and visual known-item search tasks, as well as ad-hoc video search tasks,
as issued at VBS 2017.
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Abstract. Our successful multimedia event detection system at TREC-
VID 2015 showed its strength on handling complex concepts in a query.
The system was based on a large number of pre-trained concept detectors
for textual-to-visual relation. In this paper, we enhance the system by
enabling human-in-the-loop. In order to facilitate a user to quickly find
an information need, we incorporate concept screening, video reranking
by highlighted concepts, relevance feedback and color sketch to refine
a coarse retrieval result. The aim is to eventually come up with a sys-
tem suitable for both Ad-hoc Video Search and Known-Item Search. In
addition, as the increasing awareness of difficulty in distinguishing shots
of very similar scenes, we also explore the automatic story annotation
along the timeline of a video, so that a user can quickly grasp the story
happened in the context of a target shot and reject shots with incorrect
context. With the story annotation, a user can refine the search result
as well by simply adding a few keywords in a special “context field” of a
query.

Keywords: Video search · Known-Item Search · Concept bank ·
Semantic query · Video reranking · Story annotation

1 Introduction

In TRECVID 2015, we developed a multimedia event detection system for zero-
example event detection that achieved the best performance [4]. The core of the
system is a large concept bank that contains about 2,800 pre-trained concept
detectors covering common objects, actions, scenes and everyday activities. To
perform a text query search in an unannotated video corpus, the crux of the
system is to solve the textual-to-visual relation using the concept bank as a
knowledge base.

We have studied several facts which significantly impact retrieval perfor-
mance. Such facts include the number of concepts, concept specificity, and con-
cept discriminativeness regarding the query. However, the performance of an
automatic video retrieval system is still far from perfection, especially when no
precisely matched concepts can be found in the concept bank. In this case, the
system would propose concepts with the smallest word distance towards the
query. This metric, however, often suggests off-topic concepts due to a lack of
c© Springer International Publishing AG 2017
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common sense that can distinguish a concept from the context of the query
topic. A feasible solution is to employ a human evaluator to quickly adjust the
result by screening the machine-proposed concepts. On the other hand, although
our existing system can be adapted to Ad-hoc Video Search, it is inefficient for
Known-Item Search. This is because a text query is insufficient to describe the
fine details which are required to mine the exact query clip from a number of
clips sharing the same semantic content. Hence, a human needs to painstakingly
dig into hundreds of results to find the correct match even if the top results are
all relevant. We, therefore, seek help from an interactive search where a user can
refine a first-time search result with different methods so that the correct match
has a higher chance to show up.

Video Browser Showcases [8] in previous years suggest using high-level visual
concepts [5–7] and low-level visual descriptors [1,2] as two lines of approach.
For Known-Item Search, the systems using low-level features generally have an
advantage over those using high-level concepts. It is worth to mention that a color
sketch search method was shown to be very effective in 2014 and 2015 [1,3]. But
as low-level features do not contain semantic information, the systems with high-
level concepts have their inherent benefit on Ad-hoc Video Search where queries
are only formed by text. In this paper, we tend to integrate both methods into
an interactive search system. The concept-based search system is mainly used for
generating the first-time search result. Then, we implement different reranking
techniques to incorporate the strength of both high-level concepts and low-level
features. Specifically, highlighted concept reranking is a simple and quick method
for a user to emphasize a particular characteristic in the query. When a user finds
one or more visually relevant clips in the search result, either relevance feedback
or color sketch can be further exploited to refine the result so that the user has
a better chance to hit the correct answer. Furthermore, there is an increasing
awareness of difficulty in distinguishing shots sharing very similar scenes in the
search result [1]. We recount the dominant concepts along the timeline of a
video to facilitate video browsing so that a user can quickly grasp the context of
a target shot even though the shot itself is not distinctive. We also implement
a context field in the query to quickly refine the result in this scenario. The
following sections detail each component of our system.

2 Concept-Based Video Search System

We adapt our zero-example event search system to general-purpose video search.
The search system is backed by a large concept bank which contains thousands
of concept detectors for textual-to-visual relation. The most important module
in our system is called semantic query generation which generates the internal
query representation by calculating the distance from a query to each concept.
The internal query, a.k.a. the semantic query is formed by a number of selected
concepts with their weights. The weight calculation and concept selection are
discussed in our paper [4].
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swimming (#SIN)

swimming (#RC)

scuba diver (#I-1K)

man wearing a suit (#SIN)

suit (#SIN)

suit (#RC)

suit of clothes (#I-1K)

underwater (#SIN)

underwater coral reef (#P)

water (#RC)

a diver wearing diving suit and swimming under water

Fig. 1. (a) An example of semantic query editing. (b) Training examples for the concept
“swimming” vs. the meaning of the term swimming under the context of the query.

As the queries in Ad-hoc Video Search are generally more specific and shorter,
the term weights based only on the query are unreliable compared to the pro-
longed event query used in multimedia event detection. We, therefore, shed more
light on semantic query editing by involving human-in-the-loop. As illustrated
in Fig. 1a, given a text query “a diver wearing a diving suit and swimming under
water” without any further editing, the system first generates a list of candidate
concepts1 loosely relevant to the query. The weight of each concept is indicated
by a weight bar. A user then can quickly refine the concept list by removing
wrong and non-discriminative [4] concepts, and watch the search result change
at the same time. Figure 1b shows a typical wrong concept “swimming” which
is easily identified by a human but difficult by a machine algorithm. As in a
human’s sense, the term swimming under the context of the query means under-
water diving which is visually different from the sport swimming the concept
automatically proposed. Furthermore, we also allow a user to adjust a concept’s
weight in order to strengthen or weaken the concept. For example, the concept
“person” is not important in most query examples because the term is too com-
mon. While in some rare cases, such as “a person sitting beside a laptop,” the
concept “person” should not be depreciated. A user thus can manually increase
the weight for “person.”

3 Video Reranking

In order to facilitate Known-Item Search, we implement three methods for video
reranking. A user can adjust the scope of a reranking method. By default, a
reranking is only performed within the top videos recommended by the concept-
based video search. For example, highlighted concept reranking is most effective

1 The tag in the brackets of Fig. 1a denotes the dataset from which the concept comes.
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Fig. 2. (a) Concept reranking by emphasizing concepts about “outdoor”. (b) The top
results change accordingly.

in the scope of the top 300–500 videos. This limitation ensures that the algorithm
is not applied to the semantically irrelevant videos at the bottom of the rank
list.

Highlighted concept reranking is a simple and quick reranking approach
used to highlight particular characteristics in a semantic query. Figure 2a empha-
sizes the concept “outdoor” in the query “a person playing guitar outdoors.” As
shown in Fig. 2b, the top retrieval result of the original semantic query mixes gui-
tar playing both indoors and outdoors. It is reasonable to highlight the concept
“outdoor.” But, if we simply increase the weight of “outdoor” in the semantic
query, it would pull up noisy outdoor activities which do not contain guitar play-
ing at all. A feasible way is thus to rerank only within the clips about guitar
playing. Figure 2b shows the reranking result in the scope of the top-500 clips.

Relevance feedback is used when a user identifies one or more visually
relevant clips. Even with highlighted concept reranking, the retrieval result is
still diverse if the search system is only based on the high-level semantic con-
cepts. Once a user has identified some relevant clips, these clips can be served
as training examples having fine-grained visual details. We intuitively want to
refine the result using these visual details. We train SVM classifiers for the user
picked clips and rerank the result according to this feedback. The new result
is expected to be much more specific and focused on the visually similar clips
according to the user’s choice.

Color sketch was a very successful approach in Video Browser Showcase
2014 and 2015 [1,3]. Basically, color sketch uses position-color features. These
low-level features characterize the colors with their positions on a keyframe.
A user can perform the search by simply drawing a few color circles on the
empty canvas. We incorporate this search approach to be a reranking alternative
mainly for its accuracy on Known-Item Search. In our system, the user can not
only draw a new sketch but also use the color sketch automatically extracted
from several marked clips in the search result for reranking.

4 Context Annotation

Video Browser Showcase 2014 raised a critical problem in Known-Item Search
that it was difficult to distinguish the shots with very similar scenes in a search
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Fig. 3. The context view for a search result. (Color figure online)

result. The problem was noticeable when a large portion of the query clip was
about a TV studio scene [1]. To tackle this problem, we automatically annotate
the master shots along the whole timeline of a video by its dominant concepts,
then fold the adjacent shots sharing the same dominant concept. This process is
called story annotation. With this annotation, we can enhance the result presen-
tation by showing a context view of a target shot. Figure 3 is an example. When
the query is a common concept/scene, such as an anchor man, we expect multiple
relevant shots of the similar scene to appear in the search result (red centered in
Fig. 3). Although hardly any decision can be made by the shots themselves, by
expanding the result to a context view (images with black text underneath), we
can easily grasp the story around each shot and thus distinguish these shots. The
benefit of story annotation is not limited to the result presentation. In addition,
we implement a special context field in the query for quickly screening the search
result. A user may simply add a few keywords in the context field of the query
to refine the search results, eventually coming up with the shots having matched
context only. For instance, when querying a report of a flooded village but the
query clip is mostly an anchor person in a news studio, other than describing
the exact query clip in the system query, we tend to add keywords like flood,
rooftop, rescue man, and even river (which is visually similar to flood) in the
context field.

Acknowledgments. The work described in this paper was supported by two grants
from the Research Grants Council of the Hong Kong Special Administrative Region,
China (CityU 11210514 and CityU 11250716).
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Abstract. This paper presents the IMOTION system in its third ver-
sion. While still focusing on sketch-based retrieval, we improved upon
the semantic retrieval capabilities introduced in the previous version by
adding more detectors and improving the interface for semantic query
specification. In addition to previous year’s system, we increase the role of
features obtained from Deep Neural Networks in three areas: semantic
class labels for more entry-level concepts, hidden layer activation vec-
tors for query-by-example and 2D semantic similarity results display.
The new graph-based result navigation interface further enriches the
system’s browsing capabilities. The updated database storage system
ADAMpro designed from the ground up for large scale multimedia appli-
cations ensures the scalability to steadily growing collections.

1 Introduction

In this paper we introduce the 2017 version of the IMOTION system which is the
third iteration (after [11,13]) of the system participating in the Video Browser
Showdown [2].

We provide a brief overview of the overall architecture of the system in Sect. 2,
and elaborate in greater detail on the improvements made since the previous
version in Sect. 3. Section 4 concludes.

2 The IMOTION System

2.1 Overview

The IMOTION system is a sketch-based video retrieval system which supports a
large variety of query paradigms, including query-by-sketch, query-by-example,
query-by-motion and querying using semantic concepts. It allows to search using
multiple query containers, e.g., a still image, a user-provided sketch, the specifica-
tion of motion via flow fields or by denoting a semantic concept. The IMOTION
system is built in a flexible and modular way and can easily be extended to
support further query modes or feature extractors.
c© Springer International Publishing AG 2017
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2.2 Architecture

The 2017 IMOTION system is based on the ADAMpro database [3] and the
Cineast retrieval engine [12] which are both part of the vitrivr1 open-source
content-based multimedia retrieval stack [14]. The IMOTION system has a cus-
tom browser-based front end which communicates with the storage and retrieval
back-end via a web server which also serves the static content such as videos and
preview images. Figure 1 shows an overview of the architecture of the IMOTION
system.

Fig. 1. Architectural overview of the IMOTION system.

3 New Functionality

3.1 Concept Detection

Since the last edition, we have expanded the set of semantic features supported
by IMOTION. All these features are based on Deep Neural Network classifiers:

– We have extracted semantic categories representing entry-level labels of envi-
ronments from the Places2 dataset. Classification was performed using the
pre-trained VGG16-places365 network [18].

– We have trained image-level classifiers for the 80 classes of the MS COCO
Detection challenge [9]. The feature data is obtained from the last fully con-
nected layer (“fc7”) of a VGG convolutional network. The model is trained on
the MS COCO train2014 data and it learns the 80 labels independently using
multinominal logistic regression.

– We kept the 325 semantic entry-level categories obtained from n-grams from
last year [11].

Given the participation in this year’s TRECVID Ad Hoc Search task2, which
also operated on the IACC.3 data, we integrated the result scores for our esti-
mated best run into the search engine. We have extended the list of 30 AVS

1 https://www.vitrivr.org/.
2 http://www-nlpir.nist.gov/projects/tv2016/tv2016.html#avs.

https://www.vitrivr.org/
http://www-nlpir.nist.gov/projects/tv2016/tv2016.html#avs
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textual queries with several queries we consider useful for browsing e.g., “shots
with two people”, “shots showing cartoons”, etc.

As in our previous system, we use multiple ConvNets for feature extraction
and object/action recognition. We replaced the temporal ConvNet trained on
dense optical flow maps with ConvNets that are able to recognize visual actions
that may be detected from single images. In order to train these ConvNets,
we used the two databases Stanford 40 [17] with 40 categories of actions and
COCO-a with 140 categories [10].

We also use a modified version of the DenseCap [7] language model (LM). We
use a beam search approach in order to keep multiple results at each generated
word. We hence end up with a number of alternatives sentences for each region
of interest. From these sentences, we recover a set of words corresponding to
objects and attributes. We also use downsampled (bilinear sampling) features
extracted with DenseCap ConvNet. This ConvNet was trained on the Visual
Genome [8] dataset.

3.2 Semantic Class Selection

As with the previous version of the system, one supported query mode is to search
for instances of detected semantic concepts. In the 2016 IMOTION system [11]
we implemented the interface for the selection of these concepts as a list of icons
which could be added to a canvas via drag and drop. Figure 2 shows an example
of this UI element. The new selection interface for VBS 2017, depicted in Fig. 3,
uses a text box with an auto-complete feature to select semantic classes. Every
class adds a weight slider by which the importance of this class with respect to
the query can be specified.

Fig. 2. Semantic class selection in the
2016 IMOTION system.

Fig. 3. New semantic class selection in
the 2017 IMOTION system.
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3.3 Result Presentation and Browsing

In addition to the existing querying capabilities, for the 2017 version of the
system we put additional emphasis on exploratory search and browsing capabil-
ities. In a manner similar to several of the 2016 VBS systems (e.g., [1]), we have
implemented a similarity-based navigation interface. The new interface allows to
navigate through the resulting grid by panning and zooming as it places visually
and semantically similar results close to each other.

3.4 Text-Based Retrieval

At VBS 2017, we use traditional text retrieval based on Lucene to search in the
text extracted from the ASR (as provided with the video data), and captions
extracted from the keyframes using DenseCap [7].

3.5 ADAMpro

In the most current version, the IMOTION system uses the new ADAMpro data-
base. The ADAMpro database [3] is geared towards offering storage and retrieval
capabilities for multimedia objects and the corresponding metadata. To this end,
it supports both Boolean retrieval and k nearest neighbour similarity searches in
the vector space retrieval model and is particularly tailored to support large mul-
timedia collections. ADAMpro comes with various index structures that are very
different in their nature: Locality-Sensitive Hashing [5] and Spectral Hashing [16]
are hash-based methods and form together with Product Quantization [6] and
extended Cluster Pruning (eCP) [4] a group of indexes which support a rather
coarse retrieval which can be executed very quickly, however suffers from the

Fig. 4. Screenshot of the 2017 IMOTION system UI.
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fact that it may miss result candidates as they are pruned by mistake from the
candidate list. The Vector Approximation-File (VA-File) index [15], on the other
hand, may degenerate to a sequential scan in worst case; however, it will not
prune by mistake a true result candidate. Finally, ADAMpro supports sharding
a collection to multiple nodes to increase the retrieval efficiency.

4 Conclusions

The 2017 version of the IMOTION system has received significant upgrades
over previous versions in both indexing and browsing (Fig. 4). Compared to last
year’s version, we have tripled the number of semantic classes and improved
the class selection mechanism. In agreement with video browsing state of the
art, the results browsing interface features semantic-based arrangement, which
is supposed to significantly reduce the interaction overhead for browsing and
near-hit search. Finally, the new version of IMOTION is backed up by the new
ADAMpro storage system, which comes with a large variety of indexing structures
to decrease query latency.

Acknowledgements. This work was partly supported by the Chist-Era project IMO-
TION with contributions from the Belgian Fonds de la Recherche Scientifique (FNRS,
contract no. R.50.02.14.F) and the Swiss National Science Foundation (SNSF, contract
no. 20CH21 151571).
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Abstract. In this paper, we propose two approaches to deal with the
problems of video searching: ad-hoc video search and known item search.
First, we propose to combine multiple semantic concepts extracted from
multiple networks trained on many data domains. Second, to help user
find exactly video shot that has been shown before, we propose a sketch
based search system which detects and indexes many objects proposed
by an object proposal algorithm. By this way, we not only leverage the
concepts but also the spatial relations between them.

Keywords: Semantic extraction · Object proposal · Sketch based
search

1 Introduction

With the rapid growth of video data from many sources such as social sites,
broadcast TVs, films, one of the most fundamental needs is to help users find
exactly what they are looking for in video databases. In this scenario, people
did not see any target video shots before. The input query could be a text with
ad-hoc description about the content they want to search. Here is an example
of this query type: finding shots of a man lying on a tree near a beach. In the
second scenario, people already saw the target video shot and the task of the
system is to find exactly that one. In the Video Browser Showdown 2017, the
dataset contains 4593 videos collected from the Internet with 144 GB in storage
and 600 h in duration. The participants need to solve two tasks: Ah-hoc Video
Search (AVS) and Known-Item Search (KIS) corresponding to two types of query
as mentioned above.

To deal with AVS query type, where users try to describe what they are
looking for using verbal description, high level based features are extracted to
c© Springer International Publishing AG 2017
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match with human language. Moreover, the result of last year Video Browser
Showdown has shown that, leveraging high level feature using deep convolutional
neural network (CNN) is one of the state of the art methods [1]. Although
the performance of these networks are increasing every year, the number of
concepts used for training is limited. On the other hand, query topics given
by users are unpredictable. In this paper, we combine multiple concepts from
multiple datasets including ImageNet [7], Visual Genome [4], MIT Places [9]
and SUN attribute [5] to hopefully cover most popular topics that users may be
interested in.

For KIS task, in case of finding a video shot that has been shown to a user,
the system must point out exactly. Using previous approach is not suitable for
this case due to scenes of nearly similar concepts. To overcome this problem, we
propose to leverage spatial relation between objects in a video frame. To enhance
the performance of searching we detect candidate objects using a object proposal
algorithm and index them for searching in later. To search a frame with objects,
users use a canvas to describe their query. To further improve the search result,
users may use text based query to further filter out irrelevant objects.

2 Semantic Extraction

In this section, we propose to extract semantic features to match with ad-hoc
query given by users. Because the users may pay attention to any aspects of
a video frame, the set of semantic concepts is unknown. Figure 1 shows many
aspects of a frame that people may be interested in from simple objects: the
man, the beach, the coconut tree to their complex relations: the man lying on
the tree, the tree next to the beach.

Fig. 1. Many aspects of a picture that people may pay attention to.

Since the number of concepts is unlimited and the query of the user is unpre-
dictable, to increase the recall of the system, we propose to extract as much back-
ground and foreground information as possible. The proposed system includes
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Fig. 2. Proposed system for searching based on semantic description.

two main parts: semantic extraction using deep models trained on large scale
datasets and semantic features indexing using inverted file. Figure 2 illustrates
our proposed framework with two main stages.

Semantic Extraction. This is the most important part of our proposed system
to detect main concepts in a video frame. Inspired by recent successes of deep
learning techniques, in this paper, we attempt to leverage the powerful of deep
feature in semantic search task. Compared to low level feature based approach,
deep feature (also known as high level feature) is closer to semantic based query
representation and has lower storage cost. In this system, semantic aspects that
we are interested in includes:

– Main objects: ones that appear in a large enough region of the video frame
with assumption that the higher salient object gives the higher score from
the output activation of the pre-trained deep convolutional neural network. In
this paper, we use VGG-16 network proposed by Simonyan and Zisserman [8]
to extract main objects. This is one of the state of the art models for object
classification task on ImageNet dataset. We sample original video frame to
overlapping 224× 224 patches then transfer to the pre-trained feed forward
network. Feature maps from the output activation are aggregated together
using average pooling approach. Five objects which give highest score will be
used to represent a video frame.

– Scene attributes: includes indoor/outdoor labels, main topic of the image such
as building, park, kitchen. In our system, the attributes is extracted from the
state of the art model trained on MIT scene and SUN attribute dataset [9].

– Object relations: to describe densely relations between objects, we propose
to use dense captioning approach which is based on a Convolutional Neural
Network-Recurrent Neural Network (CNN-RNN) to generate many sentences
from the detected objects [3].

– Metadata: provided by video sharing user includes title, summary content,
tags. These data often mention about the main topic of video but not too
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much details. However, these information sometimes help to improve the
performance of the system by combining with other semantic concepts as
mentioned above.

Building Inverted Index. After extracting semantic features, the searching
task is now equivalent to text based retrieval task. This stage is to index seman-
tic text returned from the previous stage. A standard tf-idf scheme is used to
calculate weight of each word. In the online searching stage, the system computes
similarity scores between query text and video semantic features using inverted
index structure.

3 Searching with Objects

Finding an exact scene requires specific and discriminative cues. One of the
most discriminative cues in a scene is related to object instances. We therefore
propose to employ such cue in our system. Object in scenes (i.e. video frames)
are detected and indexed for searching. Particularly, we apply an object pro-
posal approach to locate top 50 object proposals in the scene. With each object,
we extract its features for indexing. The features include size of the bounding
box, position of the center, its edge-based presentation (e.g. HOG or shape con-
text [2]), and the dominant color. All objects in all frames will be indexed for
searching.

To search a frame with objects, users use a canvas to describe their query.
First, they draw a sketch of the object. The dominant color of the object can
be selected from a color panel. They then move the sketch to an appropriate
position in the frame. Based on its position, color, and edge-based feature, a
set of relevant frames are returned and displayed in the main panel. The results
is also changed as users re-select the color, re-draw the sketch, or change the
position of the object in the frame. Object position can be changed by dragging
mouse.

Using object proposal is mainly to deal with generic object classes. To handle
some specific classes with high precision, we employ YOLO for object detection
[6]. All instances of 20 object classes in the frames will be detected and indexed.
By doing this, we enable users to search for a frame with an object (belongs
to one of the 20 classes) and its exact position. The users prepare a query by
indicating the object class and point its position in the canvas.

4 Dealing with Duplicate Scenes

There are duplicate scenes in a video clips e.g. a TV show may have lots of
similar scenes. This causes difficulty in selecting the correct one. To deal with
such problem, we rely on scene transitions. Particularly, if a scene can not be
differentiated from its duplicates, we further check its neighborhood. By showing
adjacent scenes, users are given more information to select. We enable this func-
tion in our system by using thumbnails and video player. When a user select
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a frame representing a scene in the main panel, a thumbnail is displayed on
the top right of the frame. The thumbnail includes 4 images corresponding to 4
keyframes of 4 adjacent scenes (2 scenes before and 2 scenes after the current
scene). The video player is used to play the video. This is necessary if users need
to more information, for example, 4 frames of 4 adjacent scenes is not enough
to recognize.

Acknowledgement. This research is funded by Vietnam National University
HoChiMinh City (VNU-HCM) under grant number B2013-26-01. We are thankful to
our colleagues Sang Phan, Yusuke Matsui, Benjamin Renoust who provided their source
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Abstract. We present an interface for interactive video browsing where users
visually skim storyboard representations of the files in search for known items
(known-item search tasks) and textually described subjects, objects, or events
(ad-hoc search tasks). Individual segments of the video are represented as a
color-sorted storyboard that can be addressed via a color-index. Our storyboard
representation is optimized for quick visual inspections considering results from
our ongoing research. In addition, a concept based-search is used to filter out
parts of the storyboard containing the related concept(s), thus complementing
the human-based visual inspection with a semantic, content-based annotation.

Keywords: Video browsing � Visual inspection � Concept-based indexing

1 Motivation

Previous years of the Video Browser Showdown (VBS) competition have shown that
optimized storyboard representations are an effective way for quickly skimming the
content of reasonably sized video archives. For example, in 2015, we participated in the
VBS with a storyboard-based visualization of a 100-hour video database [2]. Despite
no content analysis, the optimized storyboard layout enabled users to quickly and
efficiently search for known items, resulting in the 3rd place of the overall competition.
Likewise, concept-based search, where a set of predefined and trained semantic con-
cepts is used to search in the videos, has shown to work particularly well with larger
databases. For example, in 2016, when the size of the database was increased to 200 h,
the concept-based search in our system performed particularly well in the part of the
VBS competition where targets have been presented by textual descriptions [1],
resulting in the 2nd place of the overall competition. Our contribution for this year,
where the data size has been significantly increased to 600 h, therefore aims at com-
bining the advantages of both approaches into one system. In the following, we
summarize the preprocessing of the data and indexing – including storyboard layout,
color index, and concept detection. Then, we describe a common search process, also
illustrating the basic idea behind our approach, and conclude with a short discussion.
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2 Indexing

To visually inspect and find a target scene, we represent video content via a storyboard,
i.e., a temporarily sorted set of thumbnails of frames extracted from the videos. The
layout of this temporal arrangement is optimized based on our research about visual
perception [3, 4] and experience from previous years’ VBS participations [1, 2].
Figure 1 illustrates the basic design.

In the original storyboard version from the 2015 competition [2], we used a large
storyboard containing all video files sorted by their duration. Given the significantly
increased dataset of 600 h for this year’s event, single video files are now no longer
represented as a whole but instead separated into segments created during indexing.
Figure 2 summarizes this indexing process. First, a storyboard for each video is created
by extracting frames and aligning them in the layout introduced in Fig. 1. These
individual storyboards for each video in the database are later also used in the search
process (cf. Sect. 3).

Then, each video is split into segments of 25 frames. This can be done in a brute
force manner by just combining 25 consecutive frames. Alternatively, content analysis,
such as automatic shot detection can be used. In the latter case, segments are formed by
taking 25 equally distributed frames from a shot to form the scene. Experiments
comparing the impact of these two and other content-related segmentations on search
performance are part of our ongoing research.

In the next step, an index is created for each segment. First, an identifying color is
assigned by analyzing the histograms of the 25 frames. A related score expresses how
much this color represents the whole scene depicted by these frames. Then, semantic
concepts are assigned to the center frame using comparable techniques like in our
system from the 2016 VBS competition [1]. Similar to the dedicated color, each
assigned concept has an associated confidence score indicating the likelihood of that
concept appearing in that particular video frame.

Based on this index, an initial storyboard containing the whole database is created.
To do this, segments are sorted by color, and then by their related color confidence
score. This color-sorted storyboard is then used as starting point for the search, as we
will describe in the next section.

Fig. 1. Storyboard layout. (Color figure online)
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3 Searching

The initial storyboard of color-sorted segments created in the indexing process is
shown on the screen at the beginning of the search. Users can skim it by scrolling up
and down. Direct access to particular parts is possible via a color index on the left side.
Concept-based browsing is done via text entry or selection of concepts from a list via a
popup menu. In the following we describe a typical search process as it appears in our
system for known item search (KIS) and ad-hoc video search (AVS) – the two tasks
evaluated at the VBS. Figure 3 gives an overview of the procedure for color-based
search.

For KIS tasks, a 20 s clip is played, which represents the target, i.e., the “known
item” that the user has to find. In our approach, the user identifies a scene or shot that
has a dominating color – this might be the most frequent one (e.g., green from the grass
of a football field in a soccer video) or a “color tone” reflected in the whole image (e.g.,
a landscape colored in orange due to the setting sun). Clicking on the corresponding

Fig. 2. Indexing (overview).
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color in the color bar on the left repositions the storyboard around the segments that
have this color assigned in their index. Users can then visually inspect the data by
scrolling the storyboard up and down. Of course, we cannot assume that the segment is
directly visible. First, identifying the dominating color is not an easy task for humans,
and second, there might be many segments with the same or very similar colors. Yet,
the optimized visualization and scrolling mechanisms also used in our system from
2015 [2] should enable users to quickly find segments similar to the searched target.
Once such a target candidate has been identified, users can click on it to get a view of

Fig. 3. Color-based search (exemplary overview). (Color figure online)
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the whole file’s storyboard that was created for each video at the begin of the indexing
process (cf. Fig. 1).

AVS tasks rely on a textual description of a subject, object, or event, and thus,
color-based search is only useful in some situations. Instead, concept-based search is
generally a more promising approach. In our system, users can select a concept from
the index via text entry or pop-up menu. This removes all segments from the original,
color-sorted storyboard that do not have this concept in their index. If the concept is
very sophisticated or if there are rather few segments with that concept in the database,
users can then just search for targets by scrolling through the reduced storyboard. In
other cases, users can select a second concept, further reducing the size of the story-
board, and so on. Likewise, users can jump to a particular color in the reduced sto-
ryboard – which is still sorted by colors. For example, a user can select the concept
“soccer”, which will likely show many segments with green as dominating color, but
then jump to the color white if the target scene happens to be a game that was played in
winter with snow covering the green grass of the playing field. Similarly, color-based
search can be followed by concept-based search. For example, a scene with people
partying on the deck of a boat on the ocean can be found searching for blue segments,
if the dominating color is blue from the water surrounding the boat, followed by
applying a filter for the concepts “ship/boat” and “people”.

4 Discussion

Our system uses a rather simplified approach for search, and relies heavily on human
browsing and human search performance. For the color-based search, users need to be
able to identify dominating colors in scenes and visually match the small thumbnail
representations of segments to target scenes. For concept-based search, users have to
identify the concepts in the system and then again preform some challenging
visual inspections of the presented target candidates. Yet, our previous work and
participations from the last two years have shown that humans perform extremely
well for such tasks, and thus the combination with simplistic, but powerful search
functionality is a promising approach that we now further optimize with this year’s
system design.
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Abstract. This paper presents VERGE interactive video retrieval engine,
which is capable of browsing and searching into video content. The system
integrates several content-based analysis and retrieval modules including con-
cept detection, clustering, visual similarity search, object-based search, query
analysis and multimodal and temporal fusion.

1 Introduction

VERGE interactive video search engine is capable of retrieving and browsing video
collections by integrating multimodal indexing and retrieval modules. VERGE has
evolved to support Known Item Search (KIS), Instance Search (INS) and Ad-Hoc
Video Search tasks (AVS). The aforementioned tasks require the incorporation of
browsing, exploration, or navigation capabilities of the video or image collection.

The VERGE search engine was evaluated by participating in several video retrieval
related conferences and showcases such as TRECVID, VideOlympics and Video
Browser Showdown (VBS). Specifically, ITI-CERTH participated with consistency in
several TRECVID Search tasks including the KIS task and the INS task for consecutive
years starting from 2007. Moreover, it has participated in the VideOlympics event, and
in VBS competition starting from 2014. The proposed version of VERGE aims at
participating to the KIS and AVS tasks of VBS [1].

2 Video Retrieval System

VERGE combines advanced browsing and retrieval functionalities with a user-friendly
interface, and supports the submission of queries and the accumulation of relevant
results. The following indexing and retrieval modules are integrated in the developed
search application: (a) Visual Similarity Search; (b) Object-based Visual Search;
(c) High Level Concepts Retrieval; (d) Automatic Query Formulation and Expansion;
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(e) ColorMap Clustering; (f) CNN-based visualization; and (g) Multimodal and
Temporal Fusion and Search. The above modules allow the user to search through a
collection of images and/or video keyframes. Figure 1 depicts the general framework.

2.1 Visual Similarity Search

This module performs content-based retrieval, also known as query by image content,
by using deep convolutional neural networks (DCNNs). Specifically, we have trained
GoogleNet [2] on 5055 ImageNet concepts, and we used the output of the last pooling
layer, with dimension 1024, as a global keyframe representation. In order to achieve
fast retrieval of similar images, we constructed an IVFADC index for database vectors
and then computed K-Nearest Neighbours from the query file [3].

2.2 Object-Based Visual Search

This module performs instance-based object retrieval using two different methods. The
first one is based on the Bag-Of-Word model [4]. An inverted index is built for
searching the image database BoW vectors, while tf-idf weights and the position of
each frame in the retrieved list are used for ranking. The second one relies on Con-
volutional Neural Networks (CNNs). Several pre-trained CNNs are explored in order to
represent each frame with features extracted either from a fully-connected or a con-
volutional layer. Similarity between the query and the database images is measured
based on an appropriate distance. In both methods, the query can be either the keyframe
or any cropped part of it.

2.3 High Level Concepts Retrieval

This module indexes the video shots based on 1000 ImageNet and 346 TRECVID SIN
high level concepts (e.g. water, aircraft). The rationale for selecting a different network

Fig. 1. Framework of VERGE.
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compared to Sect. 2.1 is that the retrieval accuracy of the Sect. 2.4 module that uses
these concepts is higher in terms of MAP compared to the complete set of 5055
concepts. To obtain scores regarding the 1000 ImageNet concepts, we applied five
pre-trained ImageNet DCNNs on the AVS test keyframes. The output of these net-
works was averaged in terms of arithmetic mean to obtain a single score for each of the
1000 concepts. To obtain the scores regarding the 346 concepts we fine-tuned (FT) two
of the above pre-trained ImageNet networks on the 346 concepts using the
TRECVID AVS development dataset [4]; we experimented with many FT strategies
and selected the single best performing FT network. We applied it on the AVS
development dataset and we used as a feature the output of the last hidden layer to train
one Support Vector Machine (SVM) per concept. Then, we applied this FT network on
the AVS test keyframes to extract features, and served them as input to the trained
SVM classifiers in order to gather scores for each of the 346 concepts. The final step of
high-level concepts retrieval was to refine the calculated detection scores by employing
the re-ranking method proposed in [5].

2.4 Automatic Query Formulation and Expansion Using High Level
Concepts

This module formulates and expands an input query in order to translate it into a set of
high level concepts. First, we check if the entire query is included in the available pool
of high-level concepts. If the query is found, then no further action is necessary.
Otherwise, we transform the original query to a set of elementary “subqueries”, using
Part-of-Speech tagging and a task-specific set of NLP rules. For example, if the original
query contains a sequence in the form “Noun – Verb – Noun”, this triad is considered
to be a “subquery”; the motivation is that such a sequence is much more characteristic
of the original query than any of these three words alone would be, and at the same
time it is easier to find correspondences between this and the concepts in our pool,
compared to doing so for a very long and complex query. Subsequently, we check if
any of the “subqueries” are included in our concept pool. Otherwise, the original query
and the subqueries are used as input to the zero-example event detection pipeline [6]
and the most relevant concepts are identified. In contrast, if at least one of the sub-
queries is included in the pool, then we select the corresponding concepts and, we use
the semantic relatedness measure [7] to select the single most semantically-relevant
concept for each of the remaining subqueries. Either way, the results is a set of
high-level concepts that are much related and describe well the input query given the
relatively limited number of concepts in our pool.

2.5 ColorMap Clustering

Motivated by [8, 9], video keyframes are clustered by color using Self Organizing
Maps (SOM) into color classes. Each color class is represented in the GUI by the most
representative image within the color class. All representative images are determined
by their distances to the SOM’s best matching unit per color class. Each particular
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image I in the collection is represented in RGB form, and indexed as a vector
ðsR; sG; sBÞI, where sR; sG and sB is the similarity score between the image I and the
pure red (sR), pure green (sG) and pure blue (sB) image, respectively. The similarity
score is based on pixel-by-pixel comparisons and averaged over all pixels of the image
I. In this way, VERGE clusters all images into color classes and offers fast browsing in
the collection of video keyframes.

2.6 CNN-Based Visualization

CNNs are proposed for the effective visualization of datasets, given that they can be
interpreted as gradually transforming the images into a representation in which the
classes are separable by a linear classifier. The method tested is the t-SNE method [10]
which has shown very satisfactory results. The procedure followed involves taking a
set of images and extracting CNN codes. These codes are plugged into t-SNE and a
2-dimensional vector is produced for each image. Finally, the corresponding images are
visualized in a grid.

2.7 Multimodal and Temporal Fusion and Search

This module fuses the visual descriptors of Sect. 2.1, the concepts of Sect. 2.3 and the
color features of Sect. 2.5. Given a query shot and its central keyframe in the time
domain, this module retrieves similar shots by performing center-to-center comparisons
among video shots. On the top-k retrieved shots, re-ranking is performed, taking into
account the adjacent keyframes of the top-retrieved shots.

More specifically, as depicted in Fig. 2, given a query shot, its color features, its
concepts and its DCNN descriptors are extracted from the central frame, which is

Fig. 2. The VERGE multimodal fusion and search module.
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marked by zero in the figure. An initial filtering stage keeps only the top-l
relevant-to-the-color shots and then computes an l� l similarity matrix and an l� l
similarity vector per modality. The similarity matrices and vectors are then fused in a
non-linear and graph-based way, following [11], providing a fused relevance score
vector sq for the retrieved shots. Pairwise comparisons on the keyframes of the top-k
retrieved shots result to the final list of re-ranked retrieved keyframes. In the initial top-l
filtering stage we used the color features as the dominant modality, but this could be set
on demand. The final re-ranking stage involves the computation of mutual similarities
among not necessarily central keyframes between any two shots.

3 VERGE Interface and Interaction Modes

This year the retrieval utilities incorporated into the system are more than ever, offering
a multitude of search options. Thus, the user interface has to give the end user an
intuitive and effective way to run queries fast and obtain the best possible results.

A novel component of the interface is the General purpose search input field,
common to the user’s experience of other search engines. The user can initiate the
search procedure by simply describing the shot he/she is looking for, in natural lan-
guage. The system analyses the text in an intelligent manner, using the Automatic
Query Formulation and Expansion using High-Level Concepts module, and returns a
single or more combined concepts. The user can edit this proposed list by adding or
removing concepts and perform a concept-based search. Another novelty is the Mul-
timodal and Temporal Fusion that the user can easily invoke by clicking on one or
more shots to serve as query, and selecting the dominant modality for each shot.

Describing the user interface (Fig. 3), there is a toolbar with many useful options on
the top. In detail, from left to right, a burger icon opens a toggle menu that contains the
different search capabilities, namely the Concept- and Topic-based search, and the

Fig. 3. Screenshot of VERGE video retrieval engine.
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ColorMapClustering. The menu also includes the user’s selected shots and the total set
of video shots. Next to the application’s logo, the General purpose search input field
can be seen, followed by the Image Resizer that modifies the amount of results in the
viewport, by changing the size of the shots. The last toolbar component applies only to
the contest and shows the remaining time for the submission, accompanied by an
animated red line on the top of the screen. The central component of the interface
includes a shot-based representation of the video results in a grid-like view. Clicking on
a shot allows the user to navigate through the whole scene where this frame belongs,
displaying the related shots in a chronological order. Moreover, each shot supports
tools to run the Visual Similarity and the Object-based Visual modules. Finally, all
selected images are saved in a deposit that can be quickly accessed for further searching
or just for the submission.

To illustrate the functionality of the VERGE interface1, we describe a simple usage
scenario. Supposing that the user is interested in finding a clip of two men and a black
woman in a TV show (Fig. 3), he/she can begin with the General purpose search. An
appropriate selection of proposed concepts is received (e.g. Female_Person,
Two_People), that the user is able to edit before performing the concept-based search.
If a relative image is found during this step, the user can continue with all the
above-mentioned retrieval modules to collect more similar images, as well as browse
the complete scene to find previous or next shots.

4 Future Work

Future work includes applying multimodal temporal fusion and search on multiple
queries. The retrieved results can then be fused and the user will be presented with a
single list. Another feature would be to allow the user to create a more complicated
query using as base a shot, and describe it by considering multiple modalities.

Acknowledgements. This work was supported by the EU’s Horizon 2020 research and inno-
vation programme under grant agreements H2020-687786 InVID, H2020-693092 MOVING,
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Abstract. After almost three years of development, the Video Hunter
tool (formerly the Signature-Based Video Browser) has become a com-
plex tool combining different query modalities, multi-sketches, visual-
izations and browsing techniques. In this paper, we present additional
improvements of the tool focusing on keyword search. More specifically,
we present a method relying on an external image search engine and a
method relying on ImageNet labels. We also present a keyframe caching
method employed by our tool.

1 Introduction

Known-item search tasks represent a challenging retrieval scenario, where users
search for a memorized scene. As the users cannot directly formulate their
search intents, the known-item search systems provide interactive interfaces [11]
enabling iterative querying, browsing and refinement. The users and their ability
to identify correct results are indispensable for the whole retrieval process, unlike
classical query by example model where the retrieval process is fully automatic
for a given query. In order to find the most promising approaches for known-item
search tasks, events like Video Browser Showdown [3,10] (VBS) are organized.
Such events help to recognize successful approaches implemented by various
video retrieval tools. As demonstrated at previous Video Browser Showdowns,
a clear winner outperforming all the other approaches in all the retrieval tasks
was not identified yet. However, the most successful tools show some promising
directions.

The top three teams [1,5,6] competing at VBS 2016 shared several strategies.
All the teams used a color sketching canvas enabling the definition of a mem-
orized color layout [7]. Such query initialization helps to localize the scenes of
interest and then to continue with other search options. Another shared feature is
the temporal context of the matched keyframes that differentiate similar scenes
from different parts of the video. All the three tools employed also features from
deep convolutional neural networks, however, each system in a different way. The
winning tool [1] used the features to construct a navigation graph that connects
visually and semantically similar keyframes. The graph browsing then helps in
the initial phase of the retrieval process. The tool at the second position [5] used
deep learning to identify concepts in the video collection and enabled keyword
search. Another unique feature of the tool is the collaboration model, where an
c© Springer International Publishing AG 2017
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operator of the main tool sends ranked video lists to a tablet application. The
tablet application is based on sequential scanning relying just on human-based
visual inspection. The third (our) tool [6] used DeCAF features [4] for similarity
search in the collection of extracted keyframes. In order to initialize the query,
the tool relies on multi-sketch approach enabling the combination of edges and
a color layout.

In this paper, we present the extended version of our tool integrating also
keyword search options. Since the video collection consistently doubles its size
every year, we also discuss a keyframe caching method used by our tool.

2 Video Hunter in a Nutshell

The Video Hunter is a content-based video retrieval and exploration tool. Before
the tool can be used for a new video, a video preprocessing phase is necessary.
In the preprocessing, keyframes from the video are extracted (uniformly sam-
pled), and feature descriptors from the keyframes are extracted. So far, the tool
considers position-color feature signatures, edge histograms and DeCAF features
[4]. For the details of the retrieval models based on the extracted features and
efficient indexing, we refer the reader to our previous works [2,6,7]. In addition,
the new version of our tool extracts also concepts as described in Sect. 3.

The tool interface (see Fig. 1) contains a query initialization/formulation
panel on the right and a larger visualization/browsing panel on the left. Users
can initialize the query by drawing a colored sketch approximating a memorized
color layout. In the same sketch, users can draw also edges to further restrict

Matched keyframe 

Temporal context Compacted shot 

Textual query 

Interac ve naviga on 
summary 

Focused row with 
temporal context 

First color/edge 
sketch 

Interval between 
sketches 

Second (op onal) 
sketch 

List of videos 

Fig. 1. The Video Hunter tool interface.
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the query sketch. Since the searched scenes often contain two distinct shots,
users can specify also a second sketch for refining the search. The importance
of particular features can be fine tuned by weights. A novel query option is the
keyword search, where users can specify concepts identified in the indexed videos
or search for relevant images in third party servers. The images then serve as a
candidate query example for similarity search using DeCAF features.

The visualization part consists of the panel presenting results of the query-
ing, the interactive navigation summary and one additional wide row of focused
results. The results are presented in a compact form with highlighted matched
keyframes. Each matched keyframe is surrounded by its temporal context from
the video. The panel supports coarse to fine visualizations, depicting either one
result or more results per row. With more results on one row, the temporal con-
text shrinks. Users can browse the results in several ways. Both vertical (more
pages) and horizontal (more temporal context) scrolling is enabled. Users can
pick selected colors from the results or start similarity search browsing by select-
ing a keyframe of interest.

3 Video Hunter Keyword Search

For smaller video collections, known-item search tasks were manageable by
purely content-based retrieval and browsing. Note that in the early years of
VBS, keyword search was even prohibited. However, with the growing size of the
collections (doubles every year), another intuitive query initialization/restriction
interface became necessary and so the keyword search was permitted. The videos
without annotation represent still an issue for effective keyword search, partially
facilitated by recent developments in deep learning. In the following, we describe
two approaches how to incorporate keyword search to the Video Hunter tool.

3.1 External Image Search Engine

Image keyword search is a well established method adopted by many successful
Internet services (e.g., Google images). After years of development, the services
provide impressive results when matching query keywords to indexed images,
employing annotations extracted from surrounding texts and also statistics from
billions of searching users. Hence, without an external knowledge about the inner
workings of the services, novice users of a video retrieval system can still easily
search for a candidate query object at a third party server. From the selected
object, DeCAF features can be extracted and used for similarity search in the
collection of extracted keyframes. The Video Hunter provides an interface for
querying a third party server, selecting a suitable query object and the consec-
utive similarity search processing.

Although such a method is straightforward, it brings also several shortcom-
ings. The method relies on the Internet connection, service availability and also
assumes that the user can select a sufficiently good example query object.
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3.2 ImageNet Labels

The second approach is based on labels automatically assigned to keyframes
using an arbitrary ImageNet [9] classification model (we use the Deep Con-
volutional Neural Network by K. Simonyan and A. Zisserman [12]). Since the
classification models are usually restricted to a limited set of labels (e.g., 1000),
the Video Hunter provides two additional processing pipelines to connect the
labels to user queries.

First, top five labels are extracted with their probabilities for each key-frame
and a tree of their hypernyms is constructed. The nodes of the tree represent
labels (or synsets) and edges represent WordNet hypernym–hyponym relations
between them. The probability of an inner node of the tree is a sum of probabil-
ities of its children. Hence, also labels not present in the employed classification
model can be considered. All the synsets are stored in an inverted file index for
efficient retrieval.

Second, a user query is preprocessed in the following way. The query is filtered
just to nouns that are transformed into their basic form (ImageNet comprises
just nouns). The meaning of the nouns is explored using WordNet [8] and a set
of synsets is assigned to the nouns. Then, each query synset is iteratively gen-
eralized to its hypernym until it is present in the database. Hence, the system
searches for the most specific synsets present in the inverted file index. Fur-
thermore, rankings for synset s are weighed by 1 − avgp(s), where avgp(s) is
the average probability of synset s over all the dataset key-frames, i.e., rarely
occurring concepts are preferred.

4 Key-Frames Visualization

In user-aided search in video the way of displaying results is just as crucial as the
utilized search techniques. Up to date, Video Hunter offers total of three ways
of displaying results each serving a different scenario.

We believe that in the early search stages it is desirable to offer coarse
overview of the indexed data, i.e., explore the dataset. For this purpose, Video
Hunter displays up to hundreds of matched key-frames at once in a 2D grid
grouping visually similar key-frames together (similarly to Barthel et al. [1]).
Users are able to zoom in to a particular area and display additional key-frames
visually similar to the selected ones. Alternatively, the matched key-frames might
be organized in the grid according to their ranking rather than visual similarity.

Later on, the search is typically narrowed down and discriminating similar
key-frames becomes the challenge. Often, there is no other option than examining
the neighborhood of the matched key-frames, i.e., the following and preceding
frames. We allow this in the last of our key-frames visualization wherein results
are displayed in rows, each row contains one of the matched key-frames as well
as its temporal context. All the visualization options are depicted in Fig. 2.
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Fig. 2. Video Hunter visualization options. From left to right: matched key-frames
with high context, matched key-frames with no context sorted by their ranking and
2D image map.

4.1 Key-Frames Caching

With datasets of hundreds of hours of video content both filtering and displaying
results become a challenge. We are utilizing a variety of indexes, approximations
and heuristics to keep the ranking fast enough to retain real-time responses. All
for nothing, however, if the displaying of the key-frame thumbnails takes a long
time.

For these reasons, we incorporated three-level key-frames cache wherein
blocks of consecutive images are stored in jpegs on hard-drive (1st level), loaded
on-demand to main memory (2nd level) and finally decoded to bitmaps (3rd
level). Blocks are freed and reused with least-recently-used strategy ensuring
low memory footprint. Furthermore, we employ several heuristics such as “load
neighborhood blocks as well” in order to cover common user browsing patterns
and possibly load needed key-frames in advance.

5 Conclusion

In this paper, we present the Video Hunter tool, a follow up of the previously
introduced Signature-based Video Browser. We present two novel extensions,
keyword search and additional results visualization options. The keyword search
techniques are divided into two approaches – first relying on an external image
search engine and second relying on ImageNet labels. In the future, we would
like to further extend database inspection options of our tool and employ more
sophisticated classification models.
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