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Preface

This volume on Advances in Energy System Optimization contains a selection of
peer-reviewed papers related to the presentations given at the first International
Symposium on Energy System Optimization (ISESO 2015). The symposium was
held on November 9 and 10, 2015 at the Heidelberg Institute for Theoretical Studies
(HITS) and was organized by HITS, Heidelberg University (Engineering
Mathematics and Computing Lab, EMCL) and Karlsruhe Institute of Technology
(Institute for Industrial Production, IIP, and Institute of Electric Energy Systems and
High-Voltage Technology, IEH). The organizing institutes are working together
within a research project funded by the DFG (Deutsche Forschungsgemeinschaft), in
the context of which the symposium was initiated. Under the title “New Approaches
to Integrated Energy Systems and Grid Modeling”, the respective research groups
from mathematics, energy economics and electrical engineering develop new
algorithms designed to efficiently solve real-world energy problems. More than 50
international participants attended 21 international presentations from both, industry
and academia, including 3 keynote presentations and 18 contributed papers in 7
sessions. The sessions focused on diverse challenges in energy systems, ranging
from operational to investment planning problems, from market economics to
technical and environmental considerations, from distribution grids to transmission
grids and from theoretical considerations to data provision concerns and applied case
studies. The papers in this volume are structured according to the order of the ses-
sions within the symposium as outlined below:

• Demand Response and Distribution Grids
• Optimizing Transmission Grid Operation
• Flexibility, Storage and Uncertainty Quantification
• Challenges in Microgrids
• Renewable Energy and Power Grid Expansion Planning
• Data Provision for Power Grid Modeling
• Convex versus Nonconvex Approaches for Power Flow Analysis

ISESO was designed to bring together experts from different disciplines, such as
mathematics, electrical engineering, economics and operations research with the
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objective of fostering interdisciplinary discussions on how to tackle the many
challenges facing today’s and tomorrow’s energy systems. Beyond the presenta-
tions, the symposium offered ample time for discussion and reflection, which was
perceived very positively by all participants.

The editors of this volume served as the organizing committee. We wish to thank
all reviewers as well as all individuals and institutions who worked hard, often
invisibly, for their tremendous support. In particular, we thank Philipp Gerstner for
the coordination of the local organization. Finally, we also wish to thank all par-
ticipants and speakers for their contributions to making ISESO a success.

Dublin, Ireland Valentin Bertsch
Karlsruhe, Germany Wolf Fichtner
Heidelberg, Germany Vincent Heuveline
Karlsruhe, Germany Thomas Leibfried

vi Preface



Contents

Part I Demand Response and Distribution Grids

An Evolutionary Algorithm for the Optimization of Residential
Energy Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Ana Soares, Álvaro Gomes and Carlos Henggeler Antunes

Comparison of Control Strategies for Electric Vehicles
on a Low Voltage Level Electrical Distribution Grid . . . . . . . . . . . . . . . . 17
Simon Marwitz, Marian Klobasa and David Dallinger

Part II Optimizing Transmission Grid Operation

Optimal Storage Operation with Model Predictive Control
in the German Transmission Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Nico Meyer-Hübner, Michael Suriyah, Thomas Leibfried, Viktor Slednev,
Valentin Bertsch, Wolf Fichtner, Philipp Gerstner, Michael Schick
and Vincent Heuveline

Security-Constrained Optimization Framework for Large-Scale
Power Systems Including Post-contingency Remedial Actions
and Inter-temporal Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Jonas Eickmann, Christian Bredtmann and Albert Moser

Part III Flexibility, Storage and Uncertainty Quantification

Dispatch of Flexibility Options, Grid Infrastructure and Integration
of Renewable Energies Within a Decentralized Electricity System . . . . . 67
Matthias Koch, Franziska Flachsbarth, Dierk Bauknecht,
Christoph Heinemann, David Ritter, Christian Winger, Christof Timpe,
Malin Gandor, Thole Klingenberg and Martin Tröschel

Dynamic Decision Making in Energy Systems with Storage
and Renewable Energy Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Stephan Meisel and Warren B. Powell

vii



Part IV Challenges in Microgrids

An Optimal Investment Model for Battery Energy Storage
Systems in Isolated Microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Hisham Alharbi and Kankar Bhattacharya

A Dynamic Programming Approach to Multi-period Planning
of Isolated Microgrids. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Benoît Martin, Emmanuel De Jaeger, François Glineur and Arnaud Latiers

Part V Renewable Energy and Power Grid Expansion Planning

Curtailing Renewable Feed-In Peaks and Its Impact on Power
Grid Extensions in Germany for the Year 2030 . . . . . . . . . . . . . . . . . . . . 141
David Gunkel and Dominik Möst

Simulation of Distribution Grid Expansion Costs and the Impact
of Load Shifting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Thomas Eberl

Part VI Data Provision for Power Grid Modeling

Structure Analysis of the German Transmission Network
Using the Open Source Model SciGRID . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Carsten Matke, Wided Medjroubi, David Kleinhans and Sebastian Sager

Modeling of the Transmission Grid Using Geo Allocation
and Generalized Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Simon Köppl, Felix Böing and Christoph Pellinger

Regionalizing Input Data for Generation and Transmission
Expansion Planning Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
Viktor Slednev, Manuel Ruppert, Valentin Bertsch, Wolf Fichtner,
Nico Meyer-Hübner, Michael Suriyah, Thomas Leibfried,
Philipp Gerstner, Michael Schick and Vincent Heuveline

Part VII Convex Versus Nonconvex Approaches for Power
Flow Analysis

Convexity/Nonconvexity Certificates for Power Flow Analysis . . . . . . . . 221
Boris Polyak and Elena Gryazina

A Convex Model for the Optimization of Distribution Systems
with Distributed Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
Mariana Resener, Sérgio Haffner, Panos M. Pardalos and Luís A. Pereira

viii Contents



Part I
Demand Response and Distribution Grids



An Evolutionary Algorithm
for the Optimization of Residential Energy
Resources

Ana Soares, Álvaro Gomes and Carlos Henggeler Antunes

Abstract Important changes are currently underway in electric power systems,
namely concerning the integration of distributed generation based on renewables
to cope with Green-House Gas (GHG) emissions and external energy dependency.
Moreover, the introduction of new loads such as electric vehicles and other storage
systems, as well as local micro-generation and the possibility of using demand as a
manageable resource create new challenges for the overall power system optimiza-
tion. The deployment of smart metering and advanced communications capabili-
ties will allow power systems to be managed more in accordance with generation
availability, demand needs, and network conditions. A key issue for this optimal
management is the existence of dynamic tariffs, according to the availability of sev-
eral resources, congestion situations, generation scheduling, etc. Dynamic tariffs
foreshadow a more active role for the consumer / prosumer concerning electricity
usage decisions (consumption, storage, generation, and exchanges with the grid),
namely in the residential sector. Demand Response (DR) can be used in this con-
text by residential end-users to make the most of energy price information, weather
forecasts, and operational requirements (e.g., comfort) to minimize the electricity
bill. Nevertheless, the implementation of DR actions require the time availability
of residential end-users, data processing capability, and the need to anticipate the
corresponding impacts on the electricity bill and end-users satisfaction regarding
the quality of energy services in use. Energy management systems (EMS) capable of
offering decision support should be used to assist end-users optimizing the integrated
usage of all energy resources. A multi-objective model has been developed aimed at
minimizing the electricity bill and the possible dissatisfaction caused to the end-user
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4 A. Soares et al.

by the implementation of DR actions. An evolutionary algorithm to cope with the
multi-objective and combinatorial nature of the model has been developed, which is
tailored to the physical characteristics of the problem, namely using adequate solution
encoding schemes and customized operators. Simulation results show that significant
savings might be achieved by optimizing load scheduling, local micro-generation,
and storage systems including electric vehicles (EVs) in both grid-to-vehicle (G2V)
and V2G (vehicle-to-grid) modes.

Keywords Evolutionary algorithm · Demand response · Load management ·
Multi-objective optimization

1 Introduction

Electric power systems are currently witnessing important changes concerning the
evolution to smart(er) grids, which are expected to accommodate the output vari-
ability associated with large-scale distributed generation based on renewables and
the requirements of new loads such as EVs, both in G2V and V2G modes, and
other storage systems, as well as local micro-generation. Pervasive Information and
Communication Technologies (ICT) will allow a better monitoring of all system
components, including demand-side resources. Bidirectional flows of information
between the utility and end-users endowed with smart metering, with dynamic tariffs
as the pricing mechanism, anticipate a more active role for the consumer / prosumer
concerning energy usage behaviors and decisions (consumption, storage, generation,
and exchanges with the grid) [6]. These decisions entail determining electricity flows
between the grid, end-use loads, storage systems (either stationary or the EV), and
local micro-generation. The aim is minimizing the electricity bill without jeopardiz-
ing the quality of the energy services provided by end-use loads. DR [1, 7] can be
used in this setting to make the most of energy price information, weather forecasts,
and operational requirements (e.g., comfort) to minimize the electricity bill.

Nonetheless, the implementation of DR actions is not straightforward to residen-
tial end-users mainly due to their necessary availability to engage in such actions,
processing requirements of data originated from several sources, and the need to
anticipate the corresponding impacts both on the electricity bill and the end-users
satisfaction regarding the quality of energy services in use. EMS capable of offering
decision support should then be used to assist end-users making optimal decisions
on the integrated usage of all energy resources.

For this purpose a multi-objective model has been developed aimed at minimizing
the electricity bill and the possible dissatisfaction caused to the end-user due to the
implementation of DR actions, and exploring the trade-offs between these competing
objectives. An evolutionary algorithm (EA) [4, 5] to cope with the multi-objective
and combinatorial nature of themodel has beendesigned. ThisEAhas been tailored to
the physical characteristics of the problem, namely using adequate solution encoding



An Evolutionary Algorithm for the Optimization… 5

schemes and customized operators that fit the type of load being managed and the
corresponding DR actions.

In addition to the technical restrictions associated with the manageable loads [11],
operational and quality of service constraints are also included into themodel, namely
time slots for allocating shiftable loads, temperature bounds for thermostatically
controlled loads, desired state of charge (SoC) of the EVs battery and stationary
storage system. The cost objective function takes into account dynamic tariffs. The
dissatisfaction objective function encompasses penalties associated with:

• allocating the working cycles of the shiftable loads in less preferred time slots;
• not respecting the desired level of the SoC of the EVs battery when using the EV
in V2G mode;

• assessing the temperature deviation caused by the DR actions when compared to
the reference case with no DR actions implemented in thermostatically controlled
loads;

• preventing the interruption of energy supply due to overcoming the contracted
power.

Simulation results show that significant savings might be achieved by such EMS
comparing to a reference case without an EMS installed. These savings are due to
the optimized management of end-use loads, local micro-generation, and storage
systems including the EV in V2G mode.

The remainder of the paper is structured as follows. Section2 focuses on method-
ology issues, namely the customization of the EA, the solution encoding and the oper-
ators. Section3 presents some simulation results. Conclusions are drawn in Sect. 4.

2 Methodology

Optimization algorithms have been extensively used to manage energy resources
[12]. Although a considerable number of works focus on the end-users perspective
aiming at reducing electricity costs [2, 9], other point of views recognize the need
of an aggregator to optimize the use of energy resources according to the objectives
of multiple entities [1, 3, 8]. The aggregator is mostly used for dealing with energy
flows associated with EVs either in V2G and G2V modes.

This work differs from previous ones since it aims at an integrated optimization
of multiple residential energy resources [11] through the implementation of a wide
range of DR actions. The impact of the DR actions is assessed through the use of:

• physically based models to reproduce the power profile of thermostatically con-
trolled loads;

• a generic dynamicmodel parameterized to represent the stationary storage system;
• real data for shiftable loads;
• set of rules based on real data for EVs when used in the G2V mode.
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The EV can be used under two different modes: either as a load that only consumes
energy (G2V) or as a stationary system that can sell stored energy to the grid or use
it for self-consumption when kWh prices are high (V2G). In this latter option the EV
is expected to be fully charged by a certain hour; otherwise, there is a dissatisfaction
penalty associated with not meeting this requirement.

The flowchart of the optimization approach is displayed in Fig. 1. The underlying
mathematical model is based on the one presented in [10]. The objective functions
are:

• the minimization of the energy acquisition cost from the grid, which includes the
revenue from injecting energy into the grid whenever possible and the revenue
associated with responding to grid request signals (either for rising or decreasing
demand in a given time slot);

• the minimization of the end-users potential dissatisfaction caused by the imple-
mentation of DR actions. This dissatisfaction includes normalized:

– time slot penalties associated with the allocation of shiftable loads in the plan-
ning period (similar to what is presented in [10]);

– temperature penalties for DR actions implemented over a given thermostatically
controlled load causing an increase/decrease of temperature outside the range
associated with the regular working cycle. These penalties increase exponen-
tially with the absolute difference between the controlled temperature, in a given
interval, and the maximum/minimum expected temperature during the regular
working cycle;

– penalty associated with the use of the EV in V2Gmode and the desired require-
ment of achieving a minimum SoC by the end of the planning period;

– penalty for the peak of the resulting load diagram being too close to the con-
tracted power (as a surrogate to reduce risk of supply interruptions);

– penalty for exceeding the contracted power.

Although the model does not include the cost of the power component and thus
the associated savings are not accounted for, the algorithm is also able to reduce
peak power. This means that higher savings can be achieved by reducing the level
of the contracted power, according to the Portuguese pricing scheme. Therefore, a
penalty for being too close to the contracted power and other one for exceeding this
threshold are considered. This latter penalty exponentially increases with the number
of algorithm iterations and is extremely high to exclude combinations of DR actions
leading to exceed the contracted power. Thus, during the fitness assessment process,
solutions exceeding the contracted power will have their rank strongly penalized and
will hardly be considered for the next generation.

The set of constraints include:

• end-users time slot preferences for allocating shiftable loads;
• end-users temperature thresholds for thermostatically controlled loads;
• end-users desired SoC for the EVs battery in the V2G mode (not mandatory);
• the value of the contracted power.
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Fig. 1 Flowchart
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Time slots preferences are dealt with either as hard constraints or soft constraints.
The choice depends on the flexibility to be allowed in the model and the residential
end-users profile. When using time slot preferences as hard constraints, it is assumed
that the end-user has some knowledge of the duration of the working cycle to be
scheduled and, therefore, time slots with a shorter duration than the working cycle of
the load to be allocated are excluded. This option, although assuring that end-users
dissatisfaction is minimized, may also reduce the number of time slots available for
scheduling shiftable loads and consequently also lead to lower savings. On the other
hand, using time slot preferences as soft constraints allows shaping time slots by
increasing their duration when this is not adequately set. This may lead to higher
savings but the end-users dissatisfaction may also increase.

Technical restrictions are also considered in the model and influence the way evo-
lutionary operators are used. Therefore, operators are specialized and customized
according to the segment of the chromosome (i.e., load) where they are applied
and represent different DR actions over different loads. Since the solution encoding
respects the different nature of manageable loads (by segmenting the chromosome
according to the type of DR actions allowed), the customized operators act indepen-
dently for each segment (Fig. 2).

The initial population is randomly generated, although a certain diversity is
induced in the population at the outset by forcing the existence of “extreme” indi-
viduals concerning the chromosome segments corresponding to thermostatically

Fig. 2 Example of the solution encoding and use of the crossover and mutation operators [13]
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controlled loads. Two dissimilar individuals are generated, one with the maximum
and the other with the minimum allowable temperatures according to the regular
working cycles of those loads. Concerning the storage system (including the EV in
the V2G mode), the decisions are made based on price information. When the kWh
price is below the average within the planning period, then the decision is charge
from the grid. In kWh price peaks the decision is self-consumption and the remaining
energy is injected into the grid. The storage system decision is randomly generated
when the kWh price is above the average value within the planning period.

For the sake of preserving the physical characteristics of the loads beingmanaged,
the crossover operator never splits the segments of the chromosome corresponding
to each load. Accordingly, each segment of the chromosome has its own probability
for the crossover operator.

Themutation operator was also customized to the physical characteristics of loads
in the following way:

• in shiftable loads it modifies the starting minute of the working cycle;
• in thermostatically controlled loads it slightly changes the maximum temperature
allowable within the end-user’s preferences;

• in the EVs battery in both G2V and V2G modes it modifies the integer represen-
tation within the range [−2;1], which encodes the type of battery usage (Fig. 2).

The probability of themutation operatorwas tuned by experimentation and according
to the physical characteristics of the managed loads. Therefore, the probability of the
mutation operator is higher for thermostatically controlled loads than for shiftable
loads.

It is important to note that this strategy is able to deal with unexpected changes of
the input information (including a sudden increase in the base load, i.e. the uncon-
trollable load that cannot be the target of DR actions) or requests from the grid. Thus,
if for some reason the end-user changes the loads to be scheduled, or the set point
temperatures of any thermostatically controlled load, or the time slot preferences
for shiftable loads, the evolutionary approach will swiftly re-compute new solutions
from that point in time to the end of the planning period taking into account the loads
that have already run and the current state of loads running (e.g. temperatures and
SoC). If there is a sudden rise of the base load, which might cause the interruption
of the energy supply due to exceeding the contracted power, then the optimization
process reacts by interrupting the working cycle of any shiftable or thermostatically
controlled load and turning them back on as soon as the base load is back to a lower
value that does not compromise the energy supply.

Concerning grid signals, incentives are offered to the end-user to positively react to
them. Thus, if the end-user allows the EMS to make automated decisions concerning
these signals, higher savings may be achieved. Depending on the nature of these
signals, the optimization process may decrease or increase demand in the time slot
corresponding to the request signal. However, if the incentive is not economically
attractive from the end-users point of view, then the decision of the EMS may just
be “disregard the request” and no re-computation would be needed.
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3 Simulation Results

For simulation purposes a case study including multiple manageable loads was
designed. Three shiftable loads and three thermostatically controlled loads were
considered, as well as an EV operating in V2G and G2V modes. A local PV micro-
generation system was also considered. The energy locally produced is firstly used
for self-consumption and the remainder, if any, is injected into the grid with a revenue
of 80% of the kWh buying price. Dynamic tariffs are known one day and a half in
advance, as well as weather forecasts for temperature and expected local generation.

The time step used for simulation purposes is 1 minute in a planning period of 36
hours. A short time step is crucial to assure the integrated optimization accounting for
situations inwhich there is a sudden rise of (uncontrollable) demandandconsequently
power peaks that may lead to the interruption of energy supply (due to overcoming
the contracted power).

The evolutionary algorithm was tuned through extensive experimentation and the
parameters are summarized in Table1. Statistics concerning the results obtained for
the solutions that individually optimize each objective function are summarized in
Table2 andFig. 3.As itwas alreadymentioned inSect. 2, the operators are customized
according to the technical features of the manageable loads and are used over the
specific segment of the chromosome associated with each load.

The case study considers the management of a dishwasher, a laundry machine,
a tumble dryer, a fridge, an air conditioner, an electric water heater and an EV. The
EV is used in both V2G and G2V modes and a dissatisfaction penalty is assigned
if a minimum SoC of 80% is not achieved. Weather and local generation forecasts,
kWh price information, contracted power value, usage of hot water and end-user’s
preferences and requirements are used as inputs.

Table 1 EA parameters - 50 individuals; 1000 generations

Loads Mutation Crossover

Shiftable 0.2 0.5

Thermostatically controlled 0.6 0

EV (V2G and G2V modes) 0.9 0.3

Table 2 Results obtained for the solutions that individually optimize each objective function (30
EA runs, 50 individuals, 1000 generations)

Energy Cost (e) Dissatisfaction

Best 1.916 0.042

Worst 2.050 0.064

Average 1.980 0.050

Median 1.982 0.049
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Fig. 3 Box plots for the solutions that individually optimize each objective function (30 EA runs,
50 individuals, 1000 generations). The circles denote outliers

Fig. 4 Pareto optimal front

The Pareto optimal front obtained for this case study is displayed in Figs. 4 and 5.
Three distinct regions can be identified in this front. Solutions with a lower electricity
bill make an intensive use of the EV in V2G and G2V modes but do not achieve
the minimum SoC of 80% and thus present a high dissatisfaction value. The SoC
evolution is displayed in Fig. 6 for the solutions that individually optimize each
objective function (solutions I and J) and for a compromise solution K. Although the
SoC evolution looks similar in solutions I and K, the SoC by the end of the planning
period in solution K is slightly higher.
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Fig. 5 Zoom of the Pareto optimal front

Fig. 6 Variation of SoC of the EV in the V2G and G2V modes

End-user’s preferences for shiftable loads and their time allocation for solutions I
and J are displayed in Figs. 7 and 8. Solution K is similar to solution J concerning the
allocation of shiftable loads and therefore it is not displayed. It can be seen that the
evolutionary algorithm allocates these loads in time slots with no penalty associated
and simultaneously with the lower kWh price.
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Fig. 7 Shiftable loads time slot preferences and time allocation for solution I

The impact of the DR actions over thermostatically controlled loads for solutions
I, J and K is displayed in Fig. 9. Although there is a difference of about 0.95 e in
objective function electricity bill between solutions I and J, it is important to note
that this is mainly due to:

• not achieving the minimum SoC of 80% for the EV in solution I (less energy con-
sumed for attaining the desired SoC and consequently a lower energy acquisition
cost);
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Fig. 8 Shiftable loads time slot preferences and time allocation for solution J

• letting the hot water temperature fall to about 48 ◦C average instead of 53 ◦C (aver-
age for solution J), which also represents less energy consumed and consequently
a lower energy acquisition cost;

• letting indoor temperature rise to an average of 22 ◦C instead of 20 ◦C (average
for solution J). Once again this situation leads to less energy consumed and con-
sequently a lower energy acquisition cost.
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Fig. 9 Impact of DR actions over thermostatically controlled loads

4 Conclusion

This paper proposes a customized evolutionary algorithm to be embedded in a res-
idential EMS to offer end-users an integrated management of energy resources bal-
ancing economic and quality of service evaluation dimensions. Customized solution
encoding and operators were designed, which play a significant role in the optimiza-
tion process of DR actions.

This approach operates in a near-real time environment and is able to swiftly
obtain solutions when input information is changed or grid signals are received. In
the case study herein presented, the day and a half electricity bill resulting from the
optimization process varies between 1.93 and 2.88 e, trading-off with the dissatis-
faction objective function. Comparing these results with a reference case study, a
minimum saving of 10% can be easily achieved. This is mainly due to the use of
the EV in the V2G mode, which is hardly achievable in a scenario where no energy
management systems with adequate optimization algorithms are installed.

Future work will focus on robustness issues (i.e. guaranteeing that results are
consistent when the input data including user’s preferences slightly changes), the
integration of the system intelligence in a hardware prototype displaying sensing
and actuation capabilities to perform the DR actions, and the study of the end-user
willingness to accept this type of automated control.
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Comparison of Control Strategies
for Electric Vehicles on a Low Voltage
Level Electrical Distribution Grid

Simon Marwitz, Marian Klobasa and David Dallinger

Abstract If electrical energy demand is not balanced with electricity generation the
results are additional electrical power grid investments and system stability risks.
An increasing energy demand caused by charging plug-in electric vehicles (PEVs) is
expected to affect distribution grid levels in the future. Uncontrolled PEV charging
causes additional grid stress but PEVs are also capable of balancing the demand to the
present supply situation via charging control strategies. Different control strategies
for PEVs have been tested to address this issue. They can be classified as indirect,
direct and autonomous control strategies. However, it is still under discussion, which
charging strategy is best suited to integrate PEVs into feature dependent power gen-
eration on a distribution grid level.We investigated the advantages andweaknesses of
autonomous control via local voltage measurement compared to direct and indirect
charging control. Here we found that autonomous control of PEVs can counteract
voltage dips caused by simultaneous charging. This is of great benefit for smart grids
because autonomous control realised with PEVs internal systems can reduce the
investment in communication technology on the infrastructure side. Nevertheless,
this research also shows the limits of autonomous control. It can be concluded that
a mix of different control strategies is necessary to realise PEVs demand response
opportunities. Autonomous control will play an important role supporting the control
of PEVs to stabilise smart grids.

Keywords Smart grid · Plug-in electric vehicles (PEVs) · Control strategies ·
Direct control · Indirect control · Autonomous control

S. Marwitz (B) · M. Klobasa · D. Dallinger
Fraunhofer Institute for Systems and Innovation Research (ISI),
Competence Center Energy Technology and Energy Systems, Karlsruhe, Germany
e-mail: simon.marwitz@isi.fraunhofer.de

M. Klobasa
e-mail: marian.klobasa@isi.fraunhofer.de

© Springer International Publishing AG 2017
V. Bertsch et al. (eds.), Advances in Energy System Optimization,
Trends in Mathematics, DOI 10.1007/978-3-319-51795-7_2

17



18 S. Marwitz et al.

1 Introduction

With high penetration rates of plug-in electric vehicles (PEVs) an increasing elec-
tricity demand especially at low voltage distribution grid level occurs. This could
overcharge the grid if these additional consumers are not sufficiently controlled
[1–4].

Therefore a high number of different control strategies were recently introduced
to manage PEVs charging behaviour. The goal of these strategies is to integrate
PEVs into electrical distribution grids by utilising low electricity prices and/or by
providing ancillary services for stable grid operation. Furthermore, control strategies
are used tominimise power losses, avoid thermal overstress of grid assets and voltage
violations [5–8].

Control strategies differ primarily in terms of user acceptance, complexity of infor-
mation and communications technology (ICT) and final decision-making authority
over the charging process [9].

In [10, 11] control strategies are categorised into direct and indirect methods.
Within direct control, a central aggregation unit is allowed to control the charging of
the PEVs. For indirect control the end user decides on the basis of (price)-incentives
and is therefore finally in control of the PEV charging process [12]. Reference [9]
adds an autonomous category where the PEV itself manages its charging process
based on grid signals.

Direct control strategies require bidirectional ICT to provide PEV driver infor-
mation to the aggregator and to allow the aggregator remote charging control over
the PEV [1, 4, 13]. The goal of direct control can be efficient market integration as
well as frequency and local voltage control [10, 14, 15].

Within indirect control strategies PEV users receive price incentives to sched-
ule charging. These incentives are transported statically via time of use (TOU) or
dynamic via critical peak pricing (CPP) and real-time pricing (RTP) [11, 16, 17].
These pricing methods are also referred to as price-based demand response [12]. For
indirect control PEV users receive information but do not provide information to a
central unit in contrast to direct control, hence only unidirectional ICT is required.
Within the indirect control strategy PEV users decide whether they react to the price
incentives, and therefore have final control over the charging process [9, 12].

Autonomous control strategies take only the information of available sensors1

into consideration to schedule real and reactive power demand [6, 7]. Therefore,
PEVs controlled by this strategy need a device to measure node voltage and power
electronics, which are capable of responding; ICT is not required. If PEVs are addi-
tionally equipped with ICT, this approach has to be considered as direct or indirect
control strategy with grid monitoring.

Which type of control strategy should be used in a future smart grid is still under
discussion. The literature lacks comparisons between direct, indirect and autonomous
control. Here we compare these strategies by focusing on the capability to avoid grid

1E.g. frequency or voltage measurement at the grid connection point.
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overstress in terms of voltage violations. Therefore, we build a computer model,
which simulates these control strategies and evaluates their grid impact.

In Sect. 2 we describe a grid topology with connected consumers where we test
the control strategies introduced in Sect. 3. In particular we describe a direct strategy
with perfect charging control via a central aggregator, an indirect strategy using
a static TOU tariff to schedule PEV charging and an autonomous control strategy
which feeds in reactive power as a function of the node voltage. In Sect. 4we show the
impact of these strategies on grid voltages within ourmodel. Additionally, we present
a reference case, where the grid operates without connected PEVs. Conclusions are
given in Sect. 5.

2 Network Model and Load Profiles

Within our alternating current (AC) simulationmodelwe compare a direct, an indirect
and an autonomous control strategy (seeSect. 3) on a single 10node lowvoltage (LV)2

test feeder by only varying PEVs control strategies. The test feeder is taken from
[18].With respect toDINEN50160 grid voltage should not be above or below 0.1p.u
more often than in 5% of all 10min time intervals for one week at medium voltage
(MV) and LV distribution grid level [19]. Here we contribute 30% (±0.03p.u) to
LV level.

For each control strategy every node is connected via a 30m long cable of type
NAYY-J 35mm2 to the next node. We assume symmetric load and a connected
single dwelling unit (SDU) with a yearly electrical energy demand of 5000kWh,
without space heating, on very node. This refers to the average yearly electricity
demand for a four person family home in Germany [20]. The simulation runs from
Monday to Sunday for the transition season on a fine weather day. Therefore we
use typical household profiles from reference [21] and aggregate them to a 15min
base. SDUs on node 4, 5, 6 and 9 cover their space heat demand by NSHs of type
AEG3kWWSP3010 [22]with a constant power demand of 6kW from10pm to 4am
in the morning. This refers to an average space heating demand of approximately
190m2 net dwelling area for a newly built house [23]. For the indirect control strategy
introduced in Sect. 3.2we assume a TOU tariff with a low price period between 11pm
and 6am for each day and high electricity prices for the rest of the time (see Fig. 1).

Furthermore, we assume a very high PEV penetration rate (50%) by connecting
a separate PEV to node 2, 3, 6, 8 and 10 (see Fig. 2).

For each day and simulation run every PEV arrives at 7pm with an empty battery
on the same node and departs at 7 am the next morning fully charged. Furthermore,
every PEV requires 25kWh electrical energy a day, charges with 95% efficiency
and provides a high maximal charging power of 18 kVA. The scenario is based on
reference [18].

2400V phase to phase refers to 1-Volt-p.u.
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Fig. 1 Power profiles for single dwelling units (SDUs) [21] and night storage heaters (NSHs) [18]
(left axis), as well as assumed high and low price time periods (right axis), both from Monday to
Sunday during transition season

Fig. 2 Low voltage 10 node test feeder, with connected single dwelling units (SDUs), plug-in
electric vehicles (PEVs) and night storage heaters (NSHs) (scenario base on [18])

3 Control Strategies

As reference [9] shows, control strategies for PEVs can be classified into direct,
indirect and autonomous control. Here we describe howwe implement these strategy
types in an alternating current (AC) distribution grid simulation by schedule PEVs
electrical power demand.

3.1 Direct Control with a Central Aggregator

For our direct charging control strategy the charging behaviour for all connected
PEVs is controlled by a central aggregator with perfect foresight.

Here the aggregator defines a maximal allowed power demand (Pmax,n,t) for every
node n and and every time step t to avoid grid overstress. The aggregator findsPmax,n,t

by rising monotonously the combined nodal power Pn,t just before the voltage on
node 10 violates the 0.97p.u boundary. Furthermore, we assume that the aggregator
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knows the preferences of all PEVs users and can therefore prioritise PEVs charging
by putting them into an ordered charging queue. In this study the aggregator orders
PEVs priority by their connected node number in ascending order, hence the PEV on
node 2 has the highest priority. After PEVs are prioritised, the aggregator evaluates
for every t if there are one or more PEVs with less than 100% state of charge (SOC)
connected to the grid. If this is true, he picks the highest prioritised PEV with SOC
below 100%.

Within our perfect control assumption the aggregator knows themaximal charging
power, as well as the time of arrival and departure for every PEV. Furthermore, he
is aware of SDUs and NSHs power demand (PSDU,n,t , PNSH,n,t) on every n and for
every t. Therefore the real power demand (PPEV,n,t) for the picked PEV is limited
with respect to Eq.1.

PPEV,n,t = Pmax,n,t − (PSDU,n,t + PNSH,n,t) (1)

The PEV with the highest priority starts charging with respect to the maximal
allowed charging power until it reaches 100% SOC. Afterwards the remaining PEVs
are charged with respect to their priority by the same procedure (see Fig. 3).

Fig. 3 Direct control
strategy, coordinates plug-in
electric vehicle (PEV)
charging via a central
aggregator
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3.2 Indirect Control via a Static Time of Use (TOU) Tariff

For the indirect control strategy PEV users schedule charging individually to min-
imise their costs for electricity consumption based on an electricity price tariff and
without the consideration of other PEVs charging behaviour and grid constraints.
Like reference [24], which provides a TOU tariff give an incentive to charge at low
price times, we use one static TOU tariff which is assigned to every PEV (see Fig. 1).

At the moment a PEV is connected to the grid the energy which should be charged
into the battery, until the PEVdeparts, is evaluated. Depending on the PEV’s charging
power and energy demand, the number of time steps, which are necessary to charge
the PEV battery, are calculated. For the grid connection time (GCT) in between (see
Eq.2) the price tariff is ordered to evaluate these time steps with the lowest possible
electricity costs.

TGCT = tdeparture − tarrival (2)

If there are multiple possibilities for the same low price, PEV users prefer the
earlier charging possibility (see also Fig. 4).

In our scenario all PEVs receive the same tariff and arrive before the low price time
begins at 10pm. Therefore charging begins simultaneously at 10pm with maximal
charging power until every PEV’s battery reaches 100% SOC (see also Sect. 2).

Fig. 4 Indirect control
strategy via a time of use
(TOU) tariff
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3.3 Autonomous Control Implementing Reactive Power to
Voltage Control

Local supply3 and local demand4 influence grid voltage which can be used as a
control signal for PEVs. Furthermore, reactive power can be used to influence grid
voltage positively. Within our autonomous control strategy this mechanism is used.

Here every PEV schedules the charging power based on the node voltage on the
PEV grid connection point. We use a reactive power to grid voltage relationship by
raising reactive power linearly between nominal grid voltage and a 0.03p.u bound-
ary (see Fig. 5). Reference [6] shows that the linear approach fits into the power
dependencies, where reactive power demand leads to increasing and reactive power
supply to decreasing node voltages. The reference uses a partly linear relationship
where reactive power supply is not used to stabilise grid voltages around 1p.u. We
adapt this with a fully linear voltage to reactive power relationship between 0.97 and
1.03p.u. This approach leads to higher inverter losses, but allows a wider range to
stabilises grid voltages. Nevertheless, the evaluated amount of reactive power limits
real power demand with respect to Eq.3. Both effects, reactive power supply as well
as reduced real power demand have a positive effect on grid voltages [25].

For our approach every PEV measures for every time step the node voltage if it is
connected on a grid connection point. Afterwards it uses the measured node voltage
and the reactive power to voltage relation to evaluate its reactive power for that time
step (see Fig. 5).

Fig. 5 Reactive power (Q)
on all three phases as a
function of node voltage
absolute value (V) for
autonomous control.
Capacitive power demand if
node voltage is below
1 per unit (p.u.), inductive if
node voltage is above 1p.u.

3E.g. renewable energy technologies like wind turbines and photovoltaic.
4E.g. PEVs and NSHs.
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Fig. 6 Autonomous control
strategy, implementing
reactive power to voltage
control

If the PEV battery is already fully charged, only reactive power Qt is used to
stabilise grid voltages. If not, Qt and the maximal PEV inverter power |Smax| is used
to evaluate the PEV’s real power demand Pt (see Eq.3).

Pt =
√
|Smax|2 − Q2

t (3)

With respect to the maximal battery storage the PEV battery gets charged by the
evaluated real power (see Fig. 6).

4 Results and Discussion

In Fig. 7 we show the individual node voltages of our 10 node feeder (see Fig. 2) for
the direct, indirect and autonomous control strategy (see Sect. 3). The voltages are
recordedover simulation timeandpresentedwithin quartiles.Additionallywepresent
a case without connected PEVs, where only SDU and NSHs consume electrical
power.

Due to the fact, that we do not consider local electrical power generation, power
demand is higher than electrical generation for all time steps and nodes. Hence, for
each case the highest voltage dips occur on the last node of the power grid, i.e.
node 10.

As described in Sect. 2, all connected SDU exhibit the same power profile, there-
fore high voltage dips occur at peak demand (19pm on weekdays) even without
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Fig. 7 Node voltages without connected plug-in electric vehicles (PEVs) to the 10 node test feeder
and with connected PEVs implementing direct-, indirect- and autonomous control

connected PEVs (see Sect. 4.1). We use these improbable circumstances to empha-
sise that electrical grids are designed for peak electrical power demand. Furthermore,
in all cases we assume symmetric load on all three grid phases; unsymmetric load
would lead to even higher voltage dips.

Here we simulate these control strategies for just one week during the transition
season on a rather small 10 node feeder. For other grids, seasons and PEV penetration
rates the occurring voltage dipswould probably be less extreme, but the results should
show the same tendency.

4.1 Without Connected Plug-In Electric Vehicles (PEVs)

If there are no PEVs connected to the grid, the highest voltages dips occur on node 10.
On this node for 75 percent of all time steps voltages do not dip below 0.987p.u.
Even for peak demand node voltages do not fall below 0.97p.u, hence no voltage
bound violations occur (see Fig. 7, Without PEVs).
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4.2 Direct Control with Perfect Foresight

For the direct control scenario PEVs’ charging process follows the algorithm
described in Sect. 3.1. For 75% of all time steps voltages do not dip below 0.98p.u
from node 1–7. Voltages on node 8, 9 and 10 are slightly deeper compared to node 7.

Here voltages remain above 0.97p.u on all nodes (see Fig. 7, Direct control). This
is because we assume that an aggregator, whichmanages all PEVs’ charging process,
has perfect foresight. Therefore he knows the maximal allowed feed-in power, the
actual power demand of every consumer, PEV driver’s preferences, daily arrival and
departure times and can therefore perfectly coordinate PEVs’ charging behaviour.

4.3 Indirect Control via a Single Time of Use (TOU) Tariff

Here PEVs’ charging follows the indirect strategy introduced in Sect. 3.2, where
every PEV uses the same TOU tariff. Therefore every PEV receives the same price
and consequently all PEVs start charging simultaneously. At that high demand time
high voltage dips occur especially on node 10 (below 0.94p.u). For 75% of the
simulation time voltages do not dip below 0.994p.u on every node. Consequently,
voltages vary more often compared to direct control (see Fig. 7, Indirect control).

As differentiated at [26] and shown at [4] purely market orientated approaches
lead to high grid overstress. We demonstrate this once more with our indirect control
strategy.Nevertheless,muchbetter results could be achieved if PEVs receive different
price signals and therefore do not react simultaneously.

4.4 Autonomous Control via Reactive Power to Voltage
Control

Within our autonomous control strategy grid voltages can be held above 0.965p.u
for all nodes over the entire simulation time. On node 8, 9 and 10 voltages violations
occur at high demand times, but they stay above the 0.97p.u boundary for the rest
of the week, while voltages on node 1–7 remain in the allowed interval. Like for our
direct control strategy voltages do not dip below 0.98p.u at node 1–7 for 75% of
all time steps. Hence, autonomous control can significantly reduce 0.97p.u voltage
bound violations compared to our indirect approach, but does not eliminate them
completely (compare Fig. 7, Autonomous control with Indirect control).

Within our approach PEVs react simultaneously for each 15min simulation step,
which is an improbable case. Controlling the PEVs one after another by updating
grid voltages every time, would be a more realistic approach. Additionally, PEVs
measure grid voltages only once for every time step. This could be improved by a
control loop. The control loop could monitor grid voltage on a PEV grid connecting
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point while the PEV increases its power demand continuously until the allowed
voltage boundary is reached for that simulation step.

5 Conclusion

We set up a computer model for a simple power grid structure to compare different
control strategies for plug-in electric vehicle (PEV) charging. In particular we inves-
tigated a direct, an indirect and an autonomous control strategy with respect to the
resulting grid voltages.

Within our model direct control works best in terms of voltage stability, because
no 3% boundary violations occur (see Sect. 4.2). This is because we assume that for
direct control our aggregator has perfect foresight and therefore can realise optimal
control. However, such an approach is probably related to extensive information
and communications technology (ICT) and therefore high financial investments.
The indirect control strategy, which uses a static time of use (TOU) tariff, can be
realized by a timer function with most PEVs on the market today. Costs for the
technical implementation are low but the strategy can result in opposite effects.
Instead of relieving the stress on the grid TOU tariffs can cause strong voltage dips.
Our autonomous control strategy can achieve good results in terms of voltage control
while using PEVs internal ICT and sensors. This study shows that TOU tariffs are
not sufficient to reach good grid integration of PEVs in the future. The autonomous
control strategy used leads to much better results and should therefore be part of
future strategies integrating PEVs into the grid.

Also user acceptance, required investments into ICT and grid extension have to
be taken into account in order to evaluate which control strategy is best suited for
future smart grids. These aspects are not addressed here, but should be considered
in future research.
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Abstract In this paper, a model predictive control approach is presented to optimize
generator and storage operation in the German transmission grid over time spans
of hours to several days. In each optimization, a full AC model with typical OPF
constraints such as voltage or line capacity limits is used. With given RES and load
profiles, inter-temporal constraints such as generator ramping and storage energy are
included. Jacobian and Hessian matrices are provided to the solver to enable a fast
problem formulation, but the computational bottleneck still lies in solving the linear
Newton step. The deviation in storage operation when comparing the solution over
the entire horizon of 96 h against the model predictive control is shown in the German
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transmission grid. The results show that horizons of around 24 h are sufficient with
today’s storage capacity, but must be extended when increasing the latter.

Keywords Time constrained optimal power flow ·OPF ·Storage ·Model predictive
control · Receding horizon · Transmission grid

1 Introduction

In today’s energy system, the expansion of renewable energy sources (RES) leads to
an increasingly uncertain, volatile and decentralized power generation, pushing the
grid ever more frequently towards its limitations. If those limits are not considered
during the dispatch of the generators, expensive re-dispatch will be necessary to avoid
outages. However, the limits can be integrated into the search for the most economic
generator dispatch, meaning the distribution of the demanded power to a pre-defined
set of generators considering their individual costs. This is called an Optimal Power
Flow (OPF), which was introduced by Carpentier in 1962 [1]. Voltages should not
be neglected to ensure secure operation. It is therefore necessary to include an entire
AC load flow instead of a linearized model. Yet, the OPF for one time step is not
sufficient in today’s electricity distribution. Energy storage will be a crucial piece
of the puzzle for a successful integration of renewable energy. If the wind or solar
power is higher than the demand, it shall be stored to supply the loads in times
of low RES in-feed. Information of wind or solar in-feed must be provided to the
storage device in order to guarantee free capacity or stored energy for the future.
The problem, whether a storage device should load or feed into the grid, leads to a
time-constrained optimal power flow (TCOPF), in literature also called Dynamic or
multi-period OPF [3, 9, 10, 13]. Time-dependent constraints like stored energy or
generator ramping can be considered and a detailed formulation is presented in [6].
To take into account real-time operation, a model predictive control [11] or receding
horizon control has already been applied to power systems in [4] or [8]. So far, only
smaller test systems have been optimized, whereas a realistic large-scale system is
applied in this paper. Additionally, different horizon lengths and sample rates are
tested in order to investigate the different storage behavior and the impact on the
overall system costs.

2 Problem Formulation

A general OPF problem can be described as
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min
x

F(x) (1)

s.t.

g(x) = 0 (2)

h(x) ≤ 0, (3)

where a cost function F(x) is minimized while respecting equality constraints g(x)
and inequality constraints h(x).

2.1 Time-Constrained Optimal Power Flow

In the time-constrained OPF formulation, the state vector becomes

x = [
(x1)T . . . (x t)T . . . (xT)T

]T
(4)

The constraints g(x) and h(x) can be split into two types of constraints: non-linear
constraints gnl(x), hnl(x) and linear constraints gl(x), hl(x):

g(x) =
[
gnl(x)
gl(x)

]
h(x) =

[
hnl(x)
hl(x)

]
(5)

Further, the constraints can be divided into the groups of time-decoupling (intra-
temporal) constraints g(x), h(x) and constraints depending additionally on the pre-
vious time step g̃(x), h̃(x). The non-linear constraints are entirely time-decoupling
and are therefore formed to

gnl(x) =

⎡
⎢⎢⎢⎢⎢⎢⎣

g1
nl(x

1)
...

gt
nl(x

t)
...

gT
nl(x

T)

⎤
⎥⎥⎥⎥⎥⎥⎦

hnl(x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

h
1
nl(x

1)
...

h
t
nl(x

t)
...

h
T
nl(x

T)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6)

The linear constraints may contain time-coupling equations:
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gl(x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g1
l (x

1)

g̃1
l (x

0, x1)
...

gt
l(x

t)

g̃t
l(x

t, x t-1)
...

gT
l (xT)

g̃T
l (xT, xT-1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

hl(x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h
1
l (x

1)

h̃1
l (x

0, x1)
...

h
t
l(x

t)

h̃t
l(x

t, x t-1)
...

h
T
l (xT)

h̃T
l (xT, xT-1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

The state vector x0 describes the initial state for inter-temporal constraints like the
SOC of storage or the power output of generators with ramping limits. The sepa-
ration of non-linear and linear constraints simplifies the calculation of the constant
Jacobians of the linear constraints, which have to be computed only once in the first
iteration:

gl(x) = AT
g × x + bg (8)

hl(x) = AT
h × x + bh, (9)

where

Ag =

⎡
⎢⎢⎢⎢⎣

Ag,t Ãg,t Ãg,t-1

Ag,t Ãg,t
. . .

. . .
. . . Ãg,t-1

Ag,t Ãg,t

⎤
⎥⎥⎥⎥⎦

(10)

Ah =

⎡
⎢⎢⎢⎢⎣

Ah,t Ãh,t Ãh,t-1

Ah,t Ãh,t
. . .

. . .
. . . Ãh,t-1

Ah,t Ãh,t

⎤
⎥⎥⎥⎥⎦

(11)

Each column in Ah and Ag contains the gradients of one constraint with respect to all
optimization variables x . Ah,t and Ag,t denominate the blocks of the Jacobian where
the function depends only on the very same time step. The additional entries related
to inter-temporal functions depending on the same time step are set in Ãg,t and Ãh,t;
the ones depending on the previous time step are set in Ãg,t-1 and Ãh,t-1. Note that
these blocks are constant throughout all time steps.

The components of vector b in the linear system Ax + b are shown in (12).
Contrarily to the blocks in the A-matrix, the blocks in b differ with every time step,
e.g. containing the fluctuating power limits of the RES. They also contain an offset in
the first time step through inter-temporal constraints depending on the initial state x0.
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bg =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

b
1
g

b̃1
g + ( Ãt-1

g )T × x0

b
2
g

b̃2
g
...

b
T
g

b̃T
g

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

bh =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

b
1
h

b̃1
h + ( Ãt-1

h )T × x0

b
2
h

b̃2
h
...

b
T
h

b̃T
h

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(12)

The costs of each time step only depend on the generated power and the total costs
sum up to

F(x) =
T∑

t=1

F t(x t) (13)

The cost function can be a piecewise linear or polynomial function.

2.2 Model Constraints

A detailed description of the model can be found in [7].
The state variables x consist of the busbar voltages (real and imaginary part);

active and reactive power of all kinds of generating units such as conventional and
renewable generators, pump storages, HVDC converters and connections to neigh-
boring countries; load shedding variables; energy states of storages or contracts.

The linear, intra-temporal inequality constraints hl include all variable limitations
except the voltage limits, which are found together with the branch flow limits in the
nonlinear, intra-temporal inequality constraints hnl. The ramp rates of conventional
generators are set in h̃l. The nonlinear equality constraints gnl only consist of the
load flow equations. The linear equality constraints gl contain the model of the
bidirectional point-to-point HVDC connections and the setting of a reference angle.
The calculation of energy states always depends on the previous time step, and thus
can be found in the inter-temporal part of the linear equality constraints g̃l.

2.3 Solving the Problem

The problem is solved with a Primal-Dual Interior Point Method, assigning a
Lagrangian multiplier to each constraint. The equality constraints are represented
by λ, and the inequality constraints by μ. To include the inequalities in a function
which shall be minimized, slack variables Z > 0 are introduced. With h(x) + Z = 0,
the inequalities are transformed to equality functions and the Lagrangian is formed to
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L (x, λ, μ, Z) = F(x) + μT(h(x) + Z) + λTg(x) (14)

In the Interior Point Method, the slack variables are weighted with the barrier coef-
ficient γ to keep the inequality constraints away from zero in the first iterations.
Eventually, γ is reduced to zero and the problem approaches the original one. The
Lagrangian is built up to be minimized, while maximizing the multipliers. This leads
to a minimization of the cost function F , while h(x) is kept below and g(x) close to
zero. Common Newton steps are applied to solve the KKT-conditions [5]. The main
effort lies in solving the linear system

[
M gTx
gx 0

] [
Δx
Δλ

]
=

[ −N
−g(x)

]
(15)

with

M = ∇2
xxL (x, λ, μ, Z) + hTx [Z ]−1[μ]hx (16)

N = ∇xL (x, λ, μ, Z) + hTx [Z ]−1(γ e + [μ]h(x)) (17)

Note that [A] creates a diagonal matrix with the vector A on its diagonal, e is a vector
of ones and the Jacobian and the Hessian of a function f with respect to x is given
by fx and fxx respectively. It is therefore necessary to provide first and second order
derivatives of the cost function and all constraints with respect to the optimization
variables x . A detailed description of the Primal-Dual Interior Point Method can be
found in [12].

3 The German Transmission Grid

A detailed description of the applied model is presented in [7]. The network is shown
in Fig. 1, where pump storages are marked with red circles and HVDC connections
with blue lines. In Fig. 2, the profiles for both wind and PV generation are shown.
They are chosen with relatively large gradients in order to challenge the storage
operation and then scaled with the corresponding installed power. The total load and
RES curve can be seen in Fig. 3.

3.1 Costs

Linear costs are used in this model, though it is possible to also include non-linear or
piece-wise linear costs. The conventional fuel costs are assumed to range between
40–55 e/MWh. RES as well as pumped hydro do not have any variable costs in the
macro economic sense, but if RES had zero costs, there would be no incentive of
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Fig. 1 German transmission grid with HVDC lines and locations of pump storages
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Fig. 2 RES profiles
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Fig. 3 Total load and RES
in-feed
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feeding the power into the grid once the load is covered. As it is political will in
Germany to privilege energy from RES, even if the demand is already covered, an
export to neighboring countries must be forced by giving the RES negative costs.
As a result, the optimization tries to integrate as much RES power as possible into
the grid, which means that high losses would actually be preferable once the load
is covered. This should not be the goal and as a consequence, the export costs also
need to be negative. By trying to export as much of the available RES as possible,
the losses are minimized. Obviously, the absolute value of the export costs must be
lower than the costs of conventional generation in order to avoid export of the latter.
Import, however, is assumed to be more expensive than any generator within the grid.
Shedding a load should be the very last possibility to ensure secure system operation
and therefore has the highest costs. An overview of the different costs is shown in
Table 1.

Table 1 Generation and load shedding costs

Costs (e/MWh)

RES −10

Pump storage 0

Coal 40

Conventional Gas 50

Oil 55

Export −10

Import 60

Load shedding 100
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4 Reference Solution

First, a reference solution for the entire time interval of 96 h is shown. In the next
section, the model predictive control scheme is explained and applied.

4.1 Computation

There are nx = 612384 decision variables, nh = 1501056 inequality constraints and
ng = 240384 equality constraints considered. The calculation of one Newton step,
which means solving the linear system (15) of the size (nx + ng) × (nx + ng) with
6591872 non-zeros, is executed with the Matlab Backslash operator (MA57 [2]) and
takes an average of 4 min with an Intel Xeon E5-2687W at 3.40 GHz and 128 GB
RAM. For the calculation of the presented scenario in this paper, it took 59 iterations
to achieve the convergence criteria of 2e-5, which are defined in [12].

4.2 Results

It can be seen in Fig. 3 that there are some hours of the first day in which the RES
power exceeds the demand. This is also the case between hour 60 and 64, which
is reflected in the exported power shown in Fig. 5. The conventional generation is
ramped down to the minimum generated power during these periods, which can be
seen in Fig. 5 as well. The usage of storage is shown in Fig. 4. Two macro cycles
can be identified, with a complete discharge at hour 58, where an interval of high
demand ends and an interval of RES exceed starts. Interestingly, even when the
demand exceeds the RES in-feed again in hour 64, the storages are charged until
hour 78. This is due to binding ramping constraints of the conventional generators,
needing power support in the following hours.

Fig. 4 Cumulated storage
energy
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Fig. 5 Exported power and
conventional generation
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5 Model Predictive Control

To reduce the computational effort as well as the forecast error, model predictive
control (MPC) [11] is used now to operate the system. The optimal control sequence
is calculated over a certain horizon H by executing a TCOPF. The sequence is then
applied for a shorter sample rate only and a new starting point for the next TCOPF
calculation is shifted to the end of the sequence. The offset O is the overlap between
horizon and sample rate, determining the additional forecast information we receive
for that sequence. If an optimization is done with a horizon of H = 24 h and an offset
of O = 14 h, the operation scheme is called “MPC 24/14”. The scheme is shown in
Fig. 6.

5.1 Computation

Even though the problem size increases linearly with the optimized horizon, the
computation time increases superlinearly. In Fig. 7 the average time for calculating
the Newton step and the total computation time can be seen on the same architecture
as described above. While the computation time for shorter horizons from 12–36 h

Fig. 6 Optimization scheme
for MPC 24/14
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Fig. 7 Computation time
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ranges between 2 and 20 min, it grows more than linearly up to several hours for
horizons larger than 84 time steps. This requires an examination of the cost increase
when using shorter optimization horizons.

5.2 Scenarios

The offset is crucial for storage operation. It provides the additional information
beyond the sample rate which enables the storage to either guarantee available energy
or free capacity to compensate time spans with an excess of RES or insufficient RES.
It is varied between 6 and 18 h by using the parameter sets 12/6, 24/12 and 36/18.
The extent of storage use also depends on the relationship of in-feed and demand.
Therefore, a second RES profile is used, where wind and PV in-feed is set to zero after
the second day, i.e. hour 48. The original profile in Fig. 2 is called profile “A” and the
reduced profile is called profile “B”. Last, the storage size has a strong impact on the
relationship between overall costs and MPC offset. In the scenario “large storage” a
storage capacity increased by 50% (from 80 to 120 GWh) is assumed.

5.3 Results

In Fig. 8, the schemes are shown for profile A and normal storage size. Compared to
the reference solution, MPC 36/18 shows very similar storage operation and thus very
similar costs (Table 2). Increased costs are generated by a shorter update interval with
MPC 24/12, but the deviation is only 0.67%. When the update interval and offset is
further reduced to MPC 12/6, the effect is remarkable and only half of the available
storage capacity can be used. This results in a cost increase of 2.55%. A similar
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Fig. 8 Profile A, normal
storage
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Table 2 Relative generation costs [%] compared to reference solution

12/6 24/12 36/18 Ref.

Profile A, normal Stor. 102.55 100.85 100.01 100.00

Profile B, normal Stor. 101.74 100.67 100.00 100.00

Profile A, large Stor. 103.69 101.97 100.90 100.00

Profile B, large Stor. 102.74 101.66 100.61 100.00

result is obtained with the same storage sizes and profile B, see Fig. 9. Even though
the loading behavior is quite different from hour 40 on, the deviation between the
different MPC schemes shows a comparable effect on the overall costs. In Fig. 10,
profile A and large storages are applied. The cost increase is already notable with
MPC 36/18. A further degradation is achieved with even smaller horizon and offset.
A similar result for profile B can be seen in Fig. 11.

6 Critical Review

As stated before, perfect forecast is assumed and the implemented profiles of RES are
synthetic. The results are therefore meaningful, but not yet complete. Additionally,
the system boundaries lead to uncertainties in relation to the conclusions. The Euro-
pean system cannot be considered entirely, which would lead to the highest accuracy.
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Fig. 9 Profile B, normal
storage
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Fig. 10 Profile A, large
storage
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7 Conclusion

A TCOPF framework was presented and a model of the German transmission grid
was created from data of the BNA. An optimization over 96 h was achieved to show
the functionality of the methodology. The resulting reference solution was compared
to a real-time operation scheme, the Model Predictive Control. It can be seen that
the storage size has a strong impact on how close one can get to the optimum with
certain MPC parameter sets. With an assumed capacity of 80 GWh, horizons around
30 h are sufficient to nearly reach the reference optimum, whereas larger horizons are
necessary for larger storage sizes. This indicates an upper bound of useful foresight,
but in reality other parameters need to be considered as well. It will always be a trade-
off between the ability to frequently provide forecast updates with reasonable effort
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Fig. 11 Profile B, large
storage
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on one hand and the actual forecast error with the resulting costs due to necessary
balancing energy on the other hand.

8 Outlook

An integration of forecast errors will deliver more realistic conclusions about prefer-
able parameters, even though the effect will not be as crucial as on lower voltage
levels due to the aggregated profiles. The improvement of RES profiles forms a major
part of current work and will be integrated in the future. Large potential can be seen
in the improvement of solving the Newton step. A new solving technique is cur-
rently being studied to strongly reduce the computation time. In this work, DC lines
are modeled as point-to-point connections with linear efficiency. Future models will
include non-linear converter losses and an entire DC-side load flow, enabling also
multi-terminal operation.
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Security-Constrained Optimization
Framework for Large-Scale Power Systems
Including Post-contingency Remedial Actions
and Inter-temporal Constraints

Jonas Eickmann, Christian Bredtmann and Albert Moser

Abstract To cope with a growing amount of congestion in the transmission grid,
decision support systems for transmission system operation have to be developed.
Thus, this paper presents a security-constrained optimization framework including
post-contingency control for the application in transmission grid operation with
excellent applicability to large-scale power systems and outstanding computational
performance.

Keywords SCOPF · Post-contingency control

1 Introduction

Increasing power flows in the transmission grid lead to a growing amount of conges-
tions and an increased number of implemented remedial measures [2]. To cope with
this challenge in daily transmission grid operation, decision support systems have to
be developed to support the transmission system operators. Within this context, the
previous developments provide room for enhancements, especially when it comes to
computational effort [11, 12]. Thus, this paper aims at presenting a framework for
solving continuous Security Constrained Optimal Power Flow (SCOPF) problems
to support transmission grid operation and focusing on applicability in transmission
grid operational planning and real time transmission grid operation.
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2 Modeling

Functional core of the developed optimization framework is a model for a security
constrained optimal power flow.

2.1 Area Definitions

To match the functional requirements for the application in parts of a large inter-
connected network, different areas are defined. The determination of import, export,
transit and loop flows is carried out on a full network model. Considered as con-
straints are only components in the observation area of the network model. This can,
e.g., be one control block and the respective tie lines. To comply with theses con-
straints, the components located in a separate control area are taken into account. In
practical applications, the control area is typically larger than the observation area
to enable the relieve of overloading on tie lines.

2.2 Power Flows

The modeling of power flows is based on the complex power flow equations given
by the nodal power balances and system. Security constraints are considered by a
set of situations Ω that contains the situations of undisturbed operation s0 and the
situations after contingencies Ωa . The power flow equations have to be solved for
all situations s ∈ Ω .

Ss = diag(Vs) · Ys∗ · Vs∗ ∀ s ∈ Ω (1)

To enable time coupling optimization problems, the set of situations Ω is extended
to one situation of normal operation per timestep Ω t

0 and a set of situations after
contingencies per time step Ω t

a . Additionally, the modeling of post-contingency
control is enabled by the definition of different post-contingency situations at a
duration τ after the appearance of the contingency. These situations are given by a
set Ω t

a,τ per time step.

2.3 Constraints

The currents on all branches need to be below the current limits at the beginning
(Ibeg) and the end of the branch (Iend ).
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Fig. 1 Current limits
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)

≤ Ismax,z
∀ s ∈ Ω

∀ z ∈ Bb
(2)

The current limits depend on the type of situation.

I smax =

⎧
⎪⎨
⎪⎩

I s,(n−0)
max if s ∈ Ω0

I s,(n−1),τ
max if s ∈ Ωa,τ

I s,(n−1)
max if s ∈ Ωa

(3)

The different current limits for a single post-contingency time stamp τx and a con-
tingency at t0 are shown exemplarily in Fig. 1.

To secure voltage stability and avoid increased equipment aging, voltage limits
need to be observed.

V s
min,i ≤ ∣∣V s

i

∣∣ ≤ V s
max,i

∀ s ∈ Ω

∀ i ∈ N
(4)

The voltage limits differ dependent on the type of operational situation.

V s
min/max =

{
V (n−0)
min/max if s ∈ Ω0

V (n−1)
min/max if s ∈ {Ωa ∪ Ωa,τ } (5)

For the consideration of physical limits outside of the observation area, additional
constraints are considered for the import/export power on sets of tie lines.

Ps
min,g ≤

∑
z∈Υg

Ps
beg,z ≤ Ps

max,g
∀ s ∈ Ω0

∀ g ∈ Θ
(6)

where Υg is the set of tie lines on border g from the set of all relevant borders with
import/export limitations Θ .

In real world applications, the compliance with all technical constraints cannot
be guaranteed. Thus, the solution space of the optimization problem needs to be
enlarged. This is implemented by a relaxation of technical constraints using slack
variables ν in the Eqs. 2, 4, and 6.
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Isz ≤ Ismax,z + νI,z(s)
νI,z(s) ∈ R

+
0∀ s ∈ Ω

∀ z ∈ Bb

(7)

V s
min,i − ν−

V,i (s) ≤ ∣∣V s
i

∣∣
≤ V s

max,i + ν+
V,i (s)

ν
+/−
V,i (s) ∈ R

+
0

∀ s ∈ Ω

∀ i ∈ N
(8)

Ps
min,g − ν−

Υ,g(s) ≤ ∑
z∈Υg

Ps
beg,z

≤ Ps
max,g + ν+

Υ,g(s)

ν
+/−
Υ,g (s) ∈ R

+
0

∀ s ∈ Ω0

∀ g ∈ Θ

(9)

2.4 Degrees of Freedom

The impact of control actions on the power flows are modeled as a change of admit-
tance matrixes as well as a change of nodal power balances. To distinguish between
preventive measures and measures to be used preventively and correctively, there
are the following denominations. Preventive measures have to be set identically for
all situations of one time step Ω t and are written as a function of a set of situations
X f (Ω

t ). Corrective measures can be chosen individually per situation s and are
written as a function of the individual situations X f (s). The following holds for the
intermediate state.

ΔSk(sa,τ ) =
{

ΔSk(s0) if τ < τk

ΔSk(sa) if τ ≥ τk
(10)

where τk is the required time for the activation of a corrective measure k.
The reactive power provision by shunt elements is modeled by tap position depen-

dent admittances.

Y̌ κ(Ω
t ) = Y̌ κ(γκ(Ω

t ))

= Y̌ κ(γ
Ω t

0,κ + Δγκ(Ω
t )) γ ∈ Ψκ ⊂ Z (11)

where Ψκ is the set of possible tap positions for shunt element κ. The modeling of
Flexible ACTransmission Systems (FACTS) is implemented by a voltage dependent,
continuous controllable reactive power source.

ΔS f (s) = jΔQ f (s) (12)

Qmin, f (V) ≤ Qs
0, f + ΔQ f (s) ≤ Qmax, f (V) (13)
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A change of transformer tap positions is projected in the change of the transformer
quadripole parameters.

Y̌r (s) = Y̌r (γr (s))

= Y̌r (γ
Ω t

0,r + Δγr (s)) γ ∈ Ψr ⊂ Z (14)

The modeling of HVDC-lines is carried out by an explicit modeling of two con-
verters and one line. The line has the series resistance Rhbr to model ohmic losses.
The converters are considered to have no-load and transmission losses given by shunt
and series resistances Rhc,q and Rhc,l . Converter 1 is considered to control the DC
voltage.

The reactive power limits depend on the active power feed-in of the respective
converter.

Shc(s) = Phc(s) + j Qhc(s)

= SΩ t

0,hc + ΔShc(s) ≤ Smax,hc(V) (15)

Phc2(s) = Phc2(Phc1(s)) (16)

where the operator ≤ is defined for the field of complex numbers in a way, that
the converter set-point has to be inside of the area of admissible apparent power
provision. The adjustment of the active power transmission as a corrective measure
is limited.

|Phc(sa) − Phc(s0)| ≤ ΔPmax,τx ,hc (17)

The adjustment of generator feed-ins is modeled by a change of power injections.
The apparent power limits of generators are modeled by the simplified operational
diagram shown in Fig. 2.

Fig. 2 Generator apparent
power limits
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bk(Ω
t ) ∈ {0, 1} (18)

Sk(s) = Pk(s) + j Qk(s) ≤ bk(s) · Smax,k (19)

where bk(Ω t ) is the operating state of generator k at time step t . The adjustment of
active power feed-in as a corrective measure is limited by power gradients.

|Pk(sa) − Pk(s0)| ≤ bk(s0) · ∂P

∂τ max,k
· τx (20)

The same holds for the change of active power feed-in in normal operation in sub-
sequent time steps.

∂P

∂t min,k
· Δt ≤ Pk(s

t+1
0 ) − Pk(s

t
0) ≤ ∂P

∂t max,k
· Δt (21)

Additionally, the consideration of hydro power plants including interlinked basins is
possible, see [4]. A future publicationwill also cover the availablemodels to consider
minimum uptimes and downtimes of thermal power plants.

Feed-in from renewable energy sources can be reduced by the transmission system
operators, if there are no more conventional generation units available for reduction.

0 ≤ Pres(s) = PΩ t

0,res + ΔPres(s) ≤ PΩ t

0,res (22)

2.4.1 Load Shedding

In emergency situations, if there are nomore other remedial measures available, there
is a possibility to shed consumer loads.

PΩ t

0,v ≤ Pv(s) = PΩ t

0,v + ΔP0,v(s) ≤ 0 (23)

2.5 Objective Function

The different operational requirements are modeled by a multi-objective optimiza-
tion. In a first step, the active power losses in normal operation are to be reduced.
Thus, they are weighted with an objective coefficient closs .

Closs =
∑

st0∈Ω0

closs ·
(∑

z∈B
Ploss,z(s

t
0)

+
∑

hbr∈BDC

Ploss,hbr (s
t
0)

) (24)
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To maintain security margins for real time operation, the use of network based
remedial measures is to be minimized.

Cnet = ∑
st0∈Ω0

∑
κ∈K

cκ · ∣∣Δγκ(st0)
∣∣

+ ∑
s∈Ω

(
+ ∑

f ∈F
csf · ∣∣ΔQ f (s)

∣∣

+ ∑
hc∈H

(
cs|P|,hc · |ΔPhc(s)|

+cs|Q|,hc · |ΔQhc(s)|
))

(25)

If the feed-in of generators has to be adjusted, the costs of the respective mea-
sures given by their marginal costs cP have to be considered. Beyond these physical
costs, additional cost components c|P|/|Q| for the absolute changes in feed-in are
integrated to increase the robustness against imperfections in cost modeling. The
different priorities of remedial measures are projected to the relation of cost coeffi-
cients c|P|,k < c|P|,res < c|P|,v .

Cma = + ∑
s∈Ω

(
+ ∑

k∈G

(
csP,k · ΔPk(s)

+cs|P|,k · |ΔPk(s)|
+cs|Q|,k · |ΔQk(s)|

)

+ ∑
res∈RES

cs|P|,res · |ΔPres(s)|
+ ∑

v∈L

(
csP,v · ΔPv(s)

+cs|P|,v · |ΔPv(s)|
))

(26)

To ensure the compliance with the technical limits, the use of slack variables has to
be avoided.

Cν = ∑
st0∈Ω0

+ ∑
g∈Θ

(
c
+,st0
Υ,g · ν+

Υ,g(s
t
0) + c

−,st0
Υ,g · ν−

Υ,g(s
t
0)

)

+ ∑
s∈Ω

(
+ ∑

z∈B
cI s,z · νI,z(s)

+ ∑
i∈N

(
c+,s
V,i · ν+

V,i (s) + c−,s
V,i · ν−

V,i (s)
) )

(27)

The objective function values of non-slack variables areweightedwith the probability
of occurrence p(s) of the respective situation. Within this context, a rough estimate
of p(s) based on outage statistics is sufficient.
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cs =

⎧
⎪⎨
⎪⎩

c0 if s ∈ Ω0

p(s) · c0 if s ∈ Ωa

0 if s ∈ Ωa,τ

(28)

The objective function is given by the sum of the different components.

o(χ) = Closs + Cnet + Cma + Cν (29)

3 Solution Methodology

There are two main types of algorithms available to solve the given type of SCOPF
problem. On the one hand, the problem can be solved with an interior-point-method,
e.g. a Lagrangemethod.On the other hand, a piecewise linear formulation can be used
[6, 14]. A special situation in the given problem formulation compared to other OPF
formulations, e.g., for the estimation of nodal prices like [1], is given by the quality
of the initial solution. In many situations, especially if there are no technical limits
violated, there is no need to implement remedial measures and the initial solution is
very similar to the solution of the optimization problem. This makes the utilization of
a piecewise linear algorithm favourable, especially in terms of computational effort.

3.1 Successive Linear Algorithms for OPF Problems

Successive linear algorithms separate the solution of power flow equations from the
solution of the optimization problem [6]. This is shown in Fig. 3. The power flow
equations are solved for all considered grid use cases.

Using the estimated solution, the power flowequations are linearized in the respec-
tive operating point. Typically, this is implemented by use of an inversion of the
Jacobian matrix of the power flow equations.

Fig. 3 Basic successive
linear approach for
OPF-problems

Grid use case

Solve power flow equations Linearize power
flow equations

Solve linear opti-
mization problemconv.?

Results

No

Yes
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J(xn) =
(

∂P(x)
∂V

∂P(x)
∂θ

∂Q(x)
∂V

∂Q(x)
∂θ

)∣∣∣∣∣
x=xn

(30)

Based on the power flow solutions and the linearization, an optimization problem
with linear constraints is built. The objective function can be linear or quadratic.

min
u

o(u)

subject to A · u ≤ b
(31)

The solution of the optimization problem provides updated nodal balances for the
power flow equations that can be used for a new solution of the power flow equations
and an iterative update of the whole algorithm.

3.2 Linearization of Variable Quadripole Parameters

The direct application of the Jacobian matrix for the calculation of first order deriv-
atives is only possible for degrees of freedom that are modeled as a change of nodal
power balance. For those degrees of freedom modeled by a change of quadripole
parameters, an extension of the Jacobian matrix is required.

JY (xn) =
⎛
⎜⎝

∂P(x)
∂V

∂P(x)
∂θ

∂Q(x)
∂V

∂Q(x)
∂θ

∂Y (x)
∂V

∂Y (x)
∂θ

⎞
⎟⎠

∣∣∣∣∣∣∣
x=xn

(32)

This extension of the Jacobian matrix increases the matrix dimension and hereby
the computational effort in the linearization of power flow equations. To avoid this
extension, an intermediate step by use of the nodal balance equations is used.

∂V (x)
∂Y

∣∣∣∣
x=xn

= ∂V (x)
∂S(x)

∣∣∣∣
x=xn

· ∂S(x)
∂Y

∣∣∣∣
x=xn

· ∂Y

∂κ
(33)

The linearization relating to the apparent power ∂V
∂S can be directly taken from the

inverted Jacobian matrix. The linearization with respect to the variable quadripole
parameters can be concluded from the power flow equations ∂S

∂Y . In addition, the

derivative of the quadripole parameters with respect to the tap position ∂Y
∂κ

need to be
considered. This formulation enables an efficient consideration of variable quadri-
pole parameters without an increased size of the respective Jacobian matrix. The
linearization is performed efficiently based on a linear combination of derivatives.
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Fig. 4 Successive linear
optimization procedure to
solve large SCOPF problems
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3.3 Optimization Problem Speed-Up

The solution of the developed optimization model by use of the method depicted in
Fig. 3 is computationally very expensive. The computational effort is mostly deter-
mined by the solution of power flow equations and the linearization process. The
actual solving process has only a minor influence. To enable the solution in limited
computational time, a number ofmethodologies to reduce the problem size and speed
up the solving process have been developed and are presented in the following. An
overview of the extended method is given in Fig. 4.

3.3.1 Problem Size Reduction

Main driver of the computational effort is the large number of different power flow
situations. This large number is caused by the number of considered grid use cases
within the time coupling optimization on the one hand and the large number of
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considered contingencies on the other hand. A direct neglecting of grid use cases is
not possible. Different from this, there are a number of simplifications that can be
applied to reduce the number of contingencies.

Relevant for the optimization problem are only contingencies that cause violations
of technical constraints. All other contingencies can be neglected without any impact
on the optimal solution. To benefit from this, a heuristic multistage reduction scheme
is developed.

Starting point for this scheme are the solutions of power flow equations in normal
operation for all grid use cases. Based on this solution, potentially critical contingen-
cies are identified. For current limits, these are outages of branches that are loaded
significantly in normal operation. For voltage limits, these are large reactive power
sources in the surrounding of nodes with an absolute value of voltage close to the
operational limits.

The power flow equations are solved for the set of potentially critical contingen-
cies. For all grid components, the impact of all contingencies is ordered descendent
by impact and only Nas f (typical value Nas f = 3) contingencies per component are
considered further. In addition, only components with a loading above a critical limit
Ξcri t (typical value Ξcri t = 0.8) are considered in the optimization problem.

As the optimization leads to a change of the operating point, there can be a change
in critical contingencies. Thus, the identification is repeated iteratively as shown in
Fig. 5. Even in this reduced solution scheme, the largest part of the computational
time is consumed by calculations for contingency situations. Nevertheless, the objec-
tives of the contingency analysis calculations differ. The first solution of power flow
equations after contingencies only aims at the estimation of critical elements. It does
not need to estimate the exact element loading. This enables the identification of
critical elements by an efficient power flow approximation method (see [5]). The
accuracy of this method furthermore enables the application to estimate the power
flows for contingencies that do not generate any violated voltage constraints. This
reduces the computational effort for solving the power flow equations in contingency
situations by up to two orders of magnitude.

3.3.2 Linearization of Power Flow Equations

As can be seen in Eq.30, the linearization of power flow equations can be performed
by an inversion of the Jacobian matrix. Nevertheless, from a computational perspec-
tive, there is no need for a full inversion of the Jacobian matrix. In a successive linear
approach sensitivities are only required for those electrical nodes where a control-
lable element is directly connected. Thus an inversion is only required for parts of
the control area. Reducing the matrix inversion to these relevant parts reduces the
computational effort in real world network models significantly.

The same approach could be used to reduce the output of the matrix inversion to
the observation area. This can be done using a Sparse-Right-Hand-Side-Solver [8].
Nevertheless, different from the reduction on the control area, using a Sparse-Right-
Hand-Side-Solver did not reduce the computational effort.
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Fig. 5 Method to reduce the
number of calculated
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Even with these considerations, linearization remains the computationally most
expensive part of the solution algorithm. Thus, there are a couple of approximation
methodologies available to speed-up this process [1, 7, 9]. Within this paper, the
power flow approximation methodology presented in [5] is extended to enable the
efficient calculation of power flow linearizations. Compared to existing methods, it
can be applied to any kind of contingency (e.g. two independent outages, outage of
a tripod line, busbar outage) and it is faster and/or more accurate than other methods
having this property.

Starting point for the methodology is the linearization in normal operation. The
linearization enables the calculation of the change of power flows on the outaged
elements due to an incremental change in the network topology of the normal
operating state. These power flow changes on the outaged elements can be injected
in the topology of the network model with the respective contingency considered
and the outaged elements removed. The linearization of the power flow equations
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Fig. 6 Approximation methodology for power flow linearization after contingencies

after the contingency can then be estimated as the superposition of the linearization
in normal operation and the changes due to the redistribution of power flows on the
outaged elements as shown in Fig. 6.

∂V
∂S

∣∣∣∣
s=sa

= ∂V
∂S

∣∣∣∣
s=s0

− ∂V
∂S

∣∣∣∣
s=sa

·
∑

z∈Bsa
a

V · Az

·
(
Y̌z · Az

T · ∂V
∂S

∣∣∣∣
s=s0

)∗
(34)

The computational benefit of this approach is caused by a reduction of the number
of sets of linear equations that need to be solved. Within the direct formulation, there
are two sets of linear equations per node with a controllable element connected, that
need to be solved. Using the developed approximation, there is only the need to solve
two sets of linear equations per node where an outaged element is connected. This
reduces the computational effort by up to two orders of magnitude.

3.3.3 Prediction of Power Flows After Contingencies

To further reduce the computational effort, the adaptive prediction scheme shown in
Fig. 7 is used. For all considered constraints, the respective power flow solution and
power flow linearization are estimated in the first iteration step.

V
∣∣0
s=sa

= V
∣∣
s=sa

(35)

∂V

∂S

∣∣∣∣
0

s=sa

= ∂V

∂S

∣∣∣∣
s=sa

(36)



60 J. Eickmann et al.

Fig. 7 Prediction scheme
for constraints after
contingencies
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After the optimization step of the initial iteration, the linear optimization problem
itself provides a prediction of the expected component loadings. This expected load-
ing is used as an indicator for the impact of the respective constraint on the optimiza-
tion problem. If the component loading is below a prediction thresholdΞpred (typical
valueΞpred = 0.9), the predicted loading is used within the subsequent iteration and
the linearization of the power flow equations is considered constant. If the loading is
above the threshold, power flow equations for the respective contingency are solved
in the new operating point and the linearization is also recalculated.

Ĩ saz = I sa ,m−1
z + ∂ I saz

∂S

∣∣∣∣
m−1

s=sa

· ΔSm−1 (37)

V
∣∣m
s=sa

=

⎧
⎪⎪⎨
⎪⎪⎩

V
∣∣m−1
s=sa

+ ∂V
∂S

∣∣∣
m−1

s=sa
· ΔSm−1

if Ĩ saz ≤ Ξpred ∀ z ∈ Bsa
b

V
∣∣
s=sa

else

(38)

∂V

∂S

∣∣∣∣
m

s=sa

=

⎧
⎪⎨
⎪⎩

∂V
∂S

∣∣∣
m−1

s=sa
if Ĩ saz ≤ Ξpred ∀ z ∈ Bsa

b

∂V
∂S

∣∣∣
s=sa

else
(39)

This prediction scheme reduces the computational effort but does not affect the
results, if the prediction threshold is chosen adequately.

4 Exemplary Results

To evaluate the capabilities of the developed optimization framework, it is applied to
an exemplary day ahead congestion forecast (DACF) data-set of the european trans-
mission grid. The network model has 7496 electrical nodes and 10709 branches. The
observation and control area are limited to Germany, Poland, the Czech Republic,
Austria, Slovenia, Switzerland and the Netherlands with an overall number of 3312
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Fig. 8 Amount of redispatch assuming different preventive/corrective control strategies

nodes. To evaluate the performance of the optimization framework, a simulation of
congestionmanagement is performed considering current constraints in normal oper-
ation and after contingencies, phase-shifting-transformers and redispatch measures.
All branch outages are considered as contingencies. The simulation considering
only preventive remedial measures takes 18 seconds on an Intel i7-4810 notebook
processor. The additional consideration of corrective remedial measures increases
the computational time to 36 seconds. Considering the fact that the size of the lin-
ear optimization problem increases from 7.6 · 106 elements to 1.7 · 109 elements
by more than a factor of 200, the developed optimization framework appears to be
well suitable to cope with the dimensions and requirements of real world network
models and operational requirements. A further evaluation on the impact of correc-
tive remedial measures is carried out on a model for the european transmission grid
for the year 2024 based on publicly available data [13] and the assumptions of the
German network development plan 2014 [3]. The power plant schedules are based
on a market simulation based on [10]. All simulations are performed for the 8760
individual grid use cases assuming a temporary admissible transmission loading of
120% on all lines. It can be seen in Fig. 8 that the corrective control of HVDC line
power transmission reduces the required amount of preventive redispatch by 19%. A
further use of corrective redispatch measures even reduces the amount of preventive
redispatch under the given assumptions by 86%. This demonstrates the potential ben-
efits that might be achievable by an increased implementation of corrective remedial
measures.

5 Critical Review

The presented methodology for solving continuous SCOPF problems based on suc-
cessive linear programming using different approximation methodologies shows
excellent performance and plausible results within the application to real world test
cases. Nevertheless, the impact of the proposed solution methodology on the accu-
racy of results should be kept in mind. A successive linear approach is not able to
estimate the global optimum of the optimization problem. But keeping in mind that
the proposed approach is similar to the successive linear approach used within the
Newton-Raphson methodology, it will very likely be sufficiently accurate for most
practical applications. Unfortunately, there is no possibility to provide an absolute
figure on the accuracy of results of the successive linear algorithm, as there is no
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solution methodology available to estimate the global optimum on real world test
cases using finite computational resources.

Considering the convergence properties of the developed algorithm, the conver-
gence for most test cases is very robust. Nevertheless, especially when it comes to
disadvantageous cost parametrization and voltage constraints, additional computa-
tional steps to ensure algorithm convergence might be required.

The approximation and reduction methodologies applied on top of the piece-
wise linearization do not have a significant influence on results. Due to the fact,
that all results are verified by a final contingency analysis, potential inaccuracies of
the reduction methodologies are compensated in an additional iteration step. The
approximation methodology for power flow equation linearization is found to be
sufficiently accurate so that no significant influence on results could be identified.

6 Conclusions

A piece-wise linear approach to solve SCOPF problems using a number of different
approximation and reduction methodologies has been presented in this paper. The
presented methodology shows excellent computational performance and plausible
results. Although the methodology is not capable to warrant solution optimality, it
is expected to be sufficiently accurate for most practical applications.

Future publications will also cover the integration of binary power plant start-up
decisions in the presented approach and additional computational aspects within the
implementation of the presented methodology into a modular optimization frame-
work.
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Abstract We present results of two model based scenario analysis focussing on the
future German power sector which is characterized by a rising share of renewable
energies and an associated higher demand for flexibility. Case study 1 is based on
a general comparison between a decentrally and a centrally orientated electricity
system.The research question of case study2 iswhether flexibility should be centrally
balanced by a nationalmarket-based dispatch or dispatched in a decentralizedmanner
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within regional balancing areas. The combined results of these two case studies offer
the possibility to show the differences between a decentralized and a centralized
electricity system regarding the dispatch of generation, storage and flexibility options
as well as resulting effects on variable costs, CO2 emissions, grid usage and RE
integration. Decentralization as control strategy leads to higher variable generation
costs due tomore expensive generation and less efficient flexibility options that come
into the market, while the majority of demand and supply still needs a transmission
grid for balancing.

Keywords Decentralized electricity system · RE integration · Flexibility options

1 Introduction

Germany as well the European Union aim to decrease their emissions of climate
gases in order to reduce negative effects on climate change. The energy sector plays
a major role within this strategy, especially concerning the substitution of electricity
generation from fossil fuel fired power plants by renewable energy sources (RE) and
higher energy efficiency.

With an increasing share ofRE in theGerman electricity system,more flexibility is
needed to balance demand and supply. Especially the concentration of wind turbines
in the North of Germany in contrast with load centres in the western and southern
part leads to a higher demand for transmission capacity, complementary to flexibility
options like storage capacity. Until now, flexibility is mainly provided by thermal and
pump storage power plants. Due to an expected decreasing dispatch of conventional
power plants, new players also have to offer flexibility in the future, like demand
side management (DSM) or combined heat and power plants (CHP) with thermal
storages which is a question of the design of the future electricity system.

This design is still an openquestion in termsof scientific assessment, and diverging
societal ideas do pose additional difficulties. One key question is whether the new
infrastructure should be planned according to a centralized or decentralized concept.
While there are efficiency losses in a decentralized concept which can be quantified,
there are expected qualitative gains, e.g. like a higher acceptance of the transformation
process of the electricity systems, coming along with the more diverse ownership
structure and a broader participation in a decentralizedmarket [1]. In fact, the decision
between following a centralized or a decentralized concept is the basis for any further
planning as it comprises several dimensions, including the geographical location and
the grid level of newpower plants, the role flexibility options have to fulfill and system
coordination.

The focus of this paper is on the dimension of system coordination. Coordination
between generation and demand is currently mainly located on the transmission grid
level rather than on lower grid levels. At the same time, an increased share of decen-
tralized generation and flexibility may also entail the development of coordination
mechanisms on lower grid levels, including the arise of decentralized markets [2].
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With larger shares of decentralized production, the question arises whether and how
responsibility for system coordination should be decentralized as well. As proposed
in [3], this couldmean that more system services, especially the balancing of demand
and supply, should be organized in cells on the lowest possible level. By combin-
ing them to larger cells representing urban districts, industrial areas or regions, the
remaining imbalances can be balanced on a higher level [4, 5].

In terms of costs, there is a potential trade-off between decentralized coordination
on the one hand that requires larger capacities of local resources and tends to dispatch
them in a less efficient way and on the other hand centralized coordination, that
requires a larger grid infrastructure. Due to the centralized coordination of the grid
infrastructure today, Germany currently consists of a powerfull grid infrastructure.
But for the future, strenghtening and extension of the exisiting grid infrastructure is
necessary depending on the design of the electricity system.

The aim of this paper is to show the differences between a decentralized and
a centralized electricity system regarding the dispatch of generation, storage and
flexibility options based on a scenario analysis supported by the dispatch model
PowerFlex-Grid developed by Öko-Institut. The presented results, like effects on
variable generation costs,CO2 emissions, transmissiongrid usage andRE integration,
have been calculated and analyzed within two research projects:

• Transparency of Transmission Grid Planning1 funded by the BMBF and realized
in cooperation with E-Fect (Berlin) (case study 1)

• D-Flex2 funded by the BMWi and realized in cooperation with OFFIS e.V. (Old-
enburg) (case study 2).

2 Scenario Definition and Methodology of the Two Case
Studies

2.1 Consideration of Grid Restricitons in Electricity System
Modeling

Electricity system models that focus on transmission expansion planning may con-
sider grid restricitions either as AC power flows including reactive power, ohmic
losses, frequency and voltage constraints or as a linearized DC model approach,
disregarding nonlinearities of AC power flow simulation [6]. Using a mixed-integer

1Project title “Erhöhung der Transparenz über den Bedarf zum Ausbau der Strom-
Übertragungsnetze”, project term: 2013–2015, funded within the BMBF reserach programm
“Sozial-ökologische Forschung zum Themenschwerpunkt Umwelt- und gesellschaftsverträgliche
Transformation des Energiesystems”.
2Project title “Dezentral und zentral gesteuertes Energiemanagement auf Verteilnetzebene zur Sys-
temintegration erneuerbarer Energien”, project term: 2013–2015, fundedwithin the BMWi reserach
programm “Förderung von Forschung und Entwicklung im Bereich erneuerbare Energien”.
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formulation, grid restrictions can also be considered as linear disjunctive constraints
[7].

Due to the increasing complexity of solving the transmission expansion planning
problem including the AC power flow approach, the problem is often solved within
two steps: the schedules of power plants, storages and other flexibility options are
calculated with a market based dispatch model disregarding grid restrictions. Based
on these dispatch results, load flows and the need for transmission expansion are
determined by a AC power flow simulation [8, 9].

Uncertainty is another relevant topic for transmission expansion planning, to get
an impression of the robustness of the solution and to indentify the most sensitive
assumptions and input parameters. Van der Weijde and Hobbs propose a stochastic
two-stage optimisation model for transmission planning under uncertaintity, formu-
lated as a MILP. Within this approach, generators may react to decisions in trans-
mission expansion and vice versa [10].

Because of the interaction of transmission expansion planning and generation
planning, this combined planning problem is also solved within one model. Munoz,
Hobbs and Watson therefore developped a two-phase bounding and decomposition
approach, which provides information for optimal and near-optimal investment deci-
sions in new grid and generation infrastrucutre [11].

In contrast to investments models for expansion planning, grid restrictions may
be considered in pure dispatch models calculating unit commitment and redispatch.
A three-phase algorithmic scheme is therefore developped in [12]. Another research
topic for dispatch models including grid restricitions is nodal pricing, especially in
the context of renewable energy integration [13].

2.2 Methodology of the Dispatch Model PowerFlex-Grid

PowerFlex-Grid is based on a linear optimization problem in hourly resolution (per-
fect foresight) and covers various generation and supply side technologies like ther-
mal power plants andRE aswell as different flexibility and storage options (e.g. DSM
or pump storage power plants) [14]. DSM is considered in the model as a storage,
with a time depending charging (capability for load increase), discharging (capability
for load decrease) and storage capacity (depending on accumulated capability for
load increase and corresponding time shift). The German transmission grid is imple-
mented using the DC-approach on the underlying grid [15]. The resulting power
flows are calculated based on dispatch results which may include redispatch. The
PowerFlex model can be used in different configurations depending on the research
question and available computation time.

In case study 1 the transmission grid in Germany is covered in detail in the Power-
Flex model with about 500 nodes and 1000 transmission lines (see Fig. 2). The used
grid data is mainly based on a data set provided by the German Federal Network
Agency (BNetzA) regarding §12f(2) of the law on the energy industry (EnWG).
The other countries of the ENTSO-E area are implemented as one node in the
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PowerFlex model, linked with each other by interconnectors which can be used
up to their hourly net transfer capacities (NTCs). Due to the high complexity of the
optimization problem in this model configuration, thermal power plants are modeled
without consideration of minimum load restrictions. This leads to a linear optimiza-
tion problem. Furthermore a rolling horizon approach is used with an optimization
horizon of 72h and an overlap of 24h.

In case study 2 the transmission grid in Germany is represented in a simplified
and highly aggregated way. There are five nodes each representing a characteristic
area in Germany:

• The region Northern Germany including Lower Saxony, Bremen, Schleswig-
Holstein, Hamburg and Mecklenburg-West Pomerania is mainly characterized by
a high share of wind energy, which often exceeds local demand.

• The region Western Germany including North Rhine-Westfalia,
Rhineland-Palatinate and Saarland represents industrial load centres as well as
a fossil fuel fired generation system.

• The region Eastern Germany including Brandenburg, Berlin, Saxony and Saxony-
Anhalt may be characterized by a high share of wind onshore energy and lignite
power plants combined with a demand on a low level.

• The region Southern Germany comprising Bavaria and Baden-Württemberg has
the characteristics of a high share of photovoltaics and pump storage power plants
combined with many load centres.

• The region Central Germany including Hessen and Thuringia is characterized as
a transfer zone with local demand exceeding local RE supply.

The simplified transmission grid as implemented in themodel is based on theVDE
grid map [16] and consists of 42 existing interregional power lines, 1 interregional
power line under construction and 5 power lines projected. Due to this simplification,
the decentralized producers and consumers as well as thermal power plants can be
modeled in more detail, e.g. thermal power plants are modeled regarding minimum
load and specific ramp rate restrictions for uptime and downtime. This leads to a
mixed-integer optimization problem. Due to the rolling horizon approach minimum
uptime and downtime restrictions are not considered. As it is not in the focus of case
study 2, interactions with other European countries are neglected. The optimization
horizon is 120h with an overlap of 24h.

2.3 Description of the BMBF Project “Transparency of
Transmission Grid Planning” and Scenario Definition

The aim of the project “Transparency of Transmission Grid Planning” is to support
stakeholders in understanding and evaluating the calculations of the transmission
system operators (TSOs) and the BNetzA which lead to the definition of the need of
grid extension. The stakeholders involved represent non-governmental organizations
such as World Wide Fund For Nature (WWF) or Deutsche Umwelthilfe e.V. (DUH)
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aswell asmembers from action groups in the context of local projects on transmission
grid extension. In several workshops, the Öko-Institut and the stakeholders discussed
the model-based results of different scenarios which were defined in advance by the
stakeholders. A scenario highly requested by the stakeholders creates a decentralized
electricitymarket in 2024. Compared to the scenario B2024 of the Grid Development
Plan [8], the following variations of the assumptions were considered to point out
the decentralized character of the scenario:

• In a decentralized world, consumers are more aware of the need of energy savings
and measures on energy efficiency lead to a decrease of 2%/a in one decade. On
the other hand the rising level of electrification leads to an increase of 1%/a in the
same decade. As a consequence, electricity demand decreases by approximately
10% from 535 to 480TWh/a.

• Furthermore, the consumers’ willingness in terms of load shifting is higher and
might be implemented in policy instruments, so that industry, trade and commerce
and households are enabled to shift demand up to 4.7GW.

• It is also assumed that in a decentralized setting, there is a higher share ofREdistrib-
uted according to the federal targets. Hence, RE supply is increased and distributed
as proposed in the scenario C2024 of the Grid Development Plan (+80TWh) [8].

• To boost decentralized thermal production, it is assumed that the installed capacity
of lignite and hard coal power plants decreases significantly until 2024 (lignite:
−9.1GW, hard coal:−11.7GW). The order of decomissioning depends on the year
of installation. To substitute the shortage of thermal capacity, there is an investment
in natural gas fired power plantsmainlyCHPand gas turbines (+8GW) at locations
with residual demand peaks.

• It is assumed that the price of CO2 certificates rise from 29 e/t to 40 e/t CO2.
• Concerning the assumed underlying future transmission grid, grid extension is
realized according to the defined needs in scenario B2024 of theGridDevelopment
Plan and might be overestimated. In contrast, the NTCs are assumed to remain as
present.

To model a decentralized scenario, a two-step approach is realized. In the first
step, each node has to supply its own demand. As a consequence, the maximum
transfer capacity of each power line is set to 0, and cross-border electricity exchange
is disabled. If local electricity production by RE, thermal power plants and stored
electricity cannot cover demand at any time step, a generic backup power plant will
start to produce the shortfalls at very high costs.

On the other hand, in case of nodal electricity surpluses due to RE, must-run or
heat production, there is the possibility to curtail production. To reduce the need
for curtailment, demand can be shifted in time up to a certain amount and heat-
storage facilities can be used. As a result of step 1, one can analyze the cost-minimal
unit commitment as well as the need for capacity building in 2024 under highly
decentralized assumptions.

In step 2 an internodal electricity exchange is enabled after each node has tried
to cover its demand as much as possible. While all existing power plants have to
produce the resulting supply of step 1 as a minimum, the nodal production of backup
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power plants should be substituted with excess energy from other nodes. For this
purpose, the capacities of the power lines (including cross-border lines) are set to
their physical maximum, so that the grid can be used as a flexibility option.

2.4 Description of the BMWi Project “D-Flex” and Scenario
Definition

Many of the newflexibility options, especiallymicro combined heat and power plants
(engines) with thermal storages and DSM of heat pumps, households or electric
vehicles are small-scaled and distributed. This leads to the main question of the
researchprojectD-Flex (case study2)whether supply anddemand shouldbe centrally
balanced by a national market-based oriented dispatch, or better be dispatched in a
decentralized manner within regional balancing areas at the distribution grid level.
For this purpose, demand and generation utilities have been assigned either to the
decentralized or to the centralized level of the electricity system according to their
installed capacity. Generation utilities with a capacity of more than 5MW as well
as the industrial electricity demand are allocated to the centralized level. All other
players are allocated to the decentralized level of the electricity system.

To answer the question, the project combines the co-simulation platform mosaik
from OFFIS for the decentralized sector with the dispatch model PowerFlex-Grid
developed by Öko-Institut for the centralized sector.

2.4.1 Scenario Definition

The scenario analysis includes the years 2020 and 2030. Most of the input data refers
to scenarioA’ of the BMU“Leitszenario” [17] or scenario B of theGridDevelopment
Plan [8]. In scenario 2020 the conventional generation capacity is mainly located on
the centralized level, while 60% of demand and 70% of RE supply are allocated to
the decentralized level (see Table1).

In scenario 2030 a decrease of about 5% from 2020 to 2030 is assumed for
the electricity demand due to efforts in energy efficiency and demand reduction.
The conventional generation capacity decreases due to phasing out coal fired power

Table 1 Allocation of generation capacity, RE supply and demand to the decentralized and cen-
tralized level of the electricity system in the scenario 2020

Decentral Central Total

Conventional capacity 8GW 74GW 82GW

RE supply 118TWh 52TWh 170TWh

Demand 307TWh 220TWh 527TWh
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Table 2 Allocation of generation capacity, RE supply and demand to the decentralized and cen-
tralized level of the electricity system in the scenario 2030

Decentral Central Total

Conventional capacity 10GW 51GW 61GW

RE supply 145TWh 92TWh 237TWh

Demand 290TWh 208TWh 498TWh

plants. It is still mainly allocated to the centralized level, but less than in scenario
2020. Due to a strong increase in wind offshore capacity, 40% of RE supply is
allocated to the centralized level in scenario 2030. Demand at the decentralized level
slightly increases due to an increasing share of heat pumps and electric vehicles (see
Table2).

As flexibilized generation technologies located at the decentralized grid level CHP
engines fired with biogas and combined with a 6h biogas storage as well as CHP
engines fired with natural gas and combined with a 2h heat storage are considered
in the scenario analysis. The so like flexibilized generation comprises about 52TWh
in 2020 and 60TWh in 2030. The flexibilized demand at decentralized grid level is
assumed to be 12TWh in 2020 and 35TWh in 2030 and consists of heat pumps,
electric vehicles and DSM for trade and commerce as well as private households.

Each scenario year consists of three subscenarios, which represent the balancing
and dispatch strategy:

• In the reference scenario, decentralized flexibility is not available at all. CHP
engines and heat pumps are controlled by heat demand only, and the charging of
electric vehicles as well as the electricity consumption from other consumers are
only driven by their inelastic demand.

• In the scenario with a decentralized balancing strategy, the flexibility options are
coordinated on the distribution grid level. They are dispatched in order to smooth
the local residual loads (see Sect. 2.4.2).

• In the scenario with a market-oriented dispatch strategy from a central perspective,
the commitment of the flexibility options coordinated on the distribution grid
level is optimized under consideration of minimizing overall dispatch costs (see
Sect. 2.4.2).

2.4.2 Dispatch Simulation at Distribution Grid Level

The co-simulation platform mosaik provides an AC power flow simulation at the
distribution grid level with a resolution of 15min. It includes various typical produc-
ers and consumers as well as a grid topology modeled by combining several typical
topologies of rural and urban topologies of the low and medium voltage level. Based
on real grid data fromdistribution systemoperators, thesemodels differ in the number
of nodes, line lengths and number of inhabitants. Each of the 5 regions considered
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is represented by an urban and a rural distribution grid model with characteristic
amount of installed power per technology.

During the simulation, the behavior of each individual producer and consumer in
the grid is simulated individually. Furthermore, each flexible unit (producer or con-
sumer) can be controlled by the coordination algorithm. To determine the number of
units of different technologies (like photovoltaics or wind power units), the scenario-
design process for regionally-specific scenario definition from [18] was used. The
process maps assumptions about future changes in decentralized electricity genera-
tion and consumption into a grid model, such that this model reflects the real-world
structure of a specific region. These scenarios are used to compare the impact of the
following two coordination strategies on the transmission grid.

Decentralized Balancing

The PowerMatcher algorithm [19] is an agent-based coordination algorithm. It is
organized in a hierarchical manner and tries to balance the generation and demand in
the distribution grid. It thereby smooths the residual load. Each flexible and inflexi-
ble unit in the grid is represented by a software agent. During every simulation step,
the agents inform an assigned parent agent (a so called concentrator agent) about
the available flexibilities for the next 15min. These so called bids are send to the
auctioneer agent, which calculates a nearly optimal coordination of generation and
demand in order to smooth the residual load for the next time interval. The result is
sent back to the unit agents and they control the generation or consumption accord-
ingly. Note that this algorithm is implemented to coordinate the units only for the
next simulation step, or the next 15min in this case and predictions about flexibili-
ties are only given for the next 15min. In each simulation step, the agents repeat this
coordination process until the simulation of one year is finished.

Market-Oriented Dispatch

The second algorithm coordinates the flexible units in the grid, such that their aggre-
gated power profile approximates a given target profile. The target profiles are cal-
culated by PowerFlex-Grid, which balances generation and consumption through a
cost minimal approach. As a result, each area gets a target profile for each flexible
technology. Based on these target profiles, an optimization calculates an aggregated
operation schedule for the flexible technologies. The implemented algorithm exe-
cutes the following steps for each flexible technology in every simulation grid:

1. In a preparation step the target profile is downscaled to fit the installed capacity
per technology in the simulation grid. The next steps are executed for each unit
in the pool of simulated units.

2. The algorithm removes a unit from the pool and calculates a possibly fitting target
profile for this specific unit. Note that this target profile may not be practical for
the unit, so the next steps are necessary to generate a technically valid profile of
the unit.

3. This target profile is used as input for the scheduler of the simulation model of the
unit and the model generates a valid profile that approximates the target profile,
but may deviate from it if the unit is not capable to provide a perfect fit.
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Fig. 1 Combination of the two simulation approaches (left: reference scenario and decentralized
balancing and right: centralized, market-based dispatch, source OFFIS)

4. A new target profile for the technology is calculated by subtracting the new unit
profile from the aggregated target profile.

5. If there are more units in the pool, the algorithm starts again at step 1. Otherwise
the optimization finishes and with the unit profiles, an aggregated profile for the
technology can be calculated.

2.4.3 Dispatch Modeling at Transmission and Distribution Grid Level
by Combination of the Simulation Tools

This section gives a short overview of the used combination approach. A different
order of the transmission grid and distribution grid simulation is used for each coor-
dination approach. Figure1 shows both combination methods. Both methods need
a thorough adjustment of the assumptions in terms of installed power, typical unit
sizes in the distribution grids and power profiles of the inflexible units.

In the reference scenario and in the scenario with decentralized balancing strategy
the co-simulation platform mosaik is used to simulate the dispatch of supply and
demand at the distribution grid level. As a result, the residual load which still has to
be provided by the transmission grid level as well as the remaining surplus of RE at
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the distribution grid level, serves as input for dispatch modeling at transmission grid
level using the PowerFlex-Grid model.

The model PowerFlex-Grid is used twice in the scenario with market-oriented
dispatch strategy. First it calculates the optimal schedules for all generation and stor-
age units as well as DSM from a perspective of overall cost minimization, including
all nodes and the decentralized and centralized grid level. Afterwards, the resulting
technology profiles are used as target profiles for the decentralized units in order
to optimize their schedules accordingly. Since these new profiles do not match the
target profiles perfectly, the dispatch optimization at transmission grid level needs to
be repeated.

3 Results of the Two Case Studies

3.1 Results of the BMBF Project “Transparency
of Transmission Grid Planning”

As described above, the decentralized scenario analyzed in case study 1 is a multi-
parameter variation compared to scenario B2024 of the Grid Development Plan. The
results discussed do not directly reveal the effects of decentralization only, but the
effects of a possible development in the energy sector if we aimed at achieving a
decentralized electricity supply in Germany. To answer the question posed in this
paper, it is helpful to first isolate the effects caused by decentralization only and in a
second step to present the results of the multi-parameter variation.

Assuming a highly decentralized world as realized in step 1 where no assistance
from other nodes is allowed to fulfill the nodal energy balance, the results show that
a significant amount of RE production cannot be integrated and 188TWh of RE
notably produced by wind energy turbines have to be curtailed. Furthermore, there
is excess energy from must-run and CHP units (43TWh/a). On the other hand, at
nodes where electricity production does not cover demand at each time step, backup
power plants have to supply energy at very high costs. Over the year, the shortage
of electricity reaches 158TWh which corresponds to a capacity shortage of 38GW
distributed over 380 nodes. Corresponding to the existence of capacity shortages,
Fig. 2 illustrates that the flexibility option of DSM is used at most of the nodes. The
size of the circles indicate the amount of positive load shifting.

Over the year, a total amount of only 2TWh of load is shifted from one time step
to another which is low compared to the given potential. Also the flexibility option
provided by pump storage power plants cannot be deployed significantly (0.9TWh)
as it can only be used at the one node where the power plant is situated. Load shifting
and flexibility need the impulse of a price gap between two time steps in order to
minimize costs as illustrated in Fig. 3. There are 3 demand curves d at 3 different
time steps and a supply curve which is not changing over time in this example.
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Fig. 2 Nodal utilization of DSM-potentials in the decentralized scenario per year (source
Öko-Institut e.V.)

Furthermore, there is the possibility to shift demand up to the amount x from one
time step to another, where ΔD ≤ x .

As pt=1 = pt=2 and cannot be changed by lowering demand by x, a reduction or
increase of demand in t=1 would not reduce costs. In t = 2, it is helpful to reduce
demand in order to minimize costs as the quantity which has to be bought at the price
of pt=2 decreases, and in t = 3, demand can be increased, but still be bought at the
lower price pt=3.

Compared to a German or Europeanmerit order, a nodal merit order shows amore
extreme specific characteristic with less time steps where such price gaps can be used
(e.g. longer periods with electricity oversupply or deficit). Providing potential alone
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Fig. 3 Price gaps between time steps are necessary to give an incentive for load shifting (source
Öko-Institut e.V.)

does not imply its utilization: There is also the need to give an incentive. Concerning
CHP production, thermal storages are used at times where price gaps can be used to
minimize costs and at times where RE can be additionally integrated in the market.
A detailed evaluation of flexible CHP plants is part of an ongoing research project3

and it is out of the scope of this paper.
In step 2 electricity supply provided by backup power plants in step 1 is com-

pletely substituted and production from must-run and CHP facilities are completely
capitalized showing that there was a lack of a flexibility option having the charac-
teristics of the transmission grid.4 Furthermore RE curtailment drops to the amount
of 38 TWh, proving that the underlying power grid increases RE integration. But as
there is still RE curtailment, it has to be stated that decentralization of power supply
does also reduce RE integration: By fixing the production level of thermal power
plants according to step 1, local thermal power plants are preferred to RE surpluses
from adjacent nodes.

Looking at the effects of a multi parameter variation, Fig. 4 shows the resulting
fuel mix of the decentralized scenario (blue) compared to the scenario B2024 of
the Grid Development Plan (green). The total electricity production decreases in the
decentralized scenario by about 70TWh due to the assumed decrease of demand
in Germany. The electricity supplied by lignite and coal power plants decreases
significantly by 220TWh while electricity generated by natural gas power plants
increases by 110TWh based on a fuel shift in the merit order from natural gas to
coal at a price of 40e/t CO2. In Germany, the fuel switch is intensified by the partial

3Project title “Einbindung des Wärme- und Kältesektors in das Strommarktmodell PowerFlex
zur Analyse sektorübergreifender Effekte auf Klimaschutzziele und EE-Integration”, project term
2014–2016, funded by Federal Ministry for Economic Affairs and Energy.
4The enlargement of the electricity market is a second factor favoring RE integration and reducing
the supply of backup power plants.
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Fig. 4 Comparison of the fuel mix between the reference scenario and the decentralized scenario
(source Öko-Institut e.V.)

phase out of coal power plants and the additional installation of gas power plants.
Furthermore some oil power plants which would otherwise not be able to enter the
market are covering local demand due to decentralization. A higher level of RE
production might substitute lignite and coal electricity production as well.

The total CO2 emissions in Europe are decreased by 100 million tons in the
decentralized scenario compared to the scenario B2024 of the Grid Development
Plan. This positive effect comes along with additional variable generation costs.
Although demand is significantly reduced (−70TWh) and integrated RE supply is
much higher (+50TWh), which both lowers the overall variable generation costs,
there is an increase in costs of 8.7 billionemainly caused by the higher price of CO2

certificates. The impact of decentralization itself cannot be isolated properly due to
multi-parameter variation. However, decentralization leads to higher costs due to
more expensive generation units used for local supply primarily.

The stakeholders’ interest in a decentralized solution for the transformation of
the energy sector is linked to the assumption that, in a decentralized world, the
need for grid extension should be reduced, as there is the incentive to consume
production locally. The need for grid extension depends, among other criteria, on a
grid load of at least 20% once a year. Concerning the grid extension projects within
scenario B2024 of the Grid Development Plan, the maximum grid load decreases
only for two projects below the 20% level. This leads to reduced investments of about
0.2 billion e.

In contrast to the maximum gird load, the average grid load in the decentralized
scenario is reduced by 11.5% compared to the reference scenario. Figure5 illustrates
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Fig. 5 Comparison of the annual load duration curves averaged over all power lines at each time
step between the reference scenario and the decentralized scenario (source Öko-Institut e.V.)

the loadduration curves of the average grid usage in both scenarios.Allworkloads of a
certain time step are averaged and thenput in a decreasingorder. Thedistancebetween
both curves is constant, which shows that decentralization reduces the average grid
usage in general.

Assuming a linear correlation between transmission losses andgrid load, transmis-
sion losses decrease by 17% in the decentralized scenario. As transmission losses
decrease above average compared to the grid usage, one can conclude that in the
decentralized scenario the average transport distances decrease.

Furthermore, we are interested in detecting relevant changes concerning the grid
usage of single power lines. Such differences might show regional changes of the
electricity market which could lead to deviant recommendations concerning grid
extension plans. Therefore, the top 20% of workloads of each power line are aggre-
gated to an indicator (“mean max 20”). The differences of that indicator between
both scenarios are visualized in Fig. 2.

If the averaged usage of a power line increases (decreases) in the decentralized
scenario compared to the reference scenario, the power line turns pink (blue). Due
to the decreased production of lignite power plants, in the decentralized scenario the
workload of power lines directing from the east to the west is significantly lowered.
On power lines directing from Thuringia to Bavaria the maximum capacity is only
achieved in the reference scenario.5 The grid usage of cross border power lines aswell

5There are more power lines which operate at their maximum capacity compared to the reference
scenario which is an indicator for possible bottlenecks and further need for grid extension. On the
other hand, some bottlenecks of the scenario B2024 disappeared.
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Table 3 Trade balance of electricty generation, demand, import and export from some country’s
perspective (source Öko-Institut e.V.)

Reference (TWh) Decentralized (TWh) Import/export

Germany −37 −109 More export

Belgium 7 6 Less import

Poland 7 19 More import

Czech Rep. −19 −8 Less export

Sweden −30 −20 Less export

France −44 −38 Less export

Austria 4 10 More import

as the power lines close to neighboring countries is increased. German exports rise
from 37 to 109 TWh/a, while especially the production in Poland, Czech Republic,
Sweden, France and Austria is reduced which can be seen in Table3.

Decentralization supports export because of power plants at high costs get into
the market in step 1 and as a consequence, cheap German power plants can still
supply electricity at low costs for European countries in step 2, which also effects
the workload of the German transmission grid and the reduction stays beyond the
stakeholders’ expectations.

3.2 Results of the BMWi Project “D-Flex”

Concerning the results fromcase study 2,we focus on effects fromdifferent balancing
and dispatch strategies illustrated in the example of the flexibilized CHP engines
(see Sect. 2.4.1). Figure6 shows the calculated schedule of all CHP engines on a
decentralized grid level. In the reference scenario (blue), the generation profile is
quite flat due to the dominance of biogas CHP engines, but it increases during winter
due to the heat demand which has to be covered by natural gas fired CHP engines.

In the scenario with the market-oriented dispatch, the result of the unit commit-
ment according to the model PowerFlex-Grid (purple) shows the highest fluctua-
tions as well as the highest amplitude which means that the flexibilty potential of the
decentralized CHP engines is utilized most. This optimal profile from a centralized
perspective is used as a target profile for the model mosaik (green) which tries to
realize it including local restrictions. Although the amplitude is getting smaller, the
original pattern of the profile is visible. The deviations between both curves show,
that unit specific restrictions which come into account by discrete unit simulation
lead to an overestimation of flexibility from the centralized perspective, where these
restrictions are not visible.

The efficiency losses caused by following a decentralized balancing strategy (red)
may be quantified by comparison with the green profile. Both curves demonstrate a
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Fig. 6 Dispatch of decentralized CHP engines in different balancing strategies (sourceÖko-Institut
e.V.)

similiar pattern of fluctuation. Regardless of the balancing strategy, the frame condi-
tions provoke a concurrent impulse on how to use of theflexibility potential.However,
following a decentralized balancing strategy leads in all D-Flex subscenarios of a
specific scenario year to a decreased utilization of the flexibility potential, as the
amplitude is scaled down. As a result, one can conclude that there are efficiency
losses due to the lack of knowlegde caused by the decentral perspective and the
used modeling approach. While demand for flexibility outside of the local system
boundary is not visible due to the decentralized balancing strategy, the PowerMatcher
algorithm has to make up its decision based on the knowledge about one time step
in contrast to the perfect foresight of the centralized dipatch algorithm.

4 Critical Review

The analysis carried out in the two projects as described in this paper focuses on a
comparison between a centrally and a decentrally balanced electricitymarket. In case
study 1 it is assumed that the introduction of decentralized balancing is combined
with several other variations, such as the share of renewables. Due to this multi
parameter variation, it is difficult to isolate the effects of decentralized balancing.
In case study 2 the balancing strategy is the only variation between the scenarios,
but it is realized in different approaches with different models. In this case it is
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difficult to decide whether the effect is caused by decentralized balancing or by
differing algorithms. The scenario analysis in this paper is based on the dispatch
model PowerFlex-Grid (case study 1 and 2) and on the AC power flow simulation
plattform mosaik (case study 2). Effects concerning investment decisions in grid,
generation or flexibility infrastructure are therefor not part of themodel results. These
effects have to be derived indirectly from dispatch profiles and other indicators (e.g.
back-up generation).

5 Conclusions

In both case studies, we could verify that decentralized balancing causes welfare
losses in terms of system operation due to the fact that a global minimum is smaller
or equal than the sum of all local minima. From a central perspective where all infor-
mation is accessible a more profound decision can be taken compared to the result
of a couple of regional decisions based on limited knowledge about the respective
region only. Decentralised balancing increases the need for flexibility because the
interregional smoothing effects of supply and demand are not exploited, and the
flexibility provided by the transmission grid has to be partially substituted by other
flexibility options.

At the same time we found that in a decentralized scenario, in which DSM can
be used only locally, the dispatch of the available flexibility from DSM decreases.
The reason for this is that in local markets with only a limited number of market
participants, there is a lower number of price differences between adjacent time
steps and thus longer time periods with equal prices. This reduces the incentive
to shift demand in order to reduce costs. It can therefore be concluded that DSM
and even small-scale DSM resources that seem to lend themselves to decentralized
balancing should be integrated in centralized markets as well.

There is a potential trade-off between a higher need for investments in local
capacity and flexibility resources in a decentralized scenario and a higher need for
investments in grid infrastructure in a centralized scenario. We found that in a decen-
tralized scenario, the grid usage decreases only slightly, which indicates that the
effect on transmission expansion requirements is only limited. This is partly due to
the fact that Germany is embedded in the European market. The increased dispatch
of more expensive gas and oil fired power plants for covering demand locally in a
scenario with decentralized balancing, frees up less expensive coal fired power plant
capacity that can be used for increasing exports. The resulting cross-border power
flows increase grid usage.
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6 Outlook

Within further case studies we will develop the decentralized scenario further. For
example, by selecting only small scale electricity producers and consumers for local
balancing in step 1 or by an extension of the areas of local balancing from a nodal
to a regional perspective including several nodes, it is assumed to realize a more
efficient concept of decentralization.
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Dynamic Decision Making in Energy Systems
with Storage and Renewable Energy Sources

Stephan Meisel and Warren B. Powell

Abstract We model an energy system with a storage device, a renewable energy
source and with market access as a Markov decision process. We have identified
four classes of pure policies (PFAs, CFAs, VFAs and lookaheads), each of which
may work best depending on the characteristics of the system (volatility of prices,
stationarity, accuracy of forecasts). We demonstrate that each of the four classes
can work best on a particular instance of the problem. We describe the problem
characteristics that bring out the best of each policy.

Keywords Energy storage · Stochastic optimization · Sequential decision making

1 Introduction

The combination of renewable energy sources and energy storage plays an increas-
ingly important role in modern energy systems [2, 11]. Operating a system with
storage and renewables over time requires making dynamic (sequential) decisions
about energy flows. At each point in time system operators, such as utilities, can
decide about how much energy to store or retrieve from storage, and about how
much energy to buy or sell at the markets. These decisions typically need to be made
in the presence of uncertainty about both future energy prices and future amounts
of generated energy. Making the right decisions that take into account the remaining
decision process is a key to increasing economic efficiency of such an energy system
[12].

In order to ensure economic efficiency, system operators need policies, i.e., deci-
sion rules, that inform about which decisions to make at any possible state of the
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system. There are four classes of policies that have been identified that may be used
[13]: policy function approximations (PFAs), cost function approximations (CFAs),
policies based on value function approximations (VFAs), and lookahead policies.
Each class is suited to handle specific problem characteristics. In this paper, we cre-
ate different problem settings which bring out the best of each class of policy, which
helps us identify when each policy might work best.

Energy systems with renewable sources have been a field of application of opti-
mization methods since a few years ago [1]. Throughout this period of time a number
of authors have used stochastic optimization techniques to derive policies for systems
with energy storage. Optimal policies could only be considered in very few particular
cases. Reference [7] derives an optimal energy commitment policy for a system with
wind farms, storage and a mean-reverting price process. Optimality is subject to the
fairly strong hypothesis of wind energy being uniformly distributed. Reference [5]
models a system with renewables, conventional generation and storage device over
an infinite time horizon. They prove the existence of an optimal stationary policy for
this system, and use the optimal policy to derive a number of structural results about
the value of storage.

The optimal policies of both [5, 7] rely onmodeling the considered energy storage
problem as a stochastic dynamic program [16]. The same modeling approach is used
by [9, 10, 18] to derive approximations of optimal policies. Reference [9] models the
problem of a renewable energy producer who trades on a day-ahead market under
supply and price uncertainty. They compare an approximately optimal policy for
their model with an optimal policy of a discretized version of the model and con-
clude that the former outperforms the latter. Reference [10] derive an approximation
of the optimal policy for operation of hydro storage systems with multiple connected
reservoirs. Their problem formulation integrates short-term intraday decisions with
long-term interday decisions, and their solution approach combines different stochas-
tic optimization techniques. Reference [18] considers operation of a storage device
with multiple competing demands subject to various sources of market and system
uncertainty. They use different optimization techniques to derive feasible policies
that allow for statement of lower and upper bounds on the value of an optimal pol-
icy. Similarly, [8] relies on stochastic dynamic programming to compute upper and
lower bounds on the value of natural gas storage. They optimize inventory trading
decisions subject to capacity constraints in the presence of uncertain gas prices.

A different modeling approach to approximating an optimal policy is applied by
[4]. The authors propose a two-stage stochastic program [6] for making both bidding
decisions on the day-ahead market and operating decisions with a pumped storage
facility. They consider the energy system of a generating company with a wind farm
and uncertain market prices. The work of [3] also considers an energy system with
pumped storage. Relying on scenario-based linear programs, the authors answer the
question of whether and how much pumped storage to include in an energy system
on a small island with abundant renewable energy.

Reference [14] provides an overview of solution strategies that can be applied
to energy systems with storage and renewables. They propose a canonical modeling
framework for dynamic decision problems and show that any of the solution strategies
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corresponds to one class of policy. The different classes of policies are discussed in
Sect. 3.

The remainder of this paper is organized as follows. In Sect. 2 we present a model
of the energy storage problem that we use for illustrating the challenge of policy class
selection. In Sect. 3 we introduce the four classes of elementary policies that may be
applied, and in Sect. 4 we propose one policy from each class. In Sect. 5 we introduce
different variations of the problem introduced in Sect. 2, and show numerically how
the policies of Sect. 4 perform with these variations. Section6 concludes the paper.

2 Problem Formulation

We consider an energy system over a finite period of time. The system includes an
intermittent source of renewable energy, a storage device and the option to buy and
sell energy at the market. Generated energy, price, loads and forecasts may be subject
to uncertainty. The system operator aims at maximizing profits from energy sales.

In order to represent the dynamic decision problem of the system operator as a
Markov decision process, we use themodeling framework proposed in [14].We refer
to [15] for a detailed illustration of how to apply this framework to energy storage
problems.

2.1 State and Exogenous Information

The energy system is operated over a continuous period of time, starting at time t = 0
and ending at t = T . Within this period, decisions about energy flows are made at
discrete points in time t ∈ {0, . . . , T }. In a real-world application the time interval
between t and t + 1 may, e.g., be 15 minutes. At each decision time t the system
is at a state St = (Lt , Et , Pt , Rt , ft ), where the variables of the state are defined as
follows:

Load: Lt denotes the energy load at time t inMWh.We assume that the load occurring
between points in time t and t + 1 is known at t .
Renewable energy: Et denotes the amount of renewable energy (in MWh) available
at time t .
Price: Pt denotes the unit price of energy at time t in Dollars. We assume that both
selling price and purchase price of energy are equal at any possible decision time.
Energy in storage: Rt denotes the amount of energy in storage at time t in MWh.
Forecasts: ft = ( f Lt , f Et , f Pt ) denotes forecasts of the future loads, amounts of gen-
erated energy and prices. Each of the three elements of ft is a vector of length T − t ,
where each component represents the forecasted quantity at a future point in time t ′
with t < t ′ ≤ T .
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We assume that forecasts are provided by a third party company and that they are
therefore not subject to the decision maker’s control. Similarly, load, generated
energy and market price result from uncontrolled exogenous processes that evolve
over time.

From the decision maker’s point of view, each of the uncontrolled processes is
random. At each point in time t he receives new exogenous information in terms of
changes of Lt , Et , Pt and ft . We denote these changes as L̂ t , Êt , P̂t as well as f̂t ,
and represent the exogenous information arriving at time t as Wt = (L̂ t , Êt , P̂t , f̂t ).

2.2 Decisions

At each point in time the system operator decides about the energy flows of the
system. We assume that he may use the generated energy either for satisfying the
current load or for charging the storage device. Any amount of generated energy that
is not used for one of these two purposes is lost. The operator must always fully
satisfy the current load. In order to do so he can both retrieve energy from storage
and buy energy at the market, in addition to relying on generated energy. Apart from
satisfaction of loads, the operator has the additional option of trading energy at the
market. At each point in time he may sell stored energy at the market or charge the
storage device by buying energy from the market.

We represent the operator’s decision at time t as xt = (x EL
t , x RL

t , xML
t , x ER

t , xMR
t ,

x RM
t ), where the elements of xt denote energyflowsbetween renewable energy source
(E), load (L), market (M) and storage device (R). E.g., x EL

t represents the amount of
generated energy that is used for load satisfaction at time t . The maximum set Xt of
feasible decisions xt at a point in time t is defined by the following constraints.

x EL
t + ηd x RL

t + xML
t = Lt + E−

t (1)

ηc(x ER
t + xMR

t ) ≤ RC − Rt (2)

x RL
t + x RM

t ≤ Rt (3)

x EL
t + x ER

t ≤ E+
t (4)

x ER
t + xMR

t ≤ δc (5)

x RL
t + x RM

t ≤ δd (6)

x EL
t , x RL

t , xML
t , x ER

t , xMR
t , x RM

t ≥ 0 (7)

Constraint (1) enforces a decision that fully satisfies the currently required amount of
energy. Note that we take into account the fact that Et may be negative, as units such
as wind turbines typically consume energy if they do not generate. Consequently,
the required energy consists of the sum of current load Lt and the amount E−

t of
consumed energy, where E−

t = −1 ∗ min(0, Et ).
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Constraint (2)makes sure that the amount of energy that is stored at time t does not
exceed the storage device’s remaining capacity. We denote the maximum capacity of
the device as RC , and include its (dis-)charge efficiencies ηd and ηc into constraints
(1) and (2).

Constraint (3) guarantees decisions that do not take more energy than currently
available out of the storage device. Similarly, constraint (4) ensures that no deci-
sion is made that uses more renewable energy than currently generated. We define
E+
t = max(0, Et ).
Constraints (5) and (6) make sure that both charge rate and discharge rate of the

storage device are not violated by the energy flows that go in and out of storage at
time t . Constraint (7) guarantees nonnegativity of all energy flows.

2.3 State Transition

The evolution of the system over time is determined by the initial system state, the
sequence of decisions as well as the exogenous information that is arriving randomly
over time. At each state St the transition to successor state St+1 follows the transi-
tion function SM(St , xt ,Wt+1) = St+1. This function is defined by the following
equations:

Lt+1 = Lt + L̂ t+1, (8)

Pt+1 = Pt + P̂t+1, (9)

Et+1 = Et + Êt+1, (10)

f Lt+1 = f Lt + f̂ Lt+1, (11)

f Pt+1 = f Pt + f̂ Pt+1, (12)

f Et+1 = f Et + f̂ Et+1. (13)

Rt+1 = Rt + ηc(x ER
t + xMR

t ) − (x RL
t + x RM

t ). (14)

Equations (8), (9) and (10) show the transitions of the variables representing load,
price and generated energy. Each of these variables changes its value according to the
exogenous information arriving at t + 1. The transitions of the variables representing
the forecasts are given by Eqs. (11), (12) and (13). They are executed in a similar way
as the transitions of load, price and generated energy. The exogenous information,
as e.g., f̂ Lt+1, is given in terms of a vector of length T − t . Each element of the vector
represents the change of the current forecast of the corresponding quantity, as, e.g.
the change of the current forecast of load, for a specific point in time t ′.
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Only the transition from Rt to Rt+1 is not due to exogenous influences. Equation
(14) shows that the amount of energy in storage at time t + 1 merely depends on the
amount at time t as well as on the (dis)charged amount of energy at t .

2.4 Objective

As the processes governing the evolutions of generated energy, price, load and fore-
casts are random, the system operator’s goal is maximization of expected profits over
time.

At each point in time he makes money by satisfying the current load as well as by
possibly selling energy to the market. Costs incur from buying energy at the market.
The resulting profit at time t is given in terms of the contribution function

C(St , xt ) = Pt (Dt + ηd x RM
t − xML

t − xMR
t ). (15)

In order to formulate the optimization problem of the system operator, we define
a policy as a set of decision functions {Xπ

t (St )|t ∈ {0, . . . , T }}. Given the set St of
possible states at t , we let Xπ

t (St ) : St �→ Xt .
The problem of maximization of the expected sum of contributions over the entire

time horizon can now be stated as

max
π∈Π

E
π

∑
t=0...T

C
(
St , X

π
t (St )

)
, (16)

where π is the abbreviation for the policy given by Xπ
t (St ),Π is the set of all policies,

and E
π is the expected value with fixed policy π.

3 Fundamental Classes of Policies

The formulation we derived in the preceding section fully captures the sequential
and stochastic nature of the system operator’s decision problem. In this section we
present the possible approaches to deriving a policy that solves the problem.

Note that due to the well-known curses of dimensionality [13] deriving a provably
optimal policy typically is computationally infeasible for a real-world application.
As a consequence the challenge is to derive a best possible policy. In [14]we illustrate
that the different approaches to deriving a policy fall into four fundamental classes
of policies. We briefly summarize these classes in the following:

• Policy function approximations (PFAs): PFAs are analytical functions that map
states to decisions without deriving the decisions by solution of an optimization
problem. However, a PFA may, e.g., be a decision rule with tunable parameters,
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where tuning may be done by use of optimization techniques. An example of a
PFA for an energy storage problem is represented by the simple rule of charging
the storage device as much as possible, if Pt falls below a certain threshold value
θl , and discharging as much energy as possible if Pt is above threshold θu . The
values of the tunable parameters θl and θu need to be set by the decision maker.

• Cost function approximations (CFAs): CFAs start with deterministic optimiza-
tion models, which are then modified to achieve robust behaviors over time. One
example is to start with a myopic policy

Xπ
t (St ) = arg max

xt∈Xt

C(St , xt ). (17)

The modifications may either affect the objective function or the set of feasible
decisions of the myopic policy. As in case of PFAs, tunable parameters may be
involved. Examples of CFAs include adding a weighted correction term to the
contribution function in order to encourage use of storage, or adding an additional
constraint in order to restrict the set of feasible decisions to decisions allowing for
a certain amount of reserve capacity.

• Value function approximations (VFAs): A value function represents the values
Vt (St ) of states, and consequently provides information about how desirable a
state is. In our energy storage example the value of a state is given by the expected
remaining profits to be made from the current point in time on until the end of the
time horizon, provided that the decision maker follows an optimal policy from the
current state on. The resulting policy is given by

Xπ
t (St ) = arg max

xt∈Xt

(
C(St , xt ) + E{Vt+1(St+1)|St }

)
.

Value functions can usually not be computed for real-world energy storage prob-
lems. Instead one may find a computationally feasible approximation V̄t of Vt and
use the approximation to define the VFA based policy

Xπ
t (St ) = arg max

xt∈Xt

(
C(St , xt ) + E{V̄t+1(St+1)|St }

)
.

The definition of a value function approximation often includes parameters that
are optimized by statistical learning and optimization techniques. We refer to [13]
for detailed description of techniques for value function approximation.

• Lookahead policies (LAs): LAs are policies that solve a lookahead model of the
dynamic decision problem. The models can be deterministic or stochastic, and
solving them results in decisions for both the current point in time and a number
of future time steps. The lookahead horizon H determines the number of time
steps to be considered, and forecasts are often used as point estimates of the data
that is needed for model formulation. As the model is solved, the decision for the
current point in time is implemented.
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4 The Competing Policies

In this section we propose four alternative policies for making decisions with the
energy system modeled in Sect. 2. We propose one policy from each of the funda-
mental policy classes discussed in Sect. 3. In Sect. 5 we compare the qualities of these
policies with respect to different instances of the model of Sect. 2.

4.1 Policy Function Approximation

The PFA based policy X PFA
t (St |θ)we propose maps the current state St to a decision

xt by applying the following logic: As much as possible of Et is used for load
satisfaction. If Pt is above a given upper bound θU and if there is enough energy
in storage, the load that cannot be satisfied from Et is satisfied by stored energy as
much as possible. Any remaining load is satisfied by buying energy at the market.
And any remaining generated energy is stored if possible. Additionally, the storage
device is charged as much as possible, if Pt is below a certain lower bound θL . We
refer to [15] for a formal statement of this policy. Note that the policy has two tunable
parameters θPFA = (θL , θU ).

4.2 Cost Function Approximation

We propose a CFA based policy XCFA
t (St |θ) that modifies the myopic policy pro-

vided in Eq. (17). The modification consists of adding a tunable correction term to
the contribution function. The idea of the correction term is to encourage use of the
storage device in terms of charge or discharge operations. The extent of encourage-
ment is determined by the value of a parameter θCFA = θ. The CFA based policy is
defined as XCFA

t (St |θ) =

arg max
xt∈Xt

(
C(St , xt ) + θ (x ER

t + xMR
t + x RL

t + x RM
t )

)
.

We note that this is a very simple example of a CFA with a cost function correction
term, but it actually works quite well in certain settings.

4.3 Value Function Approximation

A common approach to deriving VFA based policies is approximation of the value
function around the post-decision states. A post-decision state Sx

t is the system state
that results immediately from applying decision xt to state St . In case of the model



Dynamic Decision Making in Energy Systems with Storage … 95

introduced in Sect. 2, we get to the post-decision state by defining Rx
t = Rt+1 and

Sx
t = (Lt , Pt , Et , Rx

t , ft ). Note that the transition from a state St to post-decision
state Sx

t is fully determined by Eq. (14).
Relying on post-decision states and using a piece-wise linear architecture for value

function approximation allows for formulating our VFA based policy as

XV FA
t (St ) = arg max

xt∈Xt

(
C(St , xt ) + V̄t (S

x
t )

)
.

The piece-wise linear value function V̄t (Sx
t ) approximates the marginal value of

the post-decision resource state Rx
t . V̄t (Sx

t ) needs to be derived by simulation and
statistical learning techniques. We refer to [17] for a detailed introduction into the
algorithm for deriving value function approximations around the post-decision states
with a piecewise-linear approximation architecture.

4.4 Lookahead Policy

We propose a deterministic lookahead policy XLA
t (St |θ) that uses the forecasts ft to

make decisions. The parameter to be selected for this type of policy is the lookahead
horizon H , i.e., θL A = H . With the forecasts, the lookahead policy makes decisions
for each point in time t ′ with t ≤ t ′ ≤ t + H , but only implements the decisions for
time t . We refer to the decisions resulting from the lookahead policy at time t as
x̃t = (x̃t t , x̃t,t+1, . . . , x̃t,t+H ), where

x̃t t ′ = (x̃ EL
tt ′ , x̃ RL

tt ′ , x̃ ML
tt ′ , x̃ E R

tt ′ , x̃ MR
tt ′ , x̃ RM

tt ′ ),

and where the decision to be implemented is x̃t t = xt . Defining f Ltt = Lt , f Ptt = Pt
and f Ett = Et , the lookahead policy can be formulated as XLA

t (St |θ) =

argmax
x̃t

t+H∑
t ′=t

f Ptt ′
(
f Ltt ′ + ηd x̃ RM

tt ′ − ( x̃ ML
tt ′ + x̃ MR

tt ′ )
)

subject to ∀t ′ with t ≤ t ′ ≤ t + H :

x̃ EL
tt ′ + ηd x̃ RL

tt ′ + x̃ MD
tt ′ = f Ltt ′ + f E

−
t t ′

ηc(x̃ E R
tt ′ + x̃ MR

tt ′ ) ≤ RC − R̃tt ′

x̃ RL
tt ′ + x̃ RM

tt ′ ≤ R̃tt ′

x̃ EL
tt ′ + x̃ E R

tt ′ ≤ f E
+

t t ′

x̃ E R
tt ′ + x̃ MR

tt ′ ≤ δc
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x̃ RL
tt ′ + x̃ RM

tt ′ ≤ δd

(x̃ RL
tt ′ + x̃ RM

tt ′ ) − ηc(x̃ E R
tt ′ + x̃GR

tt ′ ) + R̃t,t ′+1 = R̃tt ′

x̃ EL
tt ′ , x̃ RL

tt ′ , x̃ ML
tt ′ , x̃ E R

tt ′ , x̃ MR
tt ′ , x̃ RM

tt ′ , R̃tt ′ ≥ 0

Note that for each t ′ the set of feasible decisions is defined along the lines of con-
straints (1)–(7). The additional constraint represents the storage balance equation at
each point in time. R̃tt is the current amount of energy in storage at time t , whereas
for all t ′ > t , R̃tt ′ is a decision variable in the resulting linear program.

5 Selecting the Best Policy

We now compare the policies proposed in the previous section numerically. In
Sect. 5.1 we introduce a number of variations of the dynamic decision problem of
Sect. 2. Each of the policies is then evaluated with respect to each of the variations
in Sect. 5.2.

5.1 Problem Variations

We design four variations of our energy storage problem. For the sake of compara-
bility of results, we leave part of the problem characteristics unchanged across all
variations. We always let the time horizon be equal to one week with decisions being
made every 15min, i.e., we always let T = 672. Additionally, the storage device
has maximum capacity RC = 40MWh and (dis)charge efficiencies ηc = ηd = 0.85.
Beyond this, we vary the following problem characteristics:

• Process type of load, energy and price
• Noise level of load, energy and price
• Presence of price jumps
• Forecast accuracy
• Charge rate of storage device

We use truncated normal distributionsN (μt ,σ
2, l, u) for definition of the processes

that determine the evolution of load, energy and price over time. Parameters l and u
make sure that the corresponding process evolves within realistic bounds, σ2 sets the
noise level of the process, and the sequence μ0,μ1, . . . ,μT determines the general
type of the process. We distinguish between the three general process types.

• stationary: means remain constant over time, i.e., μ0 = μ1 = . . . = μT .
• daily pattern: means change according to a oscillating function, i.e., μt = a +
b sin(ct).

• no pattern: means are determined by predecessor state, e.g., μE
t = Et−1.
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Table 1 Characteristics of the four problem variations

ID Type Noise Jumps Forecasts Storage

1 Stationary Low Yes Medium Normal

2 Patterns Low No Good Normal

3 Patterns High No Bad Normal

4 No patterns Medium Yes Bad Fast

Price jumps occur with a probability of 0.06, if the problem variant allows for them.
Forecasts of generated energy, loads and prices are simulated with a parameterized
heterogeneous first-order autoregressive covariance structure. The (dis)charge rate
of the storage device may be “normal” (δc = δd = 20MW) or “fast” (δc = δd =
100MW).

With these parameters we define the four problem variations summarized in
Table1:

• Problem 1 serves as our baseline problem with all processes being stationary, and
with the price process featuring jumps. Sample paths of the three processes are
shown in Figs. 1a, 2a and 3a. The forecast accuracy is set to medium in order to
reflect the combination of stationarity and hardly predictable price jumps.

• Problem 2 has similar noise levels and storage device as Problem 1, but no price
jumps and the exogenous processes feature daily patterns. Sample paths of the
three processes are shown in Figs. 1b, 2b and 3b. Figure3b shows two load peaks
at each day, and Figs. 1b and 2b illustrate that both generated energy and price
oscillate with one peak a day.

• Problem 3 differs from Problem 2 in terms of both noise level and forecast accu-
racy. As the noise level is significantly higher for all three processes, we assume
bad forecast quality.

• Problem 4 represents a non-stationary problem with no daily patterns in both the
price process and the energy generating process. As loads rarely occur without
patterns, we assign Problem 4 the load Process of Problem 2. Sample paths of
generated energy and prices (with jumps) are displayed in Figs. 1c and 2c. Due to
the characteristics of these two processes we assume bad quality of forecasts, but
allow for a faster storage device.

5.2 Computational Results

In order to be able to evaluate a given policy, we randomly generated n = 100 sample
paths for the exogenous processes of each of the four problem instances proposed
in the previous subsection. We use these sample paths for simulating the policies.
Based on the 100 simulation runs, we estimate the quality
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(a) stationary (b) pattern

(c) no pattern

Fig. 1 Sample paths of generated energy for different types of generating processes. Time steps
are shown on the x-axes of the graphs, generated power in MW is shown on tht y-axes of the graphs

Table 2 Optimal parameter values

ID θPFA θL A θCFA

1 (20,30) 192 18

2 (15,35) 48 12

3 (22.5,27.5) 96 18

4 (15,35) 80 9

E
π

T∑
t=0

C
(
St , X

π
t (St )

)

of the corresponding policy Xπ by sample average, where St+1 = SM(St , Xπ
t (St ),

Wt+1).
The first step in our computational experiments is determination of the best policy

of each class, i.e., identification of the optimal parameter values of each of the
policies with each of the problems. We did this by tuning the parameters of the
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(a) stationary (b) pattern

(c) no pattern

Fig. 2 Sample paths of market price for different types of price processes. Time steps are shown
on the x-axes of the graphs, market price in $ is shown on the y-axes of the graphs

policies manually. Table2 shows the resulting values for X PFA, XCFA and XLA

and Problems 1–4. Note that in case of XV FA the process of finding the optimal
parameters is embedded into an offline learning process.

We are now ready to compare the best policies of each class with each other.
Table3 shows the improvements of each of the best policieswith respect to the quality
achieved by the myopic policy. Obviously all policies are outperforming the myopic
policy on each of the considered problems. However, the relative performance of
the four policies varies significantly between the problems. In particular, each of the
policies performs best on one of the problems.

The PFA performs best with the stationary Problem 1, whereas LA is best as
we switch to having patterns in the processes (Problem 2). As we then increase the
noise and transition to Problem 3 the VFA performs better than all other policies.
The quality of CFA is relatively low with Problems 1–3. However, CFA is the policy
that outperforms all others on the particularly hard Problem 4 without patterns and
stationarity.

We conclude that the upper and lower bounds of the PFA are able to introduce a
certain robustness with respect to price jumps in case of a stationary problem. With
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(a) stationary (b) pattern

Fig. 3 Sample paths of loads for different types of load processes. Time steps are shown on the
x-axes of the graphs, demanded power in MW is shown on tht y-axes of the graphs

Table 3 Improvement (%) over myopic policy

ID PFA LA VFA CFA

1 15.4 6.7 12.7 1.0

2 29.7 34.4 30.9 1.0

3 72.0 76.1 81.7 17.4

4 1.9 6.5 1.7 7.4

lower noise and accurate forecasts LA is able to take advantage of forecasts, whereas
the statistical learning techniques behind the VFA policy are able to cope with high
uncertainty and a regular problem type.

6 Conclusions

We illustrate the challenge of selecting the best policy for making decisions about
energy flows in energy systems with storage and a source of renewable energy. First
we modeled the sequential decision problem of the operator of such a system as a
Markov decision process. Thenwe discussed the four fundamental classes of policies
that may be considered for solving the problem. We proposed a policy from each
class and compared their performances with respect to different problem variations.

Our computational results show that the best policy heavily depends on the char-
acteristics of the energy storage problem at hand. In particular the nature of the
processes that guide the evolutions of price, generated energy and loads over time is
crucial.

The main point to be addressed in future work is development of approaches to
algorithmic selection of the best policy for a given energy system.
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Part IV
Challenges in Microgrids



An Optimal Investment Model for Battery
Energy Storage Systems in Isolated
Microgrids

Hisham Alharbi and Kankar Bhattacharya

Abstract In remote microgrids, the integration of renewable energy sources (RES)
is essential to meet the demand in conjunction with the dispatchable fuel-based gen-
eration units. The need to facilitate RES efficiently and the very high cost of fuel
transportation in these areas make installing battery energy storage system (BESS)
an appealing solution. However, the high cost of BESS requires optimizing the BESS
technology selection and size to increase their benefits to the microgrid. In this paper,
the optimal BESS installation decisions are determined from the perspective of an
investor with the objective of profit maximization. The maximum size of BESS that
the investor is willing to install for a certain discharge price is determined for various
BESS technologies. Also, a new approach to determine the minimum acceptable dis-
charge price at which the installation would make profit for the investor is proposed.
Thereafter, the optimal microgrid and BESS operation is determined to minimize the
total microgrid costs while meeting its growing demand considering the installation
decisions obtained from the proposed investment model.

Keywords Battery energy storage system ·Remotemicrogrids · Investmentmodel ·
Optimal sizing
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Indices

h Index for hours, h = 1, 2, . . . , H
i Index for distributed generation (DG) units, i = 1, 2, . . . , I
y Index for years, y = 1, 2, . . . ,YT
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Parameters

B0 Net present value (NPV) of budget allocation in year-0 ($)
C f Fixed installation cost of BESS ($)
Cev Variable installation cost ofBESS associatedwith energy capacity ($/kWh)
Cpv Variable installation cost of BESS associated with power rating ($/kW)
DOD Maximum depth of discharge (%)
Effch Charging efficiency (%)
Effdch Discharging efficiency (%)
EPR Maximum energy to power ratio
EPR Minimum energy to power ratio
OMC f Yearlyfixedoperations andmaintenance (O&M)cost ofBESS ($/kW-year)
OMCv Variable O&M cost of BESS ($/kWh)
Pi Maximum output power of DG unit i (kW)
Pdy,h Forecasted demand (kW)
PVy,h Forecasted photovoltaic (PV) output power (kW)
Pwy,h Forecasted wind output power (kW)
RC Replacement cost of BESS ($/kW)
RR Rate of return (%)
RY Replacement year of BESS
SDi Shut-down cost of DG unit i ($)
SUi Start-up cost of DG unit i ($)
β Fuel cost escalation rate (%)
δD Error factor in forecasted demand (%)
δPV Error factor in forecasted PV (%)
δW Error factor in forecasted wind (%)
θch Price of energy at which BESS purchases from microgrid ($/kWh)
θdch Price of BESS discharge energy, purchased by microgrid ($/kWh)
θres Price of reserves provided by BESS ($/kW)
λ Load growth rate (%)

Variables

CH NPV of investor’s cost or microgrid’s revenue from BESS charging ($)
DCH NPV of investor’s revenue or microgrid’s cost from BESS discharging

($)
EBESSy Energy capacity of BESS (kWh)
INS NPV of installation cost of BESS ($)
MGOC NPV of microgrid operational cost ($)
OM NPV of O&M cost of BESS ($)
Py,h,i DG output (kW)
PBy,h BESS power; negative when charging, and positive when discharging

(kW)
PBESSy Power rating of BESS (kW)
RTHy,h,i Reserve from DG units (kW)
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RESV NPV of investor’s revenue or microgrid’s cost from BESS reserve provi-
sion ($)

RBy,h,i Reserve from BESS (kW)
SOCy,h BESS state of charge (kWh)
Uy,h,i Binary start-up decision of DG units, 1 or 0
Vy,h,i Binary shut-down decision of DG units, 1 or 0
Wy,h,i Binary commitment decision of DG units, 1 or 0
Wey Energy capacity of BESS at year of installation and 0 otherwise (kWh)
Wpy Power rating of BESS at year of installation and 0 otherwise (kW)
Zy BESS installation decision, 1 or 0
Zchy,h Binary variable associated with BESS charging, 1 or 0
Zdchy,h Binary variable associated with BESS discharging, 1 or 0

1 Introduction

Microgrids are defined as small groups of customers and generating units which
can be controlled independently and have the ability to manage the energy locally
[1]. Remote microgrids mainly depend on dispatchable distributed generation (DG)
units, such as diesel generators, since they can maintain the system reliability and
operational flexibility in contrast to intermittent renewable energy sources (RES) such
as photovoltaic (PV) and wind [2]. The need to facilitate RES efficiently and the very
high cost of fuel transportation in these areas make installing battery energy storage
system (BESS) an appealing solution. However, the high cost of BESS requires
optimizing the BESS technology selection and size to increase their benefits to the
microgrid.

The operational strategies of BESS differ from one application to another. There-
fore, appropriate BESS technology, the optimal size, and the optimal operation strat-
egy including charging/discharging cycles need to be chosen carefully, so as to result
in the maximum benefit to the microgrid.

In one of the power quality applications of BESS [3] considering a PV/Battery
system, the fluctuations of PV output power aremitigated by threemethods including
the installation of BESS. The optimal size of BESS is obtained to maximize the
revenue generated from the PV/Battery system by reducing system fluctuations. The
fluctuations of wind generation are taken into consideration for BESS sizing in [4]
and [5]. The main objective of [4] is to find the optimal BESS size that maximizes
the economic benefit while maintaining the output wind power constant. Also, the
voltage across the DC link is required to be within a certain limit. However, since the
capacity determined in [4] is based on peak wind generation, the determined BESS
size may be higher than required. A stochastic optimization model is proposed in [5]
to overcome this limitation and hence arrive at a more accurate BESS size to reduce
power fluctuations from wind generation.

In the context of energy management applications, sizing BESS in a PV/Battery
system is reported in [6, 7]. The optimal size of BESS is determined in [6] so as to
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minimize the cost of net power purchased during peak hours as well as minimize
the cost of capacity degradation after each discharging process, taking the advantage
of time-of-use electricity pricing. Distributed BESS is also studied in a distribution
system with high PV penetration in [7]. The optimal size of BESS is determined, at
each bus, based on a cost-benefit analysis, considering voltage regulation and peak
load shaving applications.

The optimal size of BESS that decreases the difference between the predicted and
actual wind generation is investigated in [8]. Also, the integration of wind generation
in a system that lacks generation units for reserve, is studied in [9]. The BESS
is installed to provide the reserve required for such a system. The optimal power
rating and energy capacity are determined using temporal and non-temporalmethods.
Although savings in cost of reserves is achieved in the aforementioned studies, since
BESS costs are not considered in [8, 9], the proposedmethodsmay lead to oversizing
the BESS.

It is noted from the brief review of literature presented above, and also from
microgrid developments around the world, that investments in resources have been
primarily from the governments or utilities. However, there may be possibilities for
third-party investors to invest in capacity resources in microgrids if the returns are
justifiable. The main objective of this paper is to propose an investment planning
framework to optimize the BESS installation decisions and operation in isolated
microgrids, considering that the BESS investments are being made by a private party
seeking to maximize its profit.

The outputs include the optimal BESS technology selection, power rating, energy
capacity, and year of installation.Also, theminimumdischarge price thatwouldmake
profit for the investor based on the projected microgrid operation is determined.
The optimal BESS operation is then studied from the microgrid operator (MGO)
perspective of minimizing the total costs with an option of exchanging energy with
the third-party owned BESS.

The rest of the paper is organized as follows: in Sect. 2, the proposed BESS
investment framework is discussed. Section3 presents the microgrid test system and
the results. Finally, conclusions are provided in Sect. 4.

2 BESS Investment Framework

The BESS installation decisions including the optimal BESS technology, power
rating, energy capacity, year of installation along with the energy exchange prices
between the BESS and microgrid are determined from the investor’s perspective in
the optimal BESS investment model (Model I). The optimal BESS selection is then
used in the microgrid operation model (Model II) to determine the optimal BESS
and DG units operations schedules. It should be noted that the objective functions in
the two models, shown in Fig. 1, are different because of the differing perspectives
of the cost. Model I is from the investor’s perspective seeking to maximize profit



An Optimal Investment Model … 109

BESS Technology (1)

Model I

Optimal Investment Plan for BESS Technology (1)

Model II

dchθBESSP BESSE yZ

)1(dchθ )N(dchθ

Optimal Microgrid Operation

DG operation, BESS operation,
Share of investment recovery through operation

Model I

Optimal BESS Technology

BESS Technology (NT)BESS Technology (2)

Fig. 1 Schematic for the proposed BESS operational-cum-investment planning framework

while determining the optimal BESS investments, whileModel II is from theMGO’s
perspective minimizing operations cost.

The main assumptions of the proposed framework are as follows:

– The BESS investment is made by a third-party entity, but after installation, the
BESS is scheduled and operated along side other resources by the MGO using
a least-cost criterion. The MGO, however, is contractually obliged to ensure a
specific profit margin to the third-party as determined from Model I.

– An average load profile of themicrogrid for a given year is considered for theBESS
planning in order to keep the computational burden within reasonable limits.

– Typical wind and solar generation profiles are considered in the work without
taking into account the seasonal variations or other uncertainties.
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2.1 Model I: Optimal BESS Investment

This model investigates the benefit accrued to an investor from installing BESS, with
the objective to maximize the profit from the energy supplied to the microgrid. The
investor is expected to bear the BESS installation cost and the O&M cost. Also,
since the BESS is owned by the third party, the only way to charge the batteries is to
purchase energy from the microgrid. It is assumed that the BESS investor balances
the demand based on the most profitable unit commitment schedule. However, the
microgrid is responsible for the thermal generation cost. The objective function for
the optimal BESS investment model is to maximize the investor’s profit, as follows:

J1 = (
DCH + RESV

) − (
CH + INS + OM

)
(1)

Fixed charging and discharging energy prices are assumed in this model, θch
and θdch respectively, considering a higher discharge price to generate profit for the
investor. Since this is an isolated microgrid, electricity market prices do not apply,
and it is assumed that the MGO and the investor have contractual agreements for
θch and θdch . The BESS can also help in the provision of microgrid’s reserve at a
fixed price θres . The revenue from discharging and reserve services and the cost of
charging can be expressed as a function of the BESS discharge energy, as follows:

DCH = 365×
YT∑
y=1

H∑
h=1

[ 1

(1 + RR)y

θdch
( EffchEffdch
1 − EffchEffdch

)( − PBy,h
)]

(2)

RESV = 365 ×
YT∑
y=1

H∑
h=1

[ 1

(1 + RR)y
θres RBy,h

]
(3)

CH = 365 ×
YT∑
y=1

H∑
h=1

[ 1

(1 + RR)y

θch
( 1

1 − EffchEffdch

)( − PBy,h
)]

(4)

As noted earlier, themodel considers one typical day per year, and hence the discharg-
ing revenue as well as the charging cost are extrapolated to represent the revenue/cost
of one year using a factor of 365.

The INS cost component of BESS in (1) comprises costs proportional to the
installed power rating ($/kW) and energy capacity ($/kWh), and a fixed installation
cost ($) irrespective of the size:
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INS =
YT∑
y=1

[ 1

(1 + RR)y
(
CpvWpy + CevWey + C f Zy

)]
(5)

The OM cost component in (1) comprises the fixed cost, variable cost, and re-
placement cost. The fixed and replacement costs are proportional to the BESS power
rating, whereas the variable cost depends on the discharged energy from the BESS.

OM =
YT∑
y=1

[ 1

(1 + RR)y
OMC f PBESSy

]

+ 365 ×
YT∑
y=1

H∑
h=1

[ 1

(1 + RR)y
OMCv

( Effch
1 − EffchEffdch

)( − PBy,h
)]

+
[ 1

(1 + RR)RY
+ 1

(1 + RR)2RY
+ . . .

]
RC PBESSy=1

+
YT∑

y=RY+1

[( 1

(1 + RR)y
+ 1

(1 + RR)y+RY
+ . . .

)
RC

(
PBESSy−RY+1 − PBESSy−RY

)]
(6)

The first term of (6) represents the fixed O&M cost of the BESS. In the second
term, the total energy discharged is used to compute the variable O&M cost. Since
the model considers one typical day per year, the variable cost is also extrapolated
to one year using a factor of 365. The replacement cost of BESS is applied when
the BESS’s years of operation reach its predefined life RY. The third term of (6)
denotes the replacement cost for a BESS installed in the first year, while the last term
represents the replacement cost if it is installed after the first year. The replacement
cost may apply several times if the BESS life is reached more than once over the
planning horizon.

The objective function above is subject to the following constraints:

2.1.1 Demand-Supply Balance

The demand-supply balance shall include both RES and BESS. This constraint en-
sures sufficient generation from dispatchable DG units and RES to meet the demand
at an hour. The demand is assumed to increase annually by a constant rate, λ.
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I∑
i=1

Py,h,i + PBy,h + PVy,h + Pwy,h =
(
1 + λ

)y−1
Pdh ∀y,∀h (7)

2.1.2 Dispatchable DG Units Constraints

These constraints include ramp up, ramp down, minimum up, minimum down, max-
imum and minimum output power, and coordination constraints, as per standard unit
commitment models and are not presented here for the sake of conciseness.

2.1.3 Microgrid Reserve Requirements

The MGO ensures a minimum reserve level of 10% of the demand plus factors
accounting for uncertainty in demand and RES forecasting errors [10, 11]. The
reserve constraint is modeled as follows:

RTHy,h + RBy,h ≥
(
0.1 + δD

)(
1 + λ

)y−1
Pdh

+ δPV PVy,h + δW Pwy,h ∀y,∀h (8)

RTHy,h ≤
I∑

i=1

(
PiWy,h,i − Py,h,i

) ∀y,∀h (9)

RBy,h ≤ −PBy,h+
min

{[
SOCy,h − EBESSy(1 − DOD)

]
Effdch,PBESSy

}

∀y,∀h (10)

As shown in (8), RB is the reserve from BESS that supports the spinning reserve
from DG units; denoted by RTH, and given by (9) in providing reserves for the
microgrid. In (10), the BESS reserve contribution is defined either by its available
energy (SOC), accounting for discharging efficiency, or its power rating. The lower
value of the two, determines the maximum reserve that can be provided by the BESS.
Note that, for the sake of dimensions, the available energy (SOC) and EBESS (given
in kWh) are considered for a one hour interval, thereby making them equivalent to
be as a kW basis. The committed charging and discharging power of the BESS is
included in modeling the BESS reserve. When the BESS is discharging, it supplies a
portion of the demand, and hence the discharged power should not be reconsidered
as reserve. However, the BESS can discharge part of its energy and use the remaining
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as reserve. In case of charging, the charging power can be used as a reserve since
the BESS can interrupt its charging instantaneously, which allows the DG that is
committed to supply the BESS, to be used for supplying demand instead.

2.1.4 BESS Size Constraints

Power Size of BESS

In order to allow the model to optimize the power size of the BESS, the following
constraints are considered:

PBESSy = Wpy ; y = 1 (11)

PBESSy = Wpy + PBESSy−1 ∀y; y �= 1 (12)

Wpy ≥ Zy ∀y (13)

Wpy ≤ M Zy ∀y (14)

To keep the linearity of the model, two variables are defined for BESS power size,
PBESSy and Wpy . The first denotes the power rating of BESS, and once the BESS is
installed, it remains constant over the plan horizon. On the other hand, while Wpy
also denotes the installed BESS size, it is used to compute the installation cost, and is
active only at the year of installation; otherwise, it is zero, as per (11). The constraints
(13) and (14) are used to activate the binary variable Zy when installing BESS using
the big M method.

Energy Size of BESS

Similar to the power rating, two variables are defined for energy capacity EBESSy and
Wey . The following constraints are considered:

EBESSy = Wey ; y = 1 (15)

EBESSy = Wey + EBESSy−1 ∀y; y �= 1 (16)

Wey ≥ Zy ∀y (17)

Wey ≤ M Zy ∀y (18)

Energy to Power Ratio (E/P)

The energy capacity of the BESS for a certain power rating, is determined based on
its E/P ratio, as follows:

EPR PBESSy ≤ EBESSy ≤ EPR PBESSy ∀y (19)
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EPR and EPR are the maximum and minimum possible E/P ratio for a certain BESS
technology. The E/P ratio constraint also determines the maximum discharge time
at rated power.

Coordination of Binary Variables

To ensure limiting the activation of the binary variable associated with the BESS
installation, to only once over the planning horizon, the following constraint is con-
sidered:

YT∑
y=1

Zy ≤ 1 (20)

2.1.5 Budget Constraint

The NPV of the BESS installation cost should not exceed the NPV of the allocated
budget for the year.

INS ≤ B0 (21)

2.1.6 BESS Operational Constraints

BESS Power and SOC Relationship

The relationship between the charging and discharging power of BESS and its SOC
can be described as follows:

PBy,h

Effdch
Zdchy,h + PBy,hEffchZchy,h =

SOCy,h − SOCy,h+1∀y,∀h; h �= 24 (22)

However, the equation (22) is not linear; therefore, the charging and discharging
constraints are formulated in [12] to linearize it using the big M method.

(a) Charging constraints:

−PBy,hEffch − M Zdchy,h ≤SOCy,h+1 − SOCy,h

∀y,∀h; h �= 24 (23)

SOCy,h+1 − SOCy,h ≤ −PBy,hEffch + M Zdchy,h
∀y,∀h; h �= 24 (24)
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(b) Discharging constraints:

−PBy,h

Effdch
−M

(
Zchy,h − Zdchy,h + 1

) ≤
SOCy,h+1 − SOCy,h ∀y,∀h; h �= 24 (25)

SOCy,h+1 − SOCy,h ≤
−PBy,h

Effdch
+ M

(
Zchy,h − Zdchy,h + 1

) ∀y,∀h; h �= 24 (26)

Since (23)–(26) do not force the binary variables Zchy,h and Zdchy,h associated
with charging and discharging respectively, to be activated during the process, the
following constraints are also considered:

− M Zchy,h ≤ PBy,h ∀y,∀h (27)

M Zdchy,h ≥ PBy,h ∀y,∀h (28)

Initial and Final SOC

The initial and final SOC of the BESS are assumed to be 50% of the installed BESS
energy capacity. The initial SOC is formulated as follows:

SOCy,h = 0.5 EBESSy ∀y, h = 1 (29)

Similarly, (23)–(26) are adopted to the desired final SOC value, i.e.,

SOCy,h+1 = 0.5 EBESSy ∀y, h = 24 (30)

Limits on BESS Power and SOC

The limits on BESS power and SOC are formulated respectively, as follows:

− PBESSy ≤ PBy,h ≤ PBESSy ∀y,∀h (31)

(1 − DOD)EBESSy ≤ SOCy,h ≤ EBESSy ∀y,∀h (32)

The minimum SOC limit is set based on the maximum DOD of the BESS. For ex-
ample, if the DOD is 80%, the minimum SOC level is 20% of the energy size.

Coordination of Binary Variables

This constraint ensures that simultaneous charging and discharging of the BESS does
not take place. Also, it ensures that there is no charging or discharging if the binary
variable associated with BESS installation (Zy) has not been activated yet.
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Zchy,h + Zdchy,h ≤
y∑
1

Zy ∀y,∀h (33)

2.2 Model II: Optimal Microgrid Operation

Once the optimal investment decisions are obtained, as per the model proposed in
Sect. 2.1, it is assumed that the MGO will consider the BESS as one of its available
resources in its energy management system (EMS) program, and determine its day-
to-day operations. In this model, the microgrid has an option of exchanging energy
with the BESS to reduce its costs and maintain the demand. The objective of this
model is to minimize the total costs including the microgrid operational cost and
energy purchasing costs. Installation cost and O&M cost are not included in the
objective function because the BESS investor is responsible for them. However, the
investor’s profit should be ensured as a constraint.

The objective function in the microgrid operation model is to minimize the costs,
as follows:

J2 = (
DCH + RESV + MGOC + N × INS

) − (
CH

)
(34)

The components DCH, RESV, CH, and INS are similar to the ones defined in (2),
(3), (4), and (5), respectively, while the variable N denotes the fractional payment of
BESS installation cost paid by the microgrid.

The MGOC component in (34) represents the operational cost of dispatchable
DG units including their start-up and shut-down cost, taking into account the annual
fuel cost escalation. The generation cost of one typical day in a year is extrapolated
to represent the cost of the corresponding year.

MGOC = 365 ×
YT∑
y=1

H∑
h=1

I∑
i=1

[
1

(1 + α)y

[(
1 + β

)y−1
Fi

(
Py,h,i

)
Wy,h,i + SUiUy,h,i + SDiVy,h,i

]]
(35)

where Fi (·) is the operational cost function of a DG.
In addition to the constraints discussed above, the objective function is subject to

constraints described in the following subsections.

2.2.1 Investor’s Revenue Constraint

This constraint ensures the investor’s profit, while minimizing the total microgrid
costs, satisfied at the same level as determined from the investment model.



An Optimal Investment Model … 117

(
DCH + RESV

) − (
CH + OM + (1 − N )INS

) ≥ 0 (36)

(
DCH + RESV + N × INS

) ≥ R0 (37)

where R0 is the total investor’s revenue from the investment model.

2.2.2 Budget Constraint

The fractional payment of the BESS installation cost should not exceed the allocated
budget for the year.

N × INS ≤ B0 (38)

3 Results and Analysis

The proposed models of the BESS investment framework are formulated as MILP
problems and solved in GAMS using CPLEX solver. The solver uses branch and cut
algorithm in which the main problem is divided into linear programming subprob-
lems [13]. In the BESS investment model (Model I), there are 8,901 variables, which
includes 4,130 integer and binary variables. In this model, four types of BESS are
tested with 15 discharge prices, hence the model is solved 60 times. The total com-
putation time is about 36.3h. In the optimal microgrid operation model (Model II),
the number of variables is 8,832 including 4,101 integer and binary variables. This
model is solved once, after selecting the optimal BESS technology and discharge
price from Model I, and the computation time is about 2.8h.

3.1 Microgrid Test System

The proposed model is applied to the modified CIGRE medium voltage microgrid
[14] to determine the optimal BESS plan. The controllable generating units in the
microgrid are three diesel generators, one combined heat and power (CHP) diesel,
and one CHP microturbine with a total capacity of 5,510kW. The DG data are taken
from [14]. The installed PV capacity is 840kW, and wind capacity is 1,450kW.

The planning period in the case study is 10 years. The peak demand of the mi-
crogrid in the first year is 5,290kW, and is assumed to increase annually by 1%. The
fuel cost is considered to increase by 3% every year [15].

The microgrid is required to maintain an operating reserve equivalent to 10%
of its hourly demand plus a certain fraction of the forecasted RES generation and
demand, to account for forecasting error. The forecasting error parameters δD , δPV ,
and δW are assumed to be 3, 9, 13%, respectively [10].
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Table 1 BESS performance and cost parameters [16]

BESS Type NaS VRB PbA Li-ion

Cpv ($/kW) 757 2133 1407 1859

Cev ($/kWh) 372 880 275 901

OMC f ($/kW-year) 9.2 16.5 26.8 13.2

OMCv ($/Wh) 0.8 1.6 1.1 1.4

RC ($/kW) 0 720 375 1560

RY (y) 15 8 8 5

Charging efficiency 87% 83% 95% 95%

Discharging efficiency 87% 83% 95% 95%

Maximum DOD 80% 100% 80% 100%

E/P ratio range 6–8 N/A 1–5 1–4

Four BESS technologies are examined, namely, NaS, VRB, PbA, and Li-ion
BESS. The performance and cost parameters of different BESS technologies, shown
in Table1, are taken from [16]. The fixed installation cost, applicable to all technolo-
gies, is assumed to be $20,000. The maximum size for BESS is assumed as, PBESS =
6,500kW, and EBESS = 6,500kWh, the options are considered to be available in
multiples of 50 and 50kWh, respectively.

3.2 Optimal BESS Investment

The third-party investor seeks to determine the maximum amount of energy that can
be exchanged with the microgrid for a certain discharge price θdch . The BESS size
is determined from an optimistic viewpoint to capture the maximum profit for the
investor. Although in reality, the BESS may not discharge this amount of energy to
the microgrid, this study seeks to find the minimum acceptable discharge price for
the investor that recovers the investment cost of the BESS.

The revenue is accrued from supplying energy to themicrogrid and fromproviding
reserve, while the installation and O&M cost is paid by the third party. Since the
system is isolated, hourly market prices are not applicable, and it is assumed that θch
is fixed at 1 c|/kWh, while θdch is varied in the range of 2.5 c|/kWh and 37.5 c|/kWh.
The price of BESS reserve θres is assumed to be 0.6 c|/kW [17]. The rate of return
for the investor is considered to be 14%.

As shown in Fig. 2, different BESS technologies are considered to investigate the
profit for the investor over a range of discharge prices. It is shown that the PbA BESS
is the best choice for the third party since theminimumacceptable discharge price that
generates profit is 12.5 c| /kW, which is the lowest across the BESS technologies. The
PbA BESS is followed by NaS, Li-ion, and VRB BESS with minimum acceptable
discharge prices of 15 c|/kWh, 20 c|/kWh, and 25 c|/kWh, respectively. The optimal
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Fig. 2 Discharge price impact on total profit

Table 2 Optimal installation decisions at the minimum profit point

BESS Type NaS VRB PbA Li-ion

Year of
Installation

Year 1 Year 1 Year 1 Year 1

PBESS 1050kW 1050kW 1050kW 1100kW

EBESS 6300kWh 2050kWh 2550kWh 1500kWh

θdch 15 c|/kWh 25 c|/kWh 12.5 c|/kWh 20 c|/kWh

DCH REV $2,975,273 $3,870,797 $2,233,353 $3,304,285

Reserve REV $317,816 $239,963 $245,932 $203,715

CH Cost $262,058 $224,752 $197,970 $183,063

INS $2,770,570 $3,564,605 $1,928,596 $2,996,842

OM $68,627 $120,216 $167,469 $100,085

Total Profit $191,834 $201,186 $185,249 $228,010

power and energy size of BESS and the installation year at the minimum discharge
prices that generates profit, are presented in Table2.

3.3 Optimal BESS and Microgrid Operations Schedule

Now, the BESS size, year of installation, and the selected BESS technology are
determined by the investor, and the BESS charge, discharge, and reserve prices are
fixed. Hence, the 1050kW and 2550kWh PbA BESS is installed in first year of the
planning horizon. The discharge price is 12.5 c|/kWh, while the charge and reserve
prices are 1 c|/kWh and 0.6 c|/kWh, respectively.
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Fig. 3 Optimal operation of PbA BESS and microgrid in year 10

The microgrid schedules the BESS when it is required only to avoid a higher
operational cost. The results show that in order to satisfy the investor’s revenue
constraints (36) and (37), the microgrid pays 80% of the installation cost in the year
of installation, while the remaining of the investor’s revenue is paid through theBESS
operation. Figure3 shows the BESS charging and discharging cycles and microgrid
supply-demand balance in year 10 of the planning period. It is noted that since the
DG capacity of the microgrid cannot supply the entire demand and provide reserve
at peak hours, the microgrid is forced to use the high BESS energy costs to meet the
demand and reserve requirements.

4 Conclusions

This paper proposed a new approach to determine theminimum acceptable discharge
price for third-party investors in battery energy storage system. The optimal sizing
and year of installation are determined considering investor profit maximization as
the objective. Different battery energy storage technologies are examined, and the
optimal technology is selected based on its minimum discharge price that generates
investor’s profit. After that, the microgrid and battery energy storage system opera-
tions are optimized from the perspective of the microgrid operator, while ensuring
the same level of investor’s revenue from the investment model. The results show the
feasibility and effectiveness of the proposed investment framework. The work can be
extended to consider detailed representation of the load profile and seasonal varia-
tions in renewable generation availability. There is also a need to consider uncertainty
effects on the planning process.
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A Dynamic Programming Approach
to Multi-period Planning of Isolated
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Abstract An original methodology is presented to perform multi-period planning
of isolated microgrids in a green field context. The aim is to build an isolated radial
network to supply power to a set of initially unconnected loads whose consumption is
growing through the planning horizon. The planning tool’s outputs are: (1) network
routing, (2) network sizing and (3) investments timing. These 3 steps are undertaken
so that they minimize the total Net Present Value of the whole system. In this paper,
the emphasis is put on the structure of the distribution planning problem. In particu-
lar, its optimal substructure allows to make use of a dynamic programming approach
to tackle the time dimension of the optimization problem. Furthermore, several char-
acteristics of radial networks are presented on the basis of which the main problem
can be decoupled in independent subproblems. This reduces the size of the search
space and consequently the computational burden. A non-linear and unbalanced tri-
phase representation of the network is used to account for the effect of single-phase
connected loads on the voltage profile. The effectiveness of the proposed method is
illustrated through a case study.
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1 Introduction

Electrification is considered today as an essential developing factor for emerging
countries. However, the architecture of the power systems to be developed is strongly
dependent on the geographic distribution of consumers on one side and existing
infrastructures on the other side. As such, isolated microgrids are seen as efficient
and economic solutions to electrify remote rural areas, i.e. areas located far from an
existing transmission network, as they avoid costly investments in those transmission
systems [1]. Isolatedmicrogrids are thus only powered by locally installed generators
and are operated in stand-alone, with no connection to any transmission network.
A distribution planning study aims at giving an investment plan for a distribution
network covering a certain planning area over a predefined planning horizon. It
essentially consists of answering the three following questions:

• Which equipments to place?
• Where to place them?
• When to place them?

The planning objective is to come up with a system that ensures quality and
reliability of the power supply at the lowest cost. In the present study, the focus is
on the planning of isolated microgrids supplying a set of geographically dispersed
loads. The rest of this paper is organized as follows. A review of the concerned
literature is presented in Sect. 2. Section3 is dedicated to the mathematical definition
of the problem. In Sect. 4, the structure of the developed tool is presented based
on the structure of the problem, along with the different subblocks. A case-study is
presented in Sect. 5, and the boundaries of the proposed approach are discussed in
Sect. 6.

2 State of the Art

A large amount of papers have already treated the distribution planning problem. In
the vastmajority, they dealwith the following variables: feeder routing [2–11], branch
conductor sizes [2–10, 12, 13], and substation location and size [6, 9, 11–14]. Most
authors tend to consider only radial distribution networks, fewer consider looped or
meshed networks [2, 7, 15–18]. There are two main objectives for planning studies.
At first, all papers perform minimization of the total cost of the system. Secondly,
more and more authors add an extra objective related to reliability maximization
[3, 6–8]. Other objectives are also treated in literature, such as maximization of DG
penetration [6, 8]. When more than one objective is considered, a multi-objective
approach is used, either with multiple objective functions [2, 3, 6, 7] or a single
weighted sum of different objective functions [8].

Optimization techniques employed for planning studies essentially belong to
the following two categories [7]: deterministic algorithms [7, 10, 12, 13] and
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heuristic-based algorithms [2–6, 8, 12]. The former always deliver the same solution
to a particular problem while the latter may deliver different solutions to the same
problem from one execution to another. Heuristic-based algorithms are mainly evo-
lutionary algorithms such as Particle SwarmOptimization [6, 8], Genetic Algorithms
[3, 9] or Immune System Inspired Algorithms [4]. The review of the aforementioned
papers reveals three shortcomings. First, most of these perform a ’one-step plan-
ning’, where all investments are made at the same time and there is no reinforcement
afterwards. Nevertheless, some authors do consider the time schedule of investments
[10, 12, 13]. Then, physical constraints of power distribution are often simplified.
These are related to node voltages and cables ampacity. Load flow studies have to be
run in order to verify those two types of constraints. However, most papers use sim-
plified power flow representation such as linearized DC load flow and approximate
formulas for voltage drops. Furthermore, in the vast majority, they don’t consider
the fundamentally unbalanced character of distribution networks and perform single-
phase load flow. As a matter of fact, loads (residential and commercial) connected
at low voltage level are often single-phase and randomly distributed on the three
phases [19]. This unbalance may substantially worsen the voltage plan in compari-
son with perfectly balanced situation. A single-phase representation of distribution
networks may thus lead to overoptimistic results regarding the respect of voltage
constraints. Finally, reviewed papers seldom perform an exhaustive exploration of
the search space, whether this is due to the nature of evolutionary algorithms or to
heuristic rules imposed by the authors. The developed tool thus intends to tackle the
aforementioned shortcomings. The proposed methodology makes use of graph the-
ory and dynamic programming frameworks to efficiently and exhaustively explore
the search space while using a three-phase load flow algorithm to properly model
network constraints.

3 Problem Definition

3.1 Graph Formulation of the Problem

Formally, the problem of distribution planning may be expressed using graph the-
ory. The aim is to connect a set of vertices or nodes V(the loads) with a set of
edges E(network lines). Those two sets form the graph G = (V,E). Graph G is
undirected as power may flow in both directions. An important planning choice is
to decide whether to build a meshed network or a radial one. Meshed networks, if
well planned, may reduce losses, voltage constraints [2] and enhance reliability by
providing alternative feeding routes in case of contingencies [16]. However, they
are more complex to plan [2]. Furthermore, they require more sophisticated protec-
tion schemes, which renders the DSO’s (Distribution system operators) reluctant to
implement them. This work will thus focus on radial distribution network. Hence,
graph G is a tree, where there is only one path from one vertex to another.
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3.2 Objective Function and Constraints

The objective in this work is to minimize the Net Present Value of the system over
the planning horizon T as expressed by (1).

min
ut,b,i, j

T∑
t=1

∑
i, j∈V

∑
b∈B

1

(1 + r)t
( ut,b,i, j · li, j · cb + Eloss

i, j,t · Cen) (1)

There are two cost components: investments costs (CAPEX) to build new lines or
reinforce existing ones and operational costs (OPEX) related to losses. Investments
in lines are chosen among a set B of available branches. The discount rate is r , the
decision variable ut,b,i, j is 1 if a line of type b is placed between nodes i and j
at timestep t and is 0 otherwise. The length of the line between nodes i and j is
li, j (km), the cost of a type b branch is cb ($/km). The second term in the equation is
the cost of losses, where Eloss

i, j,t represent the losses in the line between nodes i and j
during timestep t (kWh) and Cen the cost of energy ($/kWh). There are three types
of constraints. First, the graph must be a connected tree (2), meaning that every node
is supplied at all times by a unique route. n is the amount of nodes to be supplied,
with n = |V|

|E| = n − 1 (2)

The following constraints are related to power flows, node voltages and branch
currents. At first, balance of active and reactive power injections must be respected
at all nodes, as stated by (3). Pk and Qk are the active and reactive power injections
at node k (positive if power is consumed) and Pl,k and Ql,k are active and reactive
power flows from node l to node k. For the rest of the paper, the complex power
notation is used for more convenience: St,k = Pt,k + j Qt,k .

Sk =
∑
l �=k

Sl,k ∀k, l ∈ V (3)

Then, nodal voltages should be bound as in (4), Vn being the nominal voltage.

0.9 · Vn ≤ Vi ≤ 1.1 · Vn ∀i ∈ V (4)

Finally, branch currents are limited by the thermal rating of lines (5), Imax,b being
the ampacity of conductors of type b and Ii, j the current flowing from node i to node
j with bi, j the type of the branch linking i and j .

Ii, j ≤ Imax,bi, j ∀i, j ∈ V (5)

The last type of constraints concerns investment trajectory. As mentioned before,
the load is considered to grow through the planning horizon. Voltage and ampacity
constraints can thus only become worse with time with growing power flows on the
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same network. This implies that investments cannot be unmade and the size of the
lines may only be growing (6).

Sizei, j,t ≤ Sizei, j,t+1 ∀i, j ∈ V, t = 1, . . . , T − 1 (6)

A load flow is run to ensure constraints (3)–(5). The choice is made for a three-
phase backward forward sweep algorithm. The main modelling features are the fol-
lowing: (1) loads are represented as one, two or three current sources depending
on whether they are single-, two- or three-phase, (2) generators are considered as
negative loads (i.e. they consume a negative current which is equivalent to inject a
positive current) and (3) voltage drops (or rises in case of positive current injection
towards the grid) on the three phases of a line are computed with the full impedance
matrix and the three-phase currents, taking into account the mutual impedances
effect. Comparative tests have been carried out to assess the loss of accuracy when
using a single-phase load flow instead of a three-phase one to compute voltages on a
distribution network with only single-phase loads. For this comparison, single-phase
loads are replaced by three-phase loads with the same total power but evenly distrib-
uted on the three phases. Furthermore, intrinsic unbalance of the line impedances is
neglected. These 2 hypotheses allow to draw an equivalent single-line diagram on
which a single-phase load flow is run. It has been found that voltages errors up to 4%
are introduced when using this single-phase approximation. Hence, it justifies the
use of a full three-phase load flow calculation for distribution systems where there
are many single-phase loads and generators. The backward forward sweep algorithm
is proven to be faster than traditional Newton–Raphson or Gauss–Seidel methods for
radial networks [20]. It is an iterative method in which currents (backward sweep)
and voltages (forward sweep) are successively computed and updated with the result
of previous iterations until convergence. The interested reader can refer to [20] for
more details on this algorithm. The modelling of branches and loads, based on the
work of [20, 21], has been slightly adapted to explicitly model 4-wires networks.

3.3 Input Data

There are three types of data for this planning study. First, there is the set of n cartesian
coordinates (X,Y ) (km) for each node. Then, the load consumption is given for each
node and each timestep t of the planning horizon {St,1, . . . , St,n} (kVA). Finally,
there is the set of available electric conductors B, with their respective impedance
matrices Zb and costs cb, b ∈ 1, . . . , nB with nB the amount of different available
conductor types.
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4 Problem Decomposition and Tool Structure

The goal is to solve (1) subject to constraints (2)–(6). In (1), the decision variables
ut,b,i, j aggregate three different decisions: place a line between nodes i and j , give it
the size b and build it at timestep t . All these decisions are discrete by nature, making
the problem subject to the curse of dimensionality. If 15 nodes are to be connected in
a radial way with 3 different branch sizes available, there are 2 ∗ 1015 possible trees
connecting the nodes. For each of them, there are 5 ∗ 106 different possibilities for
branch sizes. There are thus 1022 different possible networks, without even taking
investment timing into account. To avoid this computational intractability, decision
making is separated in three. Firstly, the architecture is determined. Then, all possible
combinations of branch sizes are generated and constraints are evaluated for each
alternative. The timing of investments is finally decided. The following subsections
are dedicated to each subproblem.

4.1 Network Routing

In (1), OPEX and CAPEX are simultaneously minimized, which are conflicting
objectives as the cheapest lines (the ones with smallest cross-sections) are also the
ones that generate the highest losses. Nevertheless, preliminary tests have shown
that the cost of losses is always an order of magnitude below the cost of investments.
Investment minimization may thus be considered alone in first approximation. Cost
of investment in new lines or reinforcement of existing ones depends on the cross-
section of the conductor and the length of the line. As network sizing has not been
done yet, only the total length of the lines can be minimized. The problem is thus
reduced to a Minimum Spanning Tree (MST) problem. Kruskal algorithm is used
to find the MST [22]. First, the n ∗ (n − 1)/2 possible branches between n nodes
are defined. Then, Kruskal algorithm chooses the routes in a greedy way [22]. The
center of the graph is defined as the node with the smallest eccentricity, that is, with
the smallest maximum distance to any other node of the network. This node will
be the feeding node of the network, i.e. where the necessary generation is placed.
It is further called the source node. Data about graph connectivity is stored in a
connectivity matrix C [n × n]. Node i is said to be the feeding node of node j if there
is a branch between both and i is upstream from j relative to the source node. C is a
defined as follows (7):

Ci, j =
⎧
⎨
⎩

1 if i is the feeding node of j
−1 if j is the feeding node ofi
0 otherwise

(7)
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4.2 Network Sizing

The goal here is to enumerate the different possible network alternatives with branch
sizes chosen among a set B of branches. Let nB be the cardinality of this set. With
n − 1 branches, there are nn−1

B choices for network sizing, which rapidly grows with
an increase in the amount of available conductors or nodes. Again, a decomposition
technique is proposed to reduce computational burden, which consists of three steps:

• Feeder decomposition
• Decreasing size of branches
• Section decomposition

First, the radial nature of the network can be exploited. Indeed, power flows on one
feeder neither influence power flows nor voltage plan on adjacent feeders. Feeders
can thus be considered as independent networks that can be optimized separately.

Then, as generation is located at the center of the network, power flows are always
directed from the center to the extreme nodes of the network. This means that cur-
rent flowing in the branches may only increase when getting closer to the center.
This implies that a particular branch size should always be greater than or equal
to the size of any branch located downstream. Finally, the search space is further
reduced by specifying that branches located on the same section should have the
same size. A section of a feeder is defined as a set of branches of this feeder with
no junction. In the network shown on Fig. 3, there are 2 feeders. The 2 feeders
connect the nodes [1 − 10 − 11 − 12 − 13 − 14 − 15 − 16 − 17 − 18 − 19 − 20]
and [1 − 8 − 6 − 7 − 5 − 4 − 3 − 2 − 9] respectively. One section is for example
[1 − 8 − 6]. The output of this subblock is a set S of nalt matrices Bk , each one
representing the branch size of each network alternative.

4.3 Constraints Verification and Transition Costs

There is now a set of nalt network alternatives. A network alternative is characterized
by its connectivity matrix, common to all alternatives, and its matrix B, which differs
from one alternative to another. Constraint (2) is always respected with the Kruskal
algorithmpresented above.Remaining constraintsmay be divided in two types. Static
constraints (3)–(5), related to power flows and equipment limits, must be ensured
at each timestep while the transition constraint (6) must hold between each two
successive timesteps. Let alternative k be considered at timestep t and alternative l at
timestep t+1, k, l ∈ 1, . . . , nalt . This particular transition is written kt → lt+1. There
are three verifications to make:

1. Constraints (3)–(5) hold for alternative k at t
2. Constraints (3)–(5) hold for alternative l at t + 1
3. Constraint(6) holds from k to l
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If these three steps are respected, it → jt+1 is assigned a finite transition cost
Ckt→lt+1 . It includes the reinforcement cost from i to j and the operational cost during
timestep t + 1. The former is the cost of additional conductor. The latter is the cost
of losses on network l with particular load consumptions at all nodes during timestep
t + 1,{St+1,1, . . . , St+1,n}. If one of the three steps is not respected, Ckt→lt+1 = ∞.

4.4 Investment Timing with Dynamic Programming

As mentioned in the introduction, the goal of this planning is to determine not only a
network able to supply power demand at the beginning of the planning horizon, but
also to decide the reinforcements that will bemade afterwards to cope with a growing
demand from the nodes. Transition costs between alternatives have been defined in
the previous Sect. 4.3. A graph representation of these transitions is adopted (Fig. 1).
On this graph T , each node represents a network alternative at a given timestep.
An edge between nodes kt and lt+1 has a weight equal to Ckt→lt+1 , thus representing
the evolution from alternative k to alternative l for branches sizes. Two additional
nodes are defined: I ni t corresponds to the initial situation before the beginning of
planning horizon (timestep 0) when there is no network. CInit→k1 k ∈ 1, . . . , nalt
thus comprises the total cost of building particular alternative k plus the cost of losses
on this particular network at first timestep. Node Last represents the situation after
timestep T . CkT →Last is set to zero as there are no further investments considered
after the end of planning horizon. Once this transition graph has been defined, the
least-cost sequence of investment is still to be found. As mentioned in the beginning
of this paper, a dynamic programming approach is chosen to handle this multistage
problem, in a similar way to [23]. This approach is adapted to problems to which
Bellman’s principle of optimality applies. This principle states that at any timestep
of a multistage decision making problem, the optimal decision policy for future
timesteps should not depend on previously made decisions but only on the current
state of the system [24]. This is the case for this problem as future investment and
operational costs only depend on the current state of the system, not on the way it
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Fig. 1 GraphT of the transition costs betweendifferent network alternatives at successive timesteps
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got at this current state. In this case, the state variables xt of the system are the set
of branches sizes at a given timestep t ∈ 1, . . . , T and the decision variables are the
reinforcement decisions ut . The state equation can be written in a compact form [25]
(8).

xt = xt−1 + ut ; (8)

The minimization objective may be written as follows (9), with Copt (x0) the
optimal solution cost for the whole planning horizon given the initial state x0 for
which there is no network yet.

Copt (x0) = min
u1,...,uT

∑
t∈1,...,T

Cost(ut ) (9)

The idea behind dynamic programming is to make use of Bellman’s principle
of optimality to rewrite (9) in a recursive way by defining the function fmin(xt ) as
the optimal solution cost for all τ ≥ t given the state xt (10). This form is called
Bellman Optimality Equation [25]. It can be interpreted as follows: at each timestep,
the optimal solution cost for future timesteps is the minimum of the sum of current
decision cost and the optimal solution cost at the next timestep given the state in
which current decision will bring the system. xt+1 is obtained from state xt and
decision ut+1 with the state equation (8). Cxt→xt+1 is the transition cost defined in
Sect. 4.3. At the last timestep, fmin(xT ) = 0.

fmin(xt ) = min
ut+1

[ Cxt→xt+1 + fmin(xt+1) ] (10)

The problem is thus solved in an iterative way. To do that, Dijkstra’s algorithm
[22] is applied to the previously defined transition graph T . As a matter of fact, this
algorithm is based on the same recursive principle as Bellman Optimality Equation.

4.5 Global Structure of the Planning Tool

In previous subsections, the four different subblocks of the planning tool have been
defined. The following diagram (Fig. 2) summarizes the articulation of these sub-
blocks, the three types of input data they use and the information they exchange.
The output is the set U of investment decisions. As mentioned in Sect. 3, an invest-
ment decision mentions the reinforcement (conductor size increase), the line being
concerned by this reinforcement and the timestep at which the investment is made.

5 Case-Study

The planning tool presented in Sect. 4 is applied to a 20-node dataset used in [3].
This dataset, including cartesian coordinates of nodes, power consumptions and
conductor data, can be found in [26]. Network upgrading can be realized either
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U

Consumption data
⎧⎨
⎩

S1,1 ... S1,T
... ... ...
Sn,1 ... Sn,T

⎫⎬
⎭

Conductor data

{c1, ...cnB}
{Z1, ..., ZnB}

Geographic data

{(X1, Y1), ..., (Xn, Yn)}

(1) Network Routing

Minimum Spanning Tree

(2) Network Sizing

Heuristic rules

(3) Constraint verification
and cost evaluation

Load flow constraints
Transition constraints

(4) Investment timing

Lightest path

C

C

{Br1, ...,Brnalt
}

T

Fig. 2 The problem has 3 different types of data. There are 4 subblocks that perform the following
functions: (1) Network routing, (2) Network sizing, (3) Constraint verification and cost evaluation
and (4) Investment timing. The output is the set U of investment decisions with their respective
timing

by reconductoring or reinforcement. In the former case, the existing conductor is
removed and replaced by a conductor of bigger capacity. In the latter case, a conductor
is added in parallel to the existing one to reduce the total impedance of the line
and increase its ampacity. In this study, only reinforcement is considered. A single
conductor type is used, and up to three such conductors can be placed in parallel,
which gives three possible branch sizes, named hereafter 1, 2 and 3. In this case, the
impedance of size 2 and 3 lines is thus half and a third of size 1 lines impedance
respectively. In Sect. 4.2, a rule has been introduced to limit the size of the search
space: every branch of a section of a feeder should have the same size. For this case
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Table 1 Parameters used for the planning study

Planning horizon 20 (Years)

Interest rate 10%

Cost of losses 60 ($/MWh)

Yearly load growth 10%

Base voltage 13.8 (kV)

Conductor resistance 0.64 (�/km)

Conductor reactance 0.45 (�/km)

Conductor ampacity 214 (A)

Building cost of line 23000 ($/km)

Unit conductor cost 8220 ($/km)

Table 2 Investment sequence: case 1

Branch 2–4 4–5 5–6 2–9 2–9

Year 6 6 6 9 10

Reinf. 2 → 3 2 → 3 2 → 3 1 → 2 2 → 3

Table 3 Investment sequence: case 2

B 2–4 6–8 5–6 4–5 2–9 2–4 2–9

Y 2 2 3 5 6 8 12

R 1 → 2 2 → 3 2 → 3 2 → 3 1 → 2 2 → 3 2 → 3

study, the relevance of this rule is tested by running 2 planning studies, one with
this rule (case 1) and the other one without (case 2). The planning horizon is set to
20 years. Load consumption is growing at constant and uniform yearly rate of 10%,
with consumptions at the beginning of the planning horizon being the same as in
[26], for a total initial load of 4.9 (MVA). Relevant parameters for the planning study
are presented in Table 1. The cost of lines is made of two components. The first one
is a fixed one, called the building cost of line in Table4. It is common to all lines and
corresponds to pole installation. The second component is the cost of conductors. If
is obtained by multiplying the unit conductor cost by the amount of lines in parallel
(1, 2 or 3). Both cases have been run on a 2.7Ghz Intel Core i7 processor with 8Go
of memory.

Initial and final network (year 1 and year 20) are presented for cases 1 and 2 in
Table 4. Tables2 and 3 illustrate the differences in the sequences of investment for
cases 1 and 2, with the third line of these tables representing the upgrade in the line
size. Figure3 shows the final network for case 2, with network graph and branch
sizes.

Several observations can be made for results in Table 4. First, initial and final
solutions are very close for both cases. Then, branch (16–17) can have a lower size
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Fig. 3 Final network for case 2. Thick lines represent branches of size 3, normal lines branches of
size 2 and dashed lines branches of size 1. Node 1 is the center of the network, where generation is
placed

Table 4 Branches size at the
beginning of years 1 and 20
where reinforcements take
plac. Gray cells show
differences between the 2
cases

Case 1 Case 2

Branch Year 1 Year 20 Year 1 Year 20

1-8 3 3 3 3

8-6 3 3 2 3

6-7 1 1 1 1

6-5 2 3 2 3

5-4 2 3 2 3

4-2 2 3 1 3

2-3 1 1 1 1

2-9 1 3 1 3

1-10 3 3 3 3

10-11 2 2 2 2

11-15 2 2 2 2

15-16 2 2 2 2

16-17 2 2 1 1

17-18 1 1 1 1

17-19 1 1 1 1

17-20 1 1 1 1

10-12 1 1 1 1

12-13 1 1 1 1

12-14 1 1 1 1
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by relaxing the aforementioned rule. Furthermore, the removal of this rule allows
to have a more progressive investment sequence (Tables3 and 4) for case 2. This
means that some costs happen later in time. These costs thus contribute less to the
total NPV of the system because of the time value of money. The cost for case 1 is
1393 (k$) while it is 1385 (k$) for case 2, which makes a 0.6% difference. Execution
times are respectively 200 and 467 (s) for cases 1 and 2. This comparative case study
thus shows that the rule that has been imposed to limit computational burden does
not yield a significant error while substantially reducing execution time. However, it
has to be confirmed for bigger problems with more nodes and longer feeder sections.

6 Discussion

The proposed approach has introduced some simplifications. As a matter of fact,
network sizing and network routing have been decoupled to limit the computational
burden. However, it may introduce a loss of optimality because the behaviour of a
network depends not only on its graph but also on the size of its branches. By defining
the graph first, other topologies are dismissed that may lead, with appropriate branch
sizing, to better solutions. Limiting factors for the problem are mainly the amount
of nodes and the amount of available conductors. The duration of the planning study
is less critical regarding problem size as the number of evaluations to make grows
linearly with the amount of planning steps, while a growing amount of nodes or
available conductors produces a combinatorial explosion of the amount of network
alternatives to evaluate at each timestep. For example, adding an extra conductor
type (four instead of three types) multiplies the amount of network alternatives by a
factor 5 in the case-study presented in the previous section.

7 Conclusion

An original planning tool for autonomous and radial microgrids has been presented
in this paper. It is composed of 4 different subblocks that perform (1) Network Rout-
ing, (2) Network Sizing, (3) Constraints and costs evaluation and (4) Investment
Timing. A dynamic programming approach has been proposed to solve the problem.
The structure of the problem has been exploited to limit the search space to feasible
solutions. An additional heuristic rule has been added for network sizing to further
reduce the search space. Preliminary results have shown that the loss of optimality
introduced by this rule was negligible, even though further tests have to be carried out
to confirm it. Limitations of the proposed approach have been described in Sect. 6.
The biggest limitation concerns the size of the problems that can be solved: this
approach, in its current form, is hardly usable for problems with more than 40 nodes.
However, the field of approximate dynamic programming gathers a set of approx-
imation methods to cope with the traditional curse of dimensionality encountered
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in dynamic programming. Further research thus includes the investigation of such
methods to cope with problems of bigger size. Another axis of research is to include
distributed generation placement and sizing to perform coordinated planning where
generation and distribution are planned simultaneously.
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Curtailing Renewable Feed-In Peaks
and Its Impact on Power Grid Extensions
in Germany for the Year 2030

A Load Ow Model Using an Enhanced Benders
Decomposition Approach

David Gunkel and Dominik Möst

Abstract Transmission grid extension is a central aspect of the future energy system
transition. This is due to the diverging occurrence of renewable energy feed-in and
consumption. The existing layout of the German grid was not designed to accom-
modate this divergence. To analyze the most cost-effective grid extensions, efficient
methods for techno-economic analysis are required. The challenge of conducting
an analysis of grid extensions involves the lumpy investment decisions and the non-
linear character of several restrictions in a real-data environment. The addition of new
lines makes the grid characteristic variable for approximately load flow calculations.
The following paper presents an application of the Benders Decomposition, dividing
the problem into an extension and a dispatch problem combined with a Karush–
Kuhn–Tucker-system. This combination enables one to solve the problem within
reasonable time by using the favorable conditions contained in the sub-problem. The
method is applied to the analysis of the integration of renewable energy within the
context of German transmission grid extension planning for the year 2030. It can be
shown that curtailing feed-in peaks of renewables can significantly reduce the extent
of grid extensions necessary to sustain the energy system in Germany.

Keywords Transmission grid extensions · Germany · Integration of renewable
energy sources

1 Introduction

The German energy system is expected to be faced with a significant increase in
the share of renewable energy sources (RES) in the near future. This develop-
ment has brought about an ever-increasing amount of research into redesigning the
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transmission grid, making it currently one of the most discussed topics in the field of
energy economics. RES feed-in peaks and the large spatial distances between points
of RES generation and demand centers need to be spanned by increases in trans-
mission capacities. A considerable amount of literature has been published on grid
extensions at the European level within the context of nuclear and carbon phase-out
scenarios. The German transmission system operators (TSO) suggest extensions as a
policy response in [1] and calculate the required investments based on the assumption
that every available unit of RES has to be integrated in the system. This approach is
likely to lead to overinvestment since the investments are leveled by the RES feed-in
peaks. Reference [12] generally show that RES supply curtailment can reduce exten-
sion needs. Reference [5] investigate investments in additional lines, gas-fired power
plants and storage units within the German transmission grid considering different
levels of fixed curtailment rates across RES technologies. In this paper, different RES
integration pathways and their impact on the need for grid extensions are explored.
To this end, current subsidized direct marketing (DM) rules for RES with priority
feed-in in Germany and their influence on grid extensions are analyzed. We present
findings as to whether DM should be updated in the future to reduce grid investments
in Germany. The combination of renewable integration and an optimal grid expan-
sion requires the development and implementation of an advanced model. In order to
ensure that the optimization problem is solvable, the Benders Decomposition (BD)
approach is applied.1 Instead of solving a non-linear sub-problem and using the mar-
ginal of line capacity fixation as discussed in [2], the marginal can be calculated by
means of an alternative method. The paper is organized as followed: input data and
scenarios (Sect. 2), methodology (Sect. 3), results (Sect. 4), critical appraisal (Sect. 5)
and conclusion (Sect. 6).

2 Input Data and Scenarios

2.1 Scenarios of Different RES Integration

For this analysis, a set of scenarios concerning different RES feed-in design options
forGermanyare listed inTable1.Consistentwith the economic rationale ofDMunder
the German Renewable Energy Act (EEG), RES generators feed their energy into
the grid up until negative prices emerge at a certain level. This level is determined
by the respective feed-in tariffs of the RES. It is assumed that this tariff is set by
technology-specific levelized costs of electricity (LCOE). RES producers would not
feed-in their energy into the grid, if the negative price falls below their tariffs to
avoid financial losses. They curtail the supply and do not use their priority feed-in
status. In line with this approach, the REF scenario considers the individual LCOE
of every RES technology. Beside the REF scenario, four further scenarios with more
flexible RES integration are defined. All further scenarios share the feature that the
curtailment rule explained above is weakened. The RES generator can not fully use

1A comprehensive literature about BD and other methods of grid extensions are provided in [10].
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Table 1 Applied scenarios
for the analysis

Scenario Description

REF DM for all RES technologies

All PMI for all RES technologies

Off PMI only for offshore wind

On PMI only for onshore wind

PV PMI only for photovoltaic

the DM. It is suspended for an amount of surplus RES. This amount is set to 1% of
the annual RES supply and makes the RES integration more flexible.2 This could
foster a cost-minimal design for the future grid since peaks of supply are cut. The
approach is referred to as a partial market integration (PMI) of RES for the remainder
of the analysis. In contrast to PMI, full market integration represents an allocation
of RES to the market at marginal costs of nearly zero. RES generators feed in their
electricity as long as the price is above zero. This option is not considered within
the scope of this analysis. The flexible RES integration scenarios are broken up into
one with individual fluctuation technologies and one with flexible curtailment that
includes all of them. The values of LCOE in 2030 for the REF scenario are based
on [14]. These cost rates are comparable with their minimal fixed reference feed-in
tariff, which creates incentives for further RES installations. It can be understood
as compensation for avoided feed-in for RES generation plant owners.3 The cost
rates for curtailment influence market prices in hours of curtailment and partly set
incentives for grid investments.4,5

2.2 Inputdata

The set of conventional power plants consists of fossil-fueled, nuclear and hydro
plants with different technological characteristics like efficiency, emission factor
and availability. The assumed generation parameters for the considered technologies
are taken from [16]. All power generation capacities for 2030 are taken from the
ESA2-project [6].6 The future capacities for Germany as well as the fuel and carbon

2The assumption is related to the hardship ruling in the EEG 2014. It defines, that all lost revenues
have to compensated above 1% of annual income of a year.
3The individual LCOE as curtailment cost rate are represented with the parameter ccurtren .
4The discussion can be read in [12].
5From the system view, the load at every node is to be covered at minimal costs provided by RES.
For this intention new transmission capacities are required. This leads to the trade-off between
building a new line for transferring RES energy to other regions or curtail regional surplus supply.
The non-sold energy is valuated with the LCOE of the individual generators. So the overall costs
have to be rectified considering this amount.
6As part of the ESA2-project, an alternative road-map for European energy system transformation
to a low carbon economy was calculated. The outcome of the project was based on synergies arising
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Fig. 1 Illustration of the
German transmission grid
without extensions

prices are obtained from [19]. The local distribution of capacities are based on the
installed capacities in 2014 published in [3]. The German transmission grid, with its
aggregated neighboring countries, consists of 418 nodes and 665 lines (see Fig. 1)
based on data from 2012 provided by [7].7 It is assumed that grid extensions are only
possible within the German transmission grid, which is bound by a total number of
four circuits. Using a temporal resolution of 8760 hours per year in such a large-scale
problem entails a tremendous computing capacity. Hence, a reduction of the time
set is required to obtain results. The public available data set from German TSOs for
demand, photovoltaic (PV) and wind feed-in from 2012 is clustered into 64 weighted
time subgroups, which are representative for the whole year of 2012.

(Footnote 6 continued)
from coupled and highly specified models for calculating the demand, investment in power plants
and generation dispatch on a time horizon up to 2050. The EU27+ countries were considered. It is
assumed for this paper that the capacities of the neighboring countries will develop according to a
similar path presented in the EU Roadmap. The central assumptions are analogical. The complete
report is available at researchgate.net.
7To cope with network security requirements like the n-1-criterion, a transmission reliability margin
of 20% is assumed.
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Table 2 Measurements of
transmission capacity
increase and its individual
investment costs

Measurements Specific costs

Line upgrade 125 kEUR/km [13]

Installation of a new

220kV transmission line 535kEUR/km [13]

380kV transmission line 1000kEUR/km [13]

HVDC line 1500kEUR/(kmMW) [17]

HVDC converter 295kEUR/MW [17]

3 Optimal Transmission Extensions Using Benders
Decomposition

3.1 Sequential Transmission Capacity Increase

The TSO has the following options for increasing the transmission capacity of its
grid as an assumption within this analysis:

1. Line upgrade (up): A shift of the voltage level from 220 to 380kV is equal to a
capacity increase of a factor of around 3.5.

2. Line extension (exp):Adding up to four further identical lines respectively circuits
to an existing branch.

3. Constructing a HVDC-connection (HVDCadd) from the north respectively the
middle to the south of Germany.

For computational reasons, these three options are sequentially analyzed in three-
part models (line upgrade, line extension, HVDC-line installation) instead of a
simultaneous, integrated calculation. The results of the prior-gained grid investments
denote the starting grid configuration for the next step. The final grid is based on all
chosen options to increase the transmission capacity. The possibility of linking prior
non-directly connected nodes in the AC grid is neglected for reasons of simplifica-
tion. The starting and end node of newly constructed HVDC-lines is given by [1].8

The investment costs of different capacity increase measurements are presented in
Table2.

3.2 Configuration of the Global Model

The analysis is based on the deterministic bottom-up electricity model ELMOD (for
further details see [15]) focused on the German transmission grid with all lines l,

8The demolition or downgrading of existing lines is assumed to be impossible. The TSO can use
these existing transmission capacities for transmission reliability measurements.
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grid nodes n and power plants p as well as RES units r and time t. The power flows
through the transmission lines are based on the DC approximation of AC load flows
as presented in [20, 21].9 The global objective function for the component models
extension are formulated as a MINLP-problem as followed10 (see nomenclature at
the end):

Ctotal =
∑
p∈P

∑
t∈T

cgen
p · Gp,t · τt

+
∑

ren∈REN

∑
t∈T

(
ccurtren · τt

· (ginstren · rmaxren,t · aren,t − Gren,t
)
)

+
∑
n∈N

∑
t∈T

cVoLL · (
ENSn,t + ARTload

n,t

) · τt

+ I → min (1)

annualized investment costs for adding further lines

Iexp =
∑

lef∈LEF

(
EFlef − existlef

) · cexplef (2)

with the subject of:
energy balance

demandn,t =
∑
p∈P

Gp,t −
∑

sto∈STO
PUMPsto,t

− NIn,t +
(
ENSn,t − ARTload

n,t

) (3)

|λ = pricen,t; ∀ n ∈ N, ∀ t ∈ T

power generation restriction

Gp,t ≤ ginstp · ap,t; ∀ p ∈ P, ∀ t ∈ T (4)

PMI with flexible curtailment of ζ = 1%

∑
t∈T

τt ·
(

ginstren · rmaxren,t · aren,t
−Gren,t

)
≤ ζ ·

∑
t∈T

(
τt · ginstren

·rmaxren,t · aren,t
)

∀ ren ∈ REN ⊆ P (5)

9An assumption of the model is the application of nodal price system in Germany. It is assumed
that this is going to be implemented by 2030.
10The line upgrade component model contains binary decisions referring to voltage increase. This
method is similar to the extension component model and therefore not demonstrated here.



Curtailing Renewable Feed-In Peaks and Its Impact … 147

storage and reservoir restrictions

PUMPsto,t ≤ pumpinststo (6)

∀ sto ∈ STO ⊆ P, ∀ t ∈ T∑
t∈T

(
PUMPsto,t · τt · ηsto

) =
∑
t∈T

(
Gsto,t · τt

)
(7)

∀ sto ∈ STO ⊆ P∑
t∈T

(
Grese,t · τt

) ≤ ginstrese · flhrese (8)

∀ rese ∈ RESE ⊆ P

updating the transfer matrix Hl,n

Hlef ,n = REFlef

existlef
· hexistlef ,n; ∀ lef ∈ LEF ⊆ L (9)

Hlfx,n = hlfx,n; ∀ lfx ∈ LFX ⊆ L (10)

updating the system sensitivity matrix Bn,nn

Bn,nn =
∑

lfx∈LFX
incilfx,nn · hlfx,n

+
∑

lef∈LEF
incilef ,nn · Hlef ,n

∀ n, nn ∈ N

(11)

definition of the net injection

NIn,t =
∑
nn∈N

Bn,nn · Δnn,t · β; ∀ n ∈ N, ∀ t ∈ T (12)

definition of the load flow

LFlef ,t =
∑
n∈N

Hlef ,n · Δn,t · β (13)

∀ lef ∈ LEF ⊆ L, ∀ t ∈ T

LFlfx,t =
∑
n∈N

hlfx,n · Δn,t · β (14)

∀ lfx ∈ LFX ⊆ L, ∀ t ∈ T

limitation of the load flow of transmission lines
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LFlef ,t ≤ REFlef

existlef
· pmaxlef (15)

∀ lef ∈ LEF ⊆ L, ∀ t ∈ T

−LFlef ,t ≤ REFlef

existlef
· pmaxlef (16)

∀ lef ∈ LEF ⊆ L, ∀ t ∈ T

LFlfx,t ≤ pmaxlfx (17)

∀ lfx ∈ LFX ⊆ L, ∀ t ∈ T

−LFlfx,t ≤ pmaxlfx (18)

∀ lfx ∈ LFX ⊆ L, ∀ t ∈ T

limitation of the load flows on HVDC-lines

HVDCFpos
hvdc,t,HVDCFneg

hvdc,t ≤ phvdcmaxhvdc (19)

∀ hvdc ∈ HVDC, ∀ t ∈ T

extension cap

existlef ≤ EFlef ≤ existlef + ef maxlef (20)

∀ lef ∈ LEF ⊆ L

non-negativity condition

0 ≤ ARTload
n,t ,ENSn,t,Gp,t,PUMPsto,t (21)

∀ n ∈ N,∀ sto ∈ STO ⊆ P, ∀ t ∈ T

0 ≤ HVDCFpos
hvdc,t,HVDCFneg

hvdc,t (22)

∀ hvdc ∈ HVDC, ∀ t ∈ T .

Due to the lumpiness of line investment and the product of variables in Eqs. (12) and
(13), the global problem becomes a highly complicated MINLP.11

3.3 Benders Decomposition (BD)

In the steps upgrade and line extension, the global MINLP problem is further decom-
posed by the BD method [4, 8] into a master-problem (investment decision) and a
sub-problem (dispatch decision) due to the high computational burden resulting in

11The installation of a further line additionally influences the corridor’s line parameters like series
conductance and series susceptance which are summarized in H .
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long computing times. The master-problem (MP) has a linear mixed-integer charac-
ter, which has an adequate solvability. The bi-linearity of Eqs. (12) and (13) charac-
terize the sub-problem (SP) as a NLP. Both problems are solved iteratively. In this
way, they exchange information. Initially, the MP must be solved. It decides the line
investments and delivers the updated grid topology to the SP. The objective value of
theMP determines the lower bound. The process delivers information from the SP to
the MP about required capacity additions by using the shadow price of the fixed line
capacity decision. Subsequently, the upper bound can be calculated using the invest-
ment and operational costs of the corresponding Benders iteration.12 The application
of the BD methodology is representatively illustrated for the line extension model.
The method for the line upgrade component model is similar.

Master-problem (MP): The Eq. (25) determines theBenders cuts. During the iteration

process, further values for λ(k)
lef , C

(k)
SP and ef (k)

lef are calculated generating additional
constraints for the MP for iteration k.

CMP(k)
Exp =

∑
lef∈LEF

(
EFlef − existlef

) · cexplef + α (23)

subject to the constraint (20) and:

α ≥ C(k)
SP +

∑
lef∈LEF

λ(k)
lef ·

(
EFlef − ef (k)

lef

)
(24)

α ≥ αdown (25)

Sub-problem (SP): The corresponding SP is constituted in the following:

CSP(k)
Exp =

∑
p∈P

∑
t∈T

cgen
p · Gp,t · τt

+
∑

ren∈REN

∑
t∈T

(
ccurtren · τt

· (ginstren · rmaxren,t · aren,t − Gren,t
)
)

+
∑
n∈N

∑
t∈T

cVoLL · (
ENSn,t + ARTload

n,t

) · τt → min

(26)

The SP is equipped with the constraints (3)–(19), (21) and (22) defined in Sect. 3.2.
Additionally, the fixation of the extensions decision is:

12If the difference between the upper and lower bound falls below a tolerance level of 6%, the
iteration process will stop. The level was chosen after applying different sensitivities. A reduction
of this level only leads to longer computational times. Due to the high non linearity (see e.g. Eqs. (12)
and (13)) the obtained solution has no global optimality evidence. The process gains at least a local
optimum.
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REFlef = EF(k)
lef ; ∀ lef ∈ LEF ⊆ L (27)

3.4 Karush–Kuhn–Tucker-System (KKT-system)
for Derivation of the Marginals

The KKT-system allows for determining the marginals for all constraints of the SP.
For the actual BD process the marginals of the fixed extensions decision λ(27)

lef is
important. The KKT-system with its relevant parts are:

L =CSP(k)
Exp + . . .

+
∑

lef∈LEF

∑
n∈N

λ(9)
lef ,n ·

(
Hlef ,n − REFlef

existlef
· hexistlef ,n

)

+
∑

lfx∈LFX

∑
n∈N

λ(10)
lfx,n · (

Hlfx,n − hlfx,n
)

+
∑
n∈N

∑
nn∈N

λ(11)
n,nn ·

⎛
⎜⎜⎜⎜⎝

Bn,nn

−∑
lfx∈LFX incilfx,nn

·hlfx,n
−∑

lef∈LEF incilef ,nn
·Hlef ,n

⎞
⎟⎟⎟⎟⎠

+
∑
n∈N

∑
t∈T

τt · λ(12)
n,t ·

(
NIn,t

−∑
nn∈N Bn,nn · Δnn,t · β

)

+
∑

lef∈LEF

∑
t∈T

τt · λ(13)
lef ,t ·

⎛
⎝

LFlef ,t

−∑
n∈N Hlef ,n

·Δn,t · β

⎞
⎠

+
∑

lfx∈LFX

∑
t∈T

τt · λ(14)
lfx,t · (

. . .
)

+
∑

lef∈LEF

∑
t∈T

τt · λ(15)
lef ,t ·

⎛
⎝

LFlef ,t

−REFlef

existlef
· pmaxlef

⎞
⎠

+
∑

lef∈LEF

∑
t∈T

τt · λ(16)
lef ,t ·

⎛
⎝

−LFlef ,t

−REFlef

existlef
· pmaxlef

⎞
⎠

+
∑

lef∈LEF
λ(27)
lef ·

(
REFlef − EF(k)

lef

)

+ . . . (28)
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3.5 Parallel SP for Determing the KKT-marginals

The original NLP-SP is related to a parallel LP-SP since the extensions decisionEFlef

is fixed and replaced by a constant parameter set by every iteration. The results of the
NLP-SP and the parallel LP-SP will be identical. The marginals of the fixed exten-
sions decision are necessary for the BD algorithm. These marginals can alternatively
be derived by applying the following method.

The parallel LP-SP is equipped with the objective function (26) and its identical
constraints (3)–(18) formulated above, whereas Bn,nn, Hlef ,n, REFlef are replaced by
constant parameters. The altered constraints are listed below:

NIn,t =
∑
nn∈N

bn,nn · Δnn,t · β (29)

∀ n ∈ N, ∀ t ∈ T

LFlef ,t =
∑
n∈N

hlef ,n · Δn,t · β (30)

∀ lef ∈ LEF ⊆ L, ∀ t ∈ T

LFlef ,t ≤ ef fixlef

existlef
· pmaxlef (31)

∀ lef ∈ LEF ⊆ L, ∀ t ∈ T

−LFlef ,t ≤ ef fixlef

existlef
· pmaxlef (32)

∀ lef ∈ LEF ⊆ L, ∀ t ∈ T .

The transfer matrix can be set by hlef ,n = ef fixlef

existlef
· hexistlef ,n with ef fixlef = EFlef . The

net sensitivity matrix is derived from the updated transfer matrix of all potential
extended lines hlef ,n and the lines without an extension option hlfx,n formulated as:

bn,nn =
∑

lef∈LEF
incilef ,nn · hlef ,n

+
∑

lfx∈LFX
incilfx,nn · hlfx,n ∀ n, nn ∈ N .

The marginals λ(31)
lef ,t and λ(32)

lef ,t are revealed after solving the parallel LP-SP. The con-
straints (31) and (32) comply with the constraints (15) and (16). Hence, themarginals
are the same ones. Consequently, it can be expressed as λ(31)

lef ,t = λ(15)
lef ,t and λ(32)

lef ,t =
λ(16)
lef ,t . Themarginalsλ(9)

lef ,n corresponding to the updated variable transfermatrixHlef ,n

have to be calculated which subjects to REFlef and is part of load flow definition (13)
and network sensitivity matrix definition (11)
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λ(9)
lef ,n −

∑
t∈T

τt · Δn,t · λ(13)
n,t −

∑
nn∈N

incilef ,nn · λ(11)
n,nn = 0. (33)

The voltage angel Δn,t is given by the parallel SP. The Eq. (13) of the original NLP-
SP conforms with (30). Hence, it can be formulated as: λ(13)

lef ,n = λ(30)
lef ,n. The marginals

λ(12)
n,nn are unknown. They can be determined by deriving of the KKT-system after

Bn,nn. The constraints (11) and (12) contain the variable Bn,nn. This leads to related
the row of the KKT-system:

λ(11)
n,nn −

∑
t∈T

τt · Δnn,t · λ(12)
n,t · β = 0. (34)

The restriction (12) of the original NLP-SP is equivalent to (29) of the parallel-SP,
resulting in: λ(12)

n,t = λ(29)
n,t . Consequently, all required marginals of the KKT-system

row (35) are known for calculating themarginalsλ(27)
lef of the fixed extension decision.

Using ∂L
∂REFlef

= 0 results for the related row:

∑
n∈N

(
−λ(9)

lef ,n · hexistlef ,n

existlef

)
+

∑
t∈T

τt ·
(

−λ(15)
lef ,t ·

pmaxlef

existlef

)

+
∑
t∈T

τt ·
(

−λ(16)
lef ,t ·

pmaxlef

existlef

)
+ λ(27)

lef = 0. (35)

By inserting variables and rearranging the solution for the KKT-system can be
obtained:

∑
t∈T

⎛
⎜⎜⎜⎝

τt · ∑
n∈N

(
Δn,t · λ(30)

n,t

+∑
nn∈N incilef ,nn · Δnn,t · λ(29)

n,t

)

· hexistlef ,n

existlef
· β

⎞
⎟⎟⎟⎠

+
∑
t∈T

(
τt · λ(31)

lef ,t ·
pmaxlef

existlef

)
+

∑
t∈T

(
τt · λ(32)

lef ,t ·
pmaxlef

existlef

)

= λ(27)
lef ; ∀ lef ∈ LEF ⊆ L (36)

The calculation of the sought after marginals does not require a solution from a
further system of equations. The voltage angleΔn,t is only variable which influences
the marginals of the fixation λ(27)

lef . The optimal value is given by the solution of
parallel SP and is the same as in the original NLP-SP. Due to the linear constraints
of the parallel SP, it can be solved by applying a solver for LP, which significantly
reduces the computational burden compared to a gradient-based solver for NLP. The
same methodology is applied for the first step “line upgrade” with the adaption that
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the decision has a binary character and consequently the transfer matrix Hl,n and
network sensitivity matrix Bn,nn are adjusted in the same way.

3.6 Installation of New HVDC Lines

For the last step of the transmission capacity increase, the investment costs are
defined as:

IHVDCadd =
∑

hvdcexp∈HVDCEXP

PHVDCadd
hvdcexp · cHVDCadd

hvdcexp (37)

HVDCFpos
hvdcexp,t ≤ PHVDCadd

hvdcexp (38)

−HVDCFneg
hvdcexp,t ≤ PHVDCadd

hvdcexp (39)

∀ hvdcexp ∈ HVDCEXP ⊂ HVDC, t ∈ T

The installation of transmission capacities of HVDC lines is possible in 1 GW steps.

4 Impact of Curtailing Different RES Technologies on Grid
Extensions, Overall Costs and Curtailed Energy

Length of grid extensions: Figure2 shows the length of transmission capacity
increases for the three different steps of the respective scenarios. The length of trans-
mission lines with an upgrade is determined to be the same in all scenarios; a span of
1186km. Due to the fact that 220kV lines with congestion especially run parallel to
a 380kV line, voltage shifting measurements are beneficial. The extent of additional
lines differs between scenarios. The fewest additional lines can be observed in the
scenario All where all RES supply is faced with an amount of curtailed energy with-
out DM. This PMI provides a flexibility to cut the feed-in peaks where extensions
of nearly 4310km is optimal in this scenario. If offshore wind power in Northern
Germany is only equipped with a flexibility option, around 1200km of further lines
is additionally needed to transfer the energy to the load centers in the South of
Germany. In contrast to this, the flexible cutting of onshore wind energy and PV
peaks has no impact on the length of additional line in this analysis. The lengths of
new lines are 10,765km for On and PV setting which is equal to the reference case
since the offshore wind feed-in with the highest LCOE triggers additional transmis-
sion capacities. The same development can be observed for the installation of the
HVDC connection within Germany. The greatest extent is in the REF, On and PV
scenario. However, the lowest level of HVDC lines can be achieved in case of flexible
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Fig. 2 Lengths of extensions
within the German
transmission grid in 2030
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offshore wind energy cutting with 324km. The scenario All leads to twice as many
HVDC lines compared to the Off scenario, since it is beneficial to transfer offshore
wind energy to Southern Germany and replace expensive gas-fueled power units
there. To sum up, the integration of the offshore wind energy has the main impact
on the future grid design. Note that the lengths are based on the assumed sequence
of voltage increases before adding further lines before HVDC installations and may
result in an overestimation of line lengths with voltage increases.

Integration of RES: In the reference case, 1.3TWh of RES cannot be integrated into
the system, which is equal to the Off scenario with more flexible curtailing (PMI).
The onshore wind farms have a greater distribution in the north and extensions of the
grid for the last available unit of wind would be an over-investment. PV is located in
the south and additionally provides energy during the midday peak. Thus, its power
will be consumed close to load centers as long as offshore wind does not reach its
feed-in peak transferred via the additional built transmission lines. The tariffs of PV
and onshore wind force their surplus supply out of the system before offshore wind
feed-in is cut. This holds across all scenarios. The PMI of offshore wind energy in
scenario All and Off only changes the structure of curtailed RES supply. Its peaks
will be curtailed with impact on the grid extensions as discussed above. The annual
amount of flexible curtailment is completely utilized and especially more onshore
energy can be integrated. Flexible offshorewind curtailing at 1%of the annual supply
(Off ) results in −45% grid extensions compared to REF. If all surplus of RES can
flexibly be cut (All), +6% more RES can be integrated into the system and grid
extensions can be reduced by −52% compared to REF. In this case, curtailment is
less concentrated to few regions, but rather the majority of RES units is chosen for
flexible integration and more gas-fueled generation is required in the south during
high demand times (Fig. 3).

Overall costs: The obtained results above shall be evaluated by their overall costs
(Table3). The highest annual overall costs with 19.7 billion EUR/a are generated by
DM (REF scenario). The annualized costs of grid investments are 488 Mio. EUR/a.
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Fig. 3 Amount of curtailed
RES supply for different
integration scenarios in 2030
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Table 3 Adjusted annual
overall costs for Germany for
different integration scenarios
in 2030

Scenario In billion EUR/a and the difference to REF

REF 19.66

All −0.32(−1.6%)

Off −0.17(−0.8%)

On −0.13(−0.6%)

PV −0.28(−1.4%)

The lowest system costs (−1.6%) can be achieved if all RES units are subject to
a partial market integration since line investments can be reduced by −56%. The
Off, On and PV scenarios reach a cost reduction of maximal −1.4%. This is caused
by reductions in generation costs in the same scale. The most cost-effective way of
designing the future transmission grid and increase the RES integration is the partial
market integration of RES equipped with flexibility of curtailing the feed-in peaks.

5 Critical Appraisal

The following section provides a critical discussion of the results. The analysis con-
ducted reveals general trends and impacts for the grid planning process being under-
taken in Germany and is not to be viewed as an alternative to the national network
plan. It is assumed within the scope of the analysis that the electricity market in
Germany is based on a locational marginal pricing system (LMP), which does not
exist currently. However, it enables the calculation of the optimal grid extensionswith
high local resolution in a practical manner by applying the established DC load-flow
approach in [20]. A general validation of the DC load flow approach can be seen in
[18] and for the German case in [11]. Furthermore, the scale of grid extensions could
be underestimated since the German electricity market does not rate line congestion
within its pricing mechanism. LMP takes congestion into account and thus differ-
ences can occur. The future RES capacities for Germany are taken from the reference
scenario in [19] and are distributed according to their current relative shares to every
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individual grid node. For the sake of simplification, interactions between the adjusted
levels of remuneration and curtailment of RES are not explored.13 The implementa-
tion of decentralized storage units and demand-side measures is not integrated as an
option to reduce power grid expansionmeasures.14 The structure of future generation
plants and prices are also assumed to be uncertain. The portfolio for Germany cal-
culated in [19] represents the most probable development in Germany. The optimal
results are based on set of 64 time slices. The utilization of 8760 hours allows for
examining all RES feed-in and load situations in a year. However, a load flow and
dispatch problem with 8760 hours and the size of the German transmission grid is
currently not computationally possible and thus necessitates a representative number
of hours.15 Finally, the time horizon of analysis is the year 2030. According to the
German RES target (share of 80% in 2050), further lines could be required to achieve
the given targets.

6 Conclusion

This paper presents a methodology for analyzing large scale power grid extension
problems. The global grid extension problem is divided by the BD into an extension
and a dispatch problem. The latter is translated into a KKT-system resulting in less
computational effort by using the favorable conditions. The model was applied for
the analysis of different RES integration principles (current DM and a possible PMI)
and their impact on transmission grid extensions, RES integration and overall costs
for Germany in 2030. PMI is defined as flexible curtailing of RES surplus in the
amount of 1% of the available supply for all RES. The core message for policy
makers is that PMI goes along with significantly less grid investments and increases
RES integration. If at least offshore wind can be partially curtailed by PMI, the
extent of grid investments can be reduced. However, the energy not integrated into
the system is equal to the case with DM. The greatest effect on costs, grid extensions
and RES integration is obtained if all RES provide their energy with more flexibility
beyond the DM. From a political perspective, the principal recommendation can
be drawn: An integrated planning of transmission grid extensions with respect to
RES integration principles are needed. Furthermore, the introduction ofmore flexible
RES integration is cost-efficient and calls into question the current design of DM
for RES.

13As discussed in [12], the curtailment compensation can influence the location of further RES
plants. If the compensation is not capable of covering the RES investment, the financial risk of
additional RES installations will increase since revenues decline.
14The influence of decentralized storages are investigated in [9].
15The calculated time slices consider different combinations of wind, photovoltaic feed-in and
inelastic demand. Every time slice is weighted by the frequency of similar situations during a year.
The authors have verified the adequate level of representation of the used snapshot of 8760h a
by successfully meeting the annual conventional and intermittent generation of the reference year
2012.
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7 Nomenclature

Sets:

hvdcexp = optional HVDC line: hvdcexp ∈ HVDCEXP ⊂ HVDC
lef ∈ LEF ⊆ L = subset of corridors with option for adding further lines
lfx ∈ LFX ⊆ L = subset of corridors without option for adding lines
n ∈ N = grid nodes
p ∈ P = generation plants
ren ∈ REN ⊆ P = subset of RES generation units
sto ∈ STO ⊆ P = subset of storage units
t = time step

Parameters:

ap,t = availability of power plants
bn,nn = network sensitivity matrix
ccurtren = costs for curtailing RES feed-in
cexplef = specific investment costs for line extensions
cgen
p = plant specific generation costs
cHVDCadd
hvdcexp = specific investment costs for voltage increase
cVoLL = value of lost load
demandn,t = inelastic demand
existlef = original number of circuits of lef
flhrese = full load hours of reservoir power plants
ginstp = installed generation capacity
hl,n = transfer matrix
incil,n = incidence matrix
pmaxl = maximal transmission capacity
pumpinststo = installed pump capacity
rmaxren,t = time dependent feed-in factor for RES
β = conversion factor for p.u.
λ

(k)
lef = marginal on extension fixation in iteration k

τt = weighting for reference time steps

Variables:

ARTload
n,t = dummy consumer to ensure the energy balance

Bn,nn = network sensitivity matrix
Ctotal = total system costs
EFlef ∈ N = extension factor
ENSn,t = energy not supplied
REFlef = relaxed extension factor
Gp,t = electric Generation
Hlef ,n = variable transfer matrix
HVDCFhvdc,t = HVDC load flow
Iexp = annualized investment costs for extensions
NIn,t = net injection
PUMPsto,t = pump storage charging
Δn,t = voltage angle
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Simulation of Distribution Grid Expansion
Costs and the Impact of Load Shifting

Thomas Eberl

Abstract The increasing electricity generated by the renewable energy generation
units connected to the distribution grid can lead to the allowed level of voltage
range and current rating in the lines being exceeded. One option to prevent this from
happening is line extension. This article describes a method of quantifying the line
extension, its costs and the impact of load shifting which can be used in electricity
system models. The region considered is the state of Baden-Württemberg in Ger-
many. The operation of the distribution grid is simulated based on region-specific
electricity demand and electricity generation. In order to use the voltage range of
10% (based on DIN EN 50160) completely, the countrywide installation of regulated
distribution transformers is assumed. The allowed level of voltage and current rating
is mainly exceeded in regions with a high supply of photovoltaic electricity at the
low voltage level. With the modelled assumptions and the extension of renewable
energy under consideration, an expense of about 760–880 million Euros in Baden-
Württemberg will be required by the year 2030 to ensure that the operation complies
with the technical restrictions. By using load shifting, the expense can be reduced by
140–220 million Euros.

Keywords Distributed generation · Renewable energy · Energy policy · Distribu-
tion grid ·Electricity system ·Photovoltaic ·Wind power ·Voltage range derivation ·
Regulated distribution transformer · Load shifting

1 Introduction

In its latest energy concept, the German Government has set the goal of meeting 50%
of the total electricity demand with renewable energy by the year 2030 [1]. Nearly
all plants are installed in the distribution grid. The photovoltaic plants are mainly
located in the low voltage (LV) level, whereas the wind plants are mainly installed
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in the medium voltage (MV) and the high voltage (HV) level. Due to the increased
generating power in the distribution grid, a reverse of the load flow can occur. This
can lead to voltage range and current in the lines being exceeded. The distribution grid
operator is required to prevent this from happening by using adequate measures. By
installing regulated distribution transformers on all stations between the medium and
low voltage level and through line extension, voltage range violation caused by Feed-
in tariff (FIT) plants can be prevented [2]. Using a regulated distribution transformer
allows the regulation of the voltage of the LV-grid regardless of the voltage in the
MV grid. Therefore, the use of the voltage range in accordance with DIN EN 50160
is possible without considering the load in the MV grid. If this is not sufficient
for the integration of the renewable energy plants, a line extension or load shifting
can be carried out. The grid topology has to be known to determine the costs. It is
very heterogeneous and the data has not been published. Several studies have been
conducted to analyze the line extension based on typical example grids for several
typical regions or by using many of the available grid topologies [3, 4]. Furthermore
in several studies an optimization of the grid expansion planning of example grids by
using for example generic algorithms is conducted [5, 6]. The following simulation
allows the determination of the need for line extension by using aggregated data
without knowing the real topology of the grid. Therefore, simulating representative
topologies for large geographic regions is relatively straightforward. The following
methodology allows the simulation of a representative topology and the necessary
line extension. The cost for the grid expansion, consisting of line extension and
regulated distribution transformers, is calculated on the basis of this analysis for
Baden-Württemberg, a federal state of Germany. Furthermore, the potential to reduce
line extension by using load shifting, which can be implemented by shifting either
demand or supply, is simulated.

2 Simulation of the Distribution Grid System
in Baden-Württemberg

The grid in Baden-Württemberg is subdivided into 30 regions. High-voltage grids
with attached medium and low-voltage grids are simulated for every region, as
schematically shown in Fig. 1. In every simulation run, the topology of the grid,
the electricity demand/supply and the necessary line extensions are simulated. To
achieve the necessary line extension or load shifting of representative grid sys-
tems, under consideration of the heterogeneity of the single distribution grids, a
Monte-Carlo simulation with several runs is executed. The topology, the allocation
of the electricity demand and supply are thus varied and around 1,00,000 single grids
are simulated. This allows the determination of the cost for line extension in every
modeled region based on representative distribution grid systems.
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Fig. 1 Schematic extract of the distribution model

2.1 Regions

Baden-Württemberg is subdivided geographically in 30 regions, which account for
around 1/8 of the total length of Germany’s distribution grid. These correspond to
the supply areas of substations between the transmission and the distribution grid.
The location, the electrical power and the connecting voltage level of the photo-
voltaic, wind, biomass and water plants are published in the “EEG-Anlagenregister”
[7]. By considering their geographic location, every plant will be allocated to a sub-
station of the transmission grid by considering geographical and technical restric-
tions.1 The area and the population can be determined on the basis of the “Amtlichen
Gemeindeschlüssel (AGS)”. The installed capacity of the “EEG-Anlagenregister” in
the year 2010 is shown in Fig. 2. There are an especially large number of photovoltaic
plants in Baden-Württemberg for example, the capacity in the Region Eichstetten,
with 4,000km2 surface and about one million inhabitants, is around 230MW, which
corresponds to about 210GWh per year.2

1By considering their geographic location, every plant will be allocated to a substation of the
transmission grid. A FIT plant is allocated to a substation in the same district. If no substation
is located, the geographically closest one is chosen. One further restriction is that plants can’t be
allocated to areas which are separated galvanically in the high voltage level.
2Assumption for full load hours: 940 (pv); 1770 (wind); 6220 (biomass); 4100 (running water).
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Fig. 2 Installed capacity of renewable energy in the model regions in Baden-Württemberg in the
year 2010

2.2 Grid Topology

The grid topology is modeled as a graph. Starting with the first node, the grid is
successively enlarged by lines, nodes and transformers connecting the grid levels.
It is assumed that the grids are radial at every voltage level, and consist of nodes in
the lines to link them.3 Furthermore, it is assumed that the length of the lines of the
high voltage grid is direct proportional to the population [8]. The length of the lines
of the medium and low voltage grid and the node density match average values in
Germany4 [9]. To simulate the heterogeneous structure of the distribution grid, data of
published example grids is used. Therefore, the quantity of direct successor for every
node are counted to derive a probability distribution of the quantity of the succeeding
nodes [10, 11]. The quantity of branch connections can be simulated using this as a
basis. The distribution of the length between nodes is derived from example grids to
obtain the length of the lines between nodes. After scaling it to the node density of
the analyzed regions in every voltage level, the topology of the distribution grids in
Baden-Württemberg can be simulated. This methodology allows the simulation of a
specific distribution grid at the voltage levels considered in any of the 30 simulated
regions in Baden-Württemberg. These grids are assembled to one distribution grid
per region, which consists of grids of every voltage level.5 Before the line extension,

3Nominal voltage of the grid levels: Low voltage (LV) =̂ 400V;Medium voltage (MV) =̂ 10–30kV;
High voltage (HV) =̂ 110kV.
4Average length of the lines = length of all lines in Germany/number of transformers in Germany.
5To reduce the complexity, it is possible to reduce the number of different generated distribution
grids at a specific voltage level. This allows the speed of the simulation to be increased.
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all the simulated grids have a length of around 2,10,000km (1,40,000km in the LV
level, 60,000km in the MV level and 10,000km in the high voltage level).6

2.3 Electricity Demand and Generation

The electricity demand of one model region is derived from the electricity demand
in Germany (488TWh), and the hourly load profile for one year is derived from
historical consumption data of Germany [12]. Therefore, it is assumed that the elec-
tricity demand is proportional to the population in the model region. Consequently,
regions with a high population have a high electricity demand. The distribution
of the electricity demand over the different voltage levels is based on data of the
“EnergieDienst GmbH”, one of the biggest distribution grid operators in the south of
Baden-Württemberg [13]. The distribution of the electricity demand over the nodes
of a grid is again derived from example grids. The generating plants in one region
are distributed randomly to the nodes until the capacity of a region is reached. The
resulting power on a node is the sum of demand and generation, which is simulated
hourly and is based on historical profiles. To get the resulting power of the high and
medium voltage grids, it is necessary to add the resulting power of the downstream
grids.

2.4 Load Flow

In order to analyze the consequences of distributed generation on the operation of
the distribution grid, it is particularly important to determine the voltage angle and
the thermal resistance. The calculation of the voltage is based on a linear procedure
[14]. The relative change to the nominal voltage on the connecting node is shown in
Eq. (1).

Δu = S · (R cosΦ + X sinΦ)

U 2
(1)

Φ: Phase angle of the unit on the connection node
S: Apparent power on the connection node
R: Resistance on node x
X: Reactance on node x
U: Nominal voltage

The connection of a generation plant, or the load on a node, changes the voltage
of both the successor and the predecessor node. The relative voltage change on

6For comparison: the length of the lines in Germany is about 12,00,000 km at the LV level,
5,00,000km in MV level and 80,000km at the HV level [7].
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a predecessor node Δuw equals the ratio of the impedance of the lines between
the predecessor node Z1v and the local grid station to the impedance of the lines
between the connecting node and the local grid station Z1x . The formula is shown
in Eq. (2). The relative voltage change of the successor equals the relative voltage on
the connecting node.

Δuv = Δux · Z1v

Z1x
(2)

Δuv: relative voltage change at the predecessor node v
Δux : relative voltage change at the successor node x
Z1v: Impedance of the line from the transformer station to the successor node v
Z1x : Impedance of the line from the transformer station to the connection node x

By connecting several generation units or loads, the relative voltage changes are
summed up as a resulting relative voltage change. This procedure has been validated
by comparing it to a typical MV grid of CIGRE (Council International des Grands
Reseaux Electriques) [15]. The voltage level in every node has been modeled using
the “Integral7” software [16]. The average divergence of the voltage level was less
than 0.09% and will therefore be ignored. The current Ix in the lines is calculated by
using Eq. (3).7

Ix = Px√
3 ·Ux

(3)

Ix : Current on node x
Px : Active power on node x
Ux : Voltage on node x

The voltage level on every node and the current between them can be determined
with this formula. A deviation of the voltage of more than 10% causes a violation
of the voltage range in accordance with DIN EN 50160. A decoupling of the grid
levels by using regulated distribution generators is necessary to use the entire range.
This means they have to be adjusted so that the secondary side nominal voltage is
reached. In order to avoid the violation of current rating in the lines, a maximum
current of 735A in the HV lines and 462A/265A in the MV/LV lines is assumed
[17, 18]. The resistance is 0.060, 0.161 and 0.642�/km in the HV,MV and LV lines.
The reactance corresponds to 0.191, 0.110 and 0,083�/km.

7To reduce complexity the phase angle is assumed to be zero.
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2.5 Line Extensions

Violation of the voltage range and current rating can be avoided by a line extension. It
leads to a decrease in the voltage and an increase in the current rating. The following
procedures are used to determine the necessary line extension.

2.5.1 Line Extension Because of Voltage Range Deviation

The line extension decreases resistance and reactance of the connections. In the
simulation this is achieved by installing parallel lines. Equation (4) describes the
change of the resistance of a connection after line extension. The determination of
reactance is accomplished similarly. To quantify the line extension, every grid is first
searched for voltage range deviations starting at the nodes which are closest to the
local grid station. If the algorithm detects an exceedance, lines will be expanded until
the voltage reaches the allowed level again. Thus the connecting line with the shortest
distance to the local grid station will be expanded first. If there is still a violation,
the line which is next to the local grid station which has not been expanded, will be
expanded next. By first expanding the lines next to the local grid station, the voltage
will drop on several further nodes. Therefore it is a very efficient procedure.

Rnew = Rold

k + 1
(4)

Rnew: Resistance of the connections after line extension
Rold : Resistance of the connections before line extension
k: Number of lines before extension.

2.5.2 Line Extension Because of Exceedance of the Current Rating

An exceedance of the current rating leads to an extension of only those lines which
are affected. This procedure is repeated until no violation of the current rating is
detected in the grid anymore. The maximum current in the line is shown in Eq. (5).

Inew = Iold · k (5)

Inew: Current after line extension
Iold : Current rating after line extension
k: Number of lines before extension.
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2.6 Use of Load Shifting to Prevent Line Extension

Load shifting can be used to prevent line extension. Thus, the load froman hourwhere
the aforementioned technical restrictions are not followed has to be transferred to
a period with no restrictions. The developed algorithm enlarges capacity for load
shifting on any node in the grid, as long it has a positive impact on either the current
rating or the voltage range deviation. The algorithm starts by enlarging the load
shifting at the node next to the transformer to minimize the capacity which has to be
transferred to a different hour.

3 Scenarios

In order to analyze the impact of renewable energies, especially photovoltaic and
wind power, on the necessary line extension, the following four scenarios will
be considered. The assumed electricity generation based on renewable energies
is shown in Fig. 3 (right ordinate). Scenario “2010” represents the situation in
Baden-Württemberg 2010. The distribution of the electricity generation in the differ-
ent regions has been shown in Sect. 2.1. In the other scenarios, the distribution will
be scaled to the entire generation in Baden-Württemberg. Scenario “2030” is based
on a scenario of the “Federal Ministry for the Environment, Nature Conservation and
Nuclear Safety”, which shows a significant increase in electricity generation based
on photovoltaic to 11TWh. The government of Baden-Württemberg aims to increase
the share of electricity generated by wind power to 10% by the year 2020 [19]. Based
on this directive, the electricity generation based onwind power in scenario “2030W”
increases to 8TWh. Scenario “2030P” assumes an increase in electricity generation
based on photovoltaic to 13TWh. This corresponds to an increase of the share from
15% in the electricity demand in scenario “2030” to 17.5% in scenario “2030P”. The
share of electricity generation based on renewable energy in electricity demand in
the different scenarios is shown in Fig. 3 (left ordinate).

4 Required Line Extension

Based on the assumptions made, line extension is necessary to not exceed technical
restrictions. In the scenario “2030”, as shown in Fig. 4, a line extension of around
4,200km in the LV grid, 74km in the MV grid and 69km in the HV grid is necessary
in Baden-Württemberg. When considering additional wind plants in the MV and
HV level in the scenario “2030W”, the required line extension rise to 89km at the
MVlevel and 171km at the HV level. In the scenario “2030P” the line extension
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Fig. 3 Share of electricity generation in the electricity demand

Fig. 4 Necessary line extension in the different scenarios in different voltage levels without and
with load-shifting (LS)

rises at the LV level to 6,360km and in the MV level to 277 and 106km at the HV
level. The line extension thereby primarily affects the LV grid. The current in the
LV level rarely exceeds the current rating; the main reason is the violation of the
voltage range in accordance with DIN EN 50160. Violation of the current rating
in the upstream grid level causes a relatively small extent of line extension. Using
load-shifting reduces the need for line extension, especially in the LV level, to around
1,000km in the scenario 2030 as well as in scenario 2030W, and 1,600km in scenario
2030P. Only a few kilometers have to be installed at the MV level, and the need for
line extension is comparable to the scenarios without load shifting at the HV level.
The distribution of the line extension in the model regions in the Scenario “2030” is
shown in Fig. 5. In regions with a high installed capacity of FIT-plants, for example
Eichstetten, a line extension of up to 870 and 340km, respectively, with load shifting
can be necessary (see Fig. 5).
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Fig. 5 Necessary line extension in different network levels in scenario “2030”

5 Costs of the Grid Extension

To quantify the costs of the network extension, the statewide installation of regu-
lated distribution transformers has to be evaluated. In Baden-Württemberg, around
78,000 local grid stations need to be considered. The modification of a local network
station is possible by investing e7,000 per station [20], which amounts to e550
million in Baden-Württemberg.8 The costs of a line extension in the LV grid are
e45,000/km [21], e65,000/km in the MV grid, and e2,20,000/km in the HV grid
[21, 22]. Therefore, an expense ofe209 million is necessary to upgrade the distribu-
tion grid in scenario “2030”. The cost rises toe220million in scenario “2030W” and
to e327 million in scenario “2030P”. By using load shifting, the costs drop to e62
million in the scenario “2030” and respectively to e79 million and e110 million in
the 2030W and 2030P scenarios. In Fig. 6, the costs in the different voltage levels
are shown. It is obvious that the LV level is the most affected, especially in scenario
“2030P”, where there is a high supply of photovoltaic. The overall costs of the grid
extension are shown in Fig. 7. In scenario “2030” and “2030W” arounde760million
have to be invested. In scenario “2030P” the costs rise to e880 million, which can
be reduced by load shifting to e660 million. Furthermore, it becomes clear that the
costs for the regulated distribution transformer account for the lions’ share.

6 Critical Review

Some assumptions are used to keep the calculation computable or to substitute pub-
licly unavailable data. Although these assumptions may cause uncertainties, they are
needed for a representative calculation but some of them can be specified in more

8The extension of the transformers between HV and MV level will not be considered but will be
examined in further publications.
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Fig. 6 Costs of the line extension in the different scenarios and different voltage levels

Fig. 7 Overall costs (not discounted) for grid extension in the different scenarios

detail in further analysis. The topologies of the grids are generated numerically and
are therefore representative and do not correspond to a existing structure. The grids
are radial at every voltage level, which means that they are not operated intermeshed.
Furthermore, the countrywide installation of regulated distribution transformers is
assumed to allow a deviation of the voltage range of 10%. To comply with the tech-
nical restrictions the connection of a single renewable energy plant is expected to
change the voltage range less than 3% which is also not examined [23]. It must
also be mentioned that substations between the medium and high voltage level are
neglected in this analysis. In addition, technical restrictions are simplified, for exam-
ple no system operation devices are regarded and a simplified computation of the
load flow is chosen. Due to lack of data, for example the length of the lines of the high
voltage grid and the electricity demand being direct proportional to the population
is assumed. For this reason, distortion occurs because the influence, for example of
demandof the industry is neglected. The distribution of the length of the lines between
nodes, the distribution of the amount of successors of a node and the distribution of
the electricity demand over the nodes of a grid are based on the data of published
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example grids. To expand the variety of the heterogeneous distribution grids, the data
of further example grids could be integrated in the analysis. However the validation
of the load flow calculation could be expanded to further grids in different voltage
levels. Furthermore average values and historical data of Germany, for example grid
length, are used in the calculation and the cost assumptions can vary significantly.

7 Conclusion and Outlook

The methodology used allows the quantification of the distribution grid extension
based on a simulation of the distribution grid. This allows the heterogeneity of the
grid structure and further region specific parameters in different regions in Baden-
Württemberg to be simulated. The analysis shows, that with modelled assumptions
under consideration by investing around e760–880 million in regulated distribution
transformers and line extension, the electricity generation based on renewable energy
can be integrated in Baden-Württemberg by the year 2030 in the scenarios consid-
ered, which shows that decoupling of the voltage by using regulated distribution
transformers is insufficient for that purpose. For a line extension, an additional sum
of between e210 million and 330 million is necessary. The grid extension in the
LV grid accounts for the majority of these additional costs. This means the costs are
mainly caused by the photovoltaic plants installed in the LV grid. The installation
of wind plants at the MV and HV level requires relatively low investment costs.
Furthermore, the analysis shows that the grid costs could be reduced by up to e220
million by using load shifting, depending on the scenario. These costs have to be
compared with the costs for implementing load shifting to minimize grid extension.
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Structure Analysis of the German
Transmission Network Using the Open
Source Model SciGRID
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Abstract High voltage transmission networks play a crucial role in the ongoing
transformation from centralized power generation in conventional power plants to
decentralized generation from renewable energy sources (RES). The rapid expansion
of RES requires a structural rearrangement of the entire power system to ensure the
current level of supply security. Scientific approaches to the characterization and
improvement of power transmission networks, however, often lack the availability
of reliable and appropriate data on the networks’ structure. Using SciGRID, which
was recently released open source, we generate a topological gridmodel forGermany
using open data provided byOpenStreetMap. Starting from this particular gridmodel
we characterize the structure of the German transmission grid by means of graph-
theoretical decomposition approaches to complexity reduction. Our procedure aims
to identify key features and characteristics complementing the grid’s electrotechnical
properties; it is for example used to characterize the SciGRID approach and validate
the resultingmodels against other (potentially not open source) transmission network
models. In addition, it paves the way for networks with reduced complexity, which
might be beneficial in optimizationproblems addressing systemdesign andoperation.
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1 Introduction

Since the pioneering contributions by Euler, theoretic investigations of networks
have become increasingly relevant in Mathematics and Physics. With the increased
availability of (structured) data, network theory has experienced a comeback in recent
decades [5], with widespread applications such as human mobility patterns [6, 10]
and in social networks [7, 11, 12].

Power grids were used as one example in the seminal work byWatts and Strogatz
[18], resulting in an increased interest in their theoretical characterization [2–4].
However, many of the contributions at least on European grids reveal a lack in
the availability of reliable data on power grids, potentially impeding the relevance
of the results from a technical perspective and their application to network design
and operation. Since reliable recommendations are urgently required in political
and strategical decision making processes, a sufficiently detailed representation of
transmission grids would be desirable [1].

The project SciGRID [14], started in October 2014, is intended to face the prob-
lem of power data availability. Using the open geo-database available from Open-
StreetMap1 (OSM) the objective of SciGRID is to develop an open source dataset of
the European transmission grids for scientific applications. A first official version of
a dataset for Germany together with the SciGRID documentation and source code
was released in June 2015 [14].

The goal of the present work is to characterize a “realistic” and georeferenced
German transmission network obtained by using the SciGRID dataset. A realistic
and georeferenced network is important for studies dealing with network expansion,
congestion management, and cross-border flows. This characterization permits a
better understanding of the transmission network topology and structure. Hence,
better modeling tools from network theory can be applied. Using such tools can
contribute into reducing the complexity of such networks and the computational
time of transmission network and energy systems simulations.Moreover, by using the
open source dataset, comparison of our findings with other models is made possible.
This provides a unique opportunity to stimulate and enrich the debate about energy
modeling in general and modeling transmission networks in particular.

In this contribution, we start with a brief introduction to SciGRID and the dataset
of the German transmission grid. The core of this contribution is to use this dataset to
characterize the transmission grid and its intrinsic structure. For this purpose, prior
mathematical approaches used to characterize networks are revisited and applied to
the data of the German transmission network. We demonstrate that these methods
reveal relevant features of the underlying network and can be used for the decom-
position of the transmission into relevant sections. Thus, the network theory can
contribute to a better understanding of key features of power grids and can improve
the integration of grid aspects in large scale energy system models.

1http://www.openstreetmap.org.

http://www.openstreetmap.org
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2 Power Data in OSM and the SciGRID Model

In this section, we first introduce OSM and describe the power data available therein.
We then briefly describe the SciGRID approach to derive a topological network using
OSM power data. Finally, the derived German network obtained using SciGRID is
presented.

2.1 OpenStreetMap

OpenStreetMap (OSM), is a “free [and] editable map of the whole world that is
being built by volunteers largely from scratch and released with an open-content
license”.2 OSM was founded in 2004 by Steve Cost and is at present one of the best
sources of Volunteered Geographic Information [15]. The aim of OSM is to build a
free geographic database of the whole planet. OSM data is made available under the
Open Database License 1.0 (ODbL),3 a share alike license allowing users to share,
modify and use the data if retaining the same rights for derived data.

OSM includes geo-referenced data about streets, roads, buildings, power plants,
power lines, andmanymore geographic features. The data is mainly collected by vol-
unteers, although some government and commercial institutions contribute to OSM.
Mappers, as the volunteers are often called, collect data about geographical features
and paths e.g. using Global Positioning System (GPS) receivers. The information is
used to construct points, lines, and polygons and export them to OSM using editing
applications.

Small extracts of OSM data can be downloaded directly from the OSMwebpage.
However, there are several tools to download large OSM extracts.4 OSM data has
its own particular data model with XML as default format. Data in OSM is rep-
resented using three data types or “primitives” which are hierarchically organized
and are called nodes, ways, and relations. Nodes are points in space defined with
their geographic coordinates (longitude and latitude). An ordered list of nodes rep-
resents ways which can be linear paths (e.g. highway roads) or closed areas (e.g.
footprints of buildings). Finally, relations are ordered lists of nodes, ways, and even
other relations. All OSM data primitives mostly have tags providing information
about the geographical features they represent. In the context of power grids, the
tag power is typically used and nodes can represent a power tower, ways can rep-
resent a transmission line as linear path or a transmission substations as a closed
area.5Finally, relationswith a tag power are typically used either to represent complex

2http://wiki.openstreetmap.org/wiki/About.
3http://opendatacommons.org/licenses/odbl.
4http://wiki.openstreetmap.org/wiki/Downloading_data.
5http://taginfo.openstreetmap.org/.

http://wiki.openstreetmap.org/wiki/About
http://opendatacommons.org/licenses/odbl
http://wiki.openstreetmap.org/wiki/Downloading_data
http://taginfo.openstreetmap.org/
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geographic features as large power plants including, e.g. substations, generators and
transformers, or representing the route of power circuits, e.g. from one substation to
another one.

2.2 The SciGRID Model

This article uses power-related data fromOSM. Of particular interest for the analysis
of transmission grids is the information on individual power transmission circuits,
which are typically represented in OSM by power relations. Since the OSM database
is available under an open license and continuously updated and improved, using
power relations for the derivation of openmodels of the transmission grids represents
a sustainable and traceable method.

The transmission network used here, is obtained using the SciGRID model
[14], which is solely based on OSM power data and power relations. These re-
lations representing power circuits are mainly two types: relations with two sub-
stations and one/or more transmission lines, and relations with more than two
substations and one/or more transmission lines. The relations with more than
two substations contain T-junctions of the transmission lines.

The transmission network is build as follows: the power data are filtered and ex-
tracted from the OSM database. The substations contained in the power relations are
abstracted to their geometrical centre and represent the vertices of the network. The
transmission lines in a relation are abstracted to a straight line and represent the links
between vertices of the transmission network. Thus, links represent abstracted rela-
tions. The resulting networkmodel is an abstracted or topological network consisting
of geo-referenced vertices and links with their individual lengths derived from its
relation. The data also includes additional information about the vertices and links
e.g. the voltage level and the number of cables if available from OSM. In the special
case of relations containing T-junctions [17], the relations are abstracted using the
T-junctions as additional auxiliary vertices in the network.

2.3 The German Transmission Network

In this contribution, the German extra-high voltage transmission network generated
with SciGRID is used; i.e. only voltage levels of 220kV and above are considered.
The dataset represents a snapshot of the transmission network represented in OSM as
of 12th of July 2015 and is depicted in Fig. 1. In this dataset the transmission network
is composed of 462 vertices (including 37 auxiliary vertices for T-junctions) and 759
links connecting vertices.
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Fig. 1 Topological
transmission network for
Germany as of 12th of July
2015

3 Structure of the German Transmission Grid

In this section, we present the analysis of fundamental properties of the German
network as described above. Two processing steps precede the main analysis of the
German network.

1. Since electrical networks must fulfill the n − 1 criteria in Europe [8, 9], multiple
links exist between two vertices. These multiple links are assigned to different
relations in OSM. Since the German power network is based on a three phase
system, links with more than 3 cables are divided so that every resulting link
has an equal number of 3 cables. In the dataset we use, 26 OSM power related
relations had no information about the number of cables. For these cases, we
assumed links to have 3 cables. The result of this step is a graph with 462 vertices
and 833 links.

2. In a second step, the largest set of connected vertices is determined and the analysis
is restricted to this largest set. The resulting graph G has 454 vertices and 826
links.

We compare our results to an analysis of a dataset on thewesternUSgrid, provided
by Watts and Strogatz [18]. This dataset has 4941 vertices and 6594 links, but lacks
any information on the geographical locations of the vertices or electro-technical
properties of the links.
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For several standard approaches from networks theory and a comparison with the
western US network, we analyse the graph G = (V, L) with the set V of vertices vi
and the set L of links li j = {vi , v j }withvi , v j ∈ V .Note, that for the graphGmultiple
links between vertices are not considered. Before the comparison, the terminologies
adjacent,degree,path,diameter, local clustering coefficient are defined. Twovertices
vi and v j are adjacent, if there exists a link li j between them. The degree of a vertex
vi expresses the number of links that connect vi with adjacent vertices v j �= vi . A
path is a sequence of adjacent vertices with a length defined as the number of links
associated to the path. The shortest path length between two vertices is defined as the
minimal number of links connecting these two vertices. The shortest path between
two vertices in a network with the highest length is called the diameter of the graph.
In our analysis, we also use the definition of local clustering coefficient provided in
[18], where it is stated that small values for shortest path lengths and high clustering
coefficients are characteristic for electrical networks, e.g. the western US grid. The
local clustering coefficient quantifies how close a vertex vi and its adjacent vertices
are to be complete connected by links among themselves. Thus, the local clustering
coefficient of a vertex vi ∈ V is the proportion of the number of existing links divided
by the number of links that could combinatorially exist between them:

ci = 2 |{lmn : vm ∈ Ai ∧ vn ∈ Ai }|
ni (ni − 1)

, (1)

where Ai = {v j : li j = {vi , v j } ∈ L} and ni = |Ai |.

In our instance, G has a diameter of 23, an average shortest path length of 9.880,
an average degree of 3.639, and the average of all ci from Eq. (1) is 0.142. For
comparison, the network of the western US grid has a diameter of 46, an average
shortest path length of 18.989, an average degree of 2.669, and the average of all ci
from Eq. (1) is 0.080. The smaller numbers of vertices, links, and diameter of the
German network indicate that there exist less tuples of vertices with long shortest
paths and thus, decrease the averagepath length.Thehigher averagedegree of vertices
in the German network indicates that there exist more adjacent vertices for each
vertex. Since the local clustering coefficient assigns higher values if adjacent vertices
are more densely connected, the average local clustering coefficient is higher for the
German network than for the western US network.

Considering that both networks have different sizes, the German network has
a smaller value of the average path length and a higher average local clustering
coefficient Eq. (1) compared to the western US network. However, the two networks
share the so called small-world property [18] which describes the combination of
small values for shortest path length and a high average local clustering coefficient.
In other words, both networks have few links that behave like shortcuts which causes
short paths and high clustering. In the following section, we are interested in finding
those shortcuts in the German transmission network by means of graph theoretical
approaches.
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3.1 Complexity Reduction

Typically, real networks contain parts in which vertices are more dense connected
within each other than to the rest of the network. In the following, these subsets of
vertices are called clusters. One option for the determination of clusters in a network
is to identify a small number of particularly central links connecting clusters. The
removal of these links then causes a degeneration of G into a number of clusters
[13]. Finding these small sets of critical links is useful to characterize networks and
provides more insight into the structure of the network.

Here, we present results of a decomposition method applied to the German trans-
mission network. Different centrality measures on links were calculated and the
links in each case were ordered with respect to their centrality. These links were then
consecutively removed from the graph G and the clustering of the resulting graph
was investigated. The analysis was performed with methods available in the python-
igraph package version 0.7.0.6 The results presented here refer to the betweenness
centrality measure for links, which appeared to be a particularly promising can-
didate for a decomposition of the network. The betweenness centrality of a link
li j = {vi , v j } ∈ L is defined as

bi j =
∑

vs �=vi ,v j �=vt

σst (l)

σst
, (2)

where σst is the total number of shortest paths from vertex vs to vertex vt and σst (l)
is the number of those paths that pass through the link l.

For the betweenness centrality, links are weighted according to their presence in
shortest paths between all combinations of tuples of vertices of G. The more often
links are present in shortest paths, the higher values are assigned as weights for them.

The result of the decomposition by means of a consecutive removing of links in
the German and western US network is shown in Fig. 2. The blue color is assigned
to clusters with less than 9 vertices. The order of removed links is obtained by the
sorted list of betweenness values starting with the link with the highest betweenness
value. The colors red and yellow are alternated for clusters with 9 or more vertices.

In addition to the visual investigation of the graph decomposition, the modularity
Eq. (3) as defined by Newman and Girvan [16] provides a quantitative measure for
the strength of the decomposition of a graph. For a graph with adjacency matrix Aviv j

and a decomposition into clusters Vi ⊂ V, i = 1, . . . , c with Vi ∩ Vj = ∅, i �= j the
modularity is defined as:

Q =
c∑

i=1

(eii − a2i ), (3)

where

6http://igraph.org.

http://igraph.org
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Fig. 2 Network decomposition by consecutive removal of links according to their betweenness
centrality Eq. (2) calculated from the initial graph G for the German (top panel) and US (bottom
panel) grid model, ordered by size. The absolute number of removed links is indicated on the x
axis. In each column changes in color indicate the border between clusters. Clusters smaller than 9
vertices are not colored individually but plotted in blue

ei j =
∑

{vk ,vl }∈L

Avkvl

2|L| 1vk∈Vi1vl∈Vj

is the fraction of links with both ends in cluster Vi and ai = ∑
j ei j is the fraction of

ends of links that are attached to vertices in cluster Vi .
The modularity determines how “well” the decomposition is, with higher values

indicating stronger separation between the different clusters. The maximum of the
modularity is 1. The development of the modularity with the iterative decomposition
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Fig. 3 Modularity Eq. (3)
and rescaled number of
clusters as a function of the
fraction of links removed
from the initial graph G,
plotted for the dataset on the
German grid (red) and the
reference dataset of the US
grid (blue). A rather good
relative agreement of the
results is evident
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is shown both for the German and the western US network in Fig. 3, where the overall
number of clusters is also plotted. Both curves show strong similarities between the
two networks, confirming the small world property of the German transmission grid.
Moreover, Figs. 2 and 3 show strong similarities between both networks in terms
of the amount of clusters and cluster sizes. One cause for the higher maximum of
modularity in the western US network may be the absence of multiple links, which
causes the lower maximal modularity observed for the German network. Another
reason could be the lack of electrical details about the western US network, as
different voltage levels in power networks have an impact on the network properties.

FromFig. 3, the number of links resulting in an optimal decomposition of the grids
can be calculated as the share of removed links leading to a maximum modularity.
For the German transmission grid, this maximum is achieved at a removal of 25%
of the links (i.e. 209 links). A snapshot of the resulting graph when the maximum
number of links is removed (shown in gray in the Figure) is depicted in Fig. 4. From
this Figure the effect of the decomposition (removing the links with the highest
betweenness values) is that we observe the appearance of 13 clusters in the German
transmission network.

3.2 Discussion

In this section, the limitations of the German and US network data are introduced
and discussed. Suggestions about how these limitations can be overcome are also
presented.

The SciGRID data used in this contribution has a very good coverage of the
German transmission network. However, due to the fact that SciGRID is build on
using OSM data, some issues can be raised concerning the accuracy of the power
data used. As introduced in Sect. 2.1, OSM is a voluntary project. There exist no
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Fig. 4 Decomposition of the German network into 13 large clusters after removing 209 links with
highest betweenness values. Different clusters are represented by colored vertices and removed
links by gray dashed lines

authority which verifies the accuracy of OSM data which is mapped. However, there
are quality assurance tools available contributing to verify the accuracy of the data
and to detect errors. The inaccuracies andmapping errors can then corrected byOSM
users.7

As stated in Sect. 3.1, differences were observed in the network decomposition
and the modularity between the German and western US network. These differences
may have there origin in the presence of multiple links in the German network or the
difference in the voltage levels of both networks. However, this assumption cannot
be verified here, due to the lack of details on the US network. Therefore, further
investigations are needed for an in-depth comparison of the two networks on the

7http://wiki.openstreetmap.org/wiki/Quality_assurance.

http://wiki.openstreetmap.org/wiki/Quality_assurance
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electrical level. Another way to address this limitation is to build a model of the US
transmission network from OSM using SciGRID. This will be possible when the
power relations have a better coverage of the US power network.

4 Conclusions

In this contribution we presented an analysis of the German transmission network
model derived from open data available in OpenStreetMap using the open source
tool SciGRID. Our approach aims to characterize the German transmission network
and to investigate its optimal decomposition into a number of clusters. The results
are compared with a dataset of the western US power grid.

Although the size of theGerman network is smaller than the size of thewesternUS
network, we could show that the “small-world” property by Watts and Strogatz [18]
describing small values for shortest path length and a high average local clustering
coefficient is maintained for this network.

The proposed grid model provides sufficient data to characterize and explore the
fundamental properties of the German transmission network. We propose to use
graph-theoretical approaches as this leads to a better understanding of the network
structure. In particular we identified clusters thatmay be beneficial in reducedmodels
for optimization problems addressing system design and operation.
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Modeling of the Transmission Grid Using
Geo Allocation and Generalized Processes

Simon Köppl, Felix Böing and Christoph Pellinger

Abstract Feasible scientific usage of transmission grid data requires a
node-edge-model with georeferenced information (location of substations or posi-
tioning of power lines) and specific electric parameters of each included element.
The paper summarizes available data sets for existing and future line sections of the
European transmission grid. The developed processmodel shows a suitable, transpar-
ent approach for integration of varying data into one coherent model. The resulting
structure provides a consistent transmission grid model for scientific research in
simulations.

Keywords Transmission grid · Process model · Grid model

1 Introduction

The rising integration of renewable energies in Europe leads to a growing spatial
discrepancy between power generation and consumption. Therefore, cost efficient
and optimized scheduling of power plants and the future grid load are topics of high
research interest today which require besides highly resolved demand and generation
data detailed information about the transmission grid. This paper focuses on the
acquisition of grid data. For detailed information on the renewable generation and
the demand data, it is referred to the short description in Sect. 4.1 and to [1–3]. The
quality and availability of the grid data are highly influencing the results of scientific
studies. In many cases, the ENTSO-E Grid Map [4] is used as a source for the
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European grid data due to the unavailability of other consistent and comprehensive
data sets (see [5–7]).

The ENTSO-E Grid Map contains simplified information about the voltage and
the number of circuits of the European transmission grid but no exact electrical para-
meters (e.g. maximal current, reactance or resistance). Such specific information is
occasionally provided by the TSOs, but never comprehensively throughout Europe.
The purpose of this paper is to describe a transparent approach for the construc-
tion of a comprehensive grid model of the existing and the future transmission grid
which integrates the most suitable available data sets and additionally portrays the
remaining European transmission grid in a sufficiently precise manner with the use
of appropriate assumptions.

The developed model focuses on the energy system of Germany and Austria but
the transmission grid of the neighboring countries should be considered in a proper
way aswell. Initially in this paper, possible data sets for the existing and the future grid
are described. The following explanation of the process model shows an approach
to standardize the different data sets and to integrate grid data into dispatch models.
The paper ends with a critical review of the model and the scope of application.

2 Public Grid Data Sets

For a sufficiently precise simulation of the transmission grid, a variety of grid data
sets can be used which vary in covered region, voltage level, date/period of pub-
lishing, integrity of covered instances, contained elements (only lines or also trans-
former/substation data) and level of accuracy. The usage and the integration in a
coherent data set require specific properties:

Technical parameters For lines and for substations, relevant electrical parameters
have to be given. Possible electrical properties of lines are resistance, capacity and
reactance. Additionally, the thermal limits power and the current load capacity are
important information to evaluate themaximum transfer capacity of a transmission
line.

Geographical position of lines and stations Every device has to be allocated to an
exact geographical location. For substations, the voltage levels which are con-
nected in the station are also essential to factor possible power flows from the
transmission into the lower level distribution grid within the computational mod-
els.

Possibility of validation The collected data has to be validated to ensure its correct-
ness and to identify possible incorrect entries. Reliable grid data is provided by e.g.
the transmission system operators or official associations, for example national
regulation authorities e.g. theGermanFederalNetworkAgency (BNetzA) or inter-
national federations like the ENTSO-E. If open source data is used, the validation
especially for regions where no reliable reference source is available requires the
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comparison with other open source data and a careful examination of the gathered
data.

2.1 Data Sets of Existing Transmission Lines

To capture the existing transmission grid, a convenient database is published by the
transmission system operators (TSO). Because of transparency reasons, the CWE
region, defined by the ENTSO-E (Belgium, France, Germany, Luxembourg and the
Netherlands), publishes directly static grid models of their transmission system (e.g.
[8–10]). A static grid model mostly consists of a simplified map, a comprehensive
illustration excluding correct geographical information or specific electrical infor-
mation and a list of all line sections with relevant electric parameters, e.g. voltage U,
maximum current I, resistance R or reactance X (see Table1).

The availability of all electric parameters for each line allows the use of the TSOs’
static grid models in scientific simulations like load flow calculations. In Germany,
the BNetzA is legally bound by Energiewirtschaftsgesetz Sect. 12f (2) Sentence 1 to
publish the “Impedanzen und Kapazitäten von Leitungen und Transformatoren an
Dritte” (the impedances and capacities of lines and transformers for third parties)
on request [11]. This data set offers the same electric level of detail (LoD) as the
static grid model of the TSOs but it contains only the short names/abbreviations
of the substations. This fact essentially complicates the integration of the data set
into the requested structure and requires a significant amount of manual revision of
the data. Furthermore, for the rest of Europe, the ENTSO-E annually releases the
“Interconnected Network Grid Map” of the ENTSO-E member TSOs [4]. Similar
to the grid maps of the TSOs, the ENTSO-E Grid Map only roughly displays the
position of lines/substations and provides only reduced electric information (voltage
and number of circuits for lines). In addition, the usage of open source data like
Open Street Map (OSM) is also a possibility to complete the grid model [12]. OSM
includes a large number of entries regarding the electric grid, though the included
technical parameters could hardly be validated. In this paper, OSM is only used
for geographical referencing of the substations. Other research projects like SciGrid
revise and edit the transmission line data in OSM to build an open source data set of
the transmission grid [13]. A first version of the SciGrid model was released in June
2015 and will be considered in the further development of the model. Figure1 gives
an overview of the most import attributes of the used data sets.

Table 1 Sample data of a static grid model

ID Station 1 ID Station 2 U I R X

137 138 380 2300 1.11 15.5

138 139 220 800 4.5 34.1
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Fig. 1 Data basis for the transmission grid

Fig. 2 Data basis for future grid projects

2.2 Future Grid Projects

The acquisition of future projects deals with the same requirements on the level of
detail as the modeling of the existing transmission lines. Figure2 shows possible
data basis for national and European projects.
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National grid development plans like the German NEP (Netzentwicklungsplan)
display a list of projects which were identified by the TSOs in order to provide a
future transmission grid without congestion [14]. Projects with a high significance
on the European and not only national energy systems are published in the TYNDP
of the ENTSO-E [15]. Especially for long-term projects in an early planning phase,
the informational content of the description does not always meet the requirements
for a direct integration into the final structure (e.g. TYNDP investment 40.A29 “New
connectionwith neighbor(s) either 220kVor 400kV” [15]). In this case, the available
information has to be completed with typical values and proper assumptions which
will be described later.

2.3 Geo Allocation and Merging into Standardized Lists

Subsuming, a variety of different data sets have to be integrated into one consis-
tent node-edge-model. The nodes list represents the relevant substations with the
following parameters:

• ID of the station
• Name (optional spelling if necessary)
• Voltage levels
• Geographical position

The acquisition of the exact location of a grid node, which represents mostly a
real existing substation, can be done in different ways and is based on the public geo
data base OSM [12]:

• If an automated matching of the OSM substation with the node from the nodes list
above is possible, the coordinates of the OSM substations can be used directly.

• In some cases, OSM and the static grid models of the TSOs use different spellings
for the same substation. In these cases, a manual assignment of the gathered nodes
to OSM data is necessary.

• If a node cannot bematchedwith anOSM substation (e.g. for future projects which
are not yet constructed), the coordinates are set manually according to available
information like grid maps or project descriptions.

The line list contains the transmission lines which connect the substations. Every
line has to be described with specific parameters. Table2 shows an example data set
with necessary parameters as needed for the final model:

Generally, it is possible to assign concrete corridors for every line to achieve a
more realistic visualization of the transmission lines. For load flow calculations and
dispatch models, an adequate display of a transmission line is a simple connection
between two substations. If the used data set does not contain the required infor-
mation, a method to complete the missing entries has to be developed. A suitable
approach to integrate different types of data into one coherent data structure by the
usage of generalized processes is described in the following.
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Table 2 Sample entries of the line list

ID Line ID Stat. 1 ID Stat. 2 U I R X C

4000080 205 232 380 2720 1,41 13,26 0,35

2000376 91 252 380 3216 2,00 21,70 1,30

2008763 395 410 380 2580 4,98 42,85 1,35

5000104 339 659 380 2240 1,28 18,58 1,35

Fig. 3 Definition of a process

3 Process Model

In the projectsMOS 2030 [1] andMONA2030 [16],1 a processmodel was developed
to combine different data regarding the energy system in one consistent approach.
This method is not only suitable for the aggregation of grid data, but also for a
structured acquisition of data sets for e.g. consumption, power plants or storage
systems. In addition to that, the process model is used for dispatch modeling of an
energy system in form of a process network (see Chap.5).

3.1 Definition of a Generalized Process

Generally, every device of the energy system can be described by a well-defined
process (see Fig. 3).

A process consists of three obligatory elements: the energy source input, the
technical component and the energy source output. Both, the input and output energy
source, as well as the process attribute can occur separately or in combination. E.g.
the energy source output of a CHP unit is “electrical energy, alternating current” and
“heat”. A technical component describes the technical function of a device. Technical
components of grid devices are e.g. “power line”, “transformer” or “reactive power
compensation”. In some cases, the same combination of these three elements occurs
in different technical design. For example the combination “380kV AC – AC power
line – 380kVAC”could include the attribute “underground cable” or “overhead line”.

1The projects MOS 2030 (funding code 03ESP110A) and MONA 2030 (funding code 03ET4015)
are co-funded by German Federal Ministry of Economic Affairs and Energy through the funding
initiatives “Energiespeicher” and “Zukünftige Stromnetze”. More information on the projects can
be found on ffe.de/mos2030 and ffe.de/mona.

http://dx.doi.org/10.1007/978-3-319-51795-7_5
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This requires a further distinction of the process. Therefore, the optional “attribute of a
process” (see Fig. 3) is introduced. In both cases, the transportation task “transferring
energy from station1 to station2” is similar, but the manner of transferring energy
and its characteristics like construction costs, losses or transfer capacities differ and
require the usage of different processes.

3.2 General Approach

Management and classification of input data in a database environment is a major
challenge in the projects MOS and MONA. Due to the claim of implementing a
numeric model of the energy system and grid, an extensive recording and process-
labeling of all involved devices (e.g. power plants, transmission lines) and parameters
has to be done. Therefore, processes have to be formed and placed in a hierarchic
structure. As shown in Fig. 4 the level of detail increases the farther right the process
is located.

Depending on the information content of the rawdata, processes can be aggregated
on different levels in the hierarchic structure. The complexity of the tree is set by the
given problem, the information on existing devices and the available parameters.

3.3 Modification for the Integration of Grid Processes

The validity of simulation results is highly linked to the quality of input data. With
the aim to reflect the properties of certain grid devices as exact as possible, a list of
process attributes is prepared. Typical attributes are shown below:

• Cable type, e.g. 264-Al1/31St1A or 562-AL1/St1An
• No. of circuits
• Laying of the line: Overhead lines, underground cable, sea cable

Implementing a grid model within an energy systemmodel using linear optimiza-
tion sets further requirements for the design of processes. One modification is the
introduction of the attribute “bidirectional grid process”. This information is relevant
for the automated model generation. It says that the device like a typical AC line
can be used in both directions unlike standard processes that are valid only in one
direction. Simulating and optimizing grid development demands the attributes “sym-
metric grid process” or “asymmetric grid process”. The building of a standard AC
power line is symmetric, because the transfer capacities are equal in both directions.
In contrast, grid supporting measures can be asymmetric if the transfer capacity is
not equally increased in both directions, e.g. for specific HVDC or cross border lines.
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Fig. 4 Hierarchic structure of the process model in extracts

3.4 Assumptions for Grid Processes

Due to the varying structure, completeness and level of detail of the different input
sources a data preparation has to be done. This step is necessary to implement a
working model. Two classes of data are distinguished: device data and parameter
data. Device data contain all device specific information of real existing devices (e.g.
a specified power line) and consist of values like “year of commissioning”, “starting
substation”. If some of the relevant information (e.g. the resistance) is not given, the
missing data is assigned to a device using the information of the process. Generalized
data for the process IDs is valid for certain processes and for this reason regardless
of individual devices. To illustrate this principle Table3 shows an exemplary extract
of device data and Table4 a selection of parameter data.

Each parameter is stored with a Process-ID, Region-ID and year reflecting its
validity. This allows the subsequent addition of more detailed values for one certain
parameter.
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Table 3 Description of different grid devices

ID line Process ID Grid nodes Year

35487 5642 123–134 1970

35847 6874 123–145 1978

20154 4653 145–134 1999

Table 4 Electric parameters of grid processes (sample data)

ID Process ID Valid Region Parameter Value

1 4571 1960–1980 EU R 2.00

2 5642 1980–2010 EU X 23.80

3 4653 1990–2050 D C 1.27

3.5 Implementation in a Database Environment

Using an SQL-database enables the implementation of an assignment algorithm.
This algorithm assigns the most appropriate parameters to one device. Thereby the
process, the year of validity and the regional resolution are considered. By the use
of the hierarchic structure in Fig. 4, parameters on a lower level of detail can be
assigned to devices on a higher level. Therefore, so called “universal parameters”
can be stored on a very low level of detail. These parameters are used when no
precise ones exist. Figure5 shows the use of the different LoDs for the integration
of projects of the TYNDP which are described in a very heterogeneous way. The
result of this allocation algorithm is an input dataset on the highest available level of
detail for each parameter. The use of this structure also enables flexible expansion
of the parameter database, resulting in a steady improvement of the input data of
simulation runs.

4 Integration of Grid Data in Energy System Models

After the definition of relevant processes and their parameters, the process model
can assign values to devices with an under-determined process. With this approach,
every present and future line section of the grid model is described with pertinent
technical and economic parameters.
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Fig. 5 Result of the
allocation algorithm
(schematic)

4.1 Nodal Allocation of Load and Production Data

In scientific computational models, it is crucial to calculate the residual load for
every grid node. Therefore, every consumer unit and every energy production unit
has to be allocated to one grid node. The load on a node is aggregated as the sum
of all these single load profiles. By analogy, the production of renewable energies is
calculated depending on geo and weather data and added up for each node. With the
FREM, the FfE Regionalized Energy System Model – a comprehensive, spatially
and temporally highly resolved energy system model – it is possible to answer a
variety of complex energy technology and energy economics related questions [2].
This regionalized energy system model has been developed in the last years at the
Research Center for Energy Economics in Munich. It combines heterogeneous data
from a wide range of technical and statistical sources into a flexible and consistent
data basis at all aggregation levels (see Fig. 6).

By this approach, the FREM can provide geographically and temporally highly
resolved generation and demand data which can be used as input data for transmis-
sion grid modeling. The regional distribution and the construction of demand and
generation profiles are described in various publications and will not be explained in
detail in this paper (see [1–3]). Furthermore, the incorporation of the exact geograph-
ical location of lines and substations allows integrating the electric grid data into the
FREM and to assign the load and production data points to the corresponding grid
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Fig. 6 Structure of the FREM

nodes. Beyond energy system simulations, the usage of a PostGIS database in the
FREM opens up a great variety of possible energy related geoanalysis.

4.2 Virtual Network in Peripheral Regions

This allocationmethod is only possible for regionswhere the load andproduction data
is available in a high spatial resolution. In the projects MOS and MONA, the main
focus are the energy systems ofGermany andAustriawhich are defined as onemarket
zone and which can be modeled with detailed data. Especially for the neighboring
countries, load and production data is often available in a low spatial resolution,
e.g. in nationwide statistics. For those regions, there is most commonly no detailed
data available. Hence, for the peripheral regions a reduced and simplified network
is implemented to consider possible loop flows. Virtual dummy transmission lines
connect the centroids of the countries with specific process definition and assume the
transmission grid within a country as a “copper plate”. The transfer capacity of these
connections is figured as the sum of all cross border lines between the countries (see
Fig. 7). The constructed reduced network facilitates the simulation of power flows
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Fig. 7 Virtual transmission network in the peripheral regions

outside Germany and Austria in a proper way but does not represent power flows in
the actual transmission grid in the rest of Europe. Moreover, a geographically exact
reproduction of the transmission grid is only possible for Germany and Austria.

As a general rule, it can be determined that the grid has to be shaped in a similar
spatial resolution as the load and production data. On the analogy of the peripheral
region, the process model easily enables the addition of missing lines which are not
part of the integrated grid data.
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Fig. 8 Extract of the grid model

5 Resulting Transmission Grid Model

The resulting model unifies the data sets of existing transmission lines, the virtual
network for the peripheral regions and the manually added lines into one coherent
model. By the use of the process model, all line sections regardless of the quality
of the input parameter are described with definite electrical values. The definition of
scenarios and reference years enables the modeling of future transmission structure
according to the project requirements. Figure8 shows an extract of the final grid
model with transmission lines as simplified connections between the grid nodes.
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Fig. 9 Aggregated transmission capacities between regions

The so designed grid structure allows static load flow calculation or isolated
researches, e.g. on transmission capacities between regions (see Fig. 9).

Another significant application of the process model is the use in dispatchmodels.
In this context a process not only defines different types of power plants or lines. The
entire optimization model is built dynamically, depending on the available processes
and their geo information. The energy system is modeled as a network of processes.
This enables flexible selection of the relevant energy system elements while main-
taining the numeric functionality of the model. The spatial resolution of input data
is not affecting the general composition of the mathematical problem. Thus, a calcu-
lation can take place on different voltage levels or considers several levels as shown
in Fig. 10 (Appendix).
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Fig. 10 Schematic visualization of an energy system model

6 Critical Review

The described model shows one possible approach of merging different types of
grid data sets into one grid model. One of the weaknesses of the model depicts the
availability of grid data. Additional data which provides added value in comparison
of e.g. the ENTSO-E Grid Map is occasionally provided by TSOs, but never com-
prehensively. Furthermore, the used data sets vary in publishing dates, which makes
temporal consistency of data another weak spot of the model. The varying and not
clear designations for substations complicate the precise geo allocation and may be
looked at critically, which has to be done manually in most cases. Due to the lack of
a transmission grid reference data set, the possibility to validate data is problematic.
A rough validation of the number of circuits and the voltage of lines is possible with
the ENTSO-E Grid Map, albeit not for exact electrical parameters.

7 Conclusion and Outlook

The processmodel amalgamates several data sets into one coherent transmission grid,
using a transparent approach which is also suitable for other elements of the energy
system. With appropriate simplifications and assumptions, missing specific values
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of elements are complemented to attain a consistent model with entire electrical
information content. The resulting transmission grid model provides basic data on
scientific evidence for dispatch models or studies on transmission capacities. In the
further project course it is planned to reduce the complexity and number of nodes of
the developed model by network decomposition, which can be realized by geometric
operations or the evaluation of load flow calculations. In the projectMONA2030, the
FfE evaluates and analyzes existing and future optimizing measures for a foresighted
and holistic grid planning. The described grid model is used for the construction of
the future energy system scenarios and the cost-optimized ranking of the measures.

Appendix

See Fig. 10
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Abstract To support decision making in the context of restructuring the power
system, models are needed which allow for a regional, long-term operation and
expansion planning for electricity generation and transmission. Input data for these
models are needed in a high spatial and temporal granularity. In this paper, we there-
fore describe an approach aimed at providing regionalized input data for generation
and transmission expansion planning models. We particularly focus on a dynamic
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assignment of renewable energy sources and electrical load to potential buses of the
transmission grid. Following a bottom up approach, wemodel the existing and poten-
tial distributed generation and load at the lowest possible spatial resolution based on
various databases and models. Besides large power plants, which are directly con-
nected to the transmission grid, a decentralized grid connection is modeled on the
distribution grid level based on Voronoi polygons around the corresponding sub-
stations. By simplifying the load flow over the distribution grid to a shortest path
problem, we model the feed-in into the transmission grid as a variable, depending on
the nearest available transmission grid connection. As a result, the connection to the
buses at transmission grid level is kept variable in case of grid expansion measures
at substation level.

Keywords Regionalization · Generation and transmission expansion planning

1 Introduction

The rapid expansion of decentralized renewable energy sources (RES) in many
European countries necessitates an extensive structural rearrangement of the power
system. In particular, since many of these new RES facilities will be located far
from the load centres (in particular new wind parks), an expansion of the trans-
mission grid is necessary to meet the resulting transport capacity requirements. To
support decision making in this context, models are needed which allow for a long-
term, regional operation and expansion planning for electricity generation and trans-
mission. The consideration of grid constraints in energy systems models therefore
becomes increasingly important. In turn, this means that input data for these models
are needed in a high spatial and temporal granularity.

In general, the following four categories of input data are needed to analyze
long-term electricity generation and transmission expansion developments: First,
transmission grid data is required, in particular the technical characteristics and geo-
graphical information of all buses and lines. Second, conventional power plant data
including their geographical location and assignment to the buses of the transmission
grid are required. Third and fourth, RES generation profiles and electricity demand
profiles are needed - each in high temporal and spatial granularity, allowing for an
assignment to the buses of the transmission grid.

Although the fields of transmission network expansion planning (TNEP) and
generation expansion planning (GEP) are well established in research as shown by
several exhaustive reviews available [6, 7, 10], the application in the context of large-
scale, long-term energy systems models is quite rare. Furthermore, the provision of
adequate data models for this special task of a combined TNEP and GEP is often
neglected. Especially, the challenge ofmodeling a grid expansionwithin the complex
network topology of mature power systems and its implications on the data model
are hardly investigated so far. In Germany, for instance, the national power grid
development plan also includes dismantling of lines besides expansion plans or the
construction of new transformer stations.Whilemodeling approacheswhich consider
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the number of buses and the structure of the grid topology as dynamic variables
are well established in the context of the distribution network expansion planning
(DNEP) and substation expansion planning (SEB) [2, 4, 8], their application in the
context of TNEP within energy systems analysis (ESA) is rare. Obviously, the first
best solution of including the grid restrictions on the power flow from the source to the
sink over each voltage level is computationally infeasible in the context of expansion
planning of large energy systems. Therefore, flexible data models are needed, which
allow a dynamic assignment of RES generation and electricity demand profiles to
the potential buses of the transmission system.

The remainder of this paper is structured as follows. Section2 provides an
overview of selected literature related to TNEP andGEP problems for power systems
planning regarding the underlyingmodels for the provision of regionalized input data.
In Sect. 3, we present our approach for a dynamic assignment of generator and load
variables to a variable electrical transmission network. The main contribution of this
paper is the subsequent demonstration of the approach, including the presentation
of a data model for providing regionalized input data for the analysis of the German
power generation and transmission system, in Sect. 4. Finally, we summarize our
main findings and indicate future research needs in Sect. 5.

2 Selected Approaches in Power Generation
and Transmission Planning and Their
Handling of Regionalized Input Data

As mentioned above, the distribution of generation and load in energy systems mod-
eling may have a crucial impact on the results, especially when modeling grid con-
straints. In this section, we review relevant, existing literature focusing on the rep-
resentation of geo-referenced data in the context of generation and transmission
expansion planning approaches.

Because of this paper’s focus on the application to transmission grid expansion
planning, we neglect models which primarily focus on the generation expansion or
are restricted to a single node or a pure transhipment problem. Thus, we follow
the categorization of Ventosa et al. [17] who distinguish between so-called single
node models (not considering the grid at all), transhipment models (considering the
grid in a simplified way, but ignoring Kirchhoff’s voltage law) as well as linearized
DC models and nonlinear AC models (considering both of Kirchhoff’s laws) within
electricity market modeling.

Despite the restriction to DC and AC models, the reviews of Hemmati et al. [6]
and Latorre et al. [10] still show a broad range of modeling approaches, which may
be categorized according to their methodological approach used, their application in
regulated or deregulated markets or the coordination of the GEP and TNEP prob-
lem for instance. While many of these approaches address issues such as reliability
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and uncertainty, their application is often limited to artificial benchmark networks
or strongly simplified power systems. Thus, they mainly neglect the data-related
challenges on the input side of modeling network expansion measures within real
networks. A condensed review of existing co-optimization tools which are applied
in long-term investment planning in the power sector is given by Krishnan et al. [9],
while a more detailed review may be found in the underlying study for the East-
ern Interconnection States’ Planning Council [11]. Besides characterizing different
approaches it is notable that the authors provide a synopsis of the data needs of co-
optimization problems. In total they differentiate between five different categories:

(i) historical conditions (e.g., hourly load and generation data, fuel prices),
(ii) existing and planned infrastructure (e.g., AC-network topology, fossil and

renewable data),
(iii) resource options (e.g., generation, storage),
(iv) transmission options (e.g., AC or DC lines, transformers) and
(v) future conditions.

While no further information about the approach for handling the data within a
modeling environment is provided, Liu et al. [11] give a detailed description of the
data sources (for the US market) and many remarks on the requirements from the
data. Furthermore, an overview of selected approaches considering grid restrictions
in energy systems analysis, partially including grid expansion,with a focus onEurope
can be found in Nolden et al. [13].

In the context of distribution network expansion planning, both the handling of
georeferenced data and the detailed representation of grid expansion options, includ-
ing substation expansion, are addressed frequently in literature (see [1, 5, 8, 12]).
Applications of this level of detail in the field of TNEP, however, are rare or applied
to power systems with a low complexity and number of elements. For instance, the
approach of Cebeci et al. [2] for optimizing size and location of new transmission
substation (TS) investments with the expansion of high and medium voltage lines is
only applied to a small and simple system.

In summary, the above literature review shows that,while being common inDNEP,
so far, transmission expansion planning under high topological variability has not
been of particular interest in long-term, large scale energy systems analysis (TNEP
in ESA).

3 The Developed Approach for a Dynamic Assignment
of Generation and Load Data to Varying Topologies
of the Transmission Grid

The following approach addresses the restructuring of transmission networks in
mature power markets with a dense electrical network connecting all sources and
sinks of electricity. In typical TNEP approaches within ESA, the relation between the
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transmission network and the generators and loads is assumed to be fixed. In case of
a variable expansion and dismantling of busbars within substations or even of entire
substations, however, a fixed indexing of generators and loads through the buses
of the transmission grid is no longer possible. Therefore, a variable grid connec-
tion of generators and loads directly connected to the transmission grid or indirectly
through the distribution grid is needed. Besides the challenge of modeling a variable
grid connection, an accurate load flow analysis in the context of the TNEP with
decentralized generators and loads would require to extend the load flow calculation
from the transmission grid level to the distribution grid level. In large-scale power
systems, however, such an approach is computationally highly challenging, espe-
cially in the context of a long-term capacity expansion planning. In order to reduce
the complexity of the problem, a reduction of the electrical network to an equivalent
but less complex system is often applied in TNEP and GEP. Given our focus on the
transmission network expansion planning, a reduction of the distribution network
could be an obvious solution. In literature, many approaches for a network reduction
may be found, ranging from classical ward-type equivalents or REI equivalents or
more advanced optimal power flow (OPF) based network aggregation techniques [3,
16]. Furthermore, improved bus aggregation techniques based on the power transfer
distribution factor (PTDF) were recently published, which allow to overcome the
typical drawback of the set-point dependency of conventional equivalent techniques
[14, 15]. However, to our knowledge, these approaches are not capable of dealing
with a variable grid connection under varying topologies of the transmission grid
while all of them require a detailed knowledge of the network parameters, which
might not always be given, especially in the distribution grid.

Due to the high variability of the transmission grid, we propose to model the
task of a grid connection of generators and loads endogenously through a binary
assignment graph. The basic idea for the computation of the assignment graph follows
the approach of Di Shi et al. [16] by moving generators comprehensively to the buses
of the retained network such that the weights of constituent branches are minimized.
In order to deal with the uncertainty related to the number of buses and substations
in the transmission grid, the approach of Di Shi et al. [16] is extended in a way such
that all paths are computed until the next static transmission grid substation is found,
including all transmission grid buses as potential solutions of the assignment graph.
For simplicity, the resulting shortest path problems are also solved for loads, resulting
in a network reduction which is less eligible of preserving the original load flows
but may be flexibly adapted to varying network topologies. The detailed procedure
for computing the assignment graph for generators and loads to potential buses of
the transmission grid in the further TNEP is shown in Fig. 1. The nomenclature is
summarized in Table1.

Generally, the proposed approach results in a static assignment of central units to
their predefined buses and of decentral units to the next boundary bus of the TG/DG
network, if the corresponding buses of the transmission grid are static. In case of vari-
able buses, the next static substation is determined, including all potential next buses
to the solution vector. Depending on the knowledge of the network parameters of the
distribution grid, the weights for the shortest path problemmight be either chosen by
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Fig. 1 Procedure for generating an assignment graph for a dynamic grid connection

Table 1 Nomenclature

Sets

T Set of years

Ū Master set of units

Uc,Ud Set of centralised / decentralised units

B Set of buses

S Set of substations

BS Subset of buses which are element of substation S

BTG
stat Static buses of the transmission grid (TG)

STG , SDG TG, DG substations

N , Nstart , Nend , S� Subset of substations for the shortest path problem

LDG Set of lines in the DG

Variables

xt−1
u,b Assignment of unit u to bus b in year t

yi, j Binary variable of the shortest path problem
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Fig. 2 Schematic overview of our regionalization approach

the squared sum of the branch resistance and reactance following Di Shi et al. [16],
or if these parameters are not known, by the line length. The main advantage of this
approach is its flexible and consistent handling of various assignment problems. For
instance, even the challenge of a decommissioning of a substation with initially con-
nected generators, in the end results in a similar assignment problem as the voltage
switching problem within a transmission grid substation. Finally, it should be noted
that in most applications with a comparatively large number of static transmission
grid buses in comparison to the variable ones, most generators and loads remain sta-
tically assigned. Especially, most large scale generators and consumers, which are
directly connected to the transmission grid are often not affected by grid expansion
measures. Therefore, the increase in complexity resulting from including generators
and loads through a binary assignment graph within the TNEP remains manageable.

4 Case Study: Regionalization of Input Data
for the Transmission Network Planning
in Germany

Following the previously described approach, our goal for providing regionalized
input data for the TNEP is the assignment of all relevant generators and loads to the
substation level of the distribution and transmission grids and the modeling of their
conditions on this level. In this case study, we apply our approach to the German
transmission grid. The prerequisite for such an application on the transmission grid
level is the availability of a transmission grid data model, containing all relevant
geographical information of all buses and lines. Based on various data sources for
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Germany, among others the static network models provided by the transmission sys-
tem operators (TSO), the network expansion plan as well as open street map (OSM),
we developed a model containing data of 559 substations and 1290 buses, connected
to each other via 1760 lines and 1047 transformers. For the long-term investment
planning within an energy systems model, all topological changes according to the
network expansion plan 2014 are integrated in addition to the technical character-
istics of the grid infrastructure. On the distribution grid level, we developed a data
model of the topology of the German high voltage distribution grid based on OSM
data. In Germany, the high voltage grid (110kV) is the highest grid level below the
transmission grid (220 and 380kV).

Based on the geographical location and the often known actual substations, the
assignment of conventional generators and large-scale RES from our power plant
data model is achieved. In order to connect decentralized consumers and renewables
to the distribution grid level, Voronoi polygons around these substations are used to
define a consistent reference area. In case that the exact location of the decentralized
units is available, the assignment is trivial. However, the modeling of consumption
and renewable generation profiles and their potential is often referenced to varying
areas, such as postal code areas, municipalities or the NUTS 3 level, depending on
the data availability. In these cases, the overlay with the Voronoi polygons allows a
consistent assignment to the distribution grid level. In this way, profiles as well as
potentialswithin a polygon are assigned to the corresponding 110kVsubstationwhile
overlying referenced profiles and potentials are proportionally distributed according
to the land use.

For the modeling of the conditions of centralized or decentralized generation
and consumption, a consistent parametrization is of high relevance. Especially, for
the modeling of weather dependent components, such as the (domestic) electric-
ity consumption and renewable energy availability (wind, PV, hydro), spatially and
temporally consistent data are needed in order to preserve the interregional and
intertemporal dependencies and correlations. By choosing historical weather years
and modeling at the lowest available spatial resolution, these challenges can be met.
An overview of our regionalization approach can be found in Fig. 2.

A further challenge consists in the modeling of the future conditions of generators
and load. Especially forRES, the potential for expansion planning and its exploitation
need to be taken into account. In our approach, this is realized through a linear
programming optimization for thewind power andPVdevelopment,while otherRES
are considered by basic scaling. In case of the future development of wind power,
our approach also takes into account repowering at unit level. One problem, which
is often observed in practical applications of regionalization is the low availability
of highly resolved spatial input data.

While the modeling approach provides the ability to generate load profile data
on a NUTS 3 level, we are facing the challenge of distributing these profiles on
the distribution grid level, where demand is mainly connected to the grid. In such
cases, available statistical data, for instance on the municipality level, can be used
to break down the profiles to a lower level. Especially in rural areas, the load on
the distribution grid level can be aggregated from the multiple municipalities within
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Fig. 3 Example of regionalization approach for the yearly load on the 110kV level in Hamburg

the polygons of the 110kV substations. In some cases, however, this is not possible
since the municipality corresponds to the NUTS 3 classification. Figure3 shows the
regionalization of the yearly load on the 110kV level for the example of the city
state Hamburg, demonstrating the suitability of our approach also on this level. In
detail, we chose a raster approach and analyzed the land use in Voronoi polygons at
a resolution of 1 ha. In order to show the yearly impact of the resulting distribution,
the yearly load by sector (households, commerce, trade and services, industry) is
represented at each 110kV node in Fig. 3. It can be seen that this approach allows
a significant differentiation between the different load types on the distribution grid
level and doesn’t lead to a uniform distribution as it would be expected from a simple
regionalization approach.

Figure4 shows the results of the assignment approach for the load in the reference
case of the year 2012 over the entire area of Germany both on the 110kV level and
the transmission grid level. The previously discussed distribution of load data in the
case of Hamburg also shows a clear impact on the transmission grid level as the
aggregation to the transmission grid nodes does not lead to a unification of shares
per demand type. Rather, we observe that the inhomogeneous structure which was
determined at the distribution grid nodes remains.

Compared to the high concentration of the demand at certain load centres, the
generation from renewable energy sources on the 110kV level shows a much higher
distribution in the reference case of 2012. On the transmission grid level, however,
a concentration of the RES feed-in to a limited number of buses may be observed.
In relation to the homogeneous structure of the input values, the assignment results
of RES turn out to deviate even more from a unification approach.

Finally, following the network expansion plan of the German TSOs and their
reference scenario for 2025, the modeled future distribution of renewables on the
DG and TG level is shown in Fig. 5. In the first place, a further concentration of
the RES feed-in on the TG level might be observed, partly resulting from a higher
concentration on the DG level. Note that, without the expansion of new transmission
grid substations in this reference case, the concentration effect of RESwould be even
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Fig. 4 Assignment results for the load in the reference case of the year 2012

more prominent. Contrary to the common trend, however, the expansion of trans-
mission grid substations in some areas of the northern and eastern part of Germany
even resulted in a reduction of the assigned RES feed-in at some nodes due to the
reassignment from the 110kV level.

Critically reflecting the presented approach, note that the proposed assignment
approach is very sensitivity to the structure of the distribution grid. The concentration
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Fig. 5 Assignment results for renewables in the reference grid expansion scenario of the year 2025

of the RES feed-in apart from centres with a high transmission grid node density
as well as the differences between the feed-in into neighbouring transmission grid
nodes are both indicators of this limitation (see Fig. 4). Moreover, this approach
includes the implicit assumption that the topology of the distribution grid is known
in advance. In reality, however, the distribution grid is also subject to expansion
measures. Consideration of these would further increase the accuracy of the used
assignment method. Finally, please note that the cost-optimal expansion of wind
power, ignoring all acceptance related issues, is expected to deviate fromwind power
expansion in reality and may overestimate concentration effects of RES expansion.

5 Conclusions and Outlook

In literature dealing with network expansion problems, regionalization of input data
is generally not paid much attention. Consequently, most energy system models do
not include a regionalization of input data to the extent required for the utilization in
a combined GEP and TNEPmodel in large-scale ESA. In this paper, we presented an
approachwhich can be applied for a dynamic grid connection of large-scale aswell as
distributed units. We have applied the approach to the distribution and transmission
grids of Germany, using consistent datasets for the years 2012 and 2025. Our results
show that regional differences can be observed on a large-scale, legitimating the
increasing complexity of a dynamic connection of distributed load and generation.
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There is further potential for improving the model by considering the distribution
grid in more detail, which is currently not possible using a graph-based approach.
This includes taking grid topologies determined by the areas of different distribution
systemoperators into account or even extend load flow calculations to the distribution
grid level.
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Convexity/Nonconvexity Certificates
for Power Flow Analysis

Boris Polyak and Elena Gryazina

Abstract Optimal Power Flow problem is considered as minimization of quadratic
performance function subject to linear and quadratic equality/inequality constraints,
AC power flow equations specify the feasibility domain. Similar quadratic prob-
lems arise in discrete optimization, uncertainty analysis, physical applications. In
general they are nonconvex, nevertheless, demonstrate hidden convexity structure.
We investigate the “image convexity” property. That is, we consider the image of
the space of variables under quadratic map defined by power flow equations (the
feasibility domain). If the image is convex, then original optimization problem has
nice properties, for instance, it admits zero duality gap and convex optimization tools
can be applied. There are several classes of quadratic maps representing the image
convexity. We aim to discover similar structure and to obtain convexity or noncon-
vexity certificates for the individual quadratic transformation. We also provide the
numerical algorithms exploiting convex relaxation of quadratic mappings for check-
ing convexity. We address such problems as membership oracle and boundary oracle
for the quadratic image. Finally the results are illustrated through some examples of
3-bus systems, namely, we detect nonconvexity of them.

Keywords Power flow · Hidden convexity · Quadratic maps

1 Introduction

Various formulations of the Optimal Power Flow problem (OPF) can be found in
recent publications [1–3]; numerous references are given in the survey [4]. From
mathematical point of view most of them (if transformed into real space) can be
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described as optimization problems with quadratic (or partially linear) objective and
constraints. ThusOPF can be considered in the framework of quadratic programming
with quadratic constraints. The same class of optimization problems arises in discrete
optimization, uncertainty analysis, various physical applications. It iswell known that
such problems are typically nonconvex and NP-hard. However the special quadratic
structure often exhibits so called “hidden convexity” properties, see, e.g. [5, 6]. On
the other hand quadratic problems admit efficient techniques of convex relaxation,
see [7, 8]; for OPF problems convex relaxation was used in [1, 3]. In what follows we
treat OPF as particular case of quadratic optimization. Moreover we proceed from
optimization problems to more general setting of images of quadratic maps.

In Sect. 2 we formulate the problem of convexity of quadratic transformations and
refer to known results for particular classes of quadratic functions. Power Flow equa-
tions do not fit directly to any of the known classes, thus our approach is different —
we try to check convexity/nonconvexity of an individual quadratic map. Such certifi-
cates of convexity/nonconvexity will be provided in Sect. 3; we also develop efficient
algorithms to obtain the certificates. The algorithms exploit convex relaxation tech-
nique and so called “boundary oracle” for convex domains. Section4 contains results
on numerical simulation. Conclusions and directions for the futurework can be found
in final Sect. 5.

2 Convexity of Quadratic Transformations

We consider AC power flowmodel. The network is characterized by complex admit-
tance matrix

Y ∈ C
(N−1)×(N−1),

whereN is the total number of buses (including slack bus with fixed voltage magni-
tude and phase). Power injections defined byKirchhoff’s laws can be written through
matrix Y and complex voltages Vi :

si = Vi (YV )∗i , i = 1, . . . ,N − 1.

Typical OPF problem is to minimize linear or quadratic cost c(V ) subject to
quadratic constraints si ≤ si ≤ si . We treat all V ∈ C

N−1 feasible while the con-
straints are stated in the space of quadratic image of V . Introducing real vector
x = [Re(V )T , Im(V )T ]T active and reactive powers are real-valued quadratic func-
tions of x . Further we deal with quadratic transformations in the general setting.

We consider multidimensional quadratic mapping f : Rn → R
m of the form

f (x) = ( f1(x), f2(x), . . . , fm(x))
T

fi (x) = (Ai x, x) + 2(bi , x), i = 1, . . . ,m ≤ n,

then
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E = { f (x) : x ∈ R
n}

is the image of the space of variables x under this quadratic map. We do not assume
that matrices Ai are sign-definite; nevertheless E sometimes occur to be convex
(“hidden convexity” property). Let us mention some known results of this sort.

• For m = 2 and bi ≡ 0 E is convex. This is the pioneering result by Dines [9]. For
m = 2, bi �= 0 and c1A1 + c2A2 � 0 (the matrix combination is positive definite
for some c) E is convex as well [10].

• For m = 3 E is convex if there exists a positive-definite linear combination of
matrices A1, A2, A3 and bi ≡ 0. This is proved in [11] and in [10].

• If bi ≡ 0 and matrices Ai commute, then E is convex [12].
• If Ai have positive off-diagonal entries, then “positive part of E” is convex (i.e.

E + Rm+ is convex) [13].

Consider the image of a ball F = { f (x) : ||x || ≤ ρ}.
• For m = 2 and bi ≡ 0 F is convex [14].
• If matrix B with columns bi is nonsingular and ρ is small enough, then F is convex
for all m, n ≥ 2 (“small ball” theorem [15]).

There are some other classes of quadratic transformations with convex images, how-
ever typically E (or F) is nonconvex; numerous examples will be provided later.

3 Certificates of Convexity/Nonconvexity

We remind some known facts on convex relaxations for quadratic optimization and
on convex hull for quadratic image.

The idea of convex relaxations for quadratic problems goes back to [16]; recent
results and references can be found in [7, 8]. Similar ideas and technique give the
convex hull of the image set E , see also [17].

Notation For symmetric matrices 〈X,Y 〉 = trace(XY ), and X � 0 denotes nonneg-
ative definite matrix X .

Theorem 1 The convex hull for the feasibility set E is

G = conv(E) = {H(X) : X � 0, Xn+1,n+1 = 1},

where X = XT ∈ R
(n+1)×(n+1),

H(X) = (〈H1, X〉, 〈H2, X〉, . . . , 〈Hm, X〉)T
Hi =

(
Ai bi
bTi 0

)
.

Hencewe can provide simple sufficient conditions formembership oracle, i.e. check-
ing if a particular point y ∈ R

m is feasible (belongs to E). Indeed, it is necessary to
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have y ∈ G, that is to solve corresponding linear matrix inequality (LMI) [18]. Alter-
natively, introduce the variable c ∈ R

m and construct matrix A = ∑
ci Ai , vector

b = ∑
cibi and block matrix H(c) =

(
A b
bT −(c, y)

)
, then the sufficient condition

for y /∈ G has the form:

Theorem 2 If there exists c such that for a specified y

H(c) � 0,

then y is not feasible.

Indeed if the LMI is solvable, there exists the separating hyperplane, defined by its
normal c that strictly separates y and G = conv(E), hence y does not belong to E .
Now we can proceed to a nonconvexity certificate.

Theorem 3 Let m ≥ 3, n ≥ 3, bi �= 0, and for some c = (c1, c2, . . . , cm)T , the
matrix A = ∑

ci Ai � 0 has a simple zero eigenvalue Ae = 0, and for b = ∑
cibi

we have (b, e) = 0. Denote d = −A+b, xα = αe + d, f α = f (xα) = f 0 + f 1α +
f 2α2. If |( f 1, f 2)| < ‖ f 1‖ · ‖ f 2‖, then E is nonconvex.

Geometrically the condition implies that the linear function (c, f ) attains its min-
imum on E at points f α only. But parabola f α is nonconvex, thus the supporting
hyperplane touches E on a nonconvex set.

Now the main problem is to find c (if exists) which satisfies Theorem1 and
hence discovers nonconvexity of the feasible set. For this purpose let us construct so
called boundary oracle for G. For given y0 ∈ E and the arbitrary direction d ∈ R

m

the following Semidefinite Program (SDP) [18] with variables t ∈ R, X = XT ∈
R

(n+1)×(n+1) specifies the boundary point y0 + td of the convex hull:

max t (1)

H(X) = y0 + td

X � 0

Xn+1,n+1 = 1.

If we obtain rank (X) = 1 for the solution of (1) we claim that the obtained
boundary point is on the boundary of E . Otherwise, the boundary point of the convex
hull does not belong to E .

On the other hand the dual problem to (1) gives us normal vector c for the boundary
point:

min γ + (c, y0) (2)

(c, d) = −1

H =
( ∑

ci Ai
∑

cibi∑
cibTi γ

)
� 0
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This is SDP problem with variables c, γ.
Equipped with boundary oracle technique (which provides both a boundary point

ofG and the normal vector c in this point) we are able to generate vectors c to identify
nonconvexity as in Theorem1. Thus we arrive to

Algorithm

1. Take arbitrary x0 ∈ R
n , calculate y0 = f (x0) and fix some N .

2. Generate N random directions di on the unit sphere in Rm .
3. For every randomdirection di solve SDP (2). If the obtained c satisfies Theorem1,

we identifyed nonconvexity.

At the first glance, simpler approach can be applied. Take c ∈ R
m and minimize

(c, y) on G (given by lemma 1) if such minimum exists. If A = ∑
ci Ai � 0 the

minimum is unique and obtained at rank-1 matrix xxT , x = A−1b, b = ∑
cibi , and

x gives a boundary point of the feasibilty set E . However to identify nonconvexity
we should find c such that A is singular. The probability of this event is zero if we
sample c randomly. In our approach (when we generate directions d) the probability
of finding a boundary point on a “flat” part of the boundary of G (which correspond
to nonconvex E) is positive. In simulation results nonconvexity was identified in all
examples, where it has been recognized by other methods.

To conclude it is the strong support of the convexity assumption if our algorithm
does not meet nonconvexity after large number of iterations N for various y0.

4 Numerical Results

In this section we apply the proposed routine for several test maps. The first one
is artificially constructed while the others describe power flow feasibility region
for 3-bus networks. Starting form a specified feasible y0 and N = 104 we run the
algorithm to obtain vector c such that the supporting hyperplane (c, y) touches the
image y(x) in more than one point and thus certifies its nonconvexity. We distinguish
nonconvexities discovered by different vectors c and examine the portion of random
directions d resulted in every c. The results are summarized in Table1.

Table 1 Numerical results for discovering nonconvexity of test mappings

Source Map Number of
nonconvexities

Portion of d’s per
nonconvexity

Artificial R
3 → R

3 3 0.04 0.13 0.03

[19] R
3 → R

3 1 0.02

[20] C
2 → R

4 1 0.06

[21] C
2 → R

4 2 <0.001 <0.001
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Artificial system We start with the artificially constructed quadratic mapping R
3 →

R
3 with

A1 =
⎛
⎝
1 1 1
1 2 0
1 0 2

⎞
⎠ , A2 =

⎛
⎝

3 −1 0
−1 0 −1
0 −1 1

⎞
⎠ , A3 = I

b1 = (
1 1 1

)T
, b2 = (

1 0 −1
)T

, b3 = (
0 0 0

)T
.

Note that A1 is positive semidefinite thus c1 = (1, 0, 0)T specifies the supporting
hyperplane (c, y) touching the image in more than one point. For this map we obtain
two other critical c2 = (1, 0.5,−1)T and c3 = (1, 4.75, 1.38)T . For y0 = (0, 1, 1)T

the portion for every c is given in Table1. We analytically justify that there is no
other c specifying nonconvexity for this map and plot several 2-D sections of the
image in R

3 (Fig. 1). For fixed 0 ≤ y3 ≤ 1/3 the section appears to be convex and
for y3 = 4 we visualize all three nonconvexities.

Constant power loads [19] This example is borrowed form [19],where feasible points
of E are addressed as equilibria of system with constant power loads. The map of
interest has the form:

P1(x) = x21 − 0.5x1x2 + x1x3 − 1.5x1

P2(x) = x22 − 0.5x1x2 − x2x3 + 0.5x2

P3(x) = x23 − 2εx3(x1 + x2) − x3, ε = 0.01.

For P0 = (0.5, 0.5, 0.25)T we obtain a single c = (1, 2.9021, 0.7329)T identify-
ing nonconvexity. It means that the supporting parabola

f α =
⎛
⎝

−0.5442
0.0022

−0.0339

⎞
⎠ + α

⎛
⎝

0.5043
0.0400

−0.8463

⎞
⎠ + α2

⎛
⎝

−0.0022
−0.1991
0.7912

⎞
⎠

provides boundary points for the image P(x), x ∈ R
3 but the convex combination

of two boundary points λ f α1 + (1 − λ) f α2 is infeasible for 0 < α < 1, f α1 �= f α2 .

3-bus [20] Consider tree unbalanced 3-bus system (1 slack, 2 PQ-buses) with the
admittance matrix

Y =
⎛
⎝

−1 1 0
1 −2 − i 1 + i
0 1 + i −1 − i

⎞
⎠ .

The feasibility region in the space of P2, Q2, P3, Q3 is known to be nonconvex [20].
Here Pi and Qi denote active and reactive power at the i-th bus,
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Fig. 1 Two sections of the
feasibility domain: first we
fix y3 = 1/3 and obtain
convex section, then for
y3 = 4 the section is
nonconvex

y = (P2, Q2, P3, Q3)
T . For y0 = (0, 0, 1, 1)T our numerical routing obtains the sin-

gle c generating nonconvexity for approximately 6% of random directions.

3-bus [21] This example of 3-bus cycle network with slack, PV and PQ-bus is bor-
rowed from [21] (Fig. 2).

Power flow equations take the form
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Fig. 2 Three-bus system

P1 = xT

⎛
⎜⎜⎝

3.7 −0.6 0 −0.8
−0.6 0 0.8 0
0 0.8 3.7 −0.6

−0.8 0 −0.6 0

⎞
⎟⎟⎠ x+

+ 2((−1.25, 0, 1.25, 0)T , x),

V1 = x21 + x23 ,

P2 = xT

⎛
⎜⎜⎝

0 −0.6 0 0.8
−0.6 3.6 −0.8 0
0 −0.8 0 −0.6
0.8 0 −0.6 3.6

⎞
⎟⎟⎠ x+

+ 2((0,−1.2, 0, 1.6)T , x),

Q2 = xT

⎛
⎜⎜⎝

0 −0.8 0 −0.6
−0.8 4.8 0.6 0
0 0.6 0 −0.8

−0.6 0 −0.8 4.8

⎞
⎟⎟⎠ x+

+ 2((0,−1.6, 0,−1.2)T , x).

We remind that x = (ReV1, ReV2, ImV1, ImV2)
T and V3 = 1 for slack bus. Starting

at the given operation regime P1 = 2, V 2
1 = 1.21, P2 = −0.7, Q2 = −0.3 we obtain

at least two vectors c identifying nonconvexity but it requires more computational
effort than in previous examples. Although our routine is capable to catch noncon-
vexity with probability one we are not sure that obtained vectors describe all the
nonconvexities for this system.

The example may look artificial since the line resistances are as high as the
reactances. We run our algorithm for the five times larger line reactances to model
transmission grid and still discover nonconvexity of the image.
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Remark We do not propose any routine to solve power flow equation, and we do not
pretend to compete with any power flow solvers, neither DC equations nor iterative
methods. Our method is focused on the certification and numerical description of
nonconvexities of the image that is the reason for inexactness of convex relaxation
for OPF.

5 Conclusions and Future Work

The paper addresses power flow analysis in the framework of quadratic transfor-
mations geometry. We provide some conditions which guarantee convexity of a
quadratic image and numerical tools to identify nonconvexity. Simulation confirms
that the technique works for low-dimensional examples. We plan to apply the analy-
sis for medium-dimensional and large-dimensional problems in future. For instance
IEEE-14-bus test is one of the first candidates.

The key question is how to deal if nonconvexity is identfied. There are some
promising ideas for this case, for instance, based on [22] cutting plane approach
can be introduced to specify convex parts of the feasibility region. The proposed
algorithm could be potentially improved by finding appropriate y0, incorporating
other algorithms for boundary walk, efficient algorithms for solving arising SDP. All
the issues mentioned above establish the future research plan.
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A Convex Model for the Optimization
of Distribution Systems with Distributed
Generation

Mariana Resener, Sérgio Haffner, Panos M. Pardalos and Luís A. Pereira

Abstract This work presents a convex model to be used in the analysis and
optimization of power distribution systems with distributed generation (DG). The
steady-state operation point is calculated through a linearized model of the network,
which makes it possible to calculate the branch currents and bus voltages through
linear expressions. The optimizationmodel proposed to optimize the operation of ca-
pacitor banks and DGs uses a linear objective function, along with linear constraints,
binary and continuous variables. The model can be applied to problems related to the
operation and expansion of smart grids. A study case using real distribution system
data is presented, comparing the results with the solution of the nonlinear load flow.

Keywords Distribution systemsoptimization ·Distributedgeneration ·Distribution
system modeling · Mixed integer linear programming

1 Introduction

The problem of power systems expansion and operation planning is a mixed integer
problem by its nature [15]. One of the goals when planning a power distribution
system (PDS) is the power losses minimization, which is essentially nonlinear and,
therefore, usually modeled as a mixed integer nonlinear programming problem [4].
This problem can be non-convex with many local minima, challenging the global
minimum solution achievement. Furthermore, this is a large scale combinatorial

M. Resener (B) · S. Haffner · L.A. Pereira
Federal University of Rio Grande do Sul, Porto Alegre, Brazil
e-mail: mariresener@gmail.com

S. Haffner
e-mail: haffner@ieee.org

L.A. Pereira
e-mail: lpereira@ufrgs.br

P.M. Pardalos · M. Resener
University of Florida, Gainesville, FL, USA
e-mail: pardalos@ufl.edu

© Springer International Publishing AG 2017
V. Bertsch et al. (eds.), Advances in Energy System Optimization,
Trends in Mathematics, DOI 10.1007/978-3-319-51795-7_15

231



232 M. Resener et al.

problem in which the options to be analyzed increase with the size of the PDS,
becoming even more difficult to solve when different load levels are considered,
since the operation of automatic equipment, such as a capacitor bank (CB), must be
optimized too. Heuristics are often employed to solve such problems, as the solution
is a challenging computational process [10].

The connection of distributed generation (DG) in PDS brought new technical
issues to be analyzed when planning and operating the network. From the point of
view of network operation, this transition frompassive to active networks has impacts
on voltage profiles and energy losses, as power injections from DGs modify network
power flows, besides changing the maintenance and system restoration practices
[12]. The implications are technical and economical [2], and depend strongly on the
amount of generated power. The extent of the impacts also depends on the specific
characteristics of the PDS, the location of the DG along the feeder and the type of
output (firm or variable) [9].

In this context, the definition of the operation mode of control and protection
devices becomesmore complex, as it needs to take into account all themodes thatDGs
will be authorized to operate. Thus, a model for verifying the impacts of the inclusion
of DG units in PDS becomes very important and useful to allow the formulation and
solution of problems related to the optimal planning of operation and expansion of
these systems [5–7].

The complexities related to DG presence in distribution systems are difficult
to incorporate into an optimization model for improvement of voltage profile and
energy loss minimization, and still represent a challenge [9]. Also, the presence of
smart grids makes it possible to operate the PDS in a more efficient way, specially
when there are DGs connected, since the number of controls available in this case is
greater than in conventional networks. This potential advantage can bemore explored
so as to optimize the operation of PDS [9]. Several studies have been realized to
evaluate energy losses andvoltage profile inPDSwithDG.TheoptimalDGallocation
problem has been extensively explored, and is in general associated to heuristic
methods [1, 14]. Other authors analyzed the reactive power control strategy for the
DGs and its impacts on power losses [11] and proposed a planning methodology to
better explore the DG reactive power dispatch capability [3].

Since the load behavior presents many uncertainties and varies along the day, it is
impossible to obtain a model capable of exactly representing a PDS. Even detailed
models can show significant differences with respect to what is really happening on
the system, since it is difficult to determine the individual behavior of the consumers.
In this context, a linearized model is developed and applied in this work, which
gives a satisfactory representation of the network and allows the solution of PDS
optimization problems using classical optimization techniques. Moreover, using a
linear approach it is easy to incorporate linear constraints, without turning the model
more difficult to solve.

In this work, the proposed model is applied to evaluate and determine the best
operation mode for the DGs, aiming to minimize energy losses and voltage viola-
tions, besides optimizing the operation of automatic CBs. This flexibility represents
an advantage with respect to the conventional load flow methodology, where a gen-
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erator bus has to be previously defined as a PV or PQ bus and it is not allowed to
automatically adjust the voltage or the injection power to attend a specific objective,
as the power losses minimization.

The proposed optimization model uses a linear objective function, along with lin-
ear constraints, binary and continuous variables. Therefore, the optimization problem
can be represented as a mixed integer linear programming problem (MILP). The ob-
jective function to beminimized represents the total operation costs, which are related
to the energy losses and violation of voltage limits. To represent the absolute value of
the violation of voltage limits, auxiliary variables and linear constraints are applied.
Thus, it is not necessary to impose limits to the voltage magnitudes at the buses,
avoiding the problem to become unfeasible if the violation of voltage limits cannot
be eliminated. This situation can occur when handling with problems related to the
optimization of PDS operation, in which no investment is considered.

2 Steady-State Representation of PDS

The behavior of the feeders at steady-state is obtained using a linearized model, with
the following characteristics:

• the system is divided into buses, at which loads and sources are concentrated, and
branches, which connect buses and represent the feeder route;

• the load variation is represented by discrete load levels (hereinafter a load level is
referred as LL);

• each bus has three variables related to each LL: voltage magnitude, real and imag-
inary part of the demanded current;

• each branch has five variables related to each LL: real and imaginary part of the
current, square of the real and the imaginary part of the current, and power losses;

• the power losses are calculated using an approximation for both the squared real
part and the imaginary part of the branch current;

• fixed CBs operate at all LLs, while automatic CBs operate when necessary;
• voltage violations are evaluated for all buses with load and for all LLs;
• the objective function corresponds to the minimization of the operational costs.

2.1 Representation of Voltage Violation

In this model, the voltage violations are calculated for each loaded bus and for all
load levels through the following expression:

zi, j =
⎧
⎨
⎩
Vi, j − Vmax

i if Vi, j > Vmax
i

Vmin
i − Vi, j if Vi, j < Vmin

i
0 otherwise

(1)
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where Vmin
i and Vmax

i are the minimum and maximum voltage limits, respectively, at
bus i , and Vi, j is the voltage at bus i and load level j . The piecewise linear function
(1) is replaced by an equivalent linear programming model as follows:

min zi, j
subject to zi, j ≥ Vi, j − Vmax

i (2)

zi, j ≥ Vmin
i − Vi, j

zi, j ≥ 0

2.2 Representation of Power Losses

The power losses are estimated through linear expressions in which the magnitude
of a branch current flow can take positive or negative values. The current flow in a
branch i for a load level j is defined as follows:

fi, j = f Rei, j + j f Imi, j (3)

where f Rei, j and f Imi, j represent, respectively, the real and the imaginary part of the
current in branch i for the load level j . The square of the magnitude of fi, j is
calculated from the following expression:

∣∣ fi, j
∣∣2 = ( f Rei, j )

2 + ( f Imi, j )
2 (4)

Using (4), the active power losses in branch i and load level j can be obtained
from:

P loss
i, j = Ri

∣∣ fi, j
∣∣2 = Ri ( f

Re
i, j )

2 + Ri ( f
Im
i, j )

2 (5)

where Ri is the real part of the impedance of the branch i .
The terms ( f Rei, j )

2 and ( f Imi, j )
2 can be approximated by f 2Rei, j and f 2Imi, j , respectively,

using a set of linear expressions [13]. These expressions are defined as:

(
f Rei, j

)2 ≈ f 2Rei, j ≥ ak f
Re
i, j + bk (6)

(
f Imi, j

)2 ≈ f 2Imi, j ≥ ak f
Im
i, j + bk (7)

where k = 1, 2, . . . , NLC , ak and bk are constants and NLC is the number of linear
constraints. So, the squared terms of (5) are approximated by simple linear equations.
Figure1 shows the linear constraints for ( f Rei, j )

2
, considering NLC = 10. The ak and

bk coefficients values are presented in Table1.
Additionally, heed that it is necessary to include the terms f 2Rei, j and f 2Imi, j into the

objective function to ensure that the approximation remains valid. These terms are
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Fig. 1 Linear
approximation of the square
of the real part of the current

Table 1 Coefficients for the estimation of power losses

k ak bk k ak bk

1 0.6 0 6 −4 −3.64

2 −0.6 0 7 6.4 −9.88

3 2 −0.84 8 −6.4 −9.88

4 −2 −0.84 9 8.8 −19

5 4 −3.64 10 −8.8 −19

minimized when the optimization problem is solved. By increasing NLC , the exact
value can be closely attained.

2.3 Representation of Generators

The buses with generation capacity (substation or distributed generation) are rep-
resented by current injections, with real and imaginary components. One bus is
selected to close the current flow balance and the others can operate in distinct ways.
In general, every bus with generation capacity must operate within these limits:

Vmin
i, j ≤ Vi, j ≤ Vmax

i, j (8)

gRemin,i, j ≤ gRei, j ≤ gRemax,i, j (9)

gImmin,i, j ≤ gImi, j ≤ gImmax,i, j (10)
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where, for the bus i and LL j , Vmin
i, j and Vmax

i, j represent the minimum and maximum
voltage limits, gRemin,i, j , g

Re
max,i, j , g

Im
min,i, j and gImmax,i, j represent the limits for the real

and imaginary current injections.
Therefore, using simple linear expressions it is possible to define the operation

mode of the generators, or even determine the optimal mode. For example, by prop-
erly defining the limits of the expressions (8)–(10) it is possible to represent three
different operation modes:

PQ bus The active and reactive current injections are known. In this case, the voltage
is calculated and the constraints (9) and (10) are defined as:

gRemin,i, j = gRemax,i, j = gResp,i, j (11)

gImmin,i, j = gImmax,i, j = gImsp,i, j (12)

where gResp,i, j and g
Im
sp,i, j are the specified values for the real and the imaginary current

injections.

Power factor (PF) range In this case, the reactive current injection can vary according
to a specified PF range. To represent this operation mode, the following limits are
defined:

gImmin,i, j = −(gRei, j )

√
1

(PFindsp,i )
2

− 1 (13)

gImmax,i, j = (gRei, j )

√
1

(PFcapsp,i )
2

− 1 (14)

where PFcapsp,i and PF
ind
sp,i represent, respectively, the capacitive and inductive PF limits

of bus i . Note that the active current injection or the voltage can be either optimized
or constrained using (8) and (9).

Voltage controlled bus (PV bus) In this operation mode both the active current injec-
tion and the voltage are specified. The active current injection limits can be defined
as in (11) and the voltage limits as follows:

Vmin
i, j = Vmax

i, j = V sp
i, j (15)

being V sp
i, j the specified voltage for bus i during LL j .

3 Optimization Model

In this work, the objective function accounts for the network operation costs, which
are related to the costs of violation of voltage limits and energy losses. These costs
are weighted by the duration of each LL. The total operation costs are given by:
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Coper(z,p) =
LL∑
j=1

Cv
j (z j ) +

LL∑
j=1

Cl
j (p j ) (16)

Cv
j (z j ) = ΔTj

∑

i∈Ψ D

CVi zi, j (17)

Cl
j (p j ) = CkWhΔTj Sbase

∑

i∈Ψ B

P loss
i, j (18)

where the variables represent:

z vector of voltage violations for all LLs [pu];
p vector of power losses for all LLs [kW];
Cv

j (·) daily cost of voltage violation at LL j [US$];
Cl

j (·) daily cost of energy losses at LL j [US$];
LL number of load levels;
z j vector of voltage violations at LL j [pu];
p j vector of power losses at LL j [pu];
ΔTj daily duration of LL j [hour];
Sbase base power [kVA];
CVi cost of the voltage violation [US$];
zi, j voltage violation at bus i and LL j [pu];
CkWh energy cost per kWh [US$/kWh];
P loss
i, j power losses of branch i and LL j [pu];

Ψ D set of buses with load;
Ψ B set of branches.

3.1 Constraints

The constraints used in this model are obtained from the Kirchhoff’s Laws and
the operational limits of equipment. The loads, sources (substation and distributed
generation), and shunt compensation units (usually capacitors) are represented by
current injections, which have two components: a real component, related to the
active power, and an imaginary component, related to the reactive power. Applying
the Kirchhoff’s Current Law to all buses and all LLs (∀ j = 1, 2, . . . , LL), it is
possible to show that:

SfRej + gRej = dRe
j (19)

qF + QAyA
j + Sf Imj + gImj = dIm

j (20)
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where:

S bus-branch incidence matrix of the system;
fRej ,f Imj vector of real and imaginary branch currents at LL j [pu];
gRej ,gImj vector of real and imaginary current injections at LL j [pu];
dRe
j ,dIm

j vector of real and imaginary load currents at LL j [pu];
qF vector of current injections related to fixed CBs;
QA matrix of current injections related to automatic CBs;
yA
j vector of operation variables related to automatic CBs at LL j .

Equation (20) considers the contribution of both fixed and automatic CBs in op-
eration at the respective load level.

Applying the Kirchhoff’s Voltage Law to all branches (∀i ∈ Ψ B) and to all LLs
(∀ j = 1, 2, . . . , LL) yields:

Ki, j Ri f
Re
i, j − Xi f

Im
i, j + [S′ ]line iV j = 0 (21)

where Xi is the imaginary part of the branch impedance, and where the superscript ′
indicates the transposed matrix. The adjustment factor Ki, j is calculated for all
branches and for all LLs for a given base case of the system, so that the solution
obtained with the approximated model equals the exact solution obtained through
a load flow procedure, for a given neighborhood of the operation point. The factor
Ki, j is calculated by:

Ki, j = ΔV LF
i, j + Xi f Imi, j
Ri f Rei, j

(22)

where ΔV LF
i, j is the voltage drop in branch i , obtained from a conventional load flow

procedure. The Ki, j factors are calculated for the base case and then used to calculate
the voltage drops using Eq. (21).

Regarding the current capacity of the conductors, from (4), (6), and (7), it is
possible to define linear constraints to limit the current in branches as follows:

f 2Rei, j + f 2Imi, j ≤ ∣∣ f max
i

∣∣2 (23)

where f max
i is the current capacity of the conductors of the branch i .

4 Tests and Results

The proposed model for the PDS optimization problemwas written in the mathemat-
ical programming language OPL [16] and solved using the solver CPLEX (called
with default options) [8], using a workstation with an Intel i7-2640M processor.

The model was tested in a test feeder based on real distribution system data from
a brazilian energy company. The 155-bus distribution system, illustrated in Fig. 2,
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Substa on
8663
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2.5 MW
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CB1
600 kvar

Automa c

8325

CB2
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8568

8676
31.63 km
from the 

substa on

5.88 km
from the 

substa on

4/0 ACSR
1/0 ACSR
other

Cable types:Loads

Fig. 2 System diagram

Fig. 3 Load profile

operates at 13.8kV and is supplied by a 50MVA 138/13.8kV substation. The system
has a total line length of 57.6km and feeds 56 load buses. The line data is presented
in the Appendix section. One 600kvar automatic CB is connected at bus 8325 (CB1)
and one fixed 600kvar CB is connected at bus 8568 (CB2), as shown in Fig. 2. Also,
a synchronous distributed generator is connected at bus 8252, delivering 2.5MW to
the grid.

Regarding the load behavior, a typical daily load curve with 24 load levels was
considered, each level with a duration equal to 1h. Figure3 presents the load profile
of the feeder, obtained by the summation of the active and reactive power of the loads.
The maximum load demand is equal to 2934.07 + j1115.226kVA, while the mini-
mum load demand is 848.115 + j411.04kVA. The loads have distinct consumption
profiles, as well as a varying power factor during the day. In order to illustrate the
time variability of the loads, Table2 presents the maximum and minimum apparent
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Table 2 Load data

Bus Maximum Minimum Average Standard

Demand
(kVA)

Hour Demand
(kVA)

Hour Demand
(kVA)

Deviation
(kVA)

8315 785.37 18 143.10 5 399.45 222.00

8635 138.50 20 25.63 6 56.10 27.78

8804 175.70 19 65.52 4 106.79 32.00

8965 54.00 17 8.76 2 23.66 12.62

8337 0.48 20 0.07 6 0.18 0.10

power of some loads, as well as the load level (hour of the day) at which they occur.
It is also presented the average and the standard deviation values.

In order to illustrate the characteristics and advantages of the proposed formula-
tion, in this section it is applied to some test cases, varying the operation mode of the
DG connected at bus 8252. Three scenarios were considered: (i) the DG operates as a
PV bus, with a voltage reference equal to 1 pu; (ii) the DG operates as a PQ bus, with
unity power factor; (iii) the DG voltage reference is determined in order to obtain a
lower operation cost. In the first two cases the substation voltage was limited to 1pu,
and in the last case it was determined using the proposed formulation. During the
optimization process, the automatic CB unit operation is also optimized.

The results obtained with the proposed linear formulation were compared to those
obtained through the solution of the nonlinear load flow. For the nonlinear load flow
solution, the CBs were modeled as 100% constant impedance, the loads as 50%
constant power and 50% constant impedance and the DG as 100% constant power.
The voltage violation cost was considered to be CVi = 10 US$, ∀i ∈ Ψ D and the
energy cost CkWh = 0.11 US$/kWh. The voltage limits for the loaded buses were
defined as Vmin

i = 0.93pu and Vmax
i = 1.05pu.

4.1 DG as a PV Bus

In this test case, the DGwas considered to be operating with a fixed voltage reference
equal to 1pu. The DG reactive power limits were accounted too, with a correspond-
ing power factor of 0.8 (capacitive or inductive). The optimization process found a
solution of US$ 221.37 in 56.5 s.

The results obtained using the linearized model (LM) are presented in Table3.
The optimal solution indicates that the automatic CB at bus 8325 needs to be turned
on between 18 and 20h, and off during the other load levels. To compare the results
from the LM and the nonlinear model, the optimal solution obtained through the LM
was verified using the nonlinear load flow, being the results presented in the column
indicated by LF in Table3.
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Table 3 Optimization results - Case 1

Results LM LF∑
i, j zi, j (pu) 0.1256 0.2392

Energy losses (kWh/day) 2001.04 1971.79

Coper (US$) 221.37 219.29

Fig. 4 Voltage profile

From Table3 it is possible to observe a good agreement between the results ob-
tained with the LM and with the nonlinear load flow. Regarding the total operation
costs, a divergence of less than 1.0% is found, taking the LF value as basis. With
respect to the bus voltages, the greatest divergence is 0.0036pu and occurs at the load
level corresponding to 18h. Figure4 presents the voltage profile from the substation
bus (8663) to the bus 8676, for the 18h load level, where it is possible to observe
an excellent agreement between the voltage values obtained with LM and with the
nonlinear load flow.

4.2 DG as a PQ Bus

Considering the DG operating as a PQ bus with unity power factor, the optimization
problem was solved in order to optimize the operation of the automatic CB unit. The
optimization process found a solution of US$ 193.63 in a time of 56.4 s. The results
are presented in Table4, where the optimal solution indicates that the automatic CB
at bus 8325 must be turned on between 18 and 20h, and off during the other LLs.

Table4 shows a good agreement between the results obtained with the LM and
with the nonlinear load flow method. The percent error in the total operation costs
is 2.27% taking the LF value as basis. The greatest divergence between the voltage
values is 0.0047pu.
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Table 4 Optimization results - Case 2

Results LM LF∑
i, j zi, j (pu) 0.0663 0.1476

Energy losses (kWh/day) 1754.23 1707.74

Coper (US$) 193.63 189.33

Table 5 Optimization results - Case 3

Results LM LF∑
i, j zi, j (pu) 0.0000 0.0053

Energy losses (kWh/day) 1744.40 1686.87

Coper (US$) 191.88 185.61

Fig. 5 Substation voltage

4.3 Determination of the DG Operation Point

In this test case, the optimization problem was solved considering Vmin = 0.93pu
and Vmax = 1.05pu as voltage limits at the connection point of the DG (bus 8252).
A constraint was used in order to impose the same DG voltage reference for all 24
LLs, although it would have been possible to obtain a different value for each LL.
This constraint assumes an automatic voltage regulator with just one value for the
voltage reference. Furthermore, in this test case the substation voltage limits were
defined as Vmin = 0.95pu and Vmax = 1.05pu, instead of being fixed at 1.0pu as in
the previous cases.

The optimization process found a solution in a time of 56.7 s, equal to US$ 191.88,
being the results presented in Table5. The optimal solution indicates that the auto-
matic CB at bus 8325 remains turned off during all LLs. Also, the DG voltage
reference was determined as being 1.0217 pu and the substation voltage for each LL
varies between 1.0026pu and 1.0194, as shown in Fig. 5.
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According to Table5, the energy losses decreased in comparison to the losses
obtained for a DG voltage reference and a substation voltage of 1.0pu (see Table3).
Moreover, a reduction of 13.32% in the total operation costs resulted. As in the
preceding cases, a good agreement was verified between the results from the LM
and from the solution of the nonlinear load flow. The error in the total costs is
approximately 3.38%, while the greatest divergence between the voltage values is
0.0028pu.

5 Conclusions

A mixed integer linear programming model (MILP) for the optimization of distrib-
ution systems with DG was presented. Using a MILP approach, there are sufficient
conditions that guarantee the optimality of a given feasible solution, besides allow-
ing the solution to be obtained by classical optimization methods. The proposed
formulation represents an alternative to the usual approach that uses the nonlinear
load flow equations in conjunction with heuristic methods to solve PDS optimization
problems.

Balanced three-phase systems and loads are assumed, although the formulation
can be easily extended to consider single-phase and two-phase systems, besides
unbalanced loads. The test results demonstrated a close agreement between the results
obtained with the linearized model and with the nonlinear load flow, considering
different load levels and including DG. Furthermore, it was considered just one daily
load curve, although it would have been possible to consider different load curves,
applying the formulation to different operation planning horizons.

The application of the proposed formulation to solve expansion planning problems
of PDS is presented in [17].
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Appendix

Table6 presents the line data of the system used in the test cases. The impedance
equal to zero stands for a branch where there is a switch.
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Table 6 Line data
Bus
from

Bus to R (�) X (�) Max
(A)

Bus
from

Bus to R (�) X (�) Max
(A)

Bus
from

Bus to R (�) X (�) Max
(A)

8663 8313 0.0003 0.0008 419 8330 8331 0.0446 0.0202 113 8640 8635 0.0376 0.0252 138

8313 8667 0.0009 0.0022 419 8333 8422 0.8056 0.3653 113 8644 8640 0.0648 0.0595 195

8667 8668 0.0010 0.0024 419 8336 8337 0.0693 0.0314 113 8644 8774 0.0000 0.0000 –

8668 8665 0.0003 0.0008 419 8342 8455 0.0182 0.0167 195 8649 8336 0.5473 0.2482 113

8665 8765 0.0092 0.0149 293 8348 8293 0.0718 0.0660 195 8693 8676 0.2167 0.1993 195

8765 8406 0.0013 0.0021 293 8348 8354 0.4367 0.2056 101 8701 8702 0.0000 0.0000 –

8406 8233 0.6106 0.9880 293 8354 8620 0.2403 0.1131 101 8702 8728 0.0490 0.0222 113

8233 8493 0.5862 0.7236 282 8354 8874 0.0505 0.0238 101 8709 8701 1.8086 0.8202 113

8493 8487 0.1496 0.1846 282 8360 8264 0.1827 0.1680 195 8709 8311 0.0000 0.0000 –

8487 8488 0.0064 0.0080 282 8379 8380 0.0000 0.0000 – 8715 8709 0.3157 0.1431 113

8488 8486 0.0420 0.0518 282 8380 8867 0.0272 0.0336 282 8728 8333 1.1721 0.5315 113

8486 8208 0.0431 0.0532 282 8397 8314 0.0000 0.0000 – 8729 8989 0.3262 0.1479 113

8208 8811 0.1608 0.1984 282 8400 8644 0.0359 0.0330 195 8774 8773 0.0476 0.0308 150

8811 8970 0.0415 0.0513 282 8400 8775 0.0000 0.0000 – 8775 8772 0.0919 0.0417 113

8970 8969 0.0000 0.0000 – 8402 8507 0.1940 0.0880 113 8784 8700 0.0134 0.0123 195

8969 8477 0.3480 0.4296 282 8402 8494 0.6941 0.3147 113 8784 8804 0.3118 0.2867 195

8477 8968 0.0494 0.0609 282 8405 8616 0.2242 0.2062 195 8786 8277 0.1060 0.0975 195

8968 8404 0.5480 0.6765 282 8415 8566 0.0066 0.0063 184 8787 8786 0.0277 0.0254 195

8404 8207 0.0185 0.0228 282 8422 8432 0.7346 0.3331 113 8788 8822 0.0847 0.0779 195

8207 8300 0.0086 0.0107 282 8432 8433 0.1996 0.0905 113 8797 8282 0.3341 0.3073 195

8300 8250 0.0006 0.0009 293 8455 8405 0.0125 0.0115 195 8804 8797 0.2314 0.2128 195

8250 8227 0.0051 0.0083 293 8455 8476 1.6991 1.5626 195 8809 8784 0.1285 0.1182 195

8227 8379 0.0879 0.1085 282 8477 8415 0.0000 0.0000 – 8811 8966 0.0000 0.0000 –

8379 8598 0.1620 0.2000 282 8494 8268 0.0302 0.0137 113 8822 8360 2.7636 2.5415 195

8598 8600 0.0000 0.0000 – 8497 8787 0.3453 0.3175 195 8822 8305 0.0000 0.0000 –

8600 8325 0.0200 0.0246 282 8499 8503 0.2603 0.2394 195 8841 8211 0.8684 0.3938 113

8325 8585 0.8192 1.0112 282 8503 8497 0.1882 0.1731 195 8841 8837 0.5473 0.2482 113

8585 8593 0.4403 0.5435 282 8503 8505 0.0000 0.0000 – 8841 8334 0.5451 0.2472 113

8593 8788 0.2660 0.3284 282 8505 8962 4.8429 2.1961 113 8874 8878 0.2563 0.1207 101

8968 8549 0.0022 0.0036 293 8507 8847 0.9989 0.4530 113 8883 8885 0.0000 0.0000 –

8549 8550 0.0018 0.0030 293 8515 8499 0.1802 0.1657 195 8885 8886 0.0017 0.0011 150

8207 8249 0.0047 0.0058 282 8545 8809 0.0162 0.0149 195 8886 8884 0.0323 0.0217 138

8208 8209 0.0021 0.0019 195 8546 8972 0.0068 0.0110 293 8905 8906 0.1449 0.0657 113

8209 8990 0.1547 0.1423 195 8549 8546 0.0000 0.0000 – 8905 8914 0.0000 0.0000 –

8211 8402 0.3128 0.1418 113 8566 8400 0.0614 0.0565 195 8906 8918 0.1354 0.0614 113

8263 8515 1.7526 1.6117 195 8568 8572 0.1274 0.1172 195 8906 8916 0.0000 0.0000 –

8264 8263 0.0000 0.0000 – 8568 8889 0.0185 0.0124 138 8912 8905 1.2862 0.5833 113

8277 8568 0.1274 0.1172 195 8571 8342 0.2358 0.2168 195 8916 8910 0.0650 0.0295 113

8277 8779 0.0151 0.0139 195 8572 8571 0.0646 0.0594 195 8918 8920 0.0408 0.0185 113

8282 8649 0.7794 0.3534 113 8585 8586 0.0000 0.0000 – 8962 8330 0.7122 0.3230 113

8282 8693 0.7954 0.7315 195 8586 8587 0.0008 0.0010 282 8962 8912 0.0053 0.0024 113

8293 8883 0.0715 0.0480 138 8587 8841 0.5556 0.2520 113 8966 8965 0.0242 0.0162 138

8293 8601 0.4093 0.3764 195 8615 8630 0.0332 0.0306 195 8968 8860 0.0068 0.0084 282

8493 8303 0.0142 0.0095 138 8616 8615 0.0214 0.0197 195 8990 8397 0.0498 0.0458 195

8303 8882 0.0449 0.0204 113 8620 8873 0.4044 0.1904 101 8990 8994 0.1193 0.1142 184

8305 8319 1.8214 0.8260 113 8630 8545 0.8419 0.7742 195 8994 9006 0.0000 0.0000 –

8311 8310 0.4125 0.1871 113 8632 8581 0.0718 0.0482 138 9002 9007 0.0042 0.0040 184

8314 8315 0.0421 0.0387 195 8632 8634 0.0067 0.0045 138 9006 9002 0.2229 0.2133 184

8317 8327 0.3102 0.1407 113 8635 8639 0.1306 0.0877 138 9007 9008 0.0006 0.0006 184

8319 8715 2.0702 0.9388 113 8639 8389 0.0834 0.0798 184 9008 8252 0.0460 0.0493 370

8319 8317 0.0051 0.0023 113 8640 8348 0.2250 0.2069 195

8319 8729 0.0000 0.0000 – 8640 8632 0.0477 0.0320 138
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