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Series Preface

We are pleased to offer this volume from the 64th Nebraska Symposium on
Motivation.

This year the volume editor is Jeffrey Stevens. In addition to overseeing this
book, the volume editor coordinated the 64th Symposium, including selecting and
inviting the contributors. I would like to express my appreciation to Prof. Stevens
and the contributors for a stimulating meeting and an excellent series of papers on
impulsivity, an important factor in many behavioral problems.

This symposium series is supported by funds provided by the Chancellor of the
University of Nebraska–Lincoln, Harvey Perlman, and by funds given in memory
of Professor Harry K. Wolfe to the University of Nebraska Foundation by the late
Professor Cora L. Friedline. Given Chancellor Perlman’s retirement in 2016, we
honored his long-standing generous support by naming the poster session and
reception in his honor. We are also grateful for the University of Nebraska
Foundation’s support via the Friedline bequest. This symposium volume, like those
in the recent past, is dedicated in memory of Professor Wolfe, who brought psy-
chology to the University of Nebraska. After studying with Professor Wilhelm
Wundt in Germany, Professor Wolfe returned to his native state, to establish the
first undergraduate laboratory in psychology in the nation. As a student at
Nebraska, Professor Friedline studied psychology under Professor Wolfe.

Lincoln, USA Debra A. Hope
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Chapter 1
The Many Faces of Impulsivity

Jeffrey R. Stevens

Introduction

Can you resist the dessert tray when eating out at restaurants? Do you enjoy the
thrill of pulling the arm on a slot machine in anticipation of the results? Do you
succumb to purchasing candy or magazines in the checkout line of the grocery
store? Have you ever bungee jumped or skydived? Have you ever blurted out
something that you wish you would not have said? These questions all address
impulsivity, a multifaceted concept that typically captures an inability to wait, a
preference for risky outcomes, a tendency to act without forethought, an insensi-
tivity to consequences, and/or an inability to inhibit inappropriate behaviors
(Evenden 1999; Reynolds et al. 2006). Because it touches on so many different
aspects of behavior, impulsivity connects to a number of other concepts including
patience, self-control, delay of gratification, intertemporal choice, discounting, risky
choice, risk taking, inhibitory control, and sensation seeking. So, when different
researchers refer to impulsivity, do they mean the same thing? Is impulsivity a
single construct across all of these usages?

A Taxonomy of Impulsivity

The shear breadth of behavioral phenomena labeled “impulsivity” already implies
an answer to this question. It seems unlikely that impulsivity is a unitary construct
that applies to such a diverse range of behaviors. In fact, researchers have created a

J.R. Stevens (&)
Department of Psychology and Center for Brain, Biology & Behavior,
University of Nebraska-Lincoln, B83 East Stadium, Lincoln, NE 68588, USA
e-mail: jeffrey.r.stevens@gmail.com

© Springer International Publishing AG 2017
J.R. Stevens (ed.), Impulsivity, Nebraska Symposium on Motivation 64,
DOI 10.1007/978-3-319-51721-6_1
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taxonomy that carves up the concept into different types of impulsivity. A primary
distinction divides impulsivity into impulsive choice (or decision making) and
impulsive action (or disinhibition) based on both behavioral correlates across tasks
and neural mechanisms (Evenden 1999; Reynolds et al. 2006; Dalley et al. 2011;
Robbins and Dalley, this volume).

Impulsive Choice

Many cases of impulsivity involve making a choice: a choice between rewards with
different costs. These costs can result from time delays to receiving the reward,
probabilities of receiving the reward, or effort required to receive the reward. These
choices typically involve a trade-off between a smaller reward with a smaller cost
and a larger reward with a larger cost.

For intertemporal choices, the cost is a time delay to receiving a reward—
individuals must choose between rewards that are available after different delays
(Read 2004; Stevens 2010). Researchers often investigate explicit delay choices
between a smaller, sooner option and a larger, later option (see Barack and Platt,
Bickel et al., Mitchell, Rahimi-Golkhanden et al., Robbins and Dalley, Tucker, this
volume). Choosing the smaller, sooner option is often labeled impulsive, whereas
choosing the larger, later option signals self-control or patience. Psychologists and
economists have proposed temporal (or delay) discounting as the mechanism
generating delay choices—that is, they assume that decision makers subjectively
devalue future rewards. Individuals who highly discount the future will show a
strong preference for sooner rewards.

In addition to delay choice, other intertemporal choice paradigms explore delay
maintenance, in which individuals must maintain a choice for a delayed reward in
the face of alternatives (Mischel and Ebbesen 1970; Toner et al. 1977). Rather than
making a single choice, delay maintenance requires making a constant stream of
choices for the larger, later option. Walter Mischel’s Marshmallow Test investigates
the notion of delay of (or delayed) gratification by using delay maintenance tasks
(see Peake, this volume). Though they are both measures of intertemporal choice,
performance on delay choice and delay maintenance tasks are not strongly corre-
lated (Toner et al. 1977), suggesting that even within intertemporal choices, levels
of impulsivity are dissociated between making and sustaining choices.

For risky choices, the cost is the probability of receiving the reward, with the
receipt of the small reward more certain than receipt of the larger reward.
Impulsivity in this context refers to the willingness to take risks (Barack and Platt,
Bickel et al., Rahimi-Golkhanden et al., Robbins and Dalley, Tucker, this volume).
This ranges from gambling in games of chance to engaging in risky behaviors such
as having unprotected sex. Conceptually, risky choices are analogous to intertem-
poral choices, and researchers refer to probability discounting as an analogous
mechanism to temporal discounting.
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Rewards can also be costly in terms of the effort need to obtain them. Increasing
the effort or distance required to obtain a reward will reduce choices for that reward
(Mitchell, this volume). So, like temporal and probability discounting, investigators
can also measure effort and distance (or spatial) discounting, with impulsivity
referring to choosing the option with the least effort/distance. Effort and distance
preferences are not as well studied as time and risk preferences, but some evidence
suggests that they are decoupled from time preferences (Mühlhoff et al. 2011;
Mitchell, this volume), though they share some neural substrates (Mitchell, this
volume).

Impulsive Action

Impulsive action refers to a failure of inhibition or the inability to withhold from
making a response (Winstanley et al. 2006). This often involves acting without
forethought, ignoring consequences of actions, and failing to inhibit inappropriate
behaviors. Impulsive action can be divided into “waiting impulsivity” and “stop-
ping impulsivity” (Dalley et al. 2011). Waiting impulsivity refers to situations in
which individuals cannot wait and prematurely respond to a situation—for example,
when drivers anticipate a traffic signal changing but accelerate before the signal
actually changes. Stopping impulsivity refers to situations in which individuals fail
to stop an action when required—for example, when a child is reaching to touch a
forbidden object and fails to stop reaching when told not to touch the object.
Robbins and Dalley (this volume) describe how different neural circuits underlie
these two subcategories of impulsivity.

Scope of Impulsivity

Due to the many different varieties of impulsivity, this concept is wide in scope. It is
of relevance to a large number of fields, including psychology, economics, biology,
neuroscience, anthropology, nutrition, finance, and environmental sciences.
Studying impulsivity requires investigation across a broad range of levels. Early
work in this area began by focusing on the behavioral level of individuals. But
impulsivity has important implications for society in terms of both differences
across cultures (Tucker, this volume) and applications to critical societal problems
such as physical health (Bickel et al., Mitchell, this volume), mental health (Barack
and Platt, Bickel et al., Mitchell, Robbins and Dalley, this volume), financial
well-being (Laibson et al. 1998), and environmental sustainability (Stern 2008).
Given its potentially negative societal implications, interventions and nudges could
be designed to reduce impulsivity. This raises interesting questions about whether

1 The Many Faces of Impulsivity 3



impulsivity is a trait that people have or whether it is a response to the
decision-making context (Peake, this volume). Therefore, investigating its cognitive
mechanisms (Bickel et al., Mitchell, Peake, Rahimi-Golkhanded et al., this volume)
could provide fruitful insights into impulsivity. Taking this a step further by
exploring the biological mechanisms (e.g., neural circuits and neurotransmitters:
Barack and Platt, Robbins and Dalley, this volume) can yield therapies to treat
pathological impulsivity. Therefore, impulsivity connects numerous fields across
many levels of analysis and has critical applications to human (and nonhuman)
societies.

Due to this breadth, the current volume reflects the scope of impulsivity by
including contributors from a wide range of fields who work at different levels of
analysis. The volume begins with Philip Peake’s review of the foundational work
on the Marshmallow Test—a famous (and perhaps infamous) series of studies on
delay of gratification in children (Chap. 2). This work has captured the public’s
interest in impulsivity by demonstrating important connections between the ability
to wait for delayed rewards at a young age and life outcomes in adolescence and
adulthood. It also highlights the underappreciated emphasis on how cognitive and
contextual factors influence delay of gratification.

Bram Tucker then takes us on a bit of an adventure by describing the difficulties
of and insights from studying questions of impulsivity in small-scale societies
(Chap. 3). We learn that serious attention must be paid to cultural differences when
translating the experimental paradigms used in Western populations to that of other
cultures. These studies yield interesting insights into culturally specific contextual
factors that shape understanding of risky outcomes.

Shahin Rahimi-Golkhandan, David Garavito, Bertrand Reyna-Brainerd, and
Valerie Reyna provide an outside-of-the-box theory of memory, judgment, and
decision making that challenges established models of risk and temporal prefer-
ences (Chap. 4). Fuzzy Trace Theory explores the social and cognitive mechanisms
of these preferences by proposing that people use two different types of mental
representations of the rewards, risky probabilities, and time delays inherent in these
preferences: The gist representations give a “fuzzy,” overall meaning of information
(e.g., “now” vs. “later”) in contrast to the precise verbatim representation (e.g., in
10 min vs. in 7 days). Incorporating this component of cognition captures many
aspects of contextual effects on choice across the life span, with implications for the
malleability of impulsivity and delay of gratification.

Suzanne Mitchell connects impulsivity in temporal discounting to psy-
chopathology but also highlights an understudied form of discounting: effort dis-
counting (Chap. 5). Though effort discounting shares some characteristics and
neural circuitry with temporal discounting, it is distinct in many ways, as well.
Given its potential effects on psychopathology such as depression and
attention-deficit/hyperactivity disorder, effort discounting could provide a valuable
tool to further understand impulsivity.

David Barack and Michael Platt provide a comprehensive review of the neural
circuitry underlying time and risk preferences in foraging (Chap. 6). Foraging offers a
decision domain critical to survival for all animals that combines both time and risk.
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These authors describe a process model of foraging that incorporates both behavioral
and neural data in humans and other species to implicate dysregulated neural circuitry
for foraging as a key contributor to impulsive choice.

Trevor Robbins and Jeffrey Dalley synthesize behavioral and neural data in
humans and other species to fractionate impulsivity into different subtypes (Chap. 7).
Importantly, waiting impulsivity and stopping impulsivity show distinct neural
circuits. Understanding the neural basis for the different types of impulsivity can
translate into treatments for neuropsychiatric disorders such as substance abuse
disorders, attention-deficit/hyperactivity disorder, Parkinson’s disease, and other
impulse control disorders.

Warren Bickel, Jeffrey Stein, Lara Moody, Sarah Snider, Alexandra Mellis, and
Amanda Quisenberry introduce a novel approach to studying impulsivity with
direct applications to physical and mental health (Chap. 8). Narrative theory is a
framework that taps the power of storytelling to develop interventions for mal-
adaptive health behavior, including addiction, overeating, and risky sexual
behavior. Thus, narrative theory provides potential interventions for impulsivity in
both temporal and risk preferences.

From neurons to societies, from mice to humans, from children to adults, these
chapters cover a broad range of questions we can ask about impulsivity.
Understanding the many faces of impulsivity requires continued integration across
levels of analysis, species, and timescales. I am very grateful to the contributors to
this volume for their participation in the Nebraska Symposium on Motivation and
for their continued work to advance our understanding of impulsivity.
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Chapter 2
Delay of Gratification: Explorations
of How and Why Children Wait and Its
Linkages to Outcomes Over the Life
Course

Philip K. Peake

Introduction

The ability to delay gratification, to forgo immediately available rewards in pursuit
of more preferred but distal goals, is a hallmark of adaptive functioning across the
life course. Delaying gratification is a behavioral manifestation of the larger
umbrella construct of self-control (Moffitt et al. 2011) and is implicated in a wide
range of self-regulatory regimens including maintaining a healthy diet (Herman and
Polivy 2003), exercising effectively (Unkelbach et al. 2009), and doing well in
school (Bembenutty and Karabenick 2013; Bindman et al. 2015) to name just a few.
Inability to delay, on the other hand, has been linked to numerous maladaptive
outcomes including obesity (Caleza et al. 2016), substance use (Abikoye and
Adekoya 2010; Rossiter et al. 2012), relational difficulties (Ayduk et al. 2000),
gambling (Callan et al. 2011), and clinical symptomatology (Ayduk et al. 2008;
Campbell and von Stauffenberg 2009). Given the scope of life outcomes to which
delay of gratification is linked, it is not surprising that the ability to wait for more
desired outcomes is a vibrant field of inquiry within psychology (Tobin and
Graziano 2010).

Although there a number of alternative operationalizations of delay of gratifi-
cation, the paradigm developed by Walter Mischel and his students nearly 50 years
ago has captivated both empirical and popular considerations of the topic. In the
self-imposed delay of gratification paradigm, a 3–5-year-old child is brought to a
“game room” by a familiar adult and asked to indicate a preference between, for
instance, one small treat or two. Not surprisingly, children invariably opt for the
larger of the two options. The preschooler is then told the adult needs to leave the
room and that in order to get the preferred treats, the child will need to wait quietly
for the adult to return. Should they decide they no longer want to wait, the child is
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given the option to ring a small desk bell to signal the adult to return at any time.
However, if the child terminates the wait, they only get the single treat. Although
numerous types of treats (marshmallows, pretzels, M & Ms, mints, etc.) have been
used in this research, the experimental paradigm has become popularly labeled
simply as the “Marshmallow Test.”

Originally designed during the late 1960s, the self-imposed delay of gratification
paradigm became the methodological foundation for a decade-long experimental
exploration of the cognitive and contextual factors that influence children’s ability
to wait (Mischel et al. 1989). The number of seconds children waited in those
original experiments subsequently became the predictive base for a longitudinal
research program that now spans four decades (Mischel et al. 2011). The research
program that has evolved around the Marshmallow Test is widely recognized as
contributing critical insights into the empirical understanding of childhood waiting
and especially its connections to later life outcomes. Mischel et al. (1988) first
reported that children who delayed gratification during preschool were perceived by
their parents as adolescents who were more cognitively competent, socially com-
petent, and able to cope with stress than their counterparts who did not wait.
Subsequent research has extended these longitudinal findings to academic outcomes
(Shoda et al. 1990), early adult interpersonal difficulties (aggression, peer rejection)
and adaptive functioning (low self-worth, drug use) (Ayduk et al. 2000), borderline
personality features (Ayduk et al. 2008), adult body mass (Schlam et al. 2013), and
adult differences in neural functioning during impulse control tasks (Casey et al.
2011; Berman et al. 2013).

In popular culture, the Marshmallow Test has assumed a life of its own. The
research was thrust into the public consciousness when Dan Goleman offered it as
evidence for the importance of “impulse control” in his popular trade book on
“emotional intelligence” (Goleman 1995). While there are serious empirical ques-
tions about whether delay of gratification is even a component of emotional
intelligence (Mayer and Salovey 1997), Goleman captured widespread media and
public attention by pitting the Marshmallow Test against traditional IQ tests as a
predictor of “success” in later life. Although these claims have also been questioned
(Amelang and Steinmayr 2006; Di Fabio and Palazzeschi 2009), they are rarely
scrutinized in the popular portrayals of the research. Instead, the research findings
are commonly reduced to the simple claim that terminating waiting in the
Marshmallow Test portends all manner of later life challenges. These reductions are
often buttressed by incredibly compelling, cute, and humorous depictions of chil-
dren as they grapple with staged enactments of the Marshmallow Test. In outlets
ranging from Sesame Street to Oprah, the virtues of impulse control are consistently
extolled. The self-help industry has stepped in with numerous books cautioning
parents about the fate foretold by early impulsivity. Through Internet blogs, TED
Talks, and the like, the virtual life of the Marshmallow Test continues to grow
largely unchecked. And like many things within this sphere, as hyperbole builds on
hyperbole, complexity and nuance give way to simplistic reductions. Sadly, many
academic and popular renditions of the lessons to be learned from this program of
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research run counter to the conceptual intent, empirical findings, and explicitly
stated precautions of the published research.

What should we make of a child ringing a bell to summon the researcher to
return during a Marshmallow Test? The direct answer to this question is that the
child chose not to wait. In many scholarly and popular portrayals, however, ter-
minating the wait is seen as an act of “impulsivity,” the focal point of these
conference proceedings. While the label impulsivity is descriptively convenient, it
encourages inference about underlying process that may not be fully warranted. It
implies more than that the child opted not to wait, and it suggests a reason for that
choice. As an explanatory construct, impulsivity implies “acting on impulse” and is
commonly defined as acting on emotion, without forethought or careful consider-
ation of risks and consequences. For this reason, impulsive acts are often charac-
terized as irrational, reflexive and stimulus bound. But is ringing a bell to summon
an adult back to the room an act of impulsivity? Is the preschooler “acting on
emotion, without forethought or careful consideration of risks and consequences”?
Is terminating the delay and opting for the lesser reward an “irrational, reflexive,
and stimulus bound response”? Labeling the termination of the wait as impulsivity
both implicates an underlying process that may not be warranted, suggests that the
root cause of stopping is dispositionally rooted in the child, and detracts from other
prospective processes that might be implicated in the child’s choice.

On the other side of this bipolarity, what should we make of the child who sticks
it out, doesn’t ring the bell, and waits in order to get the second treat? As noted
above, effectively delaying gratification is commonly cast as an act of impulse
control or “willpower” (Goleman 1995, pp. 80–82). Especially problematic in this
labeling is the suggestion that differences in waiting time derive the individual’s
“self-control strength,” an inferred limited resource subject to depletion under stress
(Baumeister and Tierney 2011). Willpower also implies that the path to effective
waiting involves “gritting it out” until one attains the desired outcome. Framed
within this impulsivity/willpower dichotomy, individuals are viewed as navigating
a continuing battle where the temptation to follow irrational impulses must be
overcome by “willing” their way to more desired, reasoned choices. Rather than
inferring that waiting is the product of willpower or impulse control and all that
those terms imply, it is important to ask what children actually do to facilitate delay
of gratification. It turns out that existing research provides rich and somewhat
unexpected clues about these processes.

As the empirical span of this research program closes in on nearly half a decade,
it seems timely to review the history of the Marshmallow Test from its early
experimental roots through its various longitudinal forays. In the context of the
current volume, any full consideration of impulsivity should rightfully include a
review of this foundational research. The review offered here presents an histori-
cally annotated and purposely critical overview of what the original research pro-
gram revealed about waiting, what the follow-up research has documented to date,
and what those various explorations tell us about what might be guiding children’s
behavior as they navigate the challenge. The research reviewed will then be used to
evaluate different factors that are commonly offered as explanations for why
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children wait and to explore academic and popular claims that are commonly
attached to the Marshmallow Test.

Experimental Studies of Delay of Gratification (1967–1973)

Background and Setting

The series of experimental studies that constitute the empirical base of the
Marshmallow Test evolved from the collective efforts of Mischel and a dedicated
group of students during the latter part of the 1960s and continuing through the
early 1970s. A number of theoretical and operational influences converged at that
time that guided this program of research. Several of these are worth special
consideration.

First, Mischel’s interest in delay of gratification predated the Marshmallow Test
by over a decade. Beginning with anthropological collaborations with his brother in
Trinidad and Grenada that were initiated in 1955, Mischel conducted a series of
investigations of preferences for delayed outcomes (Mischel 1958, 1961;
Mischel and Gilligan 1964; Bandura and Mischel 1965; Mischel and Staub 1965;
Mischel and Grusec 1967; Mischel et al. 1969). Throughout this line of research,
the key dependent measure was the individual’s choice between a small, but
immediately available reward (one cent candy now) and a temporally delayed but
larger reward (ten cent candy in one week). The expressed preferences were labeled
as measures of “delay choice.” The Marshmallow Test was designed with the
recognition that expressed preferences for delayed outcomes are not always born
out when people actually face the challenge of the wait itself. One only needs to
think of the considerable challenges people confront holding to New Year’s reso-
lutions to understand this important distinction. People can express all manner of
preferences for desirable distal outcomes only to see those preferences melt away
when faced with the sacrifices and challenges of staying on a diet, maintaining an
exercise regimen, or forgoing alcohol or cigarettes. Mischel and his students rec-
ognized the distinction between expressed preferences for delayed outcomes (delay
choice) and the ability to actually maintain delay (delay maintenance) and focused
the design of the Marshmallow Test directly on the latter.

The discrepancy that often exists between delay choices and delay maintenance
was aligned with the then emerging literature on the differences that characterize
people’s attitudes and their actual behavior in other spheres (Fishbein and Ajzen
1972) and continues to be recognized as an important distinction in understanding
self-control and impulsivity. Much of the current work on temporal discounting that
is linked to the study of impulsivity, although impressively refined and opera-
tionalized over the early offerings of Mischel and others (Mahrer 1956), focuses
almost exclusively on people’s delay preferences despite reminders of the important
distinction between those choices and delay behavior itself (Reynolds and

10 P.K. Peake



Schiffbauer 2005; Addessi et al. 2013). Although the term delay of gratification is
often confusingly used to refer to either delay choices or delay maintenance, a key
distinction between the two is that while self-reported preferences (and the dis-
counting functions associated with them) yield static assessments of the person’s
desires, maintaining delay is a dynamic process that is defined by individual’s
option to defect from those choices as the waiting progresses (Young and McCoy
2015).

It is worth noting that children participating in the standard delay of gratification
paradigm do state a preference between the two outcomes that are offered.
Typically, this choice is between different quantities of the same treat (e.g., one
marshmallow vs. two marshmallows) although it is not uncommon to use mixes
(e.g., one pretzel vs. two marshmallows). When this preference is first expressed
within the experimental paradigm, it is in the form of a straight choice (Mischel
1958) and is distinguished from a delay choice by the absence of a temporal
element (e.g., one marshmallow now vs. two marshmallows in 15 min). Children
are simply asked whether they would prefer one reward option or the other. The
element of time is only introduced when it is later explained to the child that they
must wait for the more preferred outcome, but even here the actual length of the
wait is not specified. Indeed, one of the defining features of the Marshmallow Test
is the child’s uncertainty about how long they will need to wait. Preschoolers are
only told that the experimenter needs to leave the room and that they must wait for
the experimenter to return in order to receive the more preferred reward. Children
might reasonably infer that the wait will be minutes versus hours or days, etc., but it
is deliberately unclear whether the absence might be just a few seconds, a few
minutes, or longer. One thing that is clear is that waiting alone to the required
criterion time, which ranged from 10 to 30 min in the original experiments, is
typically an unusual and challenging experience for preschoolers. Needless to say,
subjective expectations about how long the wait might be are likely shifting as the
experience unfolds (McGuire and Kable 2013). These shifting expectations con-
tribute to the dynamic of most self-control situations where the individuals must
continually re-evaluate whether the desired outcome is indeed worth enduring the
wait and forgoing immediately available options. As in many real-life self-control
scenarios, earnestly expressed preferences become subject to reappraisal and
defection as the child sizes up the challenge, uncertainty, and experience of the task
at hand.

A second major influence on the development and implementation of the
experiments on children’s waiting was undoubtedly the publication of Personality
and Assessment, the classic critique of the field of personality theory and testing
(Mischel 1969). In Personality and Assessment, Mischel provided a review of
several lines of research that challenged key assumptions that had historically
guided theory and research on the nature of personality. First, with the exception of
some cognitive and intellectual measures, people show less consistency in their
behavior across situations than was suggested by traditional dispositional approa-
ches. Although people often demonstrate impressive stability in their behavior over
time when observed in the same situation, observations taken across different
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contexts suggest that behavior is highly sensitive to contextual variation. Second,
Mischel noted that efforts to predict how people behave in real-life situations based
on static trait-based assessments of personality typically demonstrated modest
efficacy. From these observations, Mischel questioned the utility of both concep-
tualizing and measuring personality using highly generalized dispositions such as
impulsivity and willpower. Instead, Mischel challenged personality researchers to
shift their focus to units of analysis that might more closely embody the observed
contextual sensitivity of behavior. Rather than being driven by generalized dispo-
sitions, Mischel suggested that people’s behavior is highly discriminative. People
navigate the complexities of their social worlds actively processing situational cues
that trigger sets of expectancies, goal systems, and competencies that guide their
ongoing behavior.

The shift away from global, dispositional units to more contextualized,
process-oriented constructs can even be seen in the very early work on delay
choice. Rather than viewing these preferences as generalized traits, this research
focused on identifying contextual and experiential factors that influence delay
choices. In work based on Rotter’s early social learning theory, Mahrer (1956)
showed that children’s experimentally manipulated expectancies that they will
receive the preferred reward (e.g., their “trust” that the reward will in fact be
delivered) powerfully impacts children’s delay choices. Mischel (1958, 1961)
similarly demonstrated that the trust-based expectancies that underlie delay choices
can derive from children’s cultural and familial history with agents who deliver
rewards. Mischel and Metzner (1962) showed that delay choices varied in relation
to age, intelligence, and the length of the wait. Also working within a social
learning framework, Bandura and Mischel (1965) demonstrated that exposure to
live and symbolic model’s delay preferences produced sustainable shifts in chil-
dren’s delay choices. Mischel and Staub (1965) showed that when a work element
was added to the requirements for attaining the desired outcome, delay choices were
influenced by the child’s expectancies of succeeding on the task. Additionally,
Mischel and Grusec (1967) demonstrated that delay choices are related to beliefs
about temporal delay and trust (probability of delivery) for both future rewards and
punishments. This line of research illustrates the shift away from viewing delay
choices as highly generalized dispositions to one where preferences are seen as the
products of children sizing up the circumstances they face and using those con-
textual cues to guide their choices. From this perspective, delay preferences were
not seen as fixed and enduring, but flexible and adaptive. Similarly, and importantly
for the current review, children’s delay choices were not seen as primarily reflecting
of the child’s impulsivity. The child expressing a preference for an immediate
reward was not viewed as “acting on emotion, without forethought or careful
consideration of risks and consequences.” Instead, delay choices were seen as
reflecting a reasoned evaluation of the current circumstances in light of child’s
beliefs, values, and expectancies regarding the proposed outcomes.

Similarly, as Mischel and his students shifted their focus of study from delay
choice to delay maintenance, the child’s ability to wait was not viewed as a fixed
and enduring disposition, but as a competence that was likely influenced by an array
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of contextual and cognitive factors. The program of experiments that utilized the
Marshmallow Test set out to identify and explore those factors. In the review that
follows, the methods and key findings of each of the published experiments in that
program are briefly described. Experiments are reviewed in the chronological order
of their publication, which largely overlaps with the order in which they were
conducted. It is important to note that the experiments employing the Marshmallow
Test were but one part of a larger research program that explored different facets of
children’s self-control including children’s generalized control beliefs (Mischel
et al. 1974), coping plans (Mischel and Patterson 1976; Patterson and Mischel
1976), and knowledge of waiting strategies (Yates and Mischel 1979; Mischel and
Mischel 1983). In addition, some experimental conditions that were part of the
studies discussed here are not included in this review. Although all of this research
informs our broader understanding children’s self-control, these programmatic
components do not employ an experimental variation of the Marshmallow Test or
do so in examining something other than passive waiting (e.g., delay while
working) and hence are not included in the longitudinal database to be discussed
subsequently.

Reward Presence: Mischel and Ebbesen (1970)

The initial rendition of the Marshmallow Test was designed to address a straight-
forward but consequential question regarding the factors that might influence
children’s ability wait. It explored the impact of the physical presence of the
rewards during the waiting period in research carried out by Ebbe Ebbesen at the
Bing Nursery School during the summer of 1967. Mischel and Ebbesen introduced
a new delay of gratification paradigm where preschoolers, typically 4–5 years of
age, were asked to indicate a straight choice preference between either five 2-inch
pretzels or two animal cookies (yes, the original “Marshmallow Test” did not
include any marshmallows). After the child had indicated a preference, the
experimenter explained they would need to leave the room and that the child would
need to wait for the experimenter to return to receive the preferred reward. Unlike
later versions of the paradigm, there was no bell in this first study. Instead, children
were taught to consume a small ½-inch pretzel as a signal to the experimenter that
they wanted to terminate the delay.

The key manipulation in this paradigm was which rewards were left in the room
while the child attempted to wait. All combinations were included: both rewards, the
delayed (preferred) reward, the immediate (less preferred) reward, or neither of the
rewards. Mischel and Ebbesen reasoned that leaving different combinations of
rewards in the room would allow children to focus attention on the rewards while
they waited, and hence, this was offered as a manipulation of the child’s attention to
rewards. While it is clearly the case that children will pay more attention to rewards
when they are physically present, it is not the child’s attention per se that is being
manipulated in this experiment but the physical presence or absence of the rewards.

2 Delay of Gratification: Explorations of How and Why Children … 13



Mischel and Ebbesen noted and subsequent research has since demonstrated that
even with rewards physically available for attention, there are substantial differences
in children’s tendency to actually focus attention on the rewards (Peake et al. 2002).

The key finding of this research was that leaving the rewards physically present
(and hence available for the child to attend to) was quite detrimental to waiting.
Children facing both rewards during the delay period managed to wait on average
just over 1 of the possible 15 min (Fig. 2.1). In contrast, when both rewards were
removed, children waited on average over 11 min. If either one of the rewards
(delayed or immediate) was left with the child, intermediate waits averaging around
5 min were observed. These findings demonstrate that having any reward present
while waiting makes the delay more challenging, but having both rewards present
makes waiting especially difficult. This indicates that the presence of both rewards
encourages active comparison of the two outcomes that might encourage reap-
praisal and earlier defections from the desired path. It is one of the first empirical
signs that children are actively processing and re-evaluating possible outcomes as
the wait progresses.

In discussing the impact of reward presence, it is common to find the difference
between the 1- and 11-min average waits highlighted (Mischel et al. 1989, 2011).
However, Mischel and Ebbesen recognized that it was problematic in this paradigm
for the “signal” to terminate delay (eating a small pretzel) to be so similar to one of
the potential rewards. For this reason, in a section of the paper referred to as
“follow-up data,” they report a replication study where they introduced a small desk
bell for children to use to signal the experimenter to return. This substitution
eliminated the confounding of the signal to return with the desired outcome and
became the standard procedure for all subsequent work in this paradigm.
Interestingly, although average delay times remain significantly shorter when
rewards are present than absent when using the bell as a signal (3 min vs. 9 min,
see Fig. 2.1), they are no longer the extremely short times evidenced when pretzels
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were used as signals. This might again attest to the contextual sensitivity of delay
behavior, but some caution is warranted here since sample sizes are quite small in
most of these conditions (typically around N = 10 in any experimental condition),
and hence, condition means can contain a substantial error component. It is worth
noting that while reward presence almost always yields significantly shorter average
wait times within a particular experiment, there is nonetheless sizable variation in
the average wait time with rewards present across studies.

In retrospect, many suggest that it is obvious that leaving rewards present during
the delay period should be detrimental to effective waiting. At the time, however,
there were several compelling theoretical accounts that suggested just the opposite.
Psychoanalysts, including Freud (1911), had suggested that the key to bridging time
in pursuit of a blocked gratification involved constructing mental images of the
desired but blocked object (see also Rappaport 1967). Working from a very dif-
ferent theoretical slant, social psychologists also weighed in on this issue suggesting
that effective impulse control centered on self-instructional processes that increase
the salience of delayed outcomes, thus facilitating “time-binding.” From this per-
spective, any cognitive or contextual factors that increase the salience of the reward
should make waiting easier (Jones and Gerard 1967). To this day, it is not
uncommon to see self-help guides that steer individuals to repeatedly focus or
remind themselves of desired outcomes. Within the empirical literature, there are
still important questions regarding those circumstances where attention to rewards
might facilitate performance (Peake et al. 2002). Whether obvious or not, the
impact of reward presence remains one of the most robust and conceptually
important findings in this program of research.

Distractions from Rewards: Mischel et al. (1972)

In discussing their findings, Mischel and Ebbesen commented on the activities of
the children while they waited with the following:

One of the most striking delay strategies used by some subjects was exceedingly simple and
effective. These children seemed to facilitate their waiting by converting the aversive
waiting situation into a more pleasant non-waiting one. They devised elaborate
self-distraction techniques through which they spent their time psychologically doing
something (almost anything) other than waiting. Instead of focusing prolonged attention on
the objects for which they were waiting, they avoided looking at them. Some children
covered their eyes with their hands, rested their heads on their arms, and found other similar
techniques for averting their eyes from the reward objects. Many seemed to try to reduce
the frustration of delay of reward by generating their own diversions: they talked to
themselves, sang, invented games with their hands and feet, and even tried to fall asleep—
as one child successfully did (1970, p. 335).

Mischel and Ebbesen saw these efforts as testimony to how frustrating waiting
alone is for preschoolers. They noted that there were likely two components con-
tributing to this frustration. First, merely waiting alone in a room with nothing to do
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is quite difficult and unusual for young children. The waiting task is boring, a
quality shared with many self-control tasks. Children must invent ways to engage
themselves during this monotonous period. Second, the presence of the rewards
may increase the anticipation of the reward, adding to the frustration of the situa-
tion. The antics of the children as they attempt to wait, while often seemingly
haphazard and quite amusing, were seen as strategic attempts to divert attention
from these aversive components of the wait.

Working off this observation, Mischel and Ebbesen were joined in the spring of
1968 by Antonette Zeiss, then an undergraduate studying at Stanford, to explore the
impact of providing children with different types of distraction during the delay
period. In a series of three separate experiments, Mischel et al. (1972) explored the
impact of both physical and cognitive distractions when rewards were either present
(Experiments 1 and 2) or absent (Experiment 3) during the wait. In all three
experiments, children indicated a preference for either one small marshmallow or
one pretzel. Physical distraction was provided by allowing the child to play with a
slinky toy. Cognitive distraction was provided by instructing the child to either
think about fun things, about sad things, or about the rewards themselves during the
wait depending on the experiment.

Mischel, Ebbesen, and Zeiss replicated the impact of reward presence in the
absence of any distraction instructions with children showing very short delays
when facing the both rewards (Fig. 2.2). Interestingly, when children had the
opportunity to play with a slinky toy, a form of physical distraction, delay times
were nearly 9 min despite the fact that the rewards remained available for attention.
Thinking fun things, a form of cognitive distraction, was especially helpful, pro-
ducing lengthy delays regardless of whether rewards were present or absent. In
contrast, thinking sad thoughts, a cognitive distraction that children might be less
likely to actually do or maintain, provided modest gains in waiting times.
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In addition to demonstrating that physical and cognitive distractions during the
wait period facilitate waiting, one of the more important findings in this work was
seen when children are instructed to focus their attention on the rewards themselves.
When the rewards are present, reward-directed attention yielded average delays
somewhat but not significantly longer than when children were given no instruc-
tions, suggesting that in the absence of instructions to do something else, children
were likely spontaneously engaging in reward-directed attention. Interestingly,
when rewards were absent, asking children to think about the rewards had the same
detrimental effect as placing the rewards directly in front of the child with no
instructions. This finding suggested to the researchers that the cognitive represen-
tation of the rewards is as important as the physical stimulus itself. This is a theme
that is born out throughout the remaining research program with the Marshmallow
Test.

Symbolic Rewards: Mischel and Moore (1973)

Recognizing that distracting, irrelevant activities like playing with a slinky toy or
thinking fun thoughts enabled waiting even in the presence of rewards, the research
next focused more directly on reward representation during the delay period.
During the time that he completed his graduate studies with Mischel, Burt Moore
conducted a series of experiments examining the impact of symbolic versus real
presentations of the rewards on waiting. The first of these experiments was initiated
by Moore at the Bing School in the fall of 1970. Working off the prior finding that
thinking about rewards in their absence was detrimental to waiting, Mischel and
Moore sought to explore aspects of children’s ideation about rewards while waiting.
Even though the physical presence of rewards had been shown to debilitate rather
than facilitate delay as previously theorized, Mischel and Moore noted that most
theoretical accounts of delay of gratification made reference to people’s thoughts
and images while waiting, not their direct perceptions. Most waiting situations do
not involve the actual physical presence of the rewards, so what mattered was how
individuals thought or imagined the rewards in their absence during the waiting
period.

Recognizing that children’s cognitive activity was largely inaccessible during a
waiting task, Mischel and Moore attempted to manipulate the child’s cognitive
representations by displaying symbolic presentations of the rewards while the child
waited. This was accomplished by showing the child pictures of the rewards with a
slide projector. In this first study, half of the children were asked to express a
straight preference for either two marshmallows or one pretzel, while the other half
selected between two pennies or a token. The reward pair for which the child
expressed this preference was referred to as the “relevant rewards,” while the other
reward pair was referred to as the “irrelevant rewards.” Using a crossover design,
children observed slides of the relevant rewards, the irrelevant rewards, a blank
slide, or no slide at all. For half of the children, the slide content was shown
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continuously, while for the rest the slide was shown “periodically” (5 s at 30-s
intervals). This scheduling variation was intended to test the notion that periodic
reminders of the goal might better serve the child than continuous exposure.

Contrary to the prior findings involving direct exposure to the rewards, Mischel
and Moore found that exposure to symbolic representations of the reward did
indeed facilitate waiting (Fig. 2.3). In both periodic and continuous presentation
conditions, preschoolers exposed to symbolic representations of relevant rewards
waited close to the maximum wait of 10 min utilized in this experiment. This is in
stark contrast to both how children responded to irrelevant rewards in this study,
and real and physically present rewards in prior experiments. There were only
minor differences connected to whether the slides were continuously or periodically
presented, and the research once again replicated the prior finding that when
rewards were absent and children were given no instructions (no slide condition),
children were able to demonstrate lengthy waiting capacity.

In interpreting the obtained pattern of findings, Mischel and Moore embraced
Berlyne’s (1960) distinction between two cueing functions that a reward might
serve (see also Estes 1972). On the one hand, rewards can provide an arousal or
motivational cue that stimulates the individual’s desire for the outcomes. Second,
rewards can provide an informational cue, reminding the child about properties of
what they are striving to attain. Mischel and Moore speculated that the physical
presence of the rewards likely served to cue arousal in the child, increasing the
challenge of waiting. In contrast, symbolic representations of the rewards are less
loaded with arousing physical cues and may serve mainly an informational func-
tion. This distinction about the different ways that children might cognitively
process rewards lays the foundation for much of the theoretical formulations about
delay that eventually evolved from this program of research (Metcalfe and Mischel
1999; Mischel et al. 2011).
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Beliefs About Instrumental Thinking: Mischel
and Underwood (1974)

With the completion of Mischel and Moore’s first exploration of symbolic pre-
sentation of rewards, Bill Underwood, another of Mischel’s graduate students at
Stanford, initiated a project in the spring of 1971 to examine instrumental ideation
while children waited. Framed as a study to shift the research program from waiting
to working situations, the “work” in Mischel and Underwood (1974) only involved
children’s beliefs about the instrumentality of what they are thinking as they wait.
The research was an extended replication of the paradigm used by Mischel and
Moore where preschoolers were exposed to either symbolic (slides) or real rewards
that were either relevant or not. In this experiment, all rewards were presented
continuously. To that core design, Mischel and Underwood added an instruction to
make children believe that thinking about the rewards would make the experimenter
return sooner. All children were told that they could think about the rewards while
they waited if they wanted to, but those in the instrumental ideation condition were
made to believe there was a contingency between this thinking and the return of the
experimenter.

Mischel and Underwood found that making children believe there was an
instrumental connection between thinking about the relevant rewards facilitated
delay time regardless of whether the rewards were real or symbolic (Fig. 2.4).
Similar but less lengthy delays were evidenced when children thought instrumen-
tally about irrelevant rewards. Finally, delay times were modest across conditions
without the aid of instrumental instruction. The most significant finding from this
work is seen in the lengthy delays for children provided with instrumental
instructions when rewards were real and relevant. This stands in stark contrast to all
prior research conditions where rewards were present and children were not pro-
vided with instructions about how to think about them (including the
“non-instrumental–relevant–real” condition of this experiment). Mischel and
Underwood speculated that the instrumental instructions shift the child’s reward
focus to the informational properties of the reward and away from the arousing cues
that they likely gravitate toward without instruction. In this way, the findings of
Mischel and Underwood provide further indirect insight into what children might
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be doing spontaneously when trying to wait in the presence of the reward. It is
noteworthy that delays are modest in all non-instrumental conditions.

Consummatory and Non-consummatory Ideation:
Mischel and Baker (1975)

As the research program on delay of gratification progressed, a theoretical formu-
lation was evolving. That formulation recognized first that the physical presence of
the rewards made waiting difficult. However, the research also demonstrated that
how children thought about the rewards could override the impact of their mere
physical presence. The idea that rewards could function as either an arousing or an
informational cue was evolving and supported, albeit indirectly, in the research.
Mischel and Moore speculated that presenting rewards symbolically might be
directing children’s attention away for the salient motivational properties of real
rewards. Similarly, Mischel and Underwood suggested that instructing children to
think instrumentally about the rewards was also leading to an informational focus.
These experiments demonstrated that shifting the form (mode of presentation) and
function (instrumentality) of rewards altered their impact on children, but did not
explore specifically how children cognitively represent rewards themselves while
waiting. It was not until Nancy Baker, then an undergraduate at Stanford, tested
children at the Bing School in the spring of 1971 that an experiment looked directly
at the consequences of having children focus on the arousing properties of rewards
while they waited.

Mischel and Baker (1975) employed a rewards physically present crossover
design where children were exposed to and instructed to think about either relevant
rewards or irrelevant rewards during the wait period that was lasted a maximum of
20 min. The rewards used were either 1 versus 2 marshmallows or 1 versus 2
pretzels. Children were told to focus on either consummatory (arousing) properties
or non-consummatory (transformational) properties of the rewards. In the con-
summatory conditions, children were told to think about the how the marshmallows
were “sweet and chewy and soft” or how the pretzels were “crunchy and salty.” In
the non-consummatory conditions, children were instructed to think about how
marshmallows are “white and puffy … like clouds” and “round and white … like
the moon” or how the pretzels were “long, thin, and brown … like logs.”

Mischel and Baker found that instructing children to focus on the consummatory
properties of relevant rewards made waiting very difficult for children (Fig. 2.5).
Conversely, focus on non-consummatory properties leads to lengthy delays.
Interestingly, when children were asked to focus on the consummatory versus
non-consummatory properties of irrelevant reward, this effect was reversed.
Mischel and Baker speculated that a focus on consummatory properties of irrele-
vant reward might provide distraction from the frustration typically associated with
waiting with rewards present, but it is not conceptually obvious why transforming

20 P.K. Peake



an irrelevant reward would lead to shortened waiting times. Needless to say, these
types of focus on irrelevant rewards, while experimentally convenient, do not have
many real-life analogs. The key takeaway from this pivotal work is that the impact
of physically present rewards can be either accentuated or attenuated by instructions
that influence how children cognitively represent the rewards.

Transforming Real and Symbolic Rewards:
Moore et al. (1976)

Mischel and Baker demonstrated that children could be instructed to cognitively
transform rewards so as to focus on their less arousing properties. In work con-
ducted in the summer of 1973, Moore et al. (1976) asked whether the prior findings
obtained by Mischel and Moore (1973) concerning the impact of symbolically
presented rewards using slide presentations would hold if children were asked to
cognitively transform real rewards into symbolic ones, in this case pictures. During
the 20-min delay period, children waited with either a picture of the rewards (two
marshmallows vs. one pretzel), the real rewards, or no rewards physically present.
Some children were instructed to look and think about the rewards that were in front
of them (real or pictures). Other children were instructed to cognitively transform
the rewards as they were presented. Hence, children who faced the real rewards
were asked to imagine a color picture of the rewards in their head and then “put a
frame around it.” They were then asked to pretend that the picture was on a screen
and that they could see it. Children who faced the picture of the rewards were asked
to cognitively transform them to imagine that they were real and setting on the table
in front of them.
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Moore, Mischel, and Zeiss showed that having children imagine the rewards as
pictures facilitated delay regardless of which rewards were physically present as the
child waited (Fig. 2.6). In contrast, representing rewards as real yielded shorter
delay times regardless of whether the child was facing real rewards or their sym-
bolic representations. When rewards were not present in any form, children once
again showed the ability to wait. The findings of Moore, Mischel, and Zeiss not
only replicate Moore and Mischel’s prior finding about how symbolic representa-
tions impact waiting, but more critically demonstrate that this impact can be
obtained using just the child’s imagination. Having a child “put a frame” around the
real rewards transforms them in a manner that they have the same impact as actual
pictures, bolstering the view that what really matters is the child’s representation of
the rewards.

Consummatory Focus on Symbolic Rewards:
Mischel and Moore (1980)

In the final published experiment containing data that are included in the longitu-
dinal follow-ups of the Marshmallow Test, Mischel and Moore (1980) once again
examined the impact of symbolically presented rewards but now with a focus on
how children were instructed to ideate about the slide content. Using a crossover
design modeled after Mischel and Moore (1973), children waited while viewing
continuously presented slides that pictured either relevant rewards, irrelevant
rewards, or no rewards. Children were also instructed to think about the consum-
matory qualities of the relevant rewards, the irrelevant rewards, or neither. Children
initially indicated their preference for either 2 marshmallows versus a pretzel or 2
candy mints versus a graham cracker. The reward pair employed in this choice was
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labeled the relevant rewards, and the other was referred to as the irrelevant rewards.
If a child had chosen between the marshmallows and pretzels and was assigned to
engage in the consummatory ideation for the relevant rewards, they were asked to
think about how marshmallows are “sweet and chewy.” If, on the other hand, they
were assigned to the think about the irrelevant rewards while waiting, they would
be asked to think about how mints are “sweet and melt in your mouth.” As with
Mischel and Moore (1973), real rewards were absent in all conditions of this
experiment.

Mischel and Moore (1980) replicated Mischel and Moore’s (1973) finding that
symbolic presentations of rewards tend to facilitate delay as compared to exposure
to real reward (Fig. 2.7). However, when children were asked to focus on the
consummatory properties of the relevant reward, delay times resembled those
obtained when the rewards were physically present and children had no instruc-
tions. Moreover, thinking about the consummatory properties of irrelevant rewards
facilitated delay regardless of the slide content. These findings buttressed Mischel
and Moore’s prior claim that symbolic presentation of rewards (without instruction)
leads children to focus away for the arousing properties of rewards and focus on
their informational cues. Directing children’s attention back to the arousing, con-
summatory cues debilitates their ability to wait.

Experimental Studies: Takeaways and Caveats

The experimental investigations utilizing the Marshmallow Test reviewed here
paint a compelling picture of the capacities of preschoolers to wait for desired
outcomes. The first general finding of this work is that a child’s ability to delay
gratification depends very much on the situation they face. A manipulation as subtle
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as covering or removing the rewards during the delay period powerfully impacted
children’s ability to wait. That said, children were not solely under the stimulus
control of the reward. Children were successfully instructed to distract themselves
from the rewards with a physical activity as simple as playing with a slinky toy or a
cognitive activity like thinking fun thoughts. Presenting the rewards symbolically as
slides made waiting much easier, indicating that physically present rewards might
be providing more arousing, motivational cues compared to their informative
symbolic counterparts. Leading children to believe that thinking about the rewards
will be instrumental in making the wait shorter was also an effective way to make
waiting easier and may also involve a similar shift in attentional focus toward
informational cues. Having children think about the arousing, consummatory
properties of rewards produced delay times that resemble those that occur when
children are left to their own spontaneous coping strategies, suggesting that a
consummatory focus might reflect how children spontaneously process physically
present rewards. Instructions that ask children to transform the rewards by focusing
on their non-consummatory properties, on the other hand, greatly facilitated wait-
ing. Children proved to be remarkably adept at cognitively transforming rewards
creating representations of real rewards as if they were pictures and pictures as if
they were real rewards. In both cases, the impact of the rewards on waiting was
driven by the cognitively transformed versions. Finally, even though symbolically
presented rewards facilitated waiting, those gains quickly dissipated when children
are asked to focus on the consummatory properties of the slide presentations.

The picture that emerges from this line of research is not one of children primarily
driven by a general disposition like impulsivity or willpower. Rather, children are
facile in their responsiveness to contextual cues and can readily adapt to instructional
sets that assist (or debilitate) their coping efforts. Even those children who terminate
the delay do not seem irrational, reflexive, and stimulus bound. Instead, they appear
to be making reasoned choices that reflect both qualities of the challenge presented to
them and how they come to represent that challenge cognitively.

All that said, it should be noted that the typical child left to wait in the presence
of rewards found the task challenging. In many reports, the very short (less than one
minute) delay times of some studies (Mischel and Ebbesen 1970; Mischel et al.
1972) are emphasized implying that virtually no child can cope long at this chal-
lenge. The research reviewed here suggests that these extremely short average wait
times are not typical. Average wait time with rewards present varies from study to
study, and it is difficult to make cross-study comparisons since the maximum delay
time varies across studies and minor adjustments were made to the paradigm as the
research progressed. Nonetheless, it can be said that wait times with rewards present
typically averaged around 4–5 min and these delays were reliably significantly less
than when children were waiting with the rewards removed or covered. Moreover,
the average wait time of 4–5 min with rewards present is consistent with more
recent research using the paradigm (Peake et al. 2002) with preschoolers including a
large-scale testing of nearly a thousand children in the paradigm as part of the
National Institute of Child Health and Development (NICHD) Study of Early Child
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Care and Youth Development (SECCYD; https://secc.rti.org/) (for a descriptive
summary, see Duckworth et al. 2013).

Recognizing that waiting with rewards present is generally challenging, there
were nonetheless substantial individual differences in how long children actually
waited in this experimental setting. Some children opted out and rang the bell within
the first few minutes of the session, while others stuck out the wait and received the
preferred rewards. The experiments reviewed here provide indirect insight into how
children might typically process the experience and the types of strategies that might
contribute to the observed individual differences. The consistent message across all
the research reviewed here is that any experimental instructions that moved chil-
dren’s attentional focus away from the variously labeled arousing, consummatory, or
motivational properties of rewards facilitated delay. In contrast, instructions that
focused attention toward these properties increased the challenge of the wait.
Collectively, the findings suggest that in the absence of experimental instructions on
what to think or do while waiting, preschool children will tend to focus attention of
the “hot” properties of rewards. Individual differences in waiting, then, are most
likely connected to children differentially engaging in activities and cognitions that
divert attentional focus away from the rewards (Metcalfe and Mischel 1999).

It is important to note, however, that the inferences offered here all derive from
experiments focused on group differences. None of the original Marshmallow Test
experiments examined individual differences in what children were doing while they
waited. The strategies that the children might have been spontaneously deploying
were neither directly observed nor measured. Informal direct observation of children
in the delay situation raises important questions about whether the captivating
behaviors they commonly display (singing, clapping, staring away), behaviors that
seem to distract attention away from the rewards and task at hand, are actually
deliberate and strategic attempts at coping or if children are merely emitting
behaviors some of which happen to be helpful and others less so. If the former were
the case, the resulting individual differences in waiting might be meaningful and
connect with other aspects of the child’s adaptive functioning. Alternatively, if
children are just randomly stumbling across more or less effective strategies, the
observed individual differences should not be especially meaningful or predictive.
This key question is at the core of the Bing Longitudinal Study, a project that has
now followed the lives of the participants in these experiments for over 35 years.

Longitudinal Explorations of Delay
of Gratification (1981–2016)

Background

Data collection for the last of the experimental investigations reported above was
completed in the summer of 1973. While completion of the published manuscripts
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for that work continued, Antonette Zeiss along with her husband Bob initiated a
new project that they called the Bing Consistency Study. Recall that Mischel had
previously raised important questions about the consistency of behavior, and Zeiss
set out to explore the consistency of children’s behavior on the Marshmallow Test.
With the ambitious research program that was conducted at the Bing School from
1967 to 1973, many children found their way into the experimental game room on
more than one occasion. In a typical scenario, a child might be tested in one
experimental paradigm and then be brought back to participate in a pretest for
subsequent research. This allowed the research team to explore modifications to the
design and/or new manipulations without using previously untested children, a
valuable commodity in such an active program. The purpose of the Bing
Consistency Study was to organize all the data collected in connection with this
research program in hopes of examining issues such as the stability and consistency
of children’s waiting in different experimental settings.

Mischel had conscientiously maintained the data sheets from the original
experiments, and Zeiss initiated efforts to consolidate those data. It is important to
recall that at the time of the original experiments, computers were only beginning to
become utilized in academic settings, and they were large, expensive, and not easily
accessible. Data from the experiments were all collected and recorded on large
“green sheets,” the paper-and-pencil forerunner of the modern spreadsheet.
Interestingly, all data reduction and statistical calculation were also completed by
hand, recorded on similar green sheets, and stored in crudely labeled file folders. To
accommodate the sheer amount of data, Zeiss taped green sheets together to provide
more columns and rows. Unfortunately, these early organizational efforts were not
completed before Zeiss left for graduate school, and the resulting summary sheets
were filed away with all the other data in Mischel’s back office.

In 1978, I arrived at Stanford with no real interest in delay of gratification and
fully intending to study the consistency of behavior. Powerfully influenced by
reading Personality and Assessment as an undergraduate at Carleton College, I had
initiated a major investigation into the consistency of student behavior along with
my mentor Neil Lutsky and fellow student Linda Wray. Modeled after the seminal
work of Bem and Allen (1974), the Carleton Consistency Study yielded boxes and
boxes of data that I transported to Stanford hoping that it would form the basis of
my dissertation work. The Carleton project was ambitious, and my early meetings
with Mischel made clear that I needed to find a more manageable project that could
be completed during my first year in Palo Alto to fulfill the entry requirements of
the Ph.D. program.

After several false starts, we resolved on a delay of gratification project that
examined Bem and Funder’s (1978) template matching approach to understanding
the personality of situations. Bem and Funder obtained parental ratings of children
using Block’s California Child Q-Set (Q-Set), an omnibus assessment that required
sorting of 100 personality descriptions tailored toward the children’s personalities
and then correlated these ratings with children’s behavior in two delay of gratifi-
cation situations. One of these was a modification of the Marshmallow Test where
the experimenter stayed in the room while the child waited. The second was a “gift
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delay” measure developed by Block (1977). In the gift delay, a child is told they can
have a small colorfully decorated box after they complete a challenging puzzle. The
child’s behavior is recorded both during the process of completing the puzzle and
upon its completion to see how long the child will wait to grab and open the gift.
Although these are both putative measures of delay of gratification, they tap into
conceptually distinct psychological processes, and this is what Bem and Funder’s
results seemed to show. A full discussion of the follow-up work on this project can
be found in Mischel and Peake (1982).

While dutifully filing away copies of the data sheets from this work in Mischel’s
back office, a folder labeled simply “Bing Consistency Data” captured my attention.
It contained Zeiss’ prior efforts to organize the data from the experiments
employing the Marshmallow Test for a consistency analysis. Calling this to his
attention, Mischel agreed this might be a nice match for my interests, so I set about
what would become a sizable effort to reorganize the original experimental data into
a form that could be examined using the then rapidly improving computer systems
at Stanford. Examination of these files led to the quick realization that many of the
children who had participated in the delay experiments had familiar names. They
were, indeed, the now teenage children of many Stanford professors. Aware of
efforts to examine the longitudinal correlates of Block’s operationalizations of delay
of gratification including the gift delay (Funder et al. 1983), a similar longitudinal
follow-up involving children in the Marshmallow Test seemed compelling. On
proposing this idea to Mischel, the Bing Longitudinal Study was born. In the
beginning, the research was viewed as relatively inexpensive and quick way to see
whether connections might exist between preschool delay and adaptive functioning
in adolescence. We had a hunch there might be linkages, but given the simplicity of
the initial assessment and the complexities of developing lives, there was no strong
conviction about what we might find. We certainly never anticipated that we were
initiating what has now become a 35-year longitudinal exploration.

The pages that follow summarize all of the published results of the longitudinal
explorations of the Marshmallow Test to date. Like the summary of the experi-
mental studies, the review is organized around discussion of each publication that
taps into the evolving Bing Longitudinal Study data set. The review focuses sep-
arately on those studies that explore direct correlations between early waiting and
later functioning, those that explore delay as a moderator of relations to subsequent
life outcomes, and those that incorporate preschool delay to examine the behavioral
and neural correlates of different life course self-regulation trajectories.

Delay as a Direct Predictor

Relations to Adolescent Functioning: Mischel et al. (1988)

During the summer of 1981, phone books from around the San Francisco Bay Area
were scrutinized in an attempt to locate the parents of children who had participated
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in the original delay experiments. Packets that included a California Child Q-Set
and a brief competency questionnaire that was devised with the assistance of
Antonette Zeiss were sent to those who were located. The Q-Set was included
because it contains a comprehensive set of personality and behavior descriptors
appropriate for young children and because this would allow comparisons with our
own and prior research that had employed this assessment device. The competency
questionnaire was an intentionally brief questionnaire that asked parents to rate their
child’s academic competence, social competence, frequency of problems, and
ability to cope with problems, all included as general markers of self-regulation in
adolescence. In the end, 95 parents responded to our request, and their Q-Set ratings
and questionnaires became the first wave of data collected as part of the Bing
Longitudinal Study.

One of the first analytic problems faced was to determine exactly what the
predictor variable would be for these parental responses. Recall that the children
were observed in numerous different experimental settings, many of which had
powerful effects on the child’s behavior. Because of this, the child’s raw delay time
was not a good candidate. By the time, the first wave of parental responses arrived
at Stanford, so had a new graduate student, Yuichi Shoda. With Shoda’s capable
assistance, we classified different experimental conditions according to the type of
objects available for attention (e.g., rewards, slides, and nothing) and the types of
ideational instructions provided (e.g., think about the consummatory aspects of the
rewards, think about the consummatory aspects of other objects not in the con-
tingency, and think about fun events, no instructions). A delay deviation score was
then calculated by computing the difference between a child’s wait time and the
average delay for all children who waited under similar circumstances. This delay
deviation score is the standard index of the child’s ability to wait that has been used
consistently in all subsequent longitudinal explorations.

We first examined the correlations between preschool waiting and parental
ratings of the adolescent’s competencies (Table 2.1). Children who were able to
wait as preschoolers were more likely to be seen by their parents as teenagers with
more academic competence and more social competence. While they were not seen
as experiencing problems in life more frequently, when they did experience

Table 2.1 Correlations between parental ratings of adolescent competencies and preschool
self-imposed delay

Adolescent rating r

Academic competence 0.24*

Social competence 0.35**

Frequency of problems 0.03

Coping competence 0.23*

Note Adapted from Mischel et al. (1988, p. 691). Copyright 1988 by the American Psychological
Association
N = 87; all p-values are two-tailed
*p < 0.05; **p < 0.01
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challenges, parent’s reported that they coped with those challenges more effec-
tively. This general pattern of surprising connections was consistent for both boys
and girls. To obtain a broader picture of what these teenagers were like, we next
explored the California Child Q-Set ratings that parents had provided (Table 2.2).
Consistent with the competency profile, the positive correlates in the top portion of

Table 2.2 Correlations between parental California Child Q-Set ratings in adolescence and
preschool self-imposed delay

Q-Set item r

Positive correlates

Is verbally fluent 0.47***

Is attentive and able to concentrate 0.44***

Uses and responds to reason 0.42***

Is competent and skillful 0.41***

Is planful and thinks ahead 0.40***

Becomes strongly involved in what he/she does 0.34**

Is self-reliant, confident, and trusts own judgment 0.33**

Is resourceful in initiating activities 0.32**

Is curious, exploring, and eager to learn 0.27*

Is self-assertive 0.26*

Is persistent in activities and does not give up 0.25*

Can be trusted and is dependable 0.23†

Is an interesting, arresting child 0.23†

Negative correlates

Tends to go to pieces under stress −0.43***

Is shy and reserved −0.42***

Appears to feel unworthy and thinks of self as bad −0.38**

Reverts to immature behavior under stress −0.34**

Teases other children −0.29*

Tends to be indecisive and vacillating −0.29*

Is stubborn −0.25*

Is inhibited and constricted −0.24†

Tends to be sulky or whiny −0.24†

Shows specific mannerisms or behavioral rituals −0.23†

Is jealous and envious of others −0.23†

Tends to become immobilized under stress −0.23†

Tends to be suspicious of others −0.22†

Has a readiness to feel guilty −0.21†

Is unable to delay gratification −0.20†

Note Adapted from Mischel et al. (1988, p. 692). Copyright 1988 by the American Psychological
Association
N = 67; all p-values are two-tailed
†p < 0.10; *p < 0.05; **p < 0.01; ***p < 0.001
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Table 2.2 suggest that children who waited longer on the delay task were seen as
teenagers who were bright, adaptive, planful, etc. In contrast, the lower panel of
Table 2.2 portrays children who terminated the delay as generally more challenged
teens. Perhaps, most noteworthy in this profile is the array of items indicating that
short delays in preschool signal adolescents who struggled significantly coping with
stress.

The reporting format of these early reports was adopted to allow comparison
with the work of other research examining delay of gratification (Funder et al.
1983). Consistent with much of Block’s work using the Q-Set, lists of correlations
are presented to allow one to surmise the general patterning and profiling of cor-
relates, not to highlight the relation to any individual item. As an alternative to this
atheoretical listing, Block and Block (1980) conceptualized delay of gratification as
being fundamentally related to the underlying constructs of ego-control and
ego-resiliency. Ego-control relates to the permeability of psychological subsystems
and finds expression behaviorally in a spectrum of behavior that consists of
impulsivity (undercontrol) at one extreme and excessive constraint and inhibition
(overcontrol) at the other. According to the Block’s conceptualization, the general
tendency toward impulsivity represented by the construct of ego-control can be
situationally modulated at times by one’s ego-resilience, a reflection of elasticity of
the psychological subsystems. Ego-resilience is seen as manifesting itself tem-
porarily to increase ego-control in response to situational constraints and expresses
itself as competence, intelligence, resourcefulness, and adaptability under stress.
Funder et al. (1983) used Q-Set items to derive indices of ego-control and
ego-resiliency and then showed that delay of gratification, measured in part by the
Block gift delay task, was linked to ego-control for boys but ego-resiliency for girls.

Noting that we had found different patterns of relation of the Marshmallow Test
to ego-control and ego-resiliency in prior work (Mischel and Peake 1982), we
examined the relations of self-imposed preschool waiting to these Q-Set derived
indices (Table 2.3) in the Bing Longitudinal Study sample. Interestingly, preschool
waiting as measured by the Marshmallow Test was powerfully related to
ego-resiliency and showed virtually no relation to ego-control. This was true for
both boys and girls. This finding is provocative not only because of the strength of
the longitudinal ties, but also because it sheds more light on what might be gov-
erning children’s ability at the delay task. It suggests that the child’s ability to be
flexible and adaptive to the challenge is far more important than their dispositional
impulsivity. This message is remarkably consistent with the message from the
experimental research which showed that it is not so much the physical presence of

Table 2.3 Correlations
between California Child
Q-Set indices of
ego-resiliency and
ego-control and preschool
delay

Sex Ego-resiliency Ego-control

Girls (n = 35) 0.56** 0.11

Boys (n = 32) 0.49** −0.22

Combined (N = 67) 0.53*** −0.09

Note Adapted from Mischel et al. (1988)
**p < 0.01; ***p < 0.001
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the reward stimulus that regulates waiting. Rather, delay maintenance derives from
how the child adapts to the situation through the strategies they use to distract their
attention or transform the features of the task to make it less challenging.

Diagnostic Experimental Settings: Shoda et al. (1990)

The interesting linkages between preschool waiting and adolescent well-being
captured our curiosity. First, it was impressive to see that a single assessment of the
child’s waiting at age 4 was correlated with psychological functioning over
10 years later. It is also curious because these correlations are calculated using a
delay index that includes waiting in not just one but many different experimental
conditions. The calculation of deviation scores within waiting situations was one
tactic to eliminate the impact of experimental variations. But even with this cen-
tering around conditional means, the remaining variance in the scores should not
have the same psychological meaning. First, individual differences in waiting
should be meaningful, and hence “diagnostic,” only in those situations that are
psychologically challenging. In the case of the delay of gratification experiments,
the differences in wait times should be most meaningful when the rewards were
present. Second, in most of the experimental conditions, children were provided
with instructions about how to cope with the situation at hand. They were told to
play with toys, think happy thoughts, transform marshmallows into clouds, etc.
Enduring individual differences should most likely be tapped in those situations
where children are not provided with any instruction and hence are left to their own
spontaneous coping strategies. Unfortunately, the sample size of the first outreach
in the Bing Longitudinal Study was not sufficient to allow these comparisons.

During this period of the research, Mischel accepted a new position at Columbia
University and Shoda opted to follow him there. Working with our conscientious
assistant, Rhea Cabin, and the aid of the Stanford Alumnae Association, the search
for more Bing children pressed on at Stanford. The second mailing to this expanded
sample of parents included requests for information about the child’s demographic,
academic, and vocational history, an expanded survey of self-regulatory capacities
referred to as the Adolescent Coping Questionnaire, and the California Child Q-Set,
now presented simply as a questionnaire instead of the traditional sorting packet.
Responding to complaints from parents about the sorting task, we were swayed by a
personal communication from Lee J. Cronbach and the analysis of Green (1980),
both of which asserted the functional equivalence of the complex sorting procedure
and standard questionnaire methodology. The returns from this mailing were
gathered at Stanford and shipped off to Columbia just as I left for a new
appointment at Smith College.

Using data from this expanded sample, we first looked at the correlations
between preschool delay and parent provided Q-Set ratings of the teenagers. In this
analysis, we first divided participants into groups that represented the type of
experimental setting to which they were exposed at preschoolers. Experimental
settings were classified both according to whether rewards were present versus
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absent during the delay and according to whether children were provided with
instructions about what to do or think about during the wait period or not. Our
hypothesis was that meaningful individual differences should only be found in
“diagnostic” conditions where children were exposed to the rewards (e.g., the task
was challenging) and were not provided with instructions about what to do during
the wait (e.g., were left to their own spontaneous coping strategies). The respective
correlates for these four groups are presented in Table 2.4. Two main themes are
clearly evident. First, most of the conceptually meaningful longitudinal correlates
were found in the predicted diagnostic condition. When rewards were absent or
children were provided with instructions about what to do, fewer correlates were
detected and they made less conceptual sense. Second, the correlates found for
children in the diagnostic condition were basically consistent with the portrait of
delay that emerged in earlier studies with positive correlations indicating bright,

Table 2.4 Correlations between parental California Child Q-Set ratings in adolescence and
preschool self-imposed delay in different diagnostic settings

Q-sort item Spontaneous ideation Suggested ideation

Rewards Rewards Rewards Rewards

Present Absent Present Absent

(n = 48) (n = 51) (n = 32) (n = 35)

Positive correlates

Has high standards of performance for self 0.44**

Uses and responds to reason 0.43**

Is attentive and able to concentrate 0.39**

Is competent and skillful 0.37** 0.34*

Is planful and thinks ahead 0.36**

Develops genuine and close relationships 0.36** −0.36**

Appears to have high intellectual capacity 0.34*

Is verbally fluent 0.32*

Tends to be proud of accomplishments 0.30*

Is talkative 0.29*

Is vital, energetic, and lively 0.28*

Can be trusted and is dependable 0.26† 0.30†

Recognizes the feelings of others 0.25†

Is suspicious and distrustful of others 0.32*

Daydreams and tends to get lost in reverie 0.26†

Becomes strongly involved in activities 0.42*

Is persistent in activities 0.30†

Is fearful and anxious 0.28†

Is aggressive (physically or verbally) 0.28†

(continued)
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planful, and resourceful adolescents were linked to preschool waiting, whereas
teens challenged in coping with stress had shorter delay times in preschool. This
pattern was even more dramatic when focusing in directly at coping competencies
that are implicated in self-regulation (Table 2.5). Here, virtually all statistically
significant relations were found only when children were exposed to the rewards
and left to their own coping strategies to work through the challenge. Finally, as
part of this report, we examined the relation of preschool waiting to scores on the
Scholastic Aptitude Test (SAT) (Table 2.6). Once again, predictive linkages were
found to both verbal and quantitative components of the test but only for children
who participated in the hypothesized diagnostic condition. These relations were
especially powerful for females.

Table 2.4 (continued)

Q-sort item Spontaneous ideation Suggested ideation

Rewards Rewards Rewards Rewards

Present Absent Present Absent

(n = 48) (n = 51) (n = 32) (n = 35)

Negative correlates

Feels unworthy and thinks of self as “bad” −0.39**

Tends to imitate those he/she admires −0.38**

Tends to go to pieces under stress −0.34**

Is unable to delay gratification −0.34*

Tends to dramatize or exaggerate mishaps −0.30*

Is calm and relaxed and easygoing −0.28†

Has an active fantasy life −0.27† 0.28†

Prefers nonverbal communication −0.25†

Shows mannerisms or behavioral rituals −0.25†

Tends to arouse liking and acceptance in
elders

−0.28*

Is jealous and envious of others −0.32† −0.28†

Tends to brood, ruminate, and worry −0.31† 0.32†

Reverts to immature behavior under stress −0.51***

Is easily offended and sensitive to ridicule −0.44**

Is afraid of being deprived −0.38*

Overreacts to minor frustrations −0.38*

Tends to be sulky or whiny −0.35*

Looks to adults for help and direction −0.34*

Tends to be judgmental of others −0.30†

Note Adapted and expanded from Shoda et al. (1990)
†p < 0.10; *p < 0.05; **p < 0.01; ***p < 0.001
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Body Mass: Schlam et al. (2013)

The most recent research to look at a direct relation between preschool waiting and a
later life outcome examined linkages to a self-reported body mass index (BMI) in
adulthood. Schlam et al. (2013) tapped into data collected as part of the midlife
follow-up of the Bing Longitudinal Study participants that was organized by Ozlem
Ayduk at Columbia between 2002 and 2004. Respondents to this survey were 39
years of age on average. Since this follow-up consisted of two parts separated by
about one year and each questionnaire asked for information about weight and

Table 2.5 Correlations between adolescence coping questionnaire and preschool self-imposed
delay in different diagnostic settings

Coping questionnaire item Spontaneous ideation Spontaneous ideation

Rewards Rewards Rewards Rewards

Present Absent Present Absent

(n = 42) (n = 42) (n = 21) (n = 28)

Gets sidetracked by minor setbacks −0.30*

Shows self-control when frustrated 0.58***

Copes with important problems 0.31*

Capable of doing well academically 0.37*

Yields to temptation −0.50***

Settles for immediate gratifications −0.32*

Pursue goals when motivated 0.38*

Is intelligent 0.42**

Exhibits self-control when tempted 0.36* −0.32* 0.39*

Skilled at maintaining friendships

Is distractable when trying to concentrate −0.41**

Capable of self-control when frustrated 0.40** 0.38*

Effectively pursues goals

Diverts attention from desired rewards 0.32*

Note Adapted from Shoda et al. (1990)
*p < 0.05; **p < 0.01; ***p < 0.001

Table 2.6 Correlations
between SAT scores and
preschool self-imposed delay
in different diagnostic settings

Measure Spontaneous ideation Suggested ideation

Rewards Rewards Rewards Rewards

Present Absent Present Absent

(n = 35) (n = 33) (n = 14) (n = 12)

SAT verbal 0.42* −0.12 −0.40 −0.21

SAT
quantitative

0.57*** −0.33 −0.26 −0.23

Note Adapted from Shoda et al. (1990)
*p < 0.05; ***p < 0.001
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height, BMI [weight in kg/(height in m)2] was calculated separately for each
assessment and then averaged. Because sex is known to correlate with BMI (women
report lower BMI scores than men), Schlam et al. first entered sex into a hierarchical
regression and found that this variable alone accounted for 13% of the variance in
scores. Preschool delay was then shown to account for 4% of the variance over and
above sex. Although the precise factors driving this relation are not clear, it is
noteworthy that the number of seconds children waited for rewards at age 4 showed
linkages to this general metric of physical well-being 35 years later. It is noteworthy
that the relation between preschool delay of gratification on the Marshmallow Test
and body mass have been replicated outside the Bing Longitudinal Study by
examining BMI at age 11 for children who participated in the NICHD Study of Early
Child Care and Youth Development (Seeyave et al. 2009).

Delay as a Direct Predictor: Takeaways and Caveats

The pattern of correlates between preschool delay and later life outcomes is both
surprising and revealing. They are surprising in that a single assessment of a child
in preschool at a task where the child’s behavior is surely being impacted by
numerous factors demonstrates useful predictive efficacy over the time frames
examined. This suggests that the delay task is tapping into some fundamentally
important psychological processes that have important lifelong consequences.
Those processes appear to be connected to the ability to be flexible and adaptive in
responding to contextual demands, to be cognitively competent in developing plans
and strategies, and to be generally adept at coping with stress.

While much has been made of the longitudinal correlates of delay reported here,
there are some necessary precautions that are often neglected in their popular
portrayals. On the one hand, these are correlations and their causal implications
should not be overstated. Far too frequently, popular presentations of the findings
suggest that the Marshmallow Test foretells one’s fate. “Failing” the test portends a
life of struggle; “passing” the test foreshadows all kinds of good fortune. Despite
the rather obvious fact that one cannot pass or fail the Marshmallow Test since it is
not and never has been a “test,” the number of seconds a child waits at the task in
preschool is not determinative of anything later in life. It is safe to say that on most
any follow-up measure, some children who did not wait will do quite well. On that
same measure, some children who did wait will struggle. The correlations reported
simply tell us that children who waited tend to also perform better on average in the
longitudinal assessments. It is a basic but easily forgotten statistical truism.

Nonetheless, parents all around the world are subjecting their children to home
versions of the Marshmallow Test and then fretting or celebrating their child’s
prospects. We strongly discourage this practice. First, be reminded again about the
contextual sensitivity of the testing procedure itself. It is doubtful home versions of
the Marshmallow Test could ever replicate the laboratory conditions structured into
the original research. For example, it is not uncommon to hear of parents setting
their child at the kitchen table and watching as they attempt to navigate the
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challenge. But, prior research in the laboratory has shown that merely leaving the
experimenter in the room during the wait totally changes the dynamic of waiting
situation and disrupts the diagnostic utility of the task (Mischel and Peake 1982).
Staged demonstrations of the Marshmallow Test commonly found across the
Internet are rarely faithful to the original procedures, and it is hard to imagine that a
home test could do much better.

In reports that tout the predictive prowess of the Marshmallow Test, it is not
uncommon to find specific correlates singled out and highlighted. For example,
relations between preschool waiting and performance on the SAT have become a
particular favorite in popular accounts (see, e.g., Goleman 1995). This is not
advisable both due to the inherent unreliability of single assessments and due to the
prospect of capitalizing on chance when calculating multiple individual correla-
tions. There is much to be learned from the patterning of correlates documented to
date, but it is not advisable to focus on or emphasize any single relationship. This is
as true of SAT and BMI scores as it is for the ratings obtained using the Q-Set. And,
as always, caution needs to be observed when making reference to correlates based
on relatively small samples of individuals, an issue that is especially important in
analyses where partitioning by diagnostic conditions constrains sample size. The
findings from the Bing Longitudinal Study can only shed light on prospective
relations that require replication and refinement before they are treated as fact.

Although the longitudinal correlates of preschool delay are commonly featured
in presentations of this research, in terms of conceptual significance, the identifi-
cation of diagnostic conditions by Shoda et al. (1990) may be one of the most
important findings in the program. The fact that children’s delay scores are only
longitudinally predictive when they are tested in settings that are challenging and
where they must use their own coping strategies speaks again to the contextual
specificity of delay behavior. Subtle changes in the physical setting (e.g., removing
the rewards) fundamentally shift the psychological dynamic of the experience. This
is expressed not only in group differences as was documented in the experimental
findings, but in the meaningfulness of the individual differences remaining once the
group difference is removed. Second, the diagnostic value of reward presence tells
us something more about the factors that are contributing to the longitudinal
findings. Recall that one of the components of the waiting situations is the sheer
boredom of the self-control task. This is a central aspect of many self-control
situations and one aspect, independent of striving for desired rewards, that the child
must cope with during delay. The diagnosticity findings demonstrate that coping
with boredom does not account for the longitudinal linkages. Waiting without
rewards present is also an extremely boring task, yet individual differences in
waiting in these situations do not relate to adolescent outcomes, even when children
are left to their own coping strategies. This suggests that the presence of the rewards
is a defining feature of situations that tap into preschool competencies with lon-
gitudinal consequence.

Finally, the finding that conceptually meaningful longitudinal correlates are
almost exclusively connected to situations where children are not provided coping
instructions is critically important. This indicates that the behaviors that children
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spontaneously emit while waiting—playing with their hair, looking around the
room, singing songs, etc.—are not simply random acts that happen to help the child
endure the wait. These spontaneously generated activities reflect early differences in
coping that may provide children with a head start toward later self-regulatory
competence. Those behaviors that people find so cute and amusing when watching
re-enactments of the Marshmallow Test are the child’s self-generated strategies to
temper and endure the challenge. It is noteworthy that the long-term individual
differences are not found when the strategies employed result from experimental
instructions that are not the child’s own construction. This raises an extremely
important question about what preschoolers actually do while they wait. What are
the typical strategies that preschoolers spontaneously deploy in their efforts to delay
gratification?

Delay as a Moderator

Rejection Sensitivity and Adolescent Life Outcomes: Ayduk et al. (2000)

The 1990s were a period of great transition for the Bing Longitudinal Study with its
key partners now relocated to the East Coast. With the first round of publications on
the longitudinal correlates of delay, Mischel and Shoda turned their attention back
to issues of the consistency and stability of behavior. This effort was driven by
Shoda’s dissertation work on person-situation profiles that conceptualized person-
ality as sets of conditionally sensitive “if-then” propositions (Shoda et al. 1993,
1994). This research laid the groundwork for the presentation of the cognitive
affective processing system (CAPS), which was offered as an alternative to
disposition-based approaches to personality (Mischel and Shoda 1995). Quite
separately, work on the Bing Longitudinal Study continued at Smith College where
a follow-up of a further expanded sample of now young adults was initiated in
collaboration with Mark Lepper at Stanford.

During this period, Ozlem Ayduk, along with her partner Rudy
Mendoza-Denton, was beginning their graduate training at Columbia, both working
with Mischel. Ayduk also developed a working collaboration with Geraldine
Downey, who had pioneered investigations into the construct of rejection sensitivity
(Downey and Feldman 1996; Feldman and Downey 1994). Rejection sensitivity
(RS) reflects an interpersonal vulnerability that leads individuals to anxiously
expect rejection in relationships, to quickly see others’ behavior as rejecting, and to
overreact to those perceptions. Downey and her students and collaborators docu-
mented that persons high in RS were more likely to experience aggression, bul-
lying, and violence in relationships, were more likely to experience loneliness,
social anxiety, and depression, have a diminished sense of self-worth, and have an
increased likelihood of substance abuse (see Pietrzak et al. 2005 for review). The
Columbia University collaborators saw RS as a good example of the type of
conceptual unit proposed in the CAPS framework where aspects of the
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interpersonal situation trigger a set of interconnected expectations, encodings, and
emotions that lead to intense reactions. In this way, they conceptualized RS as a
“cognitive affective mediator that links situational features to psychological pro-
cesses operating in interpersonal relationships” (Ayduk et al. 2000, p. 777).

Ayduk tapped into the early adult data that had just been collected at Smith to
explore whether self-regulatory capabilities might moderate the relation between
RS and maladaptive outcomes. Specifically, she developed a proxy measure of RS
using self-rated Q-Set responses from participants and then examined whether
preschool waiting moderated the relationship between RS and a set of conceptually
predicted life outcomes. These included measures of self (and parent)-rated positive
functioning, as well as behavioral reports of educational attainments and substance
(cocaine–crack) use. Positive functioning was indexed by compositing self-ratings
of self-esteem, self-worth, and coping with stress into one measure so as to max-
imize reliability. Each of these component measures had been shown in prior work
to be negatively correlated with RS. Ayduk et al. showed that preschool waiting
moderated this relation such that the deleterious impact of increasing RS is only
seen in those children who were not able to wait in preschool (Fig. 2.8a). From this
vantage, the self-regulatory processes tapped by preschool waiting served to buffer
the impact of RS. Ayduk et al. went on to show that this buffering effect applied
additionally to educational attainments (Fig. 2.8b) and substance use (Fig. 2.8c).
Related to the prior findings of Mischel et al. (1988) that preschool delay correlates
strongly with the Block’s construct of ego-resilience, Ayduk et al. also showed that
the relationship between RS and ego-resilience in young adults is also moderated by
preschool waiting. This result seems to follow since the ego-resilience measure
derived from Q-Set ratings and the positive functioning rating derived from other
personality scales are quite highly correlated.

After reporting these findings as they pertained to preschool delay and the Bing
Longitudinal data, Ayduk et al. reported similar findings in a project that involved
children from an inner-city school in the Bronx, New York. Assessments using the
delay task were first performed when children averaged about 11 years of age.
Follow-up assessments two years later showed once again that delay of gratification
moderated the impact of RS for both self-worth and interpersonal functioning (peer
acceptance and aggression [inversely scored]). These findings are noteworthy
because they replicate the pattern of findings found with the Bing sample when
working in a population that is both older (late elementary school) and far more
economically challenged, partially allaying concerns about the generality of find-
ings obtained at the Bing School to the privileged demographics of the original
sample.

Rejection Sensitivity and Borderline Personality: Ayduk et al. (2008)

Following on the findings of Ayduk et al. (2000) that RS and preschool delay
interacted in the prediction of metrics of early adult adaptive functioning, Ayduk
et al. (2008) extended this analysis to explore behaviors in the clinical realm.
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Specifically, they recognized the close parallels between some aspects of RS and
the clinical features that define borderline personality disorder (BP). Specifically,
RS and BP share common patterns of interpersonal interaction where individuals
amplify and overpersonalize minor disagreements that can rapidly turn into per-
sonal attacks and outright aggression. The two syndromes also share common life
outcomes including difficulty maintaining relationships and jobs, increased
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substance abuse, and low self-worth. The striking descriptive parallels between RS
and BP led Ayduk et al. (2008) to explore the relationship between these two
variables. It is important to note that in examining BP, Ayduk et al. were not
looking at clinically diagnosed samples, but rather individual differences in the
tendency to display borderline features within a normally functioning sample.

In a first study, Ayduk et al. utilized the self-reports of college students to
examine both RS and executive control (EC) as joint predictors of BP. EC is
conceptualized as the “ability to override habitual, automatic responses in favor of
less dominant but situation appropriate responses in a voluntary and effortful
manner” (Ayduk et al. 2008, p. 153). Ayduk et al. offered EC as a proxy variable
for delay of gratification suggesting that preschool delay times effectively “tap into”
EC. The researchers then showed that the relation between RS and BP was mod-
erated by EC. Basically, people who were low in EC showed increasing BP features
with increasing RS. This pattern was not found in college students high in EC.
Following on this finding, Ayduk et al. examined the same relation using data from
participants in the Bing Longitudinal Study sample. RS, EC, and BP measures were
all collected as part of a Bing follow-up coordinated by Ayduk at Columbia
between 2002 and 2004. Using data from participants who were now midlife adults
(average age of 39 years), Ayduk et al. replicated the EC moderation of the relation
between RS and BP found using college student self-reports. In an effort to extend
these self-report findings to behavioral data, the researchers then conducted a
similar analysis, substituting delay times from preschool for self-reported EC.
Ayduk et al. found that, indeed, the relation between RS and BP was moderated by
preschool waiting (Fig. 2.9). Adults who were unable to delay gratification as
preschoolers were far more prone to show borderline personality features with
increasing rejection sensitivity. This relation between RS and BP was attenuated for
adults who were able to wait as children. The researchers offered that this relation
was evidenced because waiting as a preschooler taps into basic psychological
processes that form the foundation of executive control in adults.
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Delay as a Moderator: Takeaways and Caveats

The repeated demonstration that delay ability during preschool buffers the impact of
rejection sensitivity on a host of self-regulatory ratings and outcomes over the life
course is provocative. Mischel (2014) has written that the finding that self-control
as measured through the Marshmallow Test serves to protect individuals from the
impact of other life-changing vulnerabilities is a far more important finding than the
direct correlations that receive so much attention in the literature and in the popular
press. The finding that the self-regulatory capacities that are reflected in waiting
times on the Marshmallow Test buffer people from undesirable outcomes suggests a
set of skills that might have more generality than is implied by direct correlates. To
date, the work of Ayduk and colleagues elegantly demonstrates how this plays out
in the realm of one interpersonal vulnerability: rejection sensitivity. One imagines
that the interaction demonstrated here might accrue to many other variables
impacted by RS. More importantly, the findings open up the prospect that
self-regulatory capacities might similarly buffer people in other realms and with
other vulnerabilities. The specification of those types of relations is one rich with
conceptual and empirical possibilities for further investigation.

Self-control Trajectories and Neural Processes

Cognitive Control: Casey et al. (2011)

Behavior in the delay task appears to tap into a set of basic underlying skills,
competencies, and/or processes that form the foundation for self-regulatory com-
petence later in life. There are, of course, many possibilities, and it is likely that
how preschool waiting links to later life outcomes is idiosyncratically organized.
Nonetheless, the longitudinal findings indicate that some common processes are
engaged. In the most recent phases of the Bing Longitudinal Study, teams of
cognitive and neuroscientists have joined in the exploration searching for links
between patterns of delay and basic cognitive and neural processes. Data collection
for these efforts took place from 2008 through 2011 and consisted of two sets of
activities. In one, laptop computers were sent to Bing participants and they were
asked to complete a set of computer-driven cognitive assessments. In a second, a
subset of the original Bing participants returned to Stanford where fMRI imaging
was conducted as they completed different self-control-related tasks.

In the first of these studies, Casey et al. (2011) examined the relationship
between life patterns of self-control and measures of cognitive control. Cognitive
control (CC), a behavioral analog for the self-reported assessment of executive
control previously used by Ayduk et al. (2008), refers to “the ability to suppress
competing inappropriate thoughts and actions in favor of appropriate ones” (2011,
p. 14999) and, as such, is a measure of one aspect of how individuals control
attention. Since directing attention played such as pivotal role in the experimental
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studies with preschoolers, perhaps differences in CC in adulthood would relate to
individual differences in the Marshmallow Test. Prior research with a different
sample had demonstrated linkages between what preschoolers looked at while
waiting (attentional focus), but not how long they waited, and CC during adoles-
cence as assessed by performance on a go/no-go task (Eigsti et al. 2006). Casey
et al. sought to examine whether differences in CC might be found in Bing
Longitudinal Study participants nearly 40 years after the original experiments.

To examine this idea, Casey et al. first targeted subgroups of Bing participants
who were classified as either high or low “delayers.” Recall that over the course of
the Bing Longitudinal Study assessments, participants were asked to repeatedly
complete ratings of their personality using the California Q-Set. Using a subset of
items from the Q-Set, Casey et al. created measures of the participants’ self-reported
self-control when they were in their 20 s and then again 10 years later. Participants
who scored above the median in preschool waiting time and both of the subsequent
self-control reports were labeled as “high delayers.” Participants who scored con-
sistently below the median on these three measures were labeled as “low delayers.”
In a first study, Casey et al. examined CC using two variations of a go/no-go task
for 59 Bing Longitudinal Study participants. In one task, reaction time and accu-
racy were assessed as participants made “go” (press a button) or “no-go” (do not
press button) judgments about emotionally neutral target images, the faces of males
versus females. In a second variation of the task, participants made go/no-go button
presses for more emotionally laden targets, faces that were either fearful (or not) or
happy (or not). Casey et al. found no differences between low delayers and high
delayers in reaction times or accuracy for go trials for either of the different target
stimuli. Similarly, no differences were detected in the accuracy of no-go trials when
the target stimuli were emotionally neutral. However, when the target stimuli were
emotionally laden, low delayers showed far more false alarms, pressing the button
to indicate the presence of a target when it was absent (Fig. 2.10). This decline in

Target cue type

Fa
ls

e 
al

ar
m

 r
at

e 
(%

)

5

10

15

Neutral Happy Fearful

Self-control designation
High delayers
Low delayers

Fig. 2.10 No-go false alarms
as a function of the emotional
cue of target and lifelong
self-control designation.
Adapted from Casey et al.
(2011)

42 P.K. Peake



accuracy of no-go target responding is a classic critical indicator of the inability to
inhibit a prepotent response and hence a deficit in CC.

In a second study conducted nearly two years later, 26 of the participants from
the prior study came to Stanford and were tested on a similar go/no-go task while
having their brains scanned in an fMRI. In this follow-up, participants completed
only the emotion-laden (happy and fearful faces) stimuli. The pattern of findings
was similar to the first study with low delayers showing a trend toward increased
false alarms in the no-go trials. Analysis of the fMRI scans revealed that accuracy at
the task was supported by the ventral frontostriatal circuitry. Specifically, low
delayers generally showed less polarization of the inferior frontal gyrus in response
to no-go as compared to go trials, indicating less activity in this portion of the
prefrontal cortex when trying to engage in CC. Additionally, low delayers showed
greater activity in the ventral striatum when trying to suppress a no-go response,
particularly when target stimulus was a positive cue (happy face). This indicates
that this reward center within the limbic system may be activated by positive cues in
a manner that interferes with the higher cognitive control systems ability to
appropriately modulate reactions to emotionally laden stimuli.

In summary, Casey et al. identified behavioral differences in response to a
go/no-go task administered in adulthood between groups of Bing participants who
were selected because they showed patterns of self-control that were either stably
high or low over the life course. False alarms to no-go tasks were not generalized
over different types of stimuli, but were cue specific, only appearing when the cue
was positively socially rewarding (happy faces). Follow-up brain scans of a subset
of these participants on a similar task implicated two regions of the brain, both part
of the frontostriatal circuitry, to account for the behavioral differences. High
delayers showed more activation of the inferior frontal gyrus, an area commonly
associated with CC, when required to make any no-go responses. Low delayers
showed cue-specific activation for positive stimuli in the ventral striatum when
required to suppress a no-go response. Together, the findings draw a picture of
contextually specified, reward-oriented activation within the limbic system that is
paired with attenuated prefrontal cognitive control as low delayers attempt to
suppress a prepotent response.

Brain Network Dimensionality for Working Memory:
Berman et al. (2013)

Berman et al. (2013) examined the hypothesis that controlling the contents of
working memory is linked to lifelong patterns of self-control. Utilizing the same
subgroup of high- and low-delaying Bing participants as Casey et al. (2011),
Berman et al. conducted behavioral and imaging analysis while participants
engaged in a different continuous performance task. In the directed forgetting task,
participants were first asked to memorize a group of six words. Three words were
presented with blue letters and the remaining three with teal letters. Participants
were then presented with a cue instructing them to forget all of the words of one

2 Delay of Gratification: Explorations of How and Why Children … 43



color. For example, they might be cued to forget all the blue words and hence
remember the teal words. Over a series of trials, a single probe word was presented
and participants pressed a “yes” key if the word was one of the words they were
instructed to remember and “no” if it was not. Among the no trials were control
words that were not part of the target array and that rarely occurred over trials and
lure words that were drawn from the set of to-be-forgotten words on the current
trial. Response time and accuracy were recorded on each trial, and the overall
difference in these assessments between control and lure trials was used as an index
of control over working memory.

Berman et al. found slower and less accurate performance on lure trials for both
high- and low-delaying participants. Although the interaction between the two
groups and trial type was not significant, a trend was observed where low delayers
were less accurate and took longer to respond to lure trials. According to Berman
et al. (2013, p. 3), “… these results hint at the possibility that low delay participants
find it more difficult … to resolve interference between relevant and irrelevant
material.” Despite the behavioral performance similarities between the two groups,
Berman et al. did document robust differences in the neural engagement. Low
delayers recruited neural networks far less efficiently than high delayers. Using
linear discriminant analysis to identify the optimal number of principal components
required to achieve maximum classification between lure and control trials, Berman
et al. document that high delayers recruited lower level neural networks (fewer
principal components) and showed more homogeneity as a group in this recruitment
(Fig. 2.11). Compared to low delayers, high delayers showed consistently more
efficient recruitment of cortical networks in order to obtain similar outcomes on the
working memory task. This led Berman et al. to conclude that neural dimensionality
might serve as a key biologic marker of self-control ability.
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Self-control Trajectories and Neural Processes: Takeaways and Caveats

The detection of differences in behavior and neural processing between groups
labeled as low and high delayers provides a provocative glimpse of the cognitive
and neural processes that might support individual differences in self-control. The
work of Casey et al. (2011) and Berman et al. (2013) implicates two different neural
systems. The involvement of the ventral frontostriatal circuitry by Casey et al. is
consistent with other research examining performance on go/no-go tasks, sug-
gesting that observed differences in self-control over the life course may derive
from individual differences in cognitive control and the attentional processes
required to suppress competing inappropriate responses in pursuit of a goal. These
findings also map nicely onto Metcalfe and Mischel’s (1999) hot/cool processing
framework (and other dual-process models similar to it—see Rahimi-Golkhandan
et al. and Bickel et al., this volume), which posits that effective self-control requires
the suppression of hot, fast, limbic based response tendencies by cool, slow, pre-
frontal processes. In this case, the limbic processes are localized in the ventral
striatum, whereas the competing “cooling” mechanism is localized in the inferior
frontal gyrus. Casey et al. also suggest that the contextual specificity of the finding
for emotion-laden stimuli illustrates how important it is that the stimuli in question
be “hot” and hence provocative for the participant. Berman et al., in contrast,
implicate a different system that is commonly associated with executive functions,
namely working memory. Effective working memory is posited as essential for
keeping long-term goals in mind during delay, and this research points to marked
differences in the efficiency of this system between low and high delayers.
Collectively, the two findings hint that individual differences in self-control can be
mapped onto distinct neural processes that may maintain across the life course.

While the findings of these two studies are offered as evidence of the biologic
underpinnings of self-control generally and the Marshmallow Test specifically, they
might be more conservatively seen as preliminary explorations of the neural pro-
cesses that support adaptive self-regulation. Interpretive caution is warranted on a
number of fronts. The first of these traces to the classification of individuals in the
research as either low or high delayers. While it is technically true that the groups
compared differed in their tendency to wait as preschoolers, the additional selection
criteria requiring participants to consistently report as being either high or low in
self-control over the life course cloud the interpretation of this classification. So, for
instance, there are many high delayer preschoolers who were not included in this
research because they did not consistently report high self-control over the life
course. A similar issue exists for those classified as low delayers. One might just as
easily label these two groups as consistently high versus low in self-reported
self-control. From that vantage, it is not nearly so impressive that people who
self-classify as being high versus low in self-control perform differently on con-
tinuous performance go/no-go-like tasks and that those differences map onto neural
processes that have been previously linked to these tasks.

A key focus of the ongoing work with the Bing Longitudinal Study is to
examine different life course trajectories of self-control. The full examination of
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these trajectories will include not only those who remain consistently high or low
(an important first step), but also those that change over the life course. It will
include, for instance, participants who waited as children but report challenges with
self-control later in life and participants who did not wait in the Marshmallow Test
but who report adaptive self-regulation as adults. In a full consideration of the
different trajectories, we will be better able to isolate which aspects of adult
behavioral and neural functioning are uniquely linked to preschool waiting. The
substantial costs and time connected with doing this type of investigation led to a
focus on just two trajectories in the research of Casey et al. and Berman et al. These
promising initial findings suggest that a full exploration of the different life course
trajectories is warranted.

The work of Casey et al. and Berman et al. flags another important issue in
investigating the behavioral and neural correlates of self-control. This involves the
extensive reliance on continuous performance go/no-go-like tasks as the measure-
ment tool for identifying differences in neural processing. Note that both the
go/no-go task employed by Casey et al. and the directed forgetting task of Berman
et al. are cognitive tasks the involve quick choices among competing options that
are presented in a rapidly paced serial decision-making format where target stimuli
are interspersed among presumably habituating non-target stimuli. These types of
tasks are well suited to fMRI scanning studies and provide a valuable and conve-
nient way to measure one form of impulsive responding, the ability to quickly
override a seemingly automatic or habituated response. It is likely that this capacity
is implicated and supportive of children’s efforts to wait when faced with the
Marshmallow Test. But it is important to note that this type of task does not capture
the essence of what children appear to be doing while they wait. That behavior is far
more deliberate, reasoned, and strategic. Children actively struggle with a decision
about what the best course of action might be given what is unfolding in front of
them. As such, children are making choices among competing responses, but these
choices play out in a manner that appears slow (not quick), singular (not serial), and
among two choices where the more immediate option, while tempting, is neither
automatic nor habituated.

The findings of Casey et al. and Berman et al. also raise important questions for
future work on the neural underpinnings of self-control. For example, Casey et al.
document the contextual specificity of go/no-go responding and link this to “hot”
responding connected to emotionally laden stimuli. In the original experimental
investigations of delay and the conceptual integration provided by Metcalfe and
Mischel, “hot” responding made reference to a focus on consummatory and
appetitive features of the rewards being pursued. Casey et al. detect individual
differences in neural responding by cuing emotion-laden stimuli (happy vs. fearful
faces) that do not seem to share this consummatory/appetitive quality. While this is
offered as a demonstration of the contextual specificity of the individual difference,
it raises critical questions about the generality of “hot” stimuli. Are the cognitive
and neural processes connected with a child’s desire for a tempting food reward
parallel to those engendered by an adult viewing faces that vary in affective tone
(hence socially rewarding)? Is the mere “positivity” of the cue sufficient to engage
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the underlying cognitive processes? These are important questions that speak to the
specificity of the neural processes that support self-control.

The work of Berman et al. raises similar important issues. For example, Berman
et al. document profound individual differences in the efficiency of engagement of
working memory among those labeled as low and high delayers. These differences
in neural efficiency do not translate, however, into powerful performance differ-
ences in the directed forgetting task that presumably provoked them. This might
simply be a reflection of task difficulty, but it raises important questions about the
behavioral domain where one might expect observable behavioral differences
linked to the efficiency of engagement of working memory. Where and how might
these foundational differences in neural functioning play out in the behavior of
those labeled as low and high delayers? Would it be evidenced in a more chal-
lenging directed forgetting task? More critically, how might these inefficiencies
undermine effective self-control in more complex behavioral realms like those
involving delay of gratification?

How and Why Children Wait: Lessons
from the Marshmallow Test

The research reviewed here provides a critical and comprehensive summary of all
findings published to date connected to the original experiments and the ongoing
Bing Longitudinal Study. Although the findings reviewed are impressive, they are
not as extensive as the exaggerated network of connections often represented in
popular portrayals of the work. Caution should be observed when taking such
claims at face value. Not everything you read on the Internet is true! Nonetheless,
the findings reviewed here do allow some insight into the factors that impact a
child’s ability to wait. The concluding section of this paper will evaluate the factors
that are commonly offered to explain how and why children wait.

Impulsivity and Willpower

As discussed throughout this presentation, the results of the Marshmallow Test and
the Bing Longitudinal Study are frequently offered as a marker for the importance
of impulse control and willpower over the life course. While it is true that the
research documents correlations between preschool waiting and later life outcomes,
the attribution of these links to impulse control, while descriptively convenient,
appears misplaced. On the one hand, such representations imply that the key to
effective waiting lies in a dispositional quality that involves controlling impulses.
Children who do not wait are labeled as impulsive. Preschoolers who do wait are
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suggested to possess willpower. Neither of these dispositional labels fit well with
the actual findings of the research.

On the one hand, there are serious questions about whether children’s delay of
gratification is dispositionally organized at all, regardless of label applied to it. First,
the experimental investigations reviewed here demonstrate that the ability to wait is
highly contextualized. Subtle changes or shifts in the experimental setting or
instructions can change the task from one that is quite challenging for preschoolers
to one where children are quite capable of lengthy waits. These findings led Mischel
and his students to conclude that delay of gratification is best viewed not as a
generalized and decontextualized disposition (like impulsivity or willpower), but as
a capability that can be weakened or enhanced by the prevailing circumstances or
by the strategies a child is provided to cope with the challenge.

More critically, the documented longitudinal linkages to ego-control and
ego-resilience suggest that dispositional impulsivity is not empirically connected to
childhood delay. Although often framed as a measure of impulsivity, these findings
suggest preschool waiting on the Marshmallow Test is not enduringly related to
ego-control and hence dispositional impulsivity. In contrast, the ability to adapt to
situational constraints and be flexible does appear to be strongly predicted by
preschool delay. Hence, a child’s tendency to yield to the temptations, their “im-
pulse” to terminate the wait and take the immediate reward, is far less important
than the child’s ability to adaptively adjust to the task.

These same findings also call into question the appropriateness of the label
willpower. The correlates indicate that the child is not “willing” their way to the end
of the wait. They are not “gritting” it out or more generally demonstrating “effortful
self-control.” They are instead adjusting to the situation as it unfolds, devising
strategies to distract from its challenge, and making reasoned choices regarding the
values of continuing given their current appraisal of the situation. Hence, the
“power” in willpower is far more likely connected to flexibility and strategically
deployed distraction than it is to self-control strength or sheer grit. In this manner,
the findings of the Bing Longitudinal Study are entirely consistent with recent
findings that suggest that the pathway to goal attainment in adults is better served
by efforts to avoid temptations than it is to exert willpower over them (Milyavskaya
and Inzlicht in press). At the very least, the pattern of findings for this research
suggests that it might be time for researchers to find better labels to describe a
child’s decision to terminate a delay or wait for a desired reward. Impulsivity and
willpower convey too much inferential load to be useful descriptions of children’s
behavior in the Marshmallow Test.

Strategic Attention Deployment

An often unappreciated but central finding of the longitudinal research is that
long-term linkages to preschool waiting are almost exclusively limited to those
experimental settings where children must face the rewards and are left to their own
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spontaneous coping strategies during the wait. Longitudinal relations are absent
when rewards are not present or if children are provided with instructions on what
to do while waiting. The identification of these diagnostic settings illustrates the
importance of context not only in explaining variance across experimental condi-
tions but also in organizing individual variation within settings. The significance of
this finding cannot be understated. Long-term and consequential individual differ-
ences are only revealed when children are tested in settings that are challenging and
that require them to rely on their own spontaneous coping strategies to address the
challenge. But what are those coping strategies? Since the experimental research
strongly suggests that left to their own devices children will tend to focus attention
on the consummatory features of rewards, individual differences in waiting in these
diagnostic settings may be tied to the child’s tendency to spontaneously deploy
strategies that distract attention away from the rewards and otherwise reduce the
frustration connected to waiting. The longitudinal linkages documented in these
diagnostic conditions demonstrate that the oft times cute and captivating activities
displayed while waiting are not just happenstance but represent the child’s strategic
attempts to adapt to the challenge at hand.

Whether children actually strategically deploy attention while waiting, although
implied by much of this research, is not addressable directly within the Bing
Longitudinal Study sample because no video recordings were made of the original
experiments. However, research involving a diverse set of other samples consis-
tently demonstrates linkages between how children deploy attention and their
ability to wait. In the most direct and intensive investigation of these attentional
strategies, Peake et al. (2002) demonstrated that attention to rewards is detrimental
to preschool delay in both waiting and working situations. This research used
second-by-second codings of attention deployment to show that when children
focus more attention on rewards, delay times are shorter. Conversely, moving
attention away from rewards facilitates delay. Peake et al. further demonstrated that
one attentional activity, “fixing” attention on rewards at any point during the delay
session, is highly predictive of the termination of waiting. A number of investi-
gations using modified assessments of attention deployment have yielded similar
results. Rodriguez et al. (1989) showed that attention diversion, measured as the
proportion of time children spent looking away from rewards, was highly predictive
of waiting time on the Marshmallow Test for older children with social adjustment
problems. These researchers also demonstrated that patterns of attention deploy-
ment differed substantially near the end of the waiting period, with children who
terminate the wait spending significantly more time focusing attention on the
rewards. Ayduk et al. (2007) document linkages between attention deployment
strategies on the Marshmallow Test and delay time on the task as well as separate
measures of verbal and physical aggression in two samples of older children. Sethi
et al. (2000) demonstrated that differences in strategic attention deployment
recorded in toddlers were subsequently predictive of waiting on the Marshmallow
Test when the children were 4 years of age. Most recently, Luerssen et al. (2015)
demonstrated that differences in attention deployment strategies during the
Marshmallow Test were linked to increased functional coupling between a limbic
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region (the nucleus accumbens) and cortical structures that foster self-control when
children subsequently engaged in a modified Marshmallow Test during fMRI
imaging. Taken collectively, these results buttress the notion that children’s
strategic attention deployment plays a key role in their ability to wait. Several of
these studies demonstrate that assessments of attentional strategies might serve as
an alternative robust predictor of subsequent life outcomes, perhaps even more
robust than the delay time itself. As this work progresses, research energies need to
focus on the how to operationalize strategic attention deployment more consistently
across studies and to specify the variety of forms these strategies might take as a
child engages in goal-directed pursuits.

Tracking children’s attention deployment as they wait provides an observable
behavioral marker of one strategy that children might be using to adaptively cope
while waiting. The early experimental work used instructional sets that directed
children toward many other possible strategies: thinking happy thoughts, symbol-
ically representing rewards, focusing on non-consummatory properties of rewards,
etc. Mischel (2014) offers these findings as evidence that children can be taught
effective self-control strategies. It might be inferred, then, that individual differences
in preschool waiting might also be connected to children’s spontaneous use of these
more complex cognitive strategies. This, of course, is a more challenging empirical
question since what children are thinking and how they are representing rewards
while they wait are not directly observable. There is an important distinction,
however, between what preschoolers can be told to do and what they might actually
do spontaneously while they wait. Zimmer-Gembeck and Skinner (2011) present a
meta-analysis of children’s coping strategies demonstrating that while preschoolers
commonly perform simple forms of behavioral distraction and withdrawal, more
complex cognitive forms of coping are not typically deployed until middle child-
hood. Even though preschoolers may successfully follow instructions to execute
these cognitive strategies, it is questionable whether they are spontaneously gen-
erating these strategies to aid their efforts to wait. It is possible that preschoolers
will struggle to learn these more complex strategies.

These questions drive an evolving line of research being conducted by my
students at Smith College that focuses on the training of coping strategies in service
of facilitating delay of gratification. Our preliminary findings suggest that
preschoolers show substantial individual differences in their understanding of
strategies for waiting. Preschoolers appear to be capable of acquiring strategies
involving simple forms of distraction, and once these are acquired, children wait
longer on the Marshmallow Test. These same children show substantially less
understanding of more complex cognitive strategies and struggle to acquire those
understandings with training. This buttresses the idea that even though preschoolers
may be able to be told to use a complex strategy through an experimental
instruction, they may not actually be incorporating that strategy into their repertoire
of coping techniques. While children appear to be capable of acquiring self-control
strategies, intervention directed at training those strategies might need to be keenly
sensitive to their natural developmental progression in children.
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Executive Functions: Cognitive Control
and Working Memory

Attempts to explain why children wait, or even why children might differ behav-
iorally in how they deploy attention while waiting, increasingly point to the role of
the executive functions. Executive functioning is an umbrella label that includes a
set of neurocognitive processes implicated in the “conscious control of emotions,
thoughts, and behaviors, including working memory, inhibitory control, and set
shifting” (Lee and Carlson 2015, p. 1435). Mischel (2014) builds the argument that
the Marshmallow Test reveals individual differences in the early development of the
executive functions. For Mischel, the executive functions map nicely onto the
“cooling” strategies proposed in the hot/cool dual-process system that he uses to
understand childhood waiting (Metcalfe and Mischel 1999). The argument that the
executive functions may contribute to individual differences in preschool waiting is
compelling. First, the Marshmallow Test contains many of the elements of situa-
tions where the executive functions are proposed to be engaged (Norman and
Shallice 1986). For a preschooler, the delay paradigm is a novel situation that
involves planning, decision making, and resisting temptation. Second, the longi-
tudinal correlates documented in the Bing research paint a picture of the children
who wait that maps nicely onto the description of adaptive executive functions.
Long delaying preschoolers are described later in life as planful, verbally fluent,
attentive, responsive to reason, and able to cope with stress, all hallmarks of
engaged executive functioning. Third, two specific components of the executive
functions, cognitive control and working memory, have been shown empirically to
have both behavioral and neural links to waiting in the Marshmallow Test (Ayduk
et al. 2008; Berman et al. 2013; Casey et al. 2011; Luerssen et al. 2015).

Despite the compelling and growing argument for the relationship of executive
functioning to preschool waiting, the understanding of that linkage is far from
complete. The provocative findings of Casey et al. (2011) regarding cognitive
control and Berman et al. (2013) regarding working memory both suggest links to
the Marshmallow Test but are difficult to interpret due to the grouping criteria that
required participants to show lifelong patterns of self-control. That lifelong patterns
of self-reported self-control relate to cognitive control and working memory is a
significant finding in and of itself, but the direct linkages to preschool waiting are
still unclear. Ayduk et al. offer that the ability to wait on the Marshmallow Test is
“an early behavioral precursor” of cognitive control in adulthood (2008, p. 151), but
then report that empirically these two variables are not correlated. Luerssen et al.
(2015) document the most direct and impressive investigation to date of the links
between the Marshmallow Test and an aspect of executive functioning (attentional
focus away from the rewards). But, even here, the links were documented in older
children (aged 7–9) where the functional significance of rewards present seems to
have passed, at least with respect to how long children waited. Mean waiting time
in the presence of rewards was over 22 min in a paradigm where the maximum wait
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was 25 min. It is encouraging, nonetheless, that strategic attention deployment
(labeled in this study as “cool focus”) still demonstrates predictive prowess.

Converging evidence from research not directly connected to the Bing
Longitudinal Study also raises important questions about the inferred connection of
preschool waiting and executive functioning. Lee and Carlson review findings
documenting that “delay of gratification tasks often do not relate to or load on the
same factors as typical executive function tasks” (2015, p. 1435). In addition,
Diamond and Lee (2011) show that interventions that improve executive func-
tioning in children do not demonstrate corresponding impact on delay of gratifi-
cation in those same children. Given the expansive scope of definition of executive
functioning, there will clearly be some linkages to preschool waiting. However, the
specification of which executive functions are involved, how they are involved, and
the extent of their impact are questions ripe for further empirical scrutiny. For
example, Lee and Carlson (2015) illustrate the importance of “set shifting,” the
ability to respond adaptively and flexibly to different contexts, for delay choice and
savings behavior. That sort of emphasis is entirely consistent with the picture of the
effectively delayer that emerges in the current review where the emphasis is placed
on the child’s ability to rationally adapt and flexibly respond to the changes chal-
lenges in the situations they confront.

Trust

Recently, a considerable amount of attention has been given in both academic and
popular circles to the role of trust in delay of gratification. Both Kidd et al. (2013)
and Michaelson and Munakata (2016) present findings indicating that a child’s
“trust” that they will receive a promised delayed reward critically impacts waiting
in a modified version of the original Marshmallow Test. In Kidd et al., trust was
manipulated by having an experimenter either make good or not on the promise to
deliver a more desired outcome if the child was willing to wait in two preliminary
waiting scenarios. Children then participated in an experimental variation of the
Marshmallow Test conducted by the same experimenter. Kidd et al. found that
children who worked with a “reliable” experimenter were much more likely to wait
than children exposed to an “unreliable” experimenter. Michaelson and Munakata
refined this paradigm so that the child observed the experimenter being “untrust-
worthy” with another adult on a task that did not involve direct delivery of a
promise. Children subsequently working with a “trustworthy” experimenter delayed
significantly longer than children working with an adult who had been observed to
be “untrustworthy.” Both sets of researchers suggest that their findings offer an
alternative explanation of why children wait, one focused on rational decision
making concerning the likelihood of the receipt of the reward, and they raise
questions about what might be contributing to the individual differences docu-
mented in the Bing Longitudinal Study.
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To begin, even the very earliest investigators of delay choice and delay main-
tenance fully appreciated the important role of children’s trust expectations about
the delivery of rewards. As reviewed previously, early investigations of delay
choice did not conceptualize these choices as the products of some generalized
tendency to demonstrate self-control (or impulse control), but contextually driven
decisions that children made as they sized up the task they faced. Trust was
explicitly manipulated by Mahrer (1956) and implicitly inferred from cultural and
familial interactions by Mischel (1958, 1961). Both showed the powerful impact of
trust expectations on children’s delay choices.

In shifting the research emphasis from delay choice to delay maintenance, the
designers of the Marshmallow Test were keenly aware of how trust expectations
might influence children’s waiting and took steps to explicitly address this in
developing the paradigm. Although rarely discussed, experimenters participating in
the early Marshmallow studies were required to make repeated visits to the child’s
classroom for several weeks prior to the beginning of research. Researchers par-
ticipated in class activities and played with the children in order to build familiarity,
rapport, and trust with the children. In designing the task, at least three features of
the paradigm were explicitly structured into the task to establish trust. The first of
these was the process of having the child ring the bell in order to signal the
experimenter to return. It is important to note that this procedure was practiced
repeatedly at the outset of the instructions both so the child would understand how
to use the signal and so the child would trust the experimenter will actually return.
Second, in all experimental settings where rewards were left in the room (except
those that were explicitly testing the impact of having either the immediate or
delayed reward alone), both rewards were left on the table directly facing the child.
In this manner, there was little room for doubt in the child’s mind that they would
receive the preferred reward if they waited. The desired reward was within their
reach the entire time. Finally, the contingencies for waiting were rehearsed
repeatedly with the child before the delay period began. Again, the purpose of this
rehearsal was to assure that the child understood the contingency and to build trust
in what would happen should the child opt to wait or terminate the delay.

As with the early experimental reports from Mischel and his students, it is
difficult to discern whether Kidd et al. or Michaelson and Munakata required
researchers to spend time establishing rapport with children prior to beginning
testing. However, the modified Marshmallow Test used by these researchers sys-
tematically eliminated all those procedures that Mischel and his students built into
the paradigm to build trust. In the modified paradigm, children were presented with
one marshmallow and told that they could either eat it right now or wait for the
experimenter to go get more marshmallows. They were promised that if they had
not eaten the marshmallow when the experimenter returned, they would get two
marshmallows. Missing from this paradigm was the bell and its rehearsal as a signal
for the researcher to come back. Kidd et al. acknowledge this was deliberate since
the training connected with the bell would “… provide additional information about
the experimenter’s reliability.” That is true, and it is one of the key reasons that the
bell and its training were included in the original paradigm. The elimination of the
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signaling bell also creates a confusing scenario where the child’s consumption of
the marshmallow means that the child will not get the additional treat but has no
particular significance to ending the waiting period. This means that a defining
element of the Marshmallow Test, the contingency between opting for the less
preferred reward and terminating the wait, is omitted in this revised paradigm.
Neither Kidd et al. nor Michaelson and Munakata acknowledge or address the
absence of the preferred reward or the rehearsal of contingencies as central features
of the Marshmallow Test, but these are likely also important omissions that impact
the child’s trust. Instead, Kidd et al. claim that all the “major features” of the delay
situation they employed were “identical” to those of the original Marshmallow Test
and then later suggest that their modified paradigm included only “small procedural
differences” (2013, p. 6). Suffice it to say, these small procedural differences fun-
damentally change the dynamic of waiting situation in many important ways.

If there is a single lesson to be learned from the experiments reviewed previ-
ously, it is that small alternations of the experimental setting can have dramatic
impact on children’s experience of the wait. Those differences can find expression
in both group differences across conditions and the meaning of individual differ-
ences within settings. Both Mischel and his students were fully aware of the role
that trust expectations might play in the Marshmallow Test and took explicit steps
to buttress the child’s trust and hence reduce individual differences on this variable.
There is no doubt that some individual differences in trust were still impacting
children’s choices, but they should have been small compared to those expressed in
the modified paradigm used in the trust research. The findings of Kidd et al. and
Michaelson and Munakata provide a useful reminder of the role that trust expec-
tations might play in children’s waiting, but they have no bearing on the evaluation
of the findings of the Bing Longitudinal Study where children were tested under
conditions deliberately structured to minimize the impact of individual differences
in trust expectations.

It is interesting to note that the findings of Kidd et al. and Michaelson and
Munakata are offered as an example of how children’s waiting can be guided by
rational decision making, in this case the expectancy that the experimenter will
deliver the more desired reward. Both sets of researchers pit this rational
decision-making perspective against what appears to be a seemingly irrational,
impulsive explanation of children’s behavior. For Kidd et al., the contrast is to
explanations that invoke children’s self-control. For Michaelson and Munakata, the
seemingly irrational counterpart are explanations pointing to cognitive control.
Such pitting reflects a fundamental misunderstanding of the meaning of findings
reviewed in this paper. Far from ascribing children’s waiting to irrational and
impulsive components, the recurring message throughout this review is that chil-
dren’s behavior, even the decision not to wait, is rational, flexible, adaptive, and
responsive to changing circumstances that they face. It is curious that even pro-
cesses like cognitive control are cast as somehow irrational. If the executive
functions are shown to play a substantive role in delay of gratification, the entire of
point of those functions is to facilitate better decision making! Far from offering an
different view of the factors that impact children’s ability to wait, the findings of
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Kidd et al. and Michaelson and Munakata buttress the perspective offered here that
children in waiting situations are actively processing the contextual cues and
strategically adapting their behavior to make choices about whether to continue.

Concluding Comments

The number of seconds a child waits before summoning an experimenter to return
during the Marshmallow Test is commonly used a marker of the child’s self-control
(Duckworth et al. 2013). In both popular and academic treatments, short waits are
attached to constructs like impulsivity, while opting to not ring the bell is seen as a
sign of the child’s willpower. While such ascriptions are descriptively convenient,
they carry with them inferential load about how and why children wait that is
consequential. In popular treatments, those inferences frequently imply a disposi-
tional tendency toward the control of impulses that is set in place early in life
(Goleman 1995). In academic treatments, ascriptions to self-control or more
specific processes like cognitive control are taken to imply that the factors driving
children’s waiting are not “rational” (Kidd et al. 2013; McGuire and Kable 2013;
Michaelson and Munakata 2016). The research reviewed here suggests a very
different picture of how and why children wait. On the one hand, the experimental
studies tell us that children participating in the self-imposed delay of gratification
paradigm are keenly responsive to contextual cues and highly adaptive in adopting
suggested strategies to facilitate waiting. Individual differences in a narrow range of
predictable “diagnostic” experimental settings tap into core psychological processes
with enduring longitudinal consequences that are expressed both in direct relations
to adaptive functioning and through buffering people from other adult vulnerabil-
ities. Those psychological processes are tied closely to the way children use
attention flexibly while waiting and are seen behaviorally in the various coping
antics displayed by children as they wait. Collectively, the research points to
children differentially and deliberately deploying age-appropriate attentional coping
strategies to make a decision about what to do in a novel and continually unfolding
situation.

The Marshmallow Test was offered by Mischel and his students as an opera-
tionalization of delay of gratification intended to move research in the field beyond
the static assessment of delay choices and preferences. The research team sought to
devise a paradigm for examining the cognitive and contextual factors that influence
the dynamic process of maintaining delay once a preference has been expressed. In
its inception, no one knew how the research might unfold or what it might reveal.
No one envisioned that this simple framework for engaging preschoolers would
evolve into a research program that now spans a half-century. Most certainly, none
of the principal researchers anticipated that enormous growth of public interest in
the work.

The investigations of children’s delay of gratification, conducted by Mischel and
his students at the Bing Nursery School nearly 50 years ago, launched a program of
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research that remains vital to this day. Our current work includes explorations of
linkages to economic outcomes in the Bing participants’ lives, studies of training
children on effective strategies for delay, and examination of different life course
self-regulatory trajectories to name just a few. As with any programmatic research,
the Bing Longitudinal Study continues to raise challenging questions about the
nature of self-regulation as it plays out over the life course. Because the Bing
Longitudinal Study was in part accidental in its inception, it was not designed or
structured to answer many of the questions that it has raised. It is encouraging to see
that active research programs utilizing more tailored designs are emerging to clarify
issues raised and lessons learned by this work. The accurate portrayal of what
investigations utilizing the Marshmallow Test have revealed to date should assist
these continuing efforts to understand how and why children wait and the linkages
of early delay of gratification to outcomes over the life course.
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Chapter 3
From Risk and Time Preferences
to Cultural Models of Causality: On
the Challenges and Possibilities of Field
Experiments, with Examples from Rural
Southwestern Madagascar

Bram Tucker

Introduction

In this contribution, I use examples from fieldwork in rural southwestern
Madagascar to discuss the limits and possibilities of using choice experiments in
field settings to explore how non-Western peoples think about risk and time. My
thesis is that it is very challenging to quantitatively measure preferences in any
robust (externally and internally valid) or precise way. I argue that we may learn
more by using experiments and related methods to interrogate people’s shared
concepts of risk and time within causal understandings of how the world works. By
making this argument, I will address the methodological and epistemological dif-
ferences between psychology, economics, and anthropology and frame questions
about the influence of culture on judgment and decision making.

But first, by way of introduction, I would like to tell a story. This story begins
with an academic debate played out in the pages of the journal Current
Anthropology in 2001–2002 and ends in Madagascar with misfortune, fear, and
accusations of sorcery during the rainy months of 2008.

The Kuznar-Henrich and McElreath Debate

The debate that brought risk preference to the attention of many anthropologists
was about how to interpret the results of choice experiments conducted among
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non-Western peoples. Kuznar (2001) reported the results of a risk preference
experiment conducted among Aymara herders in the Peruvian Andes. He had asked
a sample of men and women to make a series of hypothetical choices between a
smaller number of livestock that they could gain for certain versus a 50% chance to
win a larger number of animals. Kuznar argued that herders’ choices in this
experiment were best explained by their wealth—by the size of their herds outside
the experiment. Risk preference bore an inverted U-shaped relationship with herd
size (Fig. 3.1a). Moderately wealthy herders were strongly risk averse, while the
poorest and the wealthiest herders were only slightly risk averse or even risk prone.
Kuznar argued that this result is consistent with the neoclassical economic logic of
expected utility theory and a sigmoidal marginal utility curve for wealth (Fig. 3.1b).
Poor herders must grow their herds, so they value probable livestock gains more
than losses and thus tolerate risk. Moderately wealthy herders want to keep what
they have, so they value probable losses more than gains and thus are risk averse.
Rich herders have enough livestock to meet their basic needs and so can afford to
gamble for the chance to further increase their wealth.

Shortly thereafter, Henrich and McElreath (2002) published the results of two
risk choice experiments they had conducted among farmer-herders in Chile and
Tanzania and UCLA undergraduates. They found that UCLA students and Chilean
Huinca agropastoralists tended to be risk averse, while Mapuche of Chile and
Sangu of Tanzania tended to be risk prone. In regression analyses, age, sex, wealth,
and income did not explain the variability in risk preferences. The authors con-
cluded that membership within a cultural group (Mapuche, Huinca, Sangu, UCLA
student) causally influenced preferences. They argued that what we call preferences
are actually socially shared norms governing how to act in risky situations. They
linked this interpretation to a version of bounded rationality based on conformist
social learning and cultural inheritance (Boyd and Richerson 2001; Henrich and
McElreath 2003).

In a series of comments and replies, Henrich (2001) accused Kuznar of circular
reasoning, of imputing utility functions from people’s choices and then using utility
functions that explain those choices. Kuznar (2002) charged that Henrich and
McElreath downplay the possibility that intergroup differences in risk preferences
may be due to group differences in wealth rather than culture.

Testing Wealth and Group Effects on Risk and Time
Preference in Southwestern Madagascar

My field site in southwestern Madagascar seemed the perfect place to evaluate
Kuznar’s and Henrich and McElreath’s claims and to expand the debate to include
intertemporal choice. In Madagascar’s rural southwest, people make daily choices
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among subsistence options that differ primarily by average reward, risk, and delay,
as they choose to spend their time doing agriculture (which is risky with delayed
harvests) versus hunting, gathering, and fishing (which are lower risk activities with
daily rewards; Tucker et al. 2010).

Pertinent to Henrich and McElreath’s (2002) argument that risk preferences are
cultural norms, southwestern Malagasy (people of Madagascar) classify themselves
into three identity categories which they commonly claim correspond to subsistence
modes: To be Masikoro means that one is a savanna farmer-herder, while Mikea are
forest foragers and Vezo are marine fishers and sailors (Astuti 1995; Poyer and
Kelly 2000; Yount et al. 2001; Tucker 2003), even though in practice people
diversify beyond these modes. It could be that these identity groups acculturate their
members to specific norms for risk and time, or perhaps one’s preferences deter-
mine in which group they find membership. Relevant to Kuznar’s thesis that risk
preference is a function of wealth, farmers, foragers, and fishermen tend to acquire
different forms of wealth due to their differing means of production, mainly land
and livestock, social capital, and fishing gear (Tucker et al. 2011).

In 2007–2009, I conducted a four-season investigation of the effects of wealth,
income, and cultural group membership on risk and time preferences in
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Fig. 3.1 Results and interpretation from Kuznar (2001), illustrating the expected utility model of
risk preference. a Kuznar found that risk preference among Aymara herders appears to be an
inverse U-shaped function of wealth so that risk aversion initially increases and then decreases
with increasing wealth. b This implies that Aymara herders have an undulating marginal utility
function for wealth; poorer herders gamble because they would gain more utility from a win than
they might lose from a loss, consistent with increasing marginal utility; moderately wealthy
herders are risk averse because they value potential losses over gains (diminishing marginal
utility); and wealthy herders gamble because like the poorest herders, they value probable gains for
losses (increasing marginal utility). Figures redrawn with permission from the University of
Chicago Press
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southwestern Madagascar, in collaboration with faculty and students from
Madagascar’s Université de Toliara (throughout this paper, the pronouns “we” and
“our” refer to myself and this field team).1

Risky Fieldwork and the Search for Meaning in Misfortune

By January 2008, we were in the third season of data collection. Fieldwork during
southwestern Madagascar’s brief rainy season is always a risky venture. From the
beginning of the season, the research team felt that things were going wrong.
Sudden squalls had damaged our tents, leading to sleepless nights spent vainly
trying to stay dry and avoid mosquitos. Failure on this front led to several team
members suffering malaria. Most mysteriously, we periodically found our hearts
racing with sudden panic triggered by unexpected thunderclaps on sunny days.

One of my Malagasy collaborators, curious as to the cause of our misfortunes,
decided to consult a spirit medium (tromba) in the small Masikoro village of
Antaimbalabo. A forest spirit (konko) speaking through the possessed woman told
him that our problems had only just begun. The source of our misfortunes was a
person known to us, a former coworker with “bad ideas” (raty hevitse). We had so
enraged him that he had consulted a sorcerer (mpamorike) to cast spells to harm us.
We knew immediately who the culprit was: a former driver-mechanic, Mr. X as I
shall call him here, whom we had recently fired after a dispute.

We returned to the provincial capital of Toliara midseason to repair the tents,
service the two field vehicles, and resupply. We brought the truck formerly driven
by Mr. X to the neighborhood of Sanfily, where most of the automotive mechanics
work. Alongside a street vendor repairing punctured tires and another who performs
oil changes, team members found a diviner (ambiasa) who specializes in magic
related to vehicles and travel. The diviner performed sikily divination, in which
seeds are cast on the ground and rearranged after precise formulae to gain a vision
events in the past, the future, or the spiritual realm. What the diviner saw in the cast
seeds confirmed the diagnosis of the spirit medium in Antaimbalabo: Mr. X had
indeed hired a sorcerer to cast spells to harm us, and worse yet, Mr. X would not be
satisfied until a member of our team died. Mr. X had asked the sorcerer to strike one
of us dead with thunder, but the sorcerer had refused, saying that this magic is very
old and dangerous. After the divination, the diviner and my colleagues cleaned the
truck. Inside, they found three charms, presumably left there by Mr. X, which they
interpreted as dangerous magical objects. Finally, they anointed the exterior of the
truck with a potion to undo Mr. X’s magic.

1The team included Dr. Tsiazonera, Dr. Jaovola Tombo, Patricia Hajasoa, Mr. Tsimitamby,
Charlotte Nagnisaha, Gervais Tantely, Louinaise Rasoanomenjanahary, Miza Razafindravelo,
Rolland Lahiniriko, Vorisoa Rene Lahitoka, Jean-Roger Tsikengo, Christian Zahatsy, Amber Huff,
Elaina Lill, Jean-Claude Alhayess, Jeannot Olivier Ratsibazafy, Zafimandimby, and Tsitindry
Théodore Ramanovontsoa.
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Yet, our misfortunes continued. On the Vezo coast, we were continually battered
by cyclones. Worse yet, for reasons I still do not understand, I was losing my
hearing, first in one ear and then in the other. Two researchers were suffering bad
toothaches, in the same tooth. Then, on a rainy day, driving the truck along a
narrow road in the dense Mikea Forest, a large tree branch fell unexpectedly on the
truck’s hood, missing the windshield by a matter of centimeters.

One of my collaborators again consulted a spirit medium. This one was par-
ticularly powerful because her possessing spirits (doany) included a deceased
diviner; she did sikily divination while in trance. The divination again implicated
Mr. X’s “bad ideas” and his intention to magically cause the death of one member
of our team. The divination indicated that the fallen tree branch would have killed
someone if it were not for the fact that I had good astrological fortune (andro) on
that particular day. The medium (or rather, the spirit of the dead magician speaking
through the medium) gave us a powder of sand and wood to protect us from Mr.
X’s spells, a pinch of which I have carried on my person ever since. We mixed the
powder with water to make a potion that we bathed in, sprinkled on the field
vehicles, and anointed our rooms back in Toliara.

A Cultural Perspective on Decision Making Under Risk

A moment’s reflection revealed the irony of our situation. The purpose of our
fieldwork was to better understand how people value risk and anticipate the future in
a non-Western cultural context. Guided by the formal theory of choice under risk
dating back to Blaise Pascal, we thought of risk simply as probability-weighted gains
(Bernstein 1996). But simultaneous to our posing abstract choices among gambles to
our research subjects, through our brush with sorcery we were experiencing risk just
as our informants often do, as a series of misfortunes that we causally associated with
supernatural powers unleashed by the bad will of a jilted friend.

Around this time, the experimental and behavioral economics literatures filled
with articles exploring the effects of culture on decision making. Perhaps the most
cited of these is Henrich et al.’s (2010) call for behavioral scholars to go beyond the
study of WEIRD people—Western, Educated, Industrialized, Rich, Democratic
research subjects, typically undergraduates enrolled in psychology courses. Studies
published around that time revealed cross-cultural variability in norms of fairness
(Henrich et al. 2005; Chuah et al. 2009; Gächter et al. 2010), naive physics (Beller
et al. 2009; Bender and Beller 2011a), folk taxonomies of plants and animals (Atran
et al. 2004), spatial cognition (Gaby 2012), quantitative reasoning (Bender et al.
2015), and use of holistic versus analytical reasoning (Nisbett et al. 2001; Uskul
et al. 2008).

Some studies, like Henrich and McElreath’s risk preference study and Henrich’s
subsequent cross-cultural ultimatum game studies (Henrich et al. 2005), opera-
tionalized culture as residual intergroup variability. Other studies operationalized
“culture” around simple binary categories such as tight versus loose or individualist
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versus collectivist (Nisbett et al. 2001; Uskul et al. 2008). Still others turned culture
into a variable, variously called norms (Camerer and Fehr 2004), values (Inglehart
and Welzel 2005; Chuah et al. 2009), or preferences (see review below).

Such simplifications may be expedient, for culture is complex and difficult to
observe or evaluate. However, after our brush with sorcery, it dawned on me that
culture is a deeper thing than is summarized by a simple dichotomy or culture
variable. Culture influences decisions because it influences our basic understanding
of existential categories and causal relationships (Bender and Beller 2011b;
D’Andrade 1992; ojalehto and Medin 2015; Ross 2004). Culture is ontological, and
it provides societies with their specific understandings of reality.

The big question then is how much of our understanding of reality is
culture-bound and to what degree do different understandings of reality influence
choice and behavior (Bender and Beller 2011b)? This is a classic question within
the social and behavioral sciences, phrased in nineteenth-century parlance as
“psychic unity of humankind” versus “cultural relativism.” Cognitive researchers
who generalize about human nature from experiments conducted with WEIRD
research subjects implicitly assume psychic unity, that all humans basically process
information and are motivated to action in the same way. Cross-cultural research
that operationalizes culture as norms, values, and preferences similarly assumes that
the decisions of all humans may be described with universal formulae in which
culture is a variable. For example, risk preference studies assume that all people
evaluate risky choices as if they were multiplying the probabilities of different
outcomes by the utility value of the probable rewards, where culture is a variable
that influences utility. By contrast, anthropologists, particularly denizens of Franz
Boas’s American school, typically work from the starting assumption that culture
encodes very different ways of understanding the world (Sidky 2004), so that
culture defines more than just a value to be plugged into a decision-making formula;
it changes the formula itself. A culturally relative perspective of choice under risk
may ask whether people are concerned with mean and variance at all, or whether
risky choices depend on other natural, social, or cosmological uncertainties and
anxieties (Tucker et al. 2013).

The notion that humans interpret meaning from misfortune and apply that
meaning to understand and predict future events is foundational in anthropological
approaches to religion and magic (Frazer 1922 [1890]; Tylor 1958 [1871]).
Malinowski (1992 [1948]) famously argued that Trobriand Islanders use more magic
before risky deep-sea fishing ventures than before low-risk lagoon fishing and
gardening activities, suggesting that magic is an attempt to control risk. Such ways of
thinking are neither primitive nor exotic. Educated people with scientific notions of
probability and causality frequently invoke magical causal thinking when facing
risky prospects in fishing (Poggie and Polnac 1988), sports (Felson and Gmelch
1979), examinations (Rudski et al. 2007), and national politics (Geschiere 1997),
and when contemplating the causes of life, disease, and death (Legare et al. 2012).

This introductory narrative outlines the rest of my essay. I begin with a brief
review of formal theory of choice under risk and intertemporal choice and explain
why researchers have sought to evaluate risk and time preferences in cross-cultural
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perspectives. Then, I describe seven specific challenges that my Malagasy col-
leagues and I faced in designing and conducting effective choice experiments, and I
summarize what we have learned from this effort. In the final sections of this paper,
I discuss my fledgling attempts to explore the cultural models of causality in
southwestern Madagascar. I conclude with a summary and a discussion of future
research directions.

Choice Under Risk and Intertemporal
Choice: Theory and Method

Formal/Normative Models

Formal theory for choice under risk is usually traced to the musings of French
mathematician Blaise Pascal, who, interestingly enough considering where this
essay is going, developed a theory of risk around the theological question of
whether a “rational” person should believe in God (Bernstein 1996). Pascal argued
that a rational person should value gambles according to their probability-weighted
stakes, what we call today expect value (EV). The expected value of a lottery ticket
that offers a 1/100 chance to win $100 is $1. Formally,

EV ¼
X

outcomes

pi � Aið Þ ð3:1Þ

where pi is the probability of outcome i and Ai is the amount of the reward from
outcome i. Pascal argued that according to this calculus, a rational person should
believe in God, because even if the probability that he exists approaches zero, the
stakes for non-belief approach infinity.

Nearly a century later, Daniel Bernoulli (1738) argued that Pascal’s formula
cannot apply to all risky decisions, exemplified by the St. Petersburg Paradox, a
gamble with infinite expected value. Bernoulli’s solution was that different indi-
viduals subjectively value probabilistic wins and losses differently, according to
their marginal utility for wealth. The expected utility (EU) of a lottery ticket that
offers a 1/100 chance to win $100 is the utility value of winning $1, where a poor
person may perceive greater utility (U) from a win of $1 than would a rich person.

EU ¼
X

outcomes

pi � U Aið Þ½ � ð3:2Þ

Friedman and Savage (1948) argued that a sigmoidal or undulating marginal
utility curve like the one presented previously in Fig. 3.1b could explain why the
poor gamble and the rich purchase insurance (as in Fig. 3.1a).

The theoretical roots of intertemporal choice theory may be traced to the writings
of John Rae, who speculated that individual variation in self-restraint and desire to
bequeath resources to future generations influences individuals’ capacity to
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accumulate wealth, and Eugen Böhm-Bawerk, who theorized about value trade-offs
between rewards now versus later (see Frederick et al. 2002). The antecedent to
modern modeling attempts is credited to Samuelson (1937), who reasoned that
decision makers mentally devalue rewards for which they must wait because of the
subjective costs of waiting. Samuelson proposed that the rate at which individuals
discount the future may be approximated with an exponential decay function:

VD ¼ Ae�kD ð3:3Þ

VD is the value of the delayed reward at delay D; A is the reward amount at time
of receipt; e is the exponential constant 2.71828; and k is the discount parameter.

In recent decades, many cognitive and behavioral researchers have preferred
Mazur’s (1987) hyperbolic discounting function:

VD ¼ A= 1þ kDð Þ ð3:4Þ

The hyperbolic discounting model simulates rapidly increasing value as payday
draws nearer. It also accounts for preference reversals as delays are lengthened.2

Imagine a wageworker envisioning the value of her next paycheck in 30 days. If
her discount parameter were k = 0, she would value her delayed $1000 paycheck at
exactly $1000, as if the waiting time had no effect on her evaluation. Larger
k values indicate greater discounting of delayed rewards. Assuming hyperbolic
discounting, if our worker discounts the future at k = 0.001, she values her delayed
paycheck at $970; at k = 0.01, $770; at k = 0.1, $250; and at k = 1, $32.

How Choice Experiments Work

A risk experiment could start like this. I could ask a research subject, “which option
do you prefer: Option A is that I would give you $10; option B is that I would flip a
coin, and if it lands heads I’ll give you $20 and if it lands tails I will give you
nothing.” Let us imagine that our subject replies that she is indifferent between
options A and B (in actual experiments, subjects rarely state that options are of
equivalent value, but let us start here for the sake of argument). Indifference
between A and B indicates that our subject is risk neutral. To illustrate this, imagine
she is presented with this same choice 16 times, and for the first eight tries, she
chooses option A and for the second eight, she chooses option B. Imagine further
that for option B, she wins exactly four out of eight coin tosses and loses the other
four. This is illustrated in Table 3.1. The average payoff from options A and B is the
same: $10; this is the expected value of both options. But option A has no

2Imagine, for example, a comparison of Option A, $100 after 200 days, versus Option B, $300
after 300 days. Assuming hyperbolic discounting, if the subject discounts both by k = 0.1, then the
subject prefers B from day 1 until around day 160, when preference switches to option A.
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variability (no risk), while option B is variable (risky), with a standard deviation of
10.7. The fact that our participant judges A and B to be the same suggests that she
only considers the mean payoff and is ignoring variability; this is risk neutrality. We
would assume that she would be equally indifferent to a third option, C, offering a
25% chance to win $40, for this option also averages $10, even though it is even
more risky than option B.

Given that options A and B offer the same mean reward but differ only by risk,
had our subject chosen option A, this would suggest that she found the extra risk
associated with option B to be distasteful; she is risk averse. If she preferred option
B, this suggests that the extra risk made this option more appealing; she is risk
prone.

Typically, experiments attempt to evaluate not just whether someone is averse,
neutral, or prone to risk, but also the degree of aversion or proneness. There are
several ways to do this. One is to ask subjects to choose their favorite among a list
of gambles (options with different reward amounts and probabilities) spanning a
range of preferences (see Binswanger 1980). Another is to offer a list of n binary
choices between two gambles, A1 through An and B1 through Bn, where the A
gambles graduate from risk averse to risk prone, while the B gambles range from
risk prone to risk averse; the point at which preference switches from A to B
indicates preference (Holt and Laury 2002). Both of these methods require that
subjects are sufficiently literate and numerate to read, remember, and consider lists
of quantitative options.

Kuznar (2001) and Henrich and McElreath (2002) used a method called titration,
which offers a series of binary choices in which either the reward amount or
probability of winning is adjusted in each round contingent on the subject’s choice
in the previous round. Imagine that when presented with options A ($10 for sure) or
B (50% chance to win $20), our decision maker chooses A. In round two, we could
offer a choice between option A and a new option D, a 50% chance to win $40. In
essence, this asks, would doubling the expected value be enough to compensate for
the increased risk? If she now prefers option D, we may then infer that she would be
indifferent between option A and a 50% chance to win somewhere between $20 and
$40. We might then ask her to choose between A and option E, a 50% chance to
win $30. If she chooses E, then her indifference value is between 30 and 40; we
could continue with more questions, or simply estimate the indifference value at
$35 (EV = $17.5). Contrasted with the riskless option (EV = $10), our subject
requires an extra 75% EV to make this gamble worthwhile; we can report the result
as a proportional insurance premium of 0.75 (Binswanger and Sillers 1983: 6).

Time preference experiments work similarly. Figure 3.2 presents an example of
a time preference experiment that seeks to evaluate the hyperbolic discount
parameter, k. Our experiment begins with a question like, “which would you prefer:
option X is that I give you $10 now; option Y is that I give you $30 in 5 weeks.”
Imagine that our subject replies that she is indifferent between these options.
Mazur’s hyperbolic discounting model mathematically relates indifference values
(Vi) to discount values, as follows:
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Table 3.1 Example gambles

A. $10 for sure B. 50% chance
to win $20

C. 25% chance
to win $40

Try 1 $10 $20 $40

Try 2 $10 $20 $40

Try 3 $10 $20 $0

Try 4 $10 $20 $0

Try 5 $10 $0 $0

Try 6 $10 $0 $0

Try 7 $10 $0 $0

Try 8 $10 $0 $0

Mean (expected value) $10 $10 $10

SD (risk) $0 $10.7 $18.5

CV (risk/reward) $0 1.07 1.85

Note These are three example gambles that yield the same average payoff (the same expected
value) but different amounts of risk (standard deviation). A risk-neutral person will judge all three
options to be equivalent; a risk-averse person would prefer option A or B over C, and a risk-prone
person would prefer option B or C over A

Fig. 3.2 Example of a time preference choice experiment. A subject who is indifferent between
option X ($10 now) and $10 in two weeks does not discount the future (k = 0). A subject who is
indifferent between options X and Y discounts the future at k = 0.4/week, so that $30 in five weeks
is worth $1.67 today (star a). A subject indifferent between options X and Z discounts the future at
k = 1.0/week, so that $30 in two weeks is worth $3.33 today (star b). Preference for Y over X
implies that k is in range I. Preference for X over Y indicates that k is in ranges II or III. Preference
for Z over X implies that k is in range II. Preference for X over Z places k in range III
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Vi ¼ A= 1þ kDð Þ ð3:5Þ

For a subject indifferent between options X and Y, the value of A is $10 and the
indifference value Vi is $30 for a delay (D) of 5 weeks. Solving for k,

k ¼ Vi=Að Þ � 1½ �=D ð3:6Þ

In our example, k is 0.4/week, or 0.06/day. Referring back to Eq. 3.4, this would
imply that if our subject had to wait 5 weeks to receive $10, she would subjectively
value the $10 reward at around $1.67 relative to options available immediately.

As with risk experiments, experimenters may ask a series of questions in an
attempt to titrate the range of possible indifference values. If our subject indicates
that she prefers option X over Y, this implies that to switch her choice to a delayed
option, this option would have to offer either more reward or a shorter delay. In
other words, k > 0.4/week. So the next question might be whether she prefers
option X ($10 now) or a new option Z, of $30 after only two weeks. If she prefers
option Z, then k is between 1.0 and 0.4. The researcher might ask further questions,
or she might estimate k as the midpoint of this range, k = 0.70.

A Brief Review of International and Cross-cultural Risk
and Time Experiments

A brief review of international field studies of risk and time choice experiments is
presented in Tables 3.2 and 3.3. The majority of the international studies reviewed
here were conducted with the goal of exploring the risky or intertemporal judg-
ments of different human populations for the design of effective public interventions
such as new credit markets, fishing quotas, or the adoption of new technologies.
Excluded from this review are the myriad studies conducted among WEIRD sub-
jects, many of which have sought to reveal deviations from the predictions of formal
theory such as loss aversion, preference reversals, and framing effects (for sum-
maries of these studies, see Gigerenzer 1991; Kahneman and Tversky 2000;
Frederick et al. 2002; Lichtenstein and Slovic 2006). I include one WEIRD study in
each table to represent WEIRD culture.

The tables summarize the experimental designs, evidence for the effects of
determinants, and numerical results. The risk studies summarized in Table 3.2
reported various measures of risk (probability premiums, proportional insurance
premiums, or coefficients of relative or constant risk aversion). I standardize these
by reporting the coefficient of variation (CV, the ratio of standard deviation to
mean) for the lowest and highest risk options offered by each experiment and the
most common or average choice, where standard deviations are calculated over a
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representative sample of 100 tries (as demonstrated in Table 3.1) and the mean is
the expected value. The review of time preference studies in Table 3.3 reports the
range and mean or mode of hyperbolic discount parameters (reported as k/day) for
each published experiment.3

Table 3.2 demonstrates general consistency in mean or modal choices across
risk experiments, with most subjects preferring options with a CV between 0.36 and
1.00 (as predicted by Binswanger and Sillers 1983). Henrich and McElreath’s risk
prone Mapuche and Sangu subjects are clear outliers; 80% of Mapuche said they
preferred a 5% chance to win 20,000 pesos over 1000 pesos for sure (CV = 4.4).

In contrast to the general consistency of the risk preference measures, Table 3.3
demonstrates great variability in discount parameters, with mean or modal k ranging
across orders of magnitude. Frederick et al. (2002) found similar heterogeneity in
discount rates in their review of studies with WEIRD subjects.

Tables 3.2 and 3.3 display considerable heterogeneity in support for determi-
nants of risk and time preferences. The most consistent determinant is incentive
size; the only study that tested for effects of incentive size and did not find it was
Holt and Laury’s (2002) laboratory study, and then, only when they offered hy-
pothetical rewards. Evidence for the effects of age, sex, wealth, income, education,
and household size is remarkably variable. I discuss the possible explanations for
this variability later in this article.

Risk and Time Among Hunter-Gatherers, Farmers,
and Fishermen in Southwestern Madagascar

Before describing my attempts to conduct risk and time preference experiments in
Madagascar, I think it is necessary to provide a bit more of an anthropological and
economic introduction to Mikea hunter-gatherers, Masikoro farmers, and Vezo
fishers.

The most basic lesson of modern anthropology is that it is inaccurate to view
foraging (hunting and gathering), fishing, and farming lifeways as evolutionary
stages. Western social theory has long romanticized hunter-gatherers as relicts of a
past way of life that was once the normal state of human affairs (Barnard 1999;
Schrire 1984). But there is tremendous diversity among the societies in the
hunter-gatherer category, in diet, workload, social organization, gender roles, and
market involvement (Kelly 2013), so that any attempt to generalize about a
“primitive way of life” is likely to result in paleofantasy (Zuk 2013). Ethnographic
and historical information contradicts the notion that contemporary hunter-gatherer
populations are pockets of humanity that have remained unchanged since the Stone
Age. For example, among Kalahari San, the archetypal “bushmen” of Western

3I report means when authors clearly state the mean results; otherwise, I report modal choices, the
choice that research subjects chose most frequently.
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imagination, some San are descended from farmers, herders, long-distance traders,
slaves, and vassals to agropastoral chiefs and states (Wilmsen and Denbow 1990).
In Madagascar, Mikea oral historians are unanimous that their ancestors were
Masikoro farmers and Vezo fishermen who took refuge in the forest during the past
four centuries to escape the tribute demands and slave raids of the Andrevola kings
(Tucker 2003). Mikea are not locked into a hunting and gathering evolutionary
stage. Rather, for Mikea, hunting and gathering is a choice.

Masikoro, Mikea, and Vezo have a lot of subsistence options from which to
choose. Even though the identity terms Masikoro, Mikea, and Vezo are strongly
associated with subsistence modes, so that Masikoro are reputed savanna farmers,
Mikea are forest foragers, and Vezo are coastal fishers, in practice, most households
diversify beyond these modes, practicing a mix of foraging, fishing, farming,
herding, and marketing activities. This balance between specialization and diver-
sification is portrayed in Fig. 3.3, which portrays the proportion of individuals’
incomes generated from foraging and fishing versus farming, herding, and mar-
keting among 312 Masikoro, Mikea, and Vezo individuals.

I have argued, based on the analyses of production data from Mikea, Masikoro,
and Vezo, that the choice between foraging and fishing versus farming reflects
some basic trade-offs in reward quantity and quality, and risk and delay (Tucker
et al. 2010). Agriculture produces a greater average quantity of food, but the food is
of lower quality (in terms of market value, nutrition, and flavor), with high risk and
long delays. Foraging and fishing produce smaller quantities of higher quality food

Individual community members

In
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ng
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nd
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sh
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)
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Masikoro Mikea Vezo

Fig. 3.3 Proportion of total income from foraging and fishing for the 170 Masikoro, 65 Mikea,
and 130 Vezo participants in the final rounds of the experiments, Risks 5 and 6 and Times 6 and 7.
Each line indicates the proportion of an individual’s income over nine months from foraging or
fishing rather than agriculture, herding, and wages. This graph demonstrates that Masikoro, Mikea,
and Vezo do not strictly conform to norms of specialization as farmers, hunter-gatherers, and
fishermen, respectively
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with low risk and short delays (see also Winterhalder and Goland 1997;
Winterhalder and Kennett 2009; Bowles 2011).

To illustrate these differences, imagine that an individual will spend 100 days
doing just one subsistence activity, either cultivating maize or foraging or wild ovy
tubers. Hundred days of labor spent cultivating maize would result in a 2.3 hectare
field and a single harvest averaging 2141 kg, or roughly 7.7 MM calories. Hundred
days of labor spent tuber foraging yields up to 100 smaller payoffs that together
sum to an average of 957 kg or 1.1 MM calories. The risk of a maize field
(CV = 0.57) and a tuber foraging trip (CV = 0.54) is about the same, but one can
do 100 tuber foraging trips in the same time that it takes to cultivate one maize field,
so that the effective CV for tubers is an order of magnitude lower (0.03). Table 3.4
displays the average payoffs, risk, and delay for a set of important farming, for-
aging, and fishing activities (see Tucker et al. 2010 for more details).

In colloquial terms, farmers put all their eggs in one basket. The farmer is
counting on one field receiving adequate moisture and escaping pests, whereas the
tuber forager may move to a fresh patch (or search for alternate prey) depending on
daily fortunes. Whereas the farmer returns home from her fields each day with
nothing but sweat, blisters, and dreams, the forager or fishermen usually returns
from the workday with food. The farmer must strategize how to feed her family
during the 100 foodless days before harvest. Anxiety over how to cover costs
during the delay to harvest could explain why Masikoro in our study were sig-
nificantly more food insecure than Mikea or Vezo, despite producing more food on
average (Tucker et al. 2010).

When the farmer does harvest maize, she does so simultaneously with her
neighbors, so that its market value is very low. Wild foods fetch higher prices in the
market due to their rarity and superior flavor. While maize on average produces
seven times the number of calories as does tuber foraging, maize produces less than
twice the market value of wild tubers due to the lower selling price of maize. This
may explain why our analyses found that on average, Masikoro farmers, Mikea
foragers, and Vezo fishers produced statistically similar amounts of market-valued
production per year (Tucker et al. 2010). Given these trade-offs in risk and delay but
the similarity of market-valued incomes, I was eager to learn whether different risk
and time preferences might ultimately explain why some people do more foraging,
while others do more farming.

Seven Challenges to Designing Effective Experiments
for Use in the Field

Overview

In total, we conducted six risk choice experiments and seven time choice experi-
ments during 2003–2008. These are summarized in Tables 3.5 and 3.6. I refer to
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these experiments with the shorthand “Time 1” for our first intertemporal choice
experiment in 2003, “Risk 6” for our sixth risky choice experiment in 2008, etc.
Here, I describe some of the 13 experiments, and in the process, I discuss seven
specific challenges that we faced (many of these challenges are not unique to field
experiments, but occur in the laboratory as well). I conclude this section by asking
what we have really learned through these attempts to numerically estimate risk
preferences and discount rates.

Challenge One: There Are Social and Ethical Concerns
Associated with Asking Poor People to Gamble for Food
or Money

Each time we designed an experiment, my Malagasy colleagues and I discussed the
possible social and ethical risks of asking poor people to gamble for food or money.
If we offered some members of a community the chance to win something but we
did not offer the same opportunity to others, we risked sparking jealousy, which,
within rural communities, can lead to lasting grudges, sorcery accusations, and
violence.

Our initial solution to these problems was to offer hypothetical rewards.
However, as I discuss below, hypothetical rewards led to hypothetical responses
(see discussion in Hertwig and Ortmann 2001). In 2004, we switched to real
rewards, but offered cooking oil rather than cash or food because while oil adds
flavor and calories to prepared food, it is a dietary supplement rather than a staple,
so that winning or losing has little impact on one’s food supply. Eventually, for
practical reasons, we switched to cash rewards. To limit jealousy and mitigate
ethical concerns, we kept rewards rather modest, typically between 200 and 2000
Malagasy Ariary (MGA; $0.10 to $1.00 USD; for comparison, a cup of coffee costs
100 MGA and a cup of rice costs 200 MGA; a typical daily wage for a man doing
agricultural labor is 5000 MGA, whereas the typical daily wage for women doing
laundry is 1000 MGA). These rewards were sufficient to improve a day’s meals but
not to change one’s wealth status. To further reduce the chances of exacerbating
jealousy, in 2004 we began sampling exhaustively, allowing all interested indi-
viduals to participate in both risk and time experiments. The Institutional Review
Board at the University of Georgia approved all research designs. We have heard no
complaints about our methods from our research participants. People seemed to
enjoy participating.
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Challenge Two: There Are Practical Concerns Involving
Choice of Reward Currencies, Expressions of Probability,
and Paying Out Delayed Rewards

There were some practical disadvantages to using cooking oil as an experimental
reward. Oil is heavy and difficult to transport in sufficient quantities. The value of
cooking oil may depend on whether the household already has cooking oil in
storage. We switched to cash because it is easier to transport, and cash is less likely
to have diminishing marginal utility over the modest quantities used in our
experiments. However, for cash to have value, one must have a place to spend it.
Some of our study sites were 15–20 km distant from the nearest marketplace or
shop. In communities where people only had the opportunity to spend money once
or twice per month, they could easily wait for larger, delayed options, jeopardizing
our time preference experiment. To tackle this issue, we gave all of our subjects the
option to receive their winnings in rice rather than cash, at slightly better than
market rates.

Another practical concern was how to illustrate probabilities to people who do
not have much formal mathematical education. We used two familiar probability
idioms, coin flips and a random draw of face-down dominoes (dominoes are a
popular game in the region for men and women alike). In doing so, we may have
accidentally framed the experiments as recreational rather than economic.

An additional challenge in the time preference experiments involved delivering
delayed rewards. In short field seasons, it was impractical to pose delays longer than
a few days, because it was impractical to stay longer than a few days. Time
experiments also require that subjects trust the researchers to deliver on promised
future rewards. We solved these problems with a research design involving multiple
rounds of experiments in the same communities.

Challenge Three: Experiments with Hypothetical Rewards
May Generate Hypothetical Responses

For the social, ethical, and practical reasons discussed above, in our first experi-
ment, Time 1, we offered hypothetical rewards, in the form of 1–48 imaginary
gunnysacks of maize. This was a titration experiment consisting of nine choices
among dichotomous options. Delays were six months for the first three choices,
12 months for the next three choices, and one month for the final three choices.
Subjects were 79 Mikea adults in three villages. Figure 3.4 displays the experi-
mental design with the frequency of subjects’ choices.

If the goal of this experiment was to measure k, this experiment was a failure.
Responses were markedly bimodal, suggesting that k is either smaller than
0.08/month (0.003/day) or greater than 47/month (1.57/day). In round three of the
experiment, nearly a third of the participants (n = 22) said that they would rather
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have one sack of maize now rather than 48 sacks after one month! Six respondents
gave inconsistent (or preference reversing) results, saying that they would rather
wait a longer time for a smaller reward.

Subjects tended to either always choose the immediate option or always choose
the delayed option, either in each round or across all three rounds; nearly two-thirds
of the sample (n = 45) always chose the same response across all nine questions. Of
these, roughly half (n = 23) always chose the more immediate option, and half
(n = 22) always chose the more delayed option. Those who claimed to be primarily
foragers (n = 24) were no more likely than those who claimed to be primarily
farmers (n = 21) to consistently choose the immediate option (X2(1) = 2.7,
p = 0.10), nor was there a significant difference by sex (X2(1) = 3.15, p = 0.08).

Because the rewards were hypothetical, informants may have treated the entire
exercise as hypothetical, as hinted by their narrative responses. After one old man
indicated that he would rather have one sack of maize now rather than 48 sacks in
one month, I broke script and asked, “Would you prefer one sack of maize now or
2000 sacks in one month?” He replied that he will always prefer the one sack now
because “I am a true Mikea, a forager; I will always choose what is in front of me.”
After this exchange, we ended every experiment by asking informants to explain
their choices. Three others said that they could wait for delayed rewards with

Fig. 3.4 Experimental design and results of Time 1, a failed attempt at titration. Because subjects
did not understand the repeated nature of the questions, and because rewards were hypothetical,
many subjects consistently chose immediate rewards or delayed rewards as a “protest response.”
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statements such as “I am a farmer. I am accustomed to waiting.” Six participants
stated that their choice was motivated by poverty or hunger. One man stated that he
must always choose the same option across all questions because “this option is like
my wife; I must be loyal to it.”4

Some experimenters call these narratives “protest responses” (Loomis et al.
2002; Meyerhoff and Liebe 2009). They occur when the subject comprehends what
the experimenter is trying to learn and opts to tell the researcher what she thinks the
answer should be rather than continuing to participate within the confines of the
experiment. Later, I will argue that these narrative responses may actually be richer
and more meaningful sources of data about how people think than numerical
indifference values.5

Challenge Four: Complicated Experimental Designs
Are Difficult to Explain to Research Subjects

In most of the published experimental studies summarized in Tables 3.2 and 3.3,
researchers asked subjects to choose among a schedule of different options or
lotteries. These experimental designs were not feasible in rural Madagascar because
most of our subjects were illiterate and could not read or otherwise remember a
complicated list of rewards and probabilities or delays. Our research designs had to
offer a small set of options that our participants can keep in mind at once.

Following Kuznar (2001) and Henrich and McElreath (2002), many of our first
experimental attempts involved titration. The advantage of titration is that it only
poses one dichotomous choice at a time, which is easy for research subjects to keep
track of without the need for written information. The disadvantage of titration is
that it involves a series of such choices, leading to a complicated procedure that
may seem dauntingly complex to rural reasoners who are unaccustomed to abstract
numerical puzzles.

4These quotations are translated and paraphrased and not the actual words of my informants.
5In an attempt to make the most of these data, a physicist friend of mine, Dr. Daniel Steck at the
University of Oregon, performed a bootstrapping procedure to better estimate the discount
parameters across the three rounds of the experiment. We classified the Mikea research subjects
according to their reaction to recent pressures from conservation organizations to abandon swidden
maize agriculture (which was prohibited in 2002) in favor of permanent manioc cultivation. The
analyses suggested that Mikea who planned to become manioc farmers had a significantly lower
discount parameter (k = 0.05/day) than those who planned to spend more time hunting and
gathering (k = 0.13/day). Steck and I cowrote a manuscript with this result that made it through a
round a peer review, and I cited this manuscript and described its results in a chapter (Tucker
2006). As I conducted further experiments, it became clearer that the Time 1 experiment probably
did not produce numerically valid responses. I abandoned this manuscript, but I still see it cited
sometimes—perhaps because it satisfies our preconceived expectations that foragers should dis-
count the future more than farmers. I contradict this conclusion in this article.
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I suspect that among the reasons, participants in the Time 1 experiment (intro-
duced above) consistently chose either the immediate or the delayed options was
because being unaccustomed to numerical comparisons, they mentally edited out
the quantitative information and focused instead on the basic choice between a
smaller reward now versus a larger reward later (see Rahimi-Golkhandan et al., this
volume). This would explain why, when we asked informants the second or third
question in the series, some interjected, “I have already answered this!” A few
participants admitted that the experiment was difficult, saying that they had never
attended school and did not understand the numbers (although most Mikea do make
numerical comparisons in the marketplace).

Two other titration experiments, Risk 4 and Time 5, consisted of one round of
three dichotomous choices and, unlike Time 1, offered real cash rewards. In Risk 4,
we asked subjects to choose between 400 MGA for sure or a 50% chance (coin flip)
of winning a larger reward. In Time 5, we asked subjects to choose between 500
MGA now versus a larger reward after three months. Subjects (N = 440) included
194 Masikoro, 86 Mikea, and 160 Vezo adult men and women.

Real rewards are tricky to implement in titration, because subjects’ responses to
each question must not be influenced by whether they won or lost from the previous
question (unless the goal of the experiment is to see how subjects shift choices after
wins and losses). In previous studies, researchers told subjects to treat each question
as though it involved real rewards, and then, at the end of the experiment, the
researcher would randomly select one question as “real.” This is a “random round
payment mechanism” or RRPM.

These experiments did not go as planned. As with Time 1, it was extremely
difficult to explain to subjects why we were offering them a series of choices
among similar options. As a result, many participants played the game without
fully understanding it, as indicated by their comments in postexperiment
debriefings. It was even more challenging to explain the concept of RRPM. We
told informants that we would randomly choose one option as the real reward, but
because we did not want to spark jealousy, we secretly chose one question ahead
of time to serve as the real reward option for all informants. The problem was that
this did not remain a secret for long. The combination of the fact that informants
did not understand the concept of a series of dichotomous choices and did not
understand RRPM plus the fact that our RRPM was not truly random and rumors
about the amount of money being offered resulted in almost everyone choosing the
option with the greatest rewards: 81% chose the highest risk option and 79% the
most delayed option.
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Challenge Five: Low Variability in Responses
May Limit Analyses

Because a sequence of dichotomous choices made little sense to our informants, the
solution was to offer a one-shot choice among multiple options that differed in both
reward amount and probability or delay, but to keep the number of options as few
and as simple as possible. The 2006 Risk 2 experiment looked like this.

Which would you prefer?

A. one cup of cooking oil for sure (EV = 1, CV = 0); 15
B. a 7/8 chance to win two cups (EV = 1.75, CV = 0.37); 63
C. a 5/8 chance to win three cups (EV = 1.875, CV = 0.77); 73
D. a 1/8 chance to win four cups (EV = 0.5, CV = 2.60); 1

Options A–D represent different trade-offs between mean reward and variation,
as measured by the CV. Options A, B, and C represent declining aversion to risk,
and option D is risk prone. The numbers after the semicolons are the frequencies of
responses. Probabilities are expressed here in eighths and were illustrated in our
experiment with a random mix of eight dominoes.

The 2006 Time 3 experiment is below:
Which would you prefer?

A. 1 cup of oil now (k > 1); 21
B. 2 cups tomorrow (1 > k > 0.5); 39
C. 2.5 cups after 3 days (0.5 > k > 0.333); 10
D. 3 cups after 6 days (0.333 > k > 0); 66

One hundred and fifty-two people completed the risk exercise, and 136 did the
time experiment.

In many respects, these experiments worked well. The experiments were not
difficult for the informant to understand. To check for comprehension, after posing
the options, we would ask the subject to explain the options back to us, which
almost everyone did without problem.

One problem with offering a one-shot choice among four options is that if the
reward and probability/delay values offered are not carefully chosen, responses will
“bunch” around a single option. Too much bunching makes it difficult to conduct
analyses; for example, it is difficult to tell whether men and women make different
choices if nearly everyone chooses option C. In the Risk 2 experiment, the
bunching around options B and C suggests that a better experiment should explore
more options within the range of CV = 0.37–0.77. The bunching in the Time 3
experiment is more serious. Forty-nine percent of participants chose option D,
which estimates k as less than 0.333. The experiment cannot say how much less;
k could be 0.300 or 0.000003. To better explore this range of discount values would
require longer delays, but the 2006 field season was limited to two months, making
long delays impractical.
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The final two rounds of experiments, Risks 5 and 6 and Times 6 and 7, were
designed to reduce bunching and were only partially successful. These are seasonal
iterations of the same experiment in the same subject pools, to test for seasonal
differences in choices. Again, the numbers after the semicolons are the frequencies
that our informants chose each option.

Risks 5 and 6: Which would you prefer?

A. 400 MGA for sure (EV = 400; CV = 0); 13, 5
B. a 7/8 chance to win 800 MGA (EV = 700; CV = 0.37); 59, 179
C. a 4/8 chance to win 2000 MGA (EV = 1000; CV = 1.01); 335, 166
D. a 1/8 chance to win 2400 MGA (EV = 300; CV = 2.60); 33, 19

In Risk 5, there is still considerable bunching around choice C, although the
responses are more normally distributed in Risk 6.

Times 6 and 7: Which would you prefer?

A. 1000 MGA now (k > 0.057); 91, 140
B. 1400 MGA after 7 days (0.057 > k > 0.013); 48, 27
C. 2200 MGA after 90 days (0.013 > k > 0.009); 205, 178
D. 2600 MGA after 180 days (k < 0.009); 96, 24

Here, we were able to explore a lower range of discount values by offering very
long delays, although we still have considerable bunching around option C.

Challenge Six: Absence of Evidence for an Effect Is Not
Evidence for Absence of an Effect

To test for the effects of demographic, economic, and cultural determinants on risky
and intertemporal choices, starting in 2006, we paired the risk and time experiments
with livelihood questionnaires (Tucker et al. 2010, 2015; Tucker 2012).6 Tables 3.7
and 3.8 report the results of a series of bivariate and multivariate logistic regressions

6Age, sex, household size, and years of formal education were self-reported. The material capital
score is the sum of the market value of a list of assets, averaged over three seasonal measures. The
social capital score is a sum of Likert-scaled responses to questions about how difficult it would be
for the informant to achieve a series of favors from non-kin (Cronbach’s a > 0.80). Income is more
than just salary for those who are not entirely market dependent, so our income score is the sum of
the market value of all production, whether consumed at home or sold in the market, from
foraging, fishing, farming, livestock sales, retailing profits, and wages, based on the three seasonal
recalls. The market participation score is the proportion of the total income that was realized in
commercial transactions. Percent income from foraging and fishing is the proportion of the income
variable gained from foraging and fishing rather than farming, livestock sales, and wages. Food
insecurity was evaluated with a modified version of the USDA food insecurity module and is the
sum of 11 Likert-scaled questions (Cronbach’s a > 0.80). Dietary diversity is the sum of “yes”
responses to questions whether the informant ate 10 different categories of food in the past week.
The food insecurity and dietary diversity scores are three-season averages.
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predicting whether subjects chose options A or B versus C or D in each experiment.
All continuous variables are rescaled to 0–10 (so that effects reflect a 10% change in
the independent variable) and coefficients are odds ratios.

The 2006 (Risk 2, Time 3) multivariate models were not significant. One pos-
sible reason is we were still in the process of perfecting and validating the liveli-
hood questionnaire. These analyses found no effects because the independent
variables were poorly measured and not necessarily because the effects did not
exist.

When looking at the heterogeneous evidence for the effects of determinants on
preferences in the published studies in Tables 3.2 and 3.3, it is important to realize
that these studies measured variables such as income and wealth in many different
ways. Unfortunately, few of these studies discuss how they measured or validated
their independent variables, so it is difficult to know whether effects are absent
because they do not exist or because they were not properly measured. Wealth and
income are notoriously challenging to evaluate in societies that are only partially
market-integrated and for whom property is communally rather than individually
owned (Ellis 2000; Morris et al. 2000; Green and Hulme 2005; Deaton 2010; Tache
and Sjaastad 2010; Tucker et al. 2011).

Challenge Seven: Inconsistent Results Are Difficult
to Interpret

If my experiments were internally valid—if they successfully evaluated the same
underlying phenomena (preferences) for all subjects—then we would expect some
consistency across the 13 experiments in estimates of risk preferences and discount
parameters and in the effects of demographic, cultural, and economic determinants.
If my experiments are externally valid—if people’s choices in experiments predict
their choices in real life—then we would expect that preference for low risk and
immediate rewards would be associated with an economic emphasis on foraging
and fishing rather than farming. Looking across all 13 experiments in Tables 3.5
and 3.6, it is easy to see some consistency and some inconsistency. The big
question is, does inconsistency across experiments demonstrate that preferences are
flexible, shifting with changing contexts, or does this inconsistency cast doubt on
the validity of the experiments?

Consistency in Numerical Estimates of Preferences

There is a reasonable consistency in numerical estimates across the experiments, as
demonstrated in the final columns of Tables 3.5 and 3.6. In all of the risk experi-
ments, the most popular choice was CV = 0.10–0.13 with the exception of Risk 4
(the failed titration attempt) and Risk 6. The discount parameters in Times 3, 4, and
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5 are bunched at the lowest possible value, less than about 0.2/day. This is con-
sistent with the results of Times 6 and 7, which estimates the range at 0.013–0.009.
The results of Time 2 are an outlier. Time 1 and Time 5 are the failed titration
attempts explained previously.

Recall that Risk 5 and Risk 6 were seasonal iterations of the same experiment
with the same subject pool. What do we make of the fact that in Risk 5, 76% of
participants chose option C, whereas in Risk 6, the modal choice (49%) was option
B? Two hundred and thirty-five individuals participated in both experiments, of
whom 199 (84%) made a different choice in Risk 5 than Risk 6, and 197 (84%)
made a different choice in Time 6 than Time 7. A logistic regression model
examining the likelihood of shifting to a risker option from Risk 5 to Risk 6
(likelihood ratio X2(2) = 24.34, p = 0.02, R2 = 0.12) finds a greater likelihood for
Mikea (OR = 16.6) and Masikoro (OR = 7.2) and people with more education
(OR = 1.2) and more material capital (OR = 1.4). A similar model examining the
likelihood of shifting to a more delayed choice from Time 6 to Time 7 (likelihood
ratio X2(2) = 28.21, p = 0.005, R2 = 0.13) found an increased likelihood with
increased material capital (OR = 1.3). But the fit of these models is rather poor, as
indicated by the modest R2 values. Thus, it is unclear whether this is evidence for
seasonal shifts in preference associated with changes of wealth, versus reason to
suspect that the experiments do not yield precise and consistent measures.

Consistency in Determinants of Preferences

Tables 3.7 and 3.8 show that different suites of demographic and economic vari-
ables predict preferences in different experiments. More social capital predicts a
preference for lower risk rewards in Risk 3 but not Risk 5 or 6; greater food
insecurity predicts a preference for lower risk in Risk 4 but not Risk 3 or 5. Greater
food insecurity predicts a preference for more delayed options in Time 6 but not
Time 4 or 7. Material capital predicts a lower likelihood of choosing riskier options
in Risk 3, but a greater likelihood of choosing riskier options in Risk 6.

Some of this inconsistency could be caused by multiple collinearities among the
predictor variables, which, in the final two rounds of experiments, are up to 46%
correlated. A principal component analysis conducted on the demographic and
economic variables used in Risk 5 and Risk 6 and Time 6 and Time 7 finds three
primary clusters of correlated variables accounting for 52% of this variation. The
first component, labeled “income and capitals,” consists of positive associations
among education, income, market participation, material capital, social capital, and
dietary diversity. The second component consists of only one variable, proportion
of income from foraging and fishing. A third “needs” component consists of greater
household size and greater food insecurity.

I contrast the fit of different logistic regression models testing for the effects of
identity (model 1); income and capitals (model 2); proportion of income from
foraging and fishing (model 3); needs (model 4); all variables (model 5); and best-fit

3 From Risk and Time Preferences to Cultural Models of Causality … 93



model (model 6) discovered through backward selection. Model fit was evaluated
using Akaike’s information criterion (AIC) in Stata 14 (See Appendix).

The most consistent effect is being Mikea, which has the greatest predictive
value across all four experiments, predicting a lower likelihood of choosing risky
and delayed options. The proportion of income from foraging and fishing models is
only significant in the time experiments. The effects are inconsistent; in Time 6, this
variable predicts a slightly lower likelihood of choosing delayed rewards, but in
Time 7, it predicts a slightly greater likelihood of choosing delayed rewards. The
proportion of income from foraging and fishing models fits the data less well (lower
AIC) than the other models.

Needs predicts choices in both experiments that we did during January–March
2008 (Risk 5 and Time 6), and income and capitals predicts choices in both
experiments that we did during May–June 2008 (Risk 6 and Time 7). This con-
sistency within seasons and across experiments suggests a season trend. January–
March is the rainy season before the harvest when needs is greatest, and May–June
is the harvest season when incomes and capitals is greatest.

External Validity

Are participants in immediate returns economies consistently more likely to prefer
lower risk and more immediate rewards? Being Mikea, an identity closely allied
with foraging, consistently predicts a preference for lower risk options and more
immediate options across all experiments. However, the same is not for Vezo
fishers, despite their immediate returns economy.

The variable percent income from foraging and fishing best represents each
individual’s reliance on immediate returns activities. This variable does not con-
sistently predict choices across experiments. In the clustered models just described,
this variable has a small effect that is inconsistent across seasons. The external
validity of the experiments is unclear.

Were Choice Experiments Worth the Effort?

I began this paper with the debate as to whether wealth and income versus cultural
identity best predicts risk preferences. Consistent with Kuznar’s (2001) argument,
my last four experiments found possible evidence that “needs” predicts choices in
the preharvest season, while “income and capitals” does so in the postharvest
season, which could be modeled with a sigmoidal utility curve. Consistent with
Henrich and McElreath’s (2002) argument that preferences are cultural norms,
being Mikea is the single best predictor of preferences in all statistical analyses and
was generally associated with a preference for less risk and sooner rewards. Yet in
some experiments, the majority of Mikea chose the highest risk option (Risk 3) or
were split between the most immediate and the most delayed options (Time 4). As I
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argued in my response to the Kuznar-Henrich and McElreath’s debate, strategic and
cultural group variables copredict preferences, and this finding is equally consistent
with marginal utility and bounded rationality perspectives (Tucker 2012).

But the exercise of numerical evaluation of risk and time preference has told me
little that I did not already know. My estimate that southwestern Malagasy prefer
risks in the range of CV = 0.37–1.01 compares well with the CV values for actual
farming activities in Madagascar, including maize (CV = 0.57), manioc
(CV = 0.67), and rice (CV = 0.72; Table 3.4). But, by choosing to plant these
crops, my informants are already demonstrating that their risk preferences are in the
range of CV = 0.57–0.72. The experiment is unnecessary to arrive at this
conclusion.

My estimate that southwestern Malagasy have discounting parameters of
k = 0.013–0.009 does little to help me understand why southwestern Malagasy mix
the delayed rewards of agriculture with the immediate rewards of foraging. For the
value of a maize harvest delayed by 100 days to be discounted lower than the value
of tuber foraging today, k would have to be an astronomical 6.9/day (contrary to
Tucker 2006).

The analyses presented in the Appendix find no clear relationship between
reliance on foraging and fishing instead of farming and preference for risk or time,
so individuals’ preferences do not seem to explain their economic choices. In other
words, people’s choices (in real life) do not predict their choices (in an experiment).
Again, by choosing to forage rather than farm, my informants are demonstrating
their preference for low risk and quick returns. The fact that the experiments do not
agree with reality casts doubts on the validity of the experiments.

From Preferences to Causal Reasoning

Causality, Epistemology, and Ontology

The problem with risk preference choice experiments is that they seek to evaluate
how people subjectively value probability, yet “probability” is not a meaningful
causal idiom for many people. Nor are elapsing days necessarily the meaningful
component of anticipation of the future. Numerous experiments have documented
that probability is non-intuitive. Reasoners judge likelihood based on too few
observations, overestimate the frequency of rare and extreme events, and sometimes
perceive patterns that do not exist (Tversky and Kahneman 1974; Nisbett and Ross
1980; Chapman and Chapman 1982). These biases facilitate rapid understanding
that works pretty well in most ecological circumstances (Gigerenzer 1991, 1996).
After all, one need not gather a statistically representative sample of observations of
tiger behavior to conclude that tigers are dangerous. The mental search for patterns
leads to a human search for meaning behind those patterns (Bloch 2008; Atran and
Henrich 2010; Gelman and Legare 2011; Waldmann et al. 2006; see also
Rahimi-Golkhandan et al.’s discussion of “gist learning” in this volume).
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Economic historian Peter Bernstein (1996) argued that to overcome the limits of
human intuition about probability, Arab and European scholars developed formal
mathematics, and as a result, scientists have gained better control over their physical
and social worlds. Bernstein’s narrative describes progress away from reliance on
the Gods and toward mastery of the odds, echoing Victorian notions that religion is
primitive science that is slowly replaced by modern science as societies “evolve”
(Frazer 1922; Tylor 1958 [1871]). Probability theory is certainly an effective
epistemology (set of intellectual tools for understanding how the world works)
assuming that the future resembles the past. But most people find “randomness” to
be an unsatisfying explanation for why crops underproduce, or why illness strikes,
because “randomness” is meaning neutral.

All of this is to say that risk and probability, and anticipation of future outcomes,
are inherently about causality, whether one is working within a modern scientific or
traditional folk scientific epistemology and that WEIRD people and those living in
traditional societies are equally interested in understanding both the natural
clockwork of the universe and the invisible meaning behind this clockwork.
Supernatural causal reasoning is neither primitive nor childish. Legare et al. (2012)
find that people invoke natural and supernatural causes at similar frequencies in
studies set in the USA, Spain, Madagascar, and South Africa. Contrary to the
intuitions of Piaget (1928), Legare et al. found that adults tend to be more likely to
endorse supernatural causes than are children.

Theorists initially argued that humans and other organisms judge causality by
observing covariation among factors or events. Early experimental studies found
that reasoners systematically disregard the frequency of co-non-occurrences and
have a difficulty judging trends from serial experiences across time, or when
multiple causes have multiple effects (Ward and Jenkins 1965; Kelley 1973; Van
Hamme and Wasserman 1994). Thus, we believe that chicken soup cures flu and
thunder strikes people dead. Subsequent experimental work argues that we sort
correlation from cause by considering base rate frequencies and causal mechanisms
(Alloy and Tabachnik 1984; Ahn et al. 1995; Cheng 1997; Griffiths and Tenenbaum
2005). Nisbett and Ross (1980) argued that covariation theories are learned: “Each
culture has experts, people of unusual acumen or specialized knowledge, who
detect covariations and report them to the culture at large” (p. 111). Over genera-
tions, societies probably selectively reteach those causal theories that produce the
best results and produce the most meaning.

Anthropologists have long studied non-Western peoples’ knowledge of contin-
gency and causality, often termed indigenous knowledge or traditional ecological
knowledge (Birkes et al. 2000; Agrawal 2009). Some traditional knowledge con-
sists of illusory correlation: The presence or absence of a groundhog’s shadow on
February 2 is unlikely to be causally linked to the duration of winter weather. But in
other cases, folk knowledge is remarkably accurate. Orlove et al. (2000) demon-
strated that Andean farmers can successfully predict annual rainfall based on the
number and brightness of stars in the Pleiades on the winter solstice 65% of the
time, which is better than predictions based on modern meteorological data.
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Anthropologists have studied people’s cosmological models of causality
(Bird-David 1999; Howell 2012). Evans-Pritchard (1937) explained that Azande
agropastoralists of southern Sudan have a perfectly “rational” understanding of why
pots break (flaws in their manufacture), livestock die (disease), and aboveground
granaries collapse (termites eat their supports), but they answer the question of why
such misfortunes happen to harm people at particular moments with witchcraft, the
evil thoughts of secret witches. Malinowski (1948) famously argued that magic, as
an attempt to control unknown outcomes, is associated with risky and uncertain
activities, explaining that Trobrianders have more magical practices associated with
highly risky fishing adventures in the open ocean than for the relatively riskless
activity of poisoning fish in lagoons. Recently, some ethnographers working with
indigenous peoples of the Americas have argued that Native North and South
Americans eschew the natural/ supernatural dichotomy entirely and share a view of
reality in which humans, animals, and some plants and rocks are all anthropomor-
phic persons with souls and that the visible world is one of illusions (Vivieros de
Castro 2000; Descola 2013; see also Ramos 2012; Graeber 2015).

In a review of experimental work, Legare et al. (2012) offered a typology of
coexisting natural and supernatural causal theories. “Target-dependent thinking”
describes situations where reasoners maintain multiple natural and supernatural
explanations simultaneously without perceiving them to be in conflict and employ
different models in different circumstances. Midwestern US schoolchildren easily
switch between natural selection and divine creation when explaining the origins of
mammals versus humans (Evans et al. 2011), and Vezo in Madagascar are equally
capable of explaining death as biologic cessation and as continuity into the afterlife in
different circumstances (Astuti and Harris 2008). In “synthetic thinking,” natural and
supernatural causes are alike and co-influential. Research participants in South Africa
told Legare and Gelman (2008) that both unsafe sex and witchcraft may cause AIDS.
In “integrative thinking,” supernatural forces drive natural forces. Some of Legare’s
South African informants stated that witchcraft may cause people to have unsafe sex
leading to AIDS, echoing Evans-Pritchard’s (1937) description of Azande witchcraft.

In the remainder of this paper, I briefly describe some preliminary attempts to
explore cultural causal models among Masikoro, Mikea, and Vezo. My goal is to
demonstrate the feasibility of exploring mental representations of risk and future
anticipation within a rich view of culture and meaning (D’Andrade 1992; Ross 2004;
Bender and Beller 2011b; Gelman and Legare 2011; Beller et al. 2012; Legare et al.
2012; ojalehto and Medin 2015). The first study continues to ask how southwestern
Malagasy decide which farming, foraging, and fishing activities to practice. The
other studies examine when they employ natural versus supernatural causal models.

Risk and Covariation Perception

In 1999, we conducted an historical matrix exercise in 12 Mikea communities and
two Masikoro villages (Tucker 2007). The exercise was conducted with mixed-sex
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groups of participants ranging from 2 to 25 people. The exercise involved laying
playing cards on the ground to form a tabular grid in which the rows represent years
(1999–1995), the first column represents rainfall, and subsequent columns represent
farming, foraging, and fishing activities. Informants were instructed to put a pile of
sand on each card representing how much (rain, harvest) there was in each year.
Doing the exercise in a group engendered conversation, and we heard some con-
sistent causal narratives across sites, such as “maize loves rain,” “manioc hates
rain,” and “fish drink water, too” (there are more fish in rainy years). Statistical
correlations in the order of sand piles across columns supported a regular pattern by
which people perceived some activities to covary positively with rainfall and others
to covary negatively with rainfall. These results suggest that to reduce risk caused
by variable rainfall, southwestern Malagasy choose portfolios of activities that they
understand to correlate positively and negatively with rainfall.

Defining Risk and Tolerance of Delay

The local terms for risk are mirisike (a Malagasy verb transformation of the French
word risque) and kitahitahy (little blessing), and tolerance of delay is mahaligny
(able to wait). We asked people to define these terms in 24 sex-segregated focus
groups in 12 villages spanning Masikoro, Mikea, Vezo, and Tandroy identities
(Tandroy are agropastoralist migrants from southern Madagascar). For a fuller
account of these results, see Tucker et al. (2013).

I expected definitions of risk to include statements about both natural and
supernatural causality, but much to my surprise they were almost entirely earthly.
Of the 46 risk definitions that people voiced, 41% stated that risk describes what
one must face in order to gain something, such as livelihood, food, food for hungry
children, good things, and wealth; 26% said that risk means you might gain or you
might not; and 24% said that risk is something that requires bravery to face (some
scholars also define risk this way, as potential danger and source of anxiety;
Douglas and Wildavsky 1982; Slovic 1987). Only four people (12% of explana-
tions) made statements combining natural and supernatural causes, such as “risk
means something that depends on many factors. Success at fishing depends on
whether a funeral has occurred. Honey foraging depends on forest spirits and
ancestors. Crops depend on rain and magic.”

Informants defined mahaligny as suffering in order to gain something good or
large (32%); tolerance of pain, suffering, and unpleasant conditions (29%); toler-
ance of people, especially family, for the benefits of kinship (n = 29%); and having
a good heart (fo) or soul (fagnahy; 14%). Thus, Mahaligny (preference for delayed
rewards) implies endurance, and patience is a virtue. There were no significant
differences in the frequencies of definitions for risk or time by identity group.
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Do Southwestern Malagasy Evaluate Risk
the Same Way that a Scientist Might?

To explore this question, during the same focus groups described above, we asked
informants to list their most significant economic activities, rate them on a
four-point scale according to how risky they think each to be, and then explain why
they rated each activity as they did (Tucker et al. 2013).

Focus group participants volunteered 53 foraging, fishing, farming, herding, and
marketing activities (mean 11.2 activities per group). Groups’ ratings were mod-
erately consistent (42.7%) overall and significantly greater than that would be
expected by chance (Cohen’s j = 0.18; z = 7.70; p = 0.00). While there was dis-
agreement about the risk of particular activities, groups generally agreed that
agriculture is riskier than foraging and fishing.

I expected that when asked to explain why each activity was risky, our infor-
mants would provide a mix of natural and supernatural causes. Much to my sur-
prise, of the 239 total explanations our informants offered, all but two were natural
causes. Explanations for activity risk include loss to pests (n = 79), variable climate
and ecology (n = 69), risk of physical injury or encounters with dangerous animals
(n = 45), market risks (n = 24), and uncertain access to inputs (N = 20). Only one
Mikea informant offered that success at fishing depended on astrological fortune
(andro), and another said that honey foraging is risky because one could encounter
an undead creature called tsiboko.

These findings suggest that southwestern Malagasy generally agree with
mean/variance risk measures that find that agriculture is riskier than foraging and
fishing. They explain activity risk primarily with natural causes.

The Story of Reolo and Tsiato

In 2014, we conducted a vignette experiment to explore how southwestern
Malagasy understand the causes for personal failure and success. Subjects were
recruited opportunistically from one Mikea community (n = 12) and one Vezo
community (n = 24). We posed two versions of a vignette about two old friends,
Reolo and Tsiato, who discover one day that Reolo consistently harvests more than
does his friend. Informants were then asked to explain Reolo’s superior success
(Tucker et al. 2015).

In an “economic” version of the vignette (administered to half of the participants),
Reolo and Tsiato are described as working hard to solve economic problems in their
lives, so they often meet in the marketplace. In a “religious” version of the vignette
(administered to the other half of the participants), Reolo and Tsiato are described as
working hard to solve social problems in their lives, so they often meet at
ceremonies.
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First, we asked informants to list reasons for Reolo’s superior success. Then, we
posed a list of seven natural causes, three social causes, and eight supernatural
causes and asked informants whether they would endorse each cause as a potential
explanation for Reolo’s better harvests.

We expected that informants would provide a mix of natural and supernatural
causal explanations and that the economic version of the vignette would elicit more
natural causes, while the religious version elicited more supernatural causes. The
latter prediction was not supported by analyses, which found that people listed (t
(36) = 0.79, p = 0.44) and endorsed (t(36) = −1.04, p = 0.31) natural and super-
natural causes in similar frequencies across vignette versions.

Table 3.9 summarizes the results. Both Mikea and Vezo primarily listed and
endorsed supernatural causes for Reolo’s superior success, although some natural

Table 3.9 Frequency that different natural and supernatural factors were listed or endorsed by
Mikea and Vezo informants

Factors listed
voluntarily by
informants

Factors
endorsed by
informants
when listed by
the researcher

Factors listed
and endorsed

Mikea Vezo Mikea Vezo Mikea Vezo

N 12 24 12 24 12 24

Natural factors

Rainfall 3 0 3 3 6 3

Hard work 5 5 3 9 8 14

PestsM/windV 0 0 6 3 6 3

Good landM/good canoeV 2 0 1 3 3 3

WeedsM/good netsV 0 0 1 4 1 4

Inherited landM/good swimmerV 1 0 2 1 3 1

FertilizerM 0 0 0 0 0 0

Social factors

Age 0 0 2 4 2 4

Poverty 0 0 2 4 2 4

Jealous neighbors 0 0 2 2 2 2

Did not do bad things to others* 0 1 0 0 0 1

Parents* 1 2 0 0 1 2

Supernatural factors

Ancestors 7 20 2 3 9 23

Possessing spirits 2 1 7 7 9 8

God 11 23 1 1 12 24

Magic 5 4 5 4 10 8

Other people’s magical attack 0 0 1 0 1 0

Transgression of taboos 0 0 8 8 8 8
(continued)
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causes were also listed and endorsed. The most frequently listed cause for both
groups was the will of God (listed by 7 of 12 Mikea and 23 of 24 Vezo), followed
by the blessings of the ancestors (listed by 7 of 12 Mika and 20 of 24 Vezo). Hard
work was the most commonly listed and endorsed natural cause. Mikea listed fewer
supernatural causes than Vezo, but they endorsed supernatural causes at similar
frequencies. There were no significant differences in the frequency of causes listed
or endorsed by sex, wealth, or frequency of attendance to a Christian church.

What I Think I Have Learned

These preliminary results suggest that southwestern Malagasy have traditional
ecological knowledge of natural covariations between climatic factors and the
outcomes of foraging, farming, and fishing activities and that this information leads
them to similar conclusions about the level of risk associated with each activity as
would mean/variance measures of risk. Southwestern Malagasy primarily think of
activity risk in relation to natural causes, while personal risk is understood through
persons’ relationship with God, ancestors, and other supernatural forces. These
results may be consistent with Legare et al.’s (2012) “integrative thinking,” where
supernatural forces ultimately drive natural forces.

Conclusions

In this article, I have questioned the internal and external validity of risk and time
preference choice experiments as tools for understanding how people make choices
in non-Western contexts. I have argued that we may learn more about non-Western

Table 3.9 (continued)

Factors listed
voluntarily by
informants

Factors
endorsed by
informants
when listed by
the researcher

Factors listed
and endorsed

Mikea Vezo Mikea Vezo Mikea Vezo

Astrological destiny 3 0 5 17 8 17

Church attendance 0 0 10 9 10 9

“Anjara” (turn)* 0 10 0 0 0 10

Astrological day* 0 1 0 0 0 1

Note Each informant listed 0–5 causes; when presented with the remaining causes in this list, each
endorsed 2–14 additional causes. M = asked to Mikea only; V = asked to Vezo only; * = factors
introduced by informants that were not part of our original list

3 From Risk and Time Preferences to Cultural Models of Causality … 101



peoples’ risk-sensitive and intertemporal choices by exploring their understandings
of causality and meaning. These arguments appear to be about research methods,
but at a deeper level, these are conflicts among the epistemological assumptions of
economists (formal models generating predictions), psychologists (controlled
experiments generating models of thought), anthropologists (culture generating
meaning and action), and of course, the epistemological assumptions of the people
we are studying (natural and supernatural causes generating real outcomes).

I charge that experimenters have not properly considered the internal and
external validity of risk and time choice experiments. Regarding internal validity,
we assume that choice experiments evaluate preference, and the concept of “pref-
erence” implies at least some consistency in choices over time; yet because few
researchers attempt repeated measures, consistency is assumed rather than
demonstrated. Thus, researchers risk overgeneralization when they make statements
such as “the average Dane is risk-averse” (Harrison et al. 2007: 343) or “Mapuche
and Sangu are risk-preferring” (Henrich and McElreath 2002: 172) based on a
single experiment.

It is difficult to tell whether inconsistent preferences indicate that preferences shift
flexibly or that experimental methods lack internal validity. In large part, this is
because it is not clear what preferences are. The concept of preference came into wide
use with the birth of neoclassical economics; economists conceptualized “preference”
not because of any behavioral evidence for consistency in human decisionmaking, but
as a modeling convenience to solve the problem of how to quantify utility (Von
Neumann andMorgenstern 1953; Lichtenstein and Slovic 2006). Since then, scholars
have argued both that risk and time preferences have some inherited genetic or
physiological basis (Zuckerman 1991; Rogers 1994; Daly and Wilson 2001;
Reyes-García et al. 2007), or that they are constructed throughout life as we make
decisions (Becker and Mulligan 1997; Bowles 1998; Lichtenstein and Slovic 2006),
and have argued both that preferences drive behavior (Reyes-García et al. 2007) and
behavior drives preferences (Becker and Mulligan 1997).7

7A major problem with this discussion is that the literature commonly conflates risk preference and
time preference with impulsivity and impatience. This was a recurring theme in the 2016 Nebraska
Symposium; several presenters found that measures of impulsiveness were not associated with risk
preferences and discount rates. Impulsivity may involve “hot cognition” (emotion), whereas
economic trade-offs involve “cold cognition” (executive functioning). The structure of experi-
ments may influence which type of reaction is elicited. Contrast, if you will, Slovic’s (1966)
experimental study of risky choice among boys and girls at a county fair in the USA and
Binswanger’s (1980) risk preference experiment among farmers in Andhra Pradesh, India. In
Slovic’s experiment, boys and girls made repeated choices among 10 switches where 9 provided
candy and 1 “disaster switch” eliminated previous rewards; children decided how many times to
flip switches. I would argue that the rapidness of the task, the sweetness of candy, and the
recreational context of the county fair encouraged rapid, emotionally charged, “hot” decisions. In
Binswanger’s study, farmers were presented with a list of eight gambles to choose from with real
monetary rewards that in some treatments were rather large. Participants were given several days
to think about their choice and were encouraged to talk it over with other members of their
household. This encouraged deliberate and purposive use of “cool cognition.”
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One possibility is that the experiments capture preferences plus other related
thoughts and feelings. Frederick et al. (2002) speculate that discount rates are
variable across experiments because they also capture intertemporal arbitrage,
uncertainty, inflation, concave utility, habit formation, anticipatory utility, and
emotion. Likewise, I offer that risk experiments capture not only probability/reward
trade-offs, but also uncertainty, danger, dread, and anxiety (Douglas and Wildavsky
1982; Slovic 1987; Tucker et al. 2013). A second possibility is that experiments do
not capture preferences at all, but rather context-specific evaluations within the
constraints of the moment. Such on-the-spot judgments may also show some
consistency as long as the decision-making environment remains constant.

With regard to external consistency, I question the degree to which we should
expect choices in experiments to explain choices in real life and the utility of asking
whether foragers prefer less risk and shorter delays than farmers. Salali and
Migliano (2015) found that forest-dwelling Congolese BaYaka hunter-gatherers
discount stock (bullion) cubes to a greater degree than do BaYaka living in towns
who mix foraging with farming and wage labor. I would argue that a BaYaka
person’s choice to hunt and gather rather than to farm is a better indicator of their
preference for immediate rewards than an abstract choice of one stock cube now
versus five tomorrow. Experiments offer more controlled choice environments and
the chance to manipulate the variance of options while keeping other aspects of the
choice constant. This is useful if the purpose of the experiment is to identify
decision-making biases, yet as a measurement tool, experimenters may be better off
looking at real-life choices.

Thought and choice are meaning rich, and culture is this system of meaning.
Meaning clearly influences people’s choices; otherwise, framing and priming would
not work. Culture is probably the most significant source of frames and primes. In
Bickel’s contribution to this volume, he shows that meaning-rich narratives may be
the only effective way to change the behavior of addicts and others with impulse
control problems. For southwestern Malagasy and probably for all humanity, the
meaning behind unpredictability and anticipation relates to a clockwork under-
standing of interacting natural factors that are ultimately influenced by God,
ancestors, and other supernatural forces.

Future research into cultural causal models should explore the specific contexts
in which people from different cultures invoke natural and supernatural explana-
tions, when they employ Legare et al.’s (2012) target-dependent, synthetic, and
integrative thinking, and whether all cultures dichotomize natural and supernatural
in the first place (for more on this latter question, see Medin et al. 2014). We also
need to know whether and how different cultural understandings of the world
influence actual behavior. Such knowledge has the potential to facilitate the greater
cross-cultural communication and understanding while celebrating the value of
cultural diversity.
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Chapter 4
A Fuzzy-Trace Theory of Risk and Time
Preferences in Decision Making:
Integrating Cognition and Motivation

Shahin Rahimi-Golkhandan, David M.N. Garavito,
Bertrand B. Reyna-Brainerd and Valerie F. Reyna

Introduction

In this chapter, we provide an overview of fuzzy-trace theory (FTT) and its
implications for risk and time preferences. FTT is a dual-process model of rea-
soning, judgment, and decision making, as well as their development from early
childhood to old age. The fuzzy-trace interpretation of risk and time preferences
brings together concepts from behavioral economics, psychology, and neuro-
science. The most important concept is mental representation, specifically verbatim
(literal surface form) and gist (bottom-line meaning) representations. The differ-
ences between these types of representation determine risk and time preferences, in
combination with social values as well as developmental and individual differences.
In particular, sensitivity to rewards and inhibitory control vary across the life span
and across people.

FTT’s conceptualization of sensitivity to reward and inhibitory control, which
contribute to impulsivity, contrasts with that of other dual-process accounts. FTT
proposes that gist representations, which support fuzzy yet advanced intuition, are
unconscious and automatic, whereas verbatim representations support precise
analysis. We begin by introducing the foundations of FTT in economics and prior
psychological theories. We then review the basic concepts of the theory, and how
they explain risk preferences and time preferences, including delay of gratification.
We distinguish risk preference, impulsivity versus intuition, temporal discounting
(i.e., delay discounting), and delay of gratification, as well as FTT’s approach
compared to standard dual-process models of judgment and decision making. As
we discuss, there are parallels in FTT’s explanations of people’s willingness to
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tolerate risk as well as their willingness to wait for future rewards. We conclude that
FTT yields qualitatively different interpretations of risk preference and time pref-
erence compared to other theories.

Risk Preferences

Economic theories provide a useful framework for quantifying overall value of a
course of action, with its roots in mathematics and applications to rational
self-interest (von Neumann and Morgenstern 1944; see Tversky and Kahneman
1986). Therefore, we begin with a discussion of core economic principles. Expected
value is one of the most well-known antecedents of economic theory, and it
describes decision making through the use of two variables: probability and out-
come. Probability could be the odds of winning a lottery ticket, and outcome would
be the amount of money awarded for winning. These two factors form the core of
classical decision theory, and they have been probed for decades by asking people
to choose between outcomes that vary in risk. A typical question follows:

(A) Winning $100 for sure
(B) 0.50 probability of winning $200 and a 0.50 probability of winning nothing.

Option B is riskier than Option A because the outcome is more uncertain. That
is, following the economic definition of risk, Option B has higher variance in its
outcomes (Fox and Tannenbaum 2011). A risk-neutral person would be indifferent
between these two options because 0.50 � $200 = $100. If people interpreted
probabilities and outcomes linearly, they would be risk neutral. However, after this
initial mathematical formulation, it became obvious that most people are not risk
neutral. Instead, they prefer Option A over Option B, demonstrating risk aversion.

In an effort to account for risk aversion among other effects, economists
developed the theory of expected utility (EUT). EUT represents outcomes non-
linearly as a negatively accelerated function of objective magnitude. In other words,
50% of $200 is worth less than $100. This nonlinearity explains the preference for
the sure option (Option A), which is discounted less than the larger value in the
risky option. The overall expected utility of an option is then a function of its
probability and the subjective value of its outcome. von Neumann and Morgenstern
(1944) defined rational decision makers as people who consistently choose the
option with higher expected utility.

In 1979, Kahneman and Tversky reviewed evidence showing that people did not
respond to decisions involving losses in the same way that they did to decisions
involving gains. Consider receiving $200, but being required to make the following
choice:

(A) Losing $100 for sure
(B) 0.50 probability of losing $200 and 0.50 probability of losing nothing.
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For losses, most people prefer the risky option (Option B). Because the same
person usually prefers the sure option for gains but the risky option for losses, he or
she does not have a consistent risk preference. This shift in risk preferences is called
a framing effect, as it is caused by the way in which the options are posed.

Kahneman and Tversky (1979) developed an alternative to EUT called prospect
theory to account for several effects including framing. Prospect theory retained the
idea of a nonlinear perception of outcomes from EUT, and it added a nonlinear
perception of probabilities from subjective expected utility theory (Savage 1954).
Ultimately, the theory predicted a fourfold effect such that people were risk seeking
for gains with small probabilities and risk averse for losses with small probabilities,
in addition to the framing effect described above (Tversky and Kahneman 1992).
They described gains and losses as shifts away from a reference point, and these
differences were often subjective rather than objective. For example, note that in the
examples above, the net outcomes are mathematically identical for gains and losses.
However, the outcomes described as losses feel different than those described as
gains, and they elicit opposite risk preferences.

FTT was built on the foundation of prospect theory, and it carries the notion of
distortions of probabilities and outcomes much further through the concept of gist.
Gist incorporates both semantic content and context to represent the overall inter-
preted meaning of the options of a decision. The concepts of verbatim and gist
representations and their application to decision making are discussed in more detail
below.

Fuzzy-Trace Theory

According to FTT, when people are presented with information, they will, sepa-
rately and simultaneously, encode it into both types of representations: verbatim
and gist (Reyna and Brainerd 2011; Reyna 2012). Verbatim representations capture
surface-level, exact details that were present. In contrast, gist representations
encompass the general (or “fuzzy”) bottom-line meaning of information. Although
both verbatim and gist representations are encoded concurrently, they are inde-
pendent and stored separately. Furthermore, gist is not extracted from verbatim
representations (Reyna 2012). Each of these types of mental representations cor-
responds to, and supports, a different way of thinking. That is, verbatim repre-
sentations facilitate precise analysis, representation, and calculation, whereas gist
representations facilitate fuzzy, impressionistic thinking.

Fuzzy thinking explains many phenomena involving risk and time preferences.
When a person is presented with a gamble and the outcome is not guaranteed, the
gist representation that a person extracts as the bottom-line meaning of a gamble
may be “there is a chance of winning something or nothing in this gamble.” In
contrast, the verbatim representation would constitute a much more specific and
detailed representation of the presented information (e.g., a “0.50 probability of
winning $200”). In FTT, the same information is encoded at different levels of a
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continuum that varies from gist to verbatim. One end of the continuum represents
the simplest, bottom-line meaning (gist), and the other end represents the most
precise and detailed (verbatim) representation (Wilhelms et al. 2014). When people
are confronted with a decision, they encode both gist and verbatim representations
simultaneously, but, depending on individual differences, they rely more on either
the gist or verbatim representations of the information (Reyna and Brainerd 2011).

FTT explains phenomena from the decision-making literature through different
means than traditional theories. As discussed, prospect theory differentiates
between gains and losses in its predictions about decision making, which depend on
how the prospects are framed, relative to a reference point (e.g., the status quo). The
predictions set forth by FTT go beyond traditional theories by incorporating a
decision maker’s interpretations and implicit connotations behind the presented
options, when making decisions (Kühberger and Tanner 2010; Reyna 2012).
In FTT, framing is explained using the ideas that (a) people draw out the gist of the
choices present in a decision and (b) subsequently retrieve and apply their values to
this gist (Reyna 2008; Wilhelms et al. 2015a).

Consider the gain problem presented earlier (i.e., winning $100 vs. 0.50 prob-
ability of winning $200; otherwise nothing). Research has shown that the above
choice is translated into gist as a choice between “winning some money” versus
“winning some money or winning no money” (e.g., Kühberger and Tanner 2010;
Reyna 2012; Reyna et al. 2014). Then, in order to make a choice, people apply their
values to the decision. In this case, a relevant value is “winning money is good,”
favoring winning some money over winning nothing and, thus, choosing the sure
option. This explains the typical observed preference for risk aversion in the gain
frame.

Preference for the sure option in the gain frame contrasts with the previously
noted preference for the risky option (Option B) when the question is restated as a
loss (losing $100 for sure versus a 0.50 probability of winning $200; otherwise
nothing). In terms of gist, the choices in the loss frame are interpreted as “losing
some money” versus “losing some money or losing no money.” Once again, people
apply their values, such as “I do not like losing money,” to these gist representa-
tions of the choices, so now they decide that losing no money, the chance associated
with the gamble, is better than losing some money, the guarantee in the sure option,
and select the gamble. These gist representations are not arbitrary, but rather capture
the simplest distinctions along the dimensions of probability and outcome. Often,
multiple gist representations are extracted from the same information. As we dis-
cuss below, processing gravitates to the simplest gist representation that accom-
plishes the task. In this instance, the task is to make a choice between options.

Variations on Framing Effects

According to FTT, decisions can change depending on which values are retrieved
and applied to a particular decision, which can be cued by the context (Reyna
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2008). This prediction about cued values has been repeatedly demonstrated in both
laboratory tasks and in real-life decision making (Mills et al. 2008; Reyna and Mills
2014). There are other differences that can affect risk preferences as in framing
effects, too. For example, if both gain and loss frames of identical choices are
shown to the same decision maker, the person’s decisions and preferences will tend
to be more consistent across gain and loss frames. This within-subject consistency
reflects metacognitive monitoring and inhibition (Stanovich and West 2008;
Liberali et al. 2012). In other words, some people monitor the decisions that are
being made and restrain prepotent responses (Reyna and Mills 2007; Stanovich and
West 2008; Reyna and Brainerd 2011).

Another variation on framing effects involves truncating the risky option in order
to test alternative theories of risk preference (e.g., Reyna and Brainerd 1991, 1995;
Reyna et al. 2014). Truncating the risky choice in different ways highlights or
de-emphasizes the zero complement. In the previous examples, the zero comple-
ments are the 50% chance of gaining $0 in the gain frame and the 50% chance of
losing $0 in the loss frame. Truncation is a sensitive theoretical variation of the
framing task, which is used to manipulate the type of representation that is relied
on. These truncation effects allow for a greater understanding of how framing
effects can be altered depending on whether a gist representation is cued or a
verbatim representation is cued.

For example, if one were to remove the zero complement from the risky option
of the gain frame in a framing task (i.e., leaving only gaining $100 for sure versus a
50% chance of gaining $200), the result would emphasize the trade-offs between
probability and outcome and minimize the categorical difference between the
choices (winning some money vs. winning some money). Thus, according to FTT,
removing the zero complement of the gamble would diminish framing effects.
Alternatively, removing the nonzero complement (i.e., leaving only gaining $100
for sure vs. a 50% chance of gaining $0) highlights the categorical difference
between the choices (winning some money vs. winning no money). The theory also
predicts that highlighting of a categorical contrast would result in an increase in
framing effects. Both of these truncation results have been obtained not only in the
context of tests of FTT and prospect theory, but also in independent tests in diverse
populations (for a review, see Kühberger and Tanner 2010). All of the experiments
on truncation have confirmed predictions of FTT and also disconfirmed predictions
of prospect theory (e.g., removing the zero complement eliminates framing effects
despite the presence of all theoretically relevant probabilities and outcomes).

Although it may appear that truncation effects are caused or otherwise affected
by underlying ambiguity, this is not the case. Chick et al. (2016) conducted a study
involving these framing task truncations. In this study, the participants were given
clear instructions about how to interpret the omitted portions of the questions.
Using our example, these instructions made sure that if participants knew that there
was a guarantee of gaining $100 versus a gamble with a 50% chance of gaining $0,
the truncated part of this decision must be a 50% chance of gaining $200 and
nothing else (i.e., not 50% chance of “about” or “at least” $200). The participants
were not only told clear instructions, but they were also quizzed before and after the
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task in order to ensure that they comprehended the choices as the experimenters
intended. The participants were also quizzed in order to rule out that filling in the
truncated portions of the choices was due to rote memorization of the practice
examples rather than true disambiguation of subsequent decisions. The instructions,
which were followed by almost all of the participants because they passed the
quizzes, controlled for several possible effects of ambiguity and the effects of the
truncations remained resilient (Chick et al. 2016). Figure 4.1 shows the average
framing effects in four studies on truncation (Reyna and Brainerd 1991; Kühberger
and Tanner 2010; Reyna et al. 2014; Chick et al. 2016), all of which show robust
effects of truncation as predicted by FTT. In some studies, participants received
disambiguation instructions before attempting framing tasks. Presenting the zero
risky complement (emphasizing “gist”) increased framing, whereas presenting the
nonzero risky complement (emphasizing “verbatim”) attenuated framing, relative to
the standard condition in which both risky complements were presented (“mixed”).

Development: Differences and Reversals

FTT posits that both verbatim and gist processing (e.g., through improved ana-
lytical and mathematical ability and improved capacity to extract the bottom-line
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meaning from information, respectively) develop with age. Moreover, the tendency
to rely on gist representations increases from childhood to adulthood even when
children have the full capacity to extract the bottom-line meaning from information,
for example, using child-normed lists of words for recall (Brainerd et al. 2011).
Thus, preference for gist processing is developmentally advanced, increasing with
age and expertise (e.g., Adam and Reyna 2005; Reyna and Lloyd 2006; Brainerd
et al. 2008; Reyna et al. 2014).

Applying these developmental tenets, FTT is able to explain certain findings that
alternative theories are unable to shed light on. Multiple studies have found that
framing effects grow stronger with age and expertise from childhood to adulthood,
as initially predicted by FTT (e.g., adults show larger framing effects than ado-
lescents or children; Reyna and Ellis 1994; Reyna et al. 2011). To illustrate,
Fig. 4.2 displays data from three studies (Reyna and Ellis 1994; Reyna et al. 2011,
2014) in which participants of different ages and expertise levels completed framing
tasks. Reyna et al. (2014), for instance, recruited college students, post-college
adults, and intelligence agents—who were trained in risky decision making about
national security—to complete 30 gain and loss decisions. Figure 4.2 shows that
framing biases are maintained and can grow as people develop across age and
expertise: The largest framing effect is observed among intelligence agents who
were the most advanced participants in terms of training and experience regarding
risky decision making.

Increases in cognitive biases from childhood to adulthood are categorized as
developmental reversals. This is called a reversal because there is an increase in
error rate with increased age and expertise. Framing effects occur despite the fact
that children and adults both have the capacity to determine the expected value of
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their options by roughly multiplying each outcome by its respective probability
(Reyna and Brainerd 1994). In fact, this skill also improves with development from
childhood to adulthood (Weller et al. 2011; Corbin et al. 2016). Additionally, older
adults and experts show larger framing effects, and they are also more confident in
their biased judgments than college students (Reyna et al. 2014). It is apparent,
then, that although reliance on gist representations and gist processing is associated
with developed reasoning and decision making, this same reliance can facilitate the
susceptibility to cognitive biases that are meaning based (Weldon et al. 2013;
Reyna et al. 2014). Whereas standard theories would classify these biases as
unthinking errors, according to FTT, these biases are expected outcomes caused by
an increase in the reliance on the bottom-line meaning, or gist, of information.

The results above, although unexplained by other theories, are consistent with
the predictions of FTT. On the one hand, people at more advanced stages of
development and expertise (e.g., children vs. adolescents or novices vs. experts)
rely more on gist processing, as opposed to verbatim processing. On the other hand,
children (and to a lesser extent adolescents) are more likely to rely on precise
verbatim details when reasoning or making decisions (Reyna 2011). We are not
claiming that children and adolescents are more quantitative when they make
decisions (i.e., calculating and using exact probabilities and outcomes; Levin et al.
2007). Computation improves from childhood to adulthood (Reyna and Brainerd
1994). However, less developed individuals are more likely to rely on represen-
tations closer to the precise and literal—verbatim—end of a representational con-
tinuum. Hence, adults often rely on categorical differences between options in order
to make decisions, whereas children make finer distinctions that are within their
competence (Reyna and Brainerd 1994, 1995; Reyna and Ellis 1994; Reyna 1996;
Reyna and Lloyd 2006; Reyna et al. 2011, 2015a).

Studies on real-life decision making have also supported this theoretical idea
about development (Reyna and Farley 2006; Mills et al. 2008; Reyna et al. 2011).
The empirical evidence that supports FTT and its predictions includes risk-taking
research incorporating eye tracking. This research suggests that before making
decisions, adolescents used a more detailed and exhaustive approach to information
processing than adults in order to obtain more information about options. This
finding supports FTT’s hypothesis that adolescents were engaged in more verba-
tim–analytical processing involving trade-offs and more precise comparisons when
making decisions (Kwak et al. 2015).

It is important to note, however, that, if needed, adults are able to and will shift
to a more precise gist representation in cases in which the simplest gist is not
sufficient to make a decision (Reyna 2012). This shifting can be illustrated using
our example: When deciding between winning $100 for sure or a 50% gamble for
winning $200 and a 50% of winning $0, the simplest gist representation is winning
something versus winning something or winning nothing. A categorical distinction
between something and nothing allows a person to make a decision when relying on
this representation. In contrast, a choice between a 54% chance of winning $200
and a 46% chance of winning $0 versus a 55% chance of winning $180 and a 45%
chance of winning $0 would demand a more precise representation than the
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previous, categorical gist representation (because both options offer a chance to win
something or nothing; see the Allais paradox as discussed in Reyna and Brainerd
2011): Assuming that 54 and 55% are perceived as similar per Stevens (2016), an
ordinal representation would distinguish a chance of winning a higher amount (or
nothing) versus a chance of winning a lower amount (or nothing), favoring the
former.

By acknowledging the role of the reliance on gist representations, FTT is able to
illuminate mechanisms behind developmental shifts in decision making (Reyna and
Lloyd 2006; Reyna et al. 2014). Specifically, adolescents often appear more logical
and calculating, yet take more risks. Similarly, experts are also more likely to rely
on gist processing than novices. When it comes to making choices in a person’s
field of expertise, experts are more likely to rely on their intuition, whereas novices
are more likely to rely on more precise and detailed representations and, in some
instances, on rote memorization of verbatim details (Reyna and Lloyd 2006).

These FTT tenets imply that for risky decision making, mature qualitative
processing which encapsulates the bottom-line gist is gradually given precedence
over precise processing of risks and rewards of decision options as age and
experience increase. This shift in preference for gist processing, theoretically,
results in a protective effect against unnecessary and unhealthy risks and risk taking,
as precise comparisons between risks and benefits (or rewards) give way to prin-
ciples such as “no risk is better than some” (e.g., Mills et al. 2008; Reyna et al.
2011). As decision makers process information less precisely, they rely more on the
core gist of the decision, which, in general, reduces risk taking because the risk–
reward ratio is often favorable for single instances of risk taking (Reyna and Farley
2006; Reyna and Mills 2014; Wilhelms et al. 2015b). When relying on gist-based
representations and processing, decision makers will also apply a number of
principles in order to choose between the options that make up a decision. For
example, a person relying heavily on gist processing will apply bottom-line gist
principles (e.g., “it is better to be safe than sorry”) when making a decision. These
principles, being less verbatim and more gist-like by definition, ignore specific
details about the potential risks or benefits (e.g., probability or magnitude). When
relying on and using verbatim processing, conversely, a decision maker trades off
risks and benefits. Because the benefits of risky behavior are higher than the cor-
responding risks more often than not, verbatim representations objectively favor
risk taking (Mills et al. 2008).

As an example, the exact (verbatim) probability of contracting HIV from a single
act of unprotected sex is very low relative to the potential gains that one may
perceive (Wilhelms et al. 2015a, b). This is particularly true when considering the
difference in risk between committing one action, such as unprotected sex, versus
repeating the same action multiple times (cumulative risk; Mills et al. 2008). These
precise, verbatim comparisons and the associated trading-off between risks and
rewards stand in stark contrast to the gist representation of the situation, however.
The gist of this decision whether or not to take the risk associated with this one act
would be that there is some chance of HIV versus no chance of HIV. Most people
would categorize this risk as “bad” and a related gist principle might be “it only
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takes once to get HIV,” indicating that unprotected sex (and the extreme risk
associated) should be avoided categorically (Reyna 2008; Wilhelms et al. 2014).
The connection between risk taking and the reliance on gist processing and gist
principles has been supported by empirical findings which have shown that
increases with age are associated with increased reliance on gist processing, more
frequent agreement with and use of gist principles, and that risk preference
decreases from childhood to adulthood (Reyna and Ellis 1994; Rivers et al. 2008;
Defoe et al. 2015). We will delve deeper into developmental differences and FTT’s
explanation for these differences (compared to standard theories) in the following
section on impulsivity and intuition.

Intuition and Impulsivity: FTT Versus Standard
Dual-Process Theories

A major difference between FTT and standard dual-process theories is the dis-
tinction between intuition and impulsivity. In FTT, intuition and impulsivity, the
latter operationalized as the failure of self-control or inhibition (Reyna and Mills
2007), are seen as separate and distinct from one another. Instead of being collapsed
with an array of evolutionarily primitive System 1 processes, intuition is considered
an unconscious, parallel, and impressionistic kind of processing that relies on gist
representations, which is developmentally advanced.

In standard dual-process theories of risk taking, there is an emphasis on the
conflict between impulsive and deliberative thinking (see Cokely and Kelley,
2009; Reyna and Rivers 2008). This emphasis is within the context of a
dual-systems account that discriminates between two types of processes. System 1
processes are quick and general, whereas System 2 processes are deliberative and
logical (Epstein 1994; Steinberg 2008; Kahneman 2011; Casey and Caudle 2013;
see also Type 1 and 2 processes in Evans and Stanovich 2013). Intuitive and
impulsive thinking (as these concepts are collapsed in standard theories) is often
considered less advanced, attributed to children and traditionally linked to errors in
judgment and decision making, and generally giving way to complex and analytical
processing in adulthood. In other words, the deliberative, calculating thinking found
in System 2 processes is analytical and can correct for the errors made by intuitive
thinking and is associated with more advanced reasoning (see also Peters et al.
2006). This analytical thinking is also the type that, according to standard theories,
develops with age and expertise. More recently, standard dual-process theories have
also classified a third kind of processing, which is associated with reflection and
inhibition (i.e., “the reflective mind”; Evans and Stanovich 2013). It is also
important to note that these systems in standard dual-process theories are default
interventionist (see De Neys and Vanderputte, 2011). This means that System 2
processes, and the thinking associated with them, are invoked if an anomaly is
detected (i.e., when System 1 thinking requires overriding; Kahneman 2011; Evans
and Stanovich 2013). Developmental dual-process theories similarly assume that

124 S. Rahimi-Golkhandan et al.



impulsivity is the source of unhealthy risks in adolescence. Thus, standard
dual-process approaches attribute age-related differences in decisions to adoles-
cents’ heightened levels of sensation seeking, impulsivity, and lack of self-control
(Wilhelms and Reyna 2013).

In FTT, risk taking concerns more than simply System 1 and System 2 thinking.
Although standard dual-process theories have described the analytical thinking
present in System 2 as advanced reasoning, FTT also incorporates intuitive rea-
soning using gist representations in its predictions. As gist-based processing is
fuzzy and qualitative rather than exact and analytical, it is discussed in terms of
intuition. This type of reasoning based on intuition is not categorized as impul-
sivity; however, gist-based intuition is developmentally superior, as reliance on gist
processing increases from youth to adulthood and from inexperience to expertise.
This shift facilitates making healthy decisions and avoiding unnecessary risks. FTT
posits that it is this type of reasoning that most adults use when making judgments,
inferences, and decisions about risk. Reliance on gist and gist-based processes and
intuition is an advanced mode of thinking based on the underlying meaning of data
and information instead of literal details (Adam and Reyna 2005; Reyna and Lloyd
2006).

Because reliance on qualitative, intuitive decision making is associated with
impulsive decision making and risk taking in standard dual-process theories, FTT’s
predictions may be seen as counterintuitive. In other words, the idea that intuitive
processing develops with age and expertise and is the foundation for higher-level
cognition, as opposed to more deliberative processing, may seem somewhat
improbable. Yet, empirical evidence and laboratory tasks support this prediction
and highlight the advantages of intuition. This idea that gist-based intuition is
developmentally advanced and cognitively superior has been supported by research
showing that not only does reliance on gist-based processing encourage accurate
decision making in realistic scenarios (Reyna and Lloyd 2006), but gist-based
intuition underlies sophisticated and accurate cognition (Usher et al. 2011; Rusou
et al. 2013). In contrast to standard dual-process theory, FTT would not classify the
intuitions of experts with impulsivity found in children as the same type or system
of reasoning (Reyna et al. 2015a). Thus, according to FTT, experts rely on educated
intuition, which has been linked to superior decision-making behavior as assessed
by agreement with practice guidelines and other evaluation rubrics (Reyna and
Lloyd 2006; Reyna et al. 2015a). More generally, gist-based intuition has been
associated with healthier decisions, and as assessed in randomized experiments,
inducing such intuition improves the quality of decision making and reduces
unhealthy choices (e.g., Reyna and Mills 2014; Fraenkel et al. 2015; Wolfe et al.
2015).

In sum, by distinguishing between intuition and impulsivity, as well as taking
into account the distinct role of cognitive representations, FTT sheds light on the
increase in risk taking that occurs during adolescence despite a decrease in risk
preferences. This theory both predicts and rationalizes counterintuitive observa-
tions, for example, that children make risky choices more than adolescents under
controlled conditions in the laboratory, contradicting standard dual-process theory.
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In standard dual-process theory, impulsivity and intuition are collapsed into System
1 processes (e.g., Steinberg 2008; Casey and Caudle 2013), but research shows they
diverge predictably. FTT conceptualizes impulsivity and intuition as divergent
processes that develop independently and affect behavior differently (Reyna 2013;
Reyna et al. 2015b). According to FTT, developmental trajectories of impulsivity
and intuition proceed in opposite directions: Impulsivity decreases from childhood
to adulthood, whereas cumulative experience in life—either as people age or pro-
gress from being a novice to an expert—enhances gist-based intuition (Reyna and
Lloyd 2006; Reyna and Rivers 2008; Reyna and Brainerd 2011). Thus, research not
only refutes the view that intuition is a developmentally primitive process
(Barrouillet 2011), but it shows that gist-based intuition underlies developmentally
advanced thinking.

Time Preferences

Armed with our distinctions grounded in research on risk preferences, we now
apply these to time preferences. Time preferences involve preferences for imme-
diate versus later rewards, and, more generally, future orientation (Frederick et al.
2002; Stevens 2016). In this context, impulsivity refers to the inability to wait for
greater rewards, succumbing instead to immediate pleasures. As we discussed, the
literature on risk preferences shows that different presentations of the same infor-
mation (i.e., information that describes the same objective consequences, such as
winning $100) elicit different mental representations, which in turn modulates risky
choices. We argue that similar factors are at work in time preferences. Thus, cueing
different mental representations of rewards by presenting the reward in different
ways (e.g., a delicious salad instead of a low-calorie salad) would be expected to
shape the gist of rewards, effectively mediating the relationship between reward
sensitivity and unhealthy choices by changing the meaning of options (see also
Ochsner and Gross 2008; Zayas et al. 2014). Moreover, as discussed in detail
below, different levels of representation would be expected to influence time
preferences by focusing processing on simple gist distinctions that promote
insightful intuition.

FTT proposes two distinct routes to risky decision making and unhealthy
behavior: One is deliberative, analytical reasoning that we have discussed, which
relies on superficial, verbatim mental representations of choices that emphasize
trading-off risk for reward. The second route to unhealthy choices is impulsive
reactivity that accompanies a dopaminergic response to reward (e.g., food or
alcohol; Reyna and Farley 2006). Impulsivity has been implicated in a range of
health outcomes, including sexual health, substance abuse, and obesity (Metcalfe
and Mischel 1999; Reyna and Farley 2006; Weller et al. 2008).

With regard to time preferences, impulsivity, as a multifaceted construct, has
been operationalized as both a preference for smaller, immediate rewards over
larger, delayed rewards and a tendency to take risks (Dalley et al. 2011). However,

126 S. Rahimi-Golkhandan et al.



correlations are negligible or nonexistent between risky decision making and
choices between immediate and delayed reward (de Water et al. 2014). In spite of
the partial overlap between the neural correlates of temporal discounting and risk
preference, distinct neural systems are involved (see Robbins and Dalley, this
volume). The regions showing more activity during risky choices, relative to those
between immediate and delayed rewards, are the lateral prefrontal cortex (PFC) and
the parietal cortex (Weber and Huettel 2008). In contrast, the activity of posterior
cingulate cortex (Weber and Huettel 2008) and the middle occipital areas (Peters
and Buchel 2009) is higher for choices between immediate and delayed rewards
than for risky choices. However, neural correlates are not definitive evidence for
distinct processing. Instead, empirically supported theoretical distinctions are nee-
ded in order to interpret neural activity. Therefore, we discuss the theoretical
underpinnings of time preferences.

First, we compare and contrast temporal discounting with delay of gratification.
Then, we discuss the implications of steep discounting and evaluate the evidence on
the malleability of discounting tendencies. This discussion is followed by an
in-depth review of FTT’s predictions regarding the manipulation of temporal dis-
counting. We show how standard dual-process models fail to capture the whole
picture about the mechanisms involved in the manipulation of temporal discount-
ing. More specifically, we discuss the role of cueing gist principles and, conse-
quently, gist-based processing on altering temporal discounting and present specific
hypotheses based on FTT. We wrap up with a review of recent findings that show
qualitative, gist mental representations of core social and moral values (i.e., gist
principles) are stronger predictors of delay of gratification than verbatim, analytical
processing.

Temporal Discounting Versus Delay of Gratification

Although the operationalization of temporal discounting and delay of gratification
and the tasks used to measure them are superficially similar, they do not measure
the same thing. To illustrate, delay of gratification is often defined as the extent to
which one can wait for a larger reward, which is distinct from preference for it
(Peake, this volume), whereas temporal discounting, defined as the tendency to
weigh delayed rewards with less subjective value than immediate rewards, char-
acterizes the degree to which later rewards are preferred to sooner ones (Frederick
et al. 2002; Zayas et al. 2014). Thus, temporal discounting is traditionally con-
ceptualized as a continuous trade-off between different quantities of reward and
time (Doyle 2013) that reflects the degree to which the magnitude of delayed
rewards compensates for the time until their delivery (Prelec and Loewenstein
1998; Zimbardo and Boyd 1999; Dai et al. 2014). Therefore, whereas temporal
discounting tasks measure time preferences using a series of choices between
immediate rewards and larger delayed rewards, delay-of-gratification tasks measure
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the ability to sustain an initial choice and resist temptations over time in order to
obtain a larger reward (Reynolds and Schiffbauer 2005).

Discount Rate as an Index of Impulsivity

The main index of temporal discounting, which is argued to be a stable individual
difference (Kirby 2009), is called the discount rate, which measures the rate of
discounting over time. Participants respond to a series of questions in which they
choose between an immediate reward (e.g., $100 now) and a larger delayed reward
(e.g., $200 in 30 days). Modeling techniques use these choices to calculate an
indifference point at which certain magnitudes of time and delayed reward induce
indifference between the immediate and delayed options. Different mathematical
models have been put forward that quantify the relationship between the delay to
the receipt of some reward and its present value (Koffarnus et al. 2013). The most
popular of these is the hyperbolic model (Mazur 1987) in which the discount
parameter (k) is calculated using the following formula: V = A/(1 + kD). V is the
subjective value of reward A at the delay of D, and k is a free parameter related to
the rate at which later rewards are devalued as a function of delay (Koffarnus et al.
2013). Discounting rates systematically decrease as a function of development
(Green et al. 1994), with the most notable drop being between the ages of 20–
30 years, after which the discount rate remains relatively stable (Green et al. 1996).
Given that a high discount rate indicates a preference for smaller, immediate
rewards, the age-related decrease of discount rate is taken to reflect changes in
overall impulsivity.

Heightened discount rates have been linked to a range of unhealthy behaviors
including tobacco, drug and alcohol abuse, obesity, as well as gambling problems,
and low academic achievement (Petry and Casarella 1999; Weller et al. 2008;
Bickel and Mueller 2009; Bickel et al. 2012, this volume; Johnson and Bruner
2011). Steep discounting, which acts as a trans-disease process and operates as a
biomarker across a range of clinical conditions (Rachlin et al. 1991; Bickel and
Mueller 2009; Bickel 2012), is linked to many modifiable health-related behaviors
that contribute to major causes of preventable death and disease (Sheffer et al.
2016). Given that excessive discounting underlies choices that lead to negative
health conditions (Koffarnus et al. 2013), it is important to question whether dis-
count rates are modifiable, in order to improve choice behavior, which, in turn,
would enhance health and quality of life. The traditional view is that such rates are
not modifiable because they represent traits that distinguish types of people,
although they vary across development.

Malleability of Discount Rate

Temporal discounting has been linked to various social and cultural factors
including attitudes toward time (Hsee 1999; Weber and Hsee 1999), socioeconomic
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status (Sweitzer et al. 2008; Griskevicius et al. 2011; Sweitzer et al. 2012), age
(Green et al. 1999; Steinberg et al. 2009), and education (Jaroni et al. 2004). Thus,
an important question is whether discounting is a result of the current environment
and a stable trait or is a modifiable pattern of behavior, one which can be regarded
as a state variable (Odum 2011). Existing literature suggests that temporal dis-
counting may indeed be a stable trait due to the fact that discount rate has a high
test–retest reliability for periods of up to one year (Simpson and Vuchinich 2000;
Baker et al. 2003; Ohmura et al. 2006; Takahashi et al. 2007; Beck and Triplett
2009; Kirby 2009; Black and Rosen 2011) and that discount rates of different
commodities are highly correlated (Bickel et al. 2011b; Odum 2011).

However, certain interventions and environmental manipulations have been
successful in altering patterns of discounting (for a review see Koffarnus et al.
2013). Among these are intensive therapeutic interventions such as working
memory training (Bickel et al. 2011b) and stimulations of dorsolateral PFC (Cho
et al. 2010; Sheffer et al. 2013). Less intensive interventions include those that cue
future thinking by evoking future events specific to each participant (Peters and
Buchel 2009), align delayed reward to a specific date (e.g., “15th of July” instead of
“in 30 days”) (Read et al. 2005), as well as reframing choices to emphasize the
“hidden zero” in the traditional format of temporal discounting choices (Magen
et al. 2008; Radu et al. 2011; Magen et al. 2014). The latter manipulation of the
hidden zero in temporal discounting problems is the most obviously connected to
the tenets of FTT. FTT offers the promise of changing attitudes and behaviors by
changing mental representations of choices (Reyna et al. 2015a).

Specifically, Magen et al. (2008) first demonstrated that adding the hidden zero
into the choice task (e.g., “$100 today and $0 in 30 days or $0 today and $200 in
30 days” instead of “$100 today or $200 in 30 days”) significantly reduced dis-
count rates in their sample. From the perspective of FTT, adding hidden zeros to
both parts of the problem emphasizes good and bad categorical distinctions for
immediate and delayed choices—that is, this manipulation facilitates categorical
distinctions between some now but none later versus none now but some later using
gist representations of choice options. The reframing effect of adding the hidden
zero into the temporal discounting choice task is similar to that of Allais paradox in
which adding a win of $0 to the two choice options results in strikingly different
risk preferences compared to having a win of $0 in one choice option (Reyna and
Brainerd 2011). That is, the Allais paradox involves two choices, one between A
and B and another between C and D:

A. A sure win of $1 million,
B. 89% chance of $1 million, 10% chance of $5 million, and 1% chance of $0,
C. 11% chance of $1 million and 89% chance of $0, and
D. 10% chance of $5 million and 90% chance of $0.

Many people choose A over B but also choose D over C, reflecting inconsistent
risk preferences (e.g., see Tversky and Kahneman 1986). Note that the choice
between A and B is explained by FTT just as risky choices in the gain frame are by
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assuming that the simplest gist guides preferences: winning some money versus
winning some money or winning nothing. However, the choice between C and D
cannot be resolved with the simplest gist; both options boil down to winning some
money or winning nothing. Therefore, based on similarity (Rubinstein 1988; Leland
1994; Stevens 2016), probabilities are assimilated but outcomes are distinguished at
the ordinal level; the choices become a low chance of less money (or nothing)
versus a low chance of more money (or nothing), favoring D. As we discuss below,
the hidden zero operates analogously to the zeros in risky choice problems.
Additionally, the hidden-zero effect is also analogous to the truncation effect seen in
risky choice framing tasks, linking the two types of impulsivity (risk preference and
time preference) through similar qualitative manipulations.

Given the widespread effect of steep discounting on problem behaviors, even
small increases in the valuation of delayed rewards could have a significant clinical
impact (Sheffer et al. 2016). Indeed, the association between discount rate and
health-related choices is incremental, in that small changes in discounting are linked
to a greater likelihood of successful treatments and lower frequency of behaviors
that put one’s well-being at risk (Yoon et al. 2007; Sheffer et al. 2012; Stanger et al.
2012; Bickel et al. 2015). Therefore, it is of crucial importance to understand the
mechanisms through which interventions may alter discounting because such
knowledge facilitates the design of more effective interventions or the improvement
of existing ones. Next, we will compare and contrast interpretations of discounting
mechanisms from the perspectives of standard dual-process theories and FTT and
demonstrate how the explanations based on standard models do not tell the whole
story about how discount rate may be manipulated.

FTT Versus Standard Dual-Process Theories: Different Takes
on the Underlying Mechanisms of Discounting

McClure et al. (2004) used a temporal discounting task in which rewards of dif-
ferent magnitude ($5–$40) were presented using different levels of immediacy (i.e.,
from today to 6 weeks). People’s choices for immediate rewards on this task were
linked to activity in limbic and paralimbic areas (i.e., the ventral striatum, the
medial orbitofrontal cortex [OFC], medial PFC, and posterior cingulate cortex),
whereas choices for delayed rewards were associated with the activation of lateral
prefrontal regions (i.e., the dorsolateral PFC, the ventrolateral PFC, and the lateral
OFC). This finding is similar to that of other functional magnetic resonance imaging
(fMRI) studies of delay discounting in which (a) the impulsive system showed
higher levels of activity during the choice of immediate rewards (Kable and
Glimcher 2007, 2010; McClure et al. 2007; Monterosso et al. 2007; Bickel et al.
2009b; Xu et al. 2009) and (b) the executive/control system showed more activity
for the choice of delayed rewards (e.g., McClure et al. 2007; Monterosso et al.
2007; Hoffman et al. 2008; Bickel et al. 2009a; Xu et al. 2009; Meade et al. 2011).
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In a similar vein, Knutson and others (Knutson et al. 2005; Ballard and Knutson
2009) demonstrated that when delay and reward amounts are presented at separate
times, activity in the limbic and paralimbic regions is associated with the magnitude
of reward, whereas activity in the lateral prefrontal regions is associated with the
magnitude of delay. Knutson and colleagues argued that these two distinct neural
systems affect choice behavior by influencing the attribution of value of choice
options in a temporal discounting scenario. This explanation and the results of the
aforementioned fMRI studies are in line with the standard dual-process models of
decision making (Jentsch and Taylor 1999; Bechara 2005; Bickel et al. 2011a;
Kahneman 2011; but see Wood and Bechara 2014) in that delay discounting is
linked to the relative activation of two distinct neural systems, the impulsive and the
controlling (see Bickel et al., this volume).

FTT incorporates the aforementioned cognitive and socioemotional factors (e.g.,
self-control, impulsivity, and planning), but it predicts that meaningful gist-based
intuition also enhances the ability to refrain from unhealthy risky choices (Reyna
et al. 2015a) and delay immediate gratification (Reyna and Wilhelms, 2016). As we
have noted, this view is in direct contrast with that of standard dual-process models
that consider both intuition and impulsivity as dimensions of System 1 or Type 1
processes (Evans and Stanovich 2013). Based on FTT, meaningful, intuitive
understanding associated with gist representations of response options influences
mental representations of choices, which in turn affect behavior in a risky decision
making or a temporal discounting/delay-of-gratification task. Therefore, gist-based
intuition, as opposed to verbatim-based processing and deliberative analysis, which
is the ideal of dual-process models, can act as a protective mechanism which
increases the likelihood of healthier choices. However, the protective effect of
gist-based processing relies on one’s ability to accurately understand and encode
the advanced gist of choices and be able to retrieve and process that gist at the
moment of deciding (Wilhelms and Reyna 2013). Next, we will discuss how an
understanding of the gist of response options or cueing such gist-based processing
may predict and alter one’s discounting tendencies.

The Effects of Gist-Based Processing on Temporal
Discounting

According to FTT, core social and cultural values (e.g., “sacrifice now, enjoy later”)
are represented in the form of fuzzy, yet meaningful long-term memories. However,
these gist representations are not mindless memorized rules applied universally.
Rather, they are fuzzy guidelines that reflect a construal or interpretation of choice
options (Reyna and Wilhelms, 2016). Evoking these gist principles, via meaningful
cues in a context, may reduce arousal, and consequently impulsivity, by altering
one’s interpretation of a situation (Reyna and Brainerd 1991). Although people
encode both verbatim and gist representations in parallel (Reyna et al. 2012),
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as development progresses and people gain experience, gist representations become
more influential in decision making than precise, analytical processing associated
with verbatim representations (Reyna and Farley 2006; Reyna and Lloyd 2006;
Reyna et al. 2011, 2014). Gist representations are encoded along a hierarchy
ranging from the simplest possible gist denoting categorical distinctions (e.g.,
“some money now” versus “no money later”), through ordinal distinctions (e.g.,
“less money now” versus “more money later”), and on through more finely grained
distinction (e.g., “$100 now vs. $200 in 30 days”). If a decision can be made by
relying on the simplest gist, mature adults rely on this categorical distinction and
only proceed to more precise higher levels of the hierarchy if lower levels prevent
them from making a decision between two or more choices. This reliance on the
simplest gist increases from childhood to adulthood (Reyna and Brainerd 2011).

According to FTT, enabling one to focus on the simple gist of a decision
facilitates the retrieval of gist principles (i.e., representations of relevant social and
moral values such as “sacrifice now, enjoy later”), which in turn affect behavior
choices (Fujita and Han 2009; Reyna and Wilhelms, 2016). Given that gist rep-
resentations are more resistant than verbatim ones to interference (e.g., high
arousal), and have been shown to endure over time (Rivers et al. 2008), cueing
gist-based intuition may counter the negative effects of impulsivity. Therefore,
similar to the predictions of FTT for risky decision making (e.g., Kühberger and
Tanner 2010; Reyna et al. 2014), advanced thinking about temporal discounting or
delay of gratification is not trading off exact quantities (e.g., “$100 now vs. $200 in
a 30 days”), but understanding the simple bottom line of core social and moral
values (e.g., “sacrifice now, enjoy later”) and how they apply to different situations
(Reyna and Wilhelms, 2016). In other words, gist-based thinking, which focuses on
the qualitative meaning or bottom line of choices, promotes better decision making
by decreasing unhealthy choices such as risk taking or opting for smaller, imme-
diate rewards (Mills et al. 2008; Fukukura et al. 2013; Reyna and Mills 2014).
Indeed, the gist of many economic and health-related decisions is that it is
advantageous to sacrifice now and reap the benefits later.

Given that people—particularly mature adults—rely on the simplest possible gist
in different situations to make decisions, FTT proposes that emphasizing gist-based
processing, and more specifically cueing categorical gist about the choice options in
a temporal discounting task, may alter discounting behavior. People generally
prefer to rely on the simplest, least precise gist; that is, if both categorical and
ordinal gists apply to a choice, the categorical gist is relied on to make a decision
(Wilhelms and Reyna 2013). The traditional format in which temporal discounting
choices are presented (i.e., “$100 now vs. $200 in 30 days”) does not enable one to
make clear categorical distinctions between the response options as the two choices
are viewed as “some money now versus some more later.” However, the inclusion
of a hidden zero in either part of the choice facilitates the ability to easily extract the
categorical gist of the decision. To illustrate, the question of whether one wants
“$100 now and $0 in 30 days, or $200 in 30 days” draws attention away from
“now” and cues categorical thinking about the consequences of choice for future—
that is, “nothing later versus something later.” The very simple fact that having
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some money is better than having none could encourage people to choose the latter
option. Likewise, including a zero in the second part of the question (i.e., “$100
now, or $0 now and $200 in 30 days”) draws attention away from “future” and cues
the following categorical gist: “something now versus nothing now.” Once more,
given that having something good is qualitatively better than having nothing, one
would assume that people will be more inclined to choose the former option (i.e.,
“$100 now”).

It is worth noting that these proposed changes in discounting behavior indicate
that gist-based processing does not necessarily always lead to a healthier choice. On
the other hand, including a hidden zero in both parts of the choice (i.e., “$100 now
and $0 in 30 days vs. $0 now and $200 in 30 days”) may not be as effective as
having zero in either part of the problem because this manipulation does not cue
clear categorical distinctions—that can sway people’s response to either immediate
or delayed reward—because the gist of the choice is narrowed down to “some now
and nothing later versus nothing now and some more later.” Given that temporal
discounting is traditionally perceived as trading-off magnitudes of reward with
magnitudes of time (verbatim processing of trade-offs), one would not expect to
observe changes in discounting rate as a result of adding hidden zero because the
choices are still mathematically the same. However, FTT predicts that the afore-
mentioned manipulations (i.e., adding zero to either part of the problem) modify
discounting tendencies by facilitating the comparison of qualitative categories (gist
processing).

The proposed changes in the presentation of temporal discounting choices
suggest that cueing simple categorical gist of options may change people’s pref-
erences due to modifying their mental representations of the options which in turn
facilitates the ability to apply gist values and principles to the response options. The
impact of this modification is similar to the omitting of (or including) mathemati-
cally uninformative zero complements from the risky choice options in loss and
gain frames which either emphasizes or de-emphasizes focus on categorical gist of
decision and alters framing effects (e.g., Reyna et al. 2014). The observed changes
in risky decision making and the hypothesized manipulation of temporal dis-
counting choices—based on specific FTT predictions—cannot be explained by
standard dual-process models because the options are mathematically equivalent
with and without the zero. Eliminating the hidden zero from the temporal dis-
counting choice in one option or including the hidden zero in both response options
simulates what FTT predicts children (and to a lesser extent adolescents) would do
—that is, it encourages a more precise processing of response options (toward the
verbatim end of the cognitive continuum) and minimizes the likelihood of
retrieving the relevant gist principles and relying on gist-based intuition, thereby
increasing proneness to the interference of arousal and impulsivity. Thus, unlike
standard dual-process theories, FTT emphasizes the power of gist representations to
alter the salience of either immediate or delayed rewards, which modifies people’s
apparent discount rate. In other words, cueing the categorical gist of response
options in a temporal discounting task facilitates the reinterpretation of the gist of
choices through cognitive reframing (Zayas et al. 2014). Next, we will review
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recent findings that show how qualitative, gist representations of delay of gratifi-
cation influence decisions.

The Gist of Delay of Gratification

Just as in any other scenario, people encode both the verbatim (e.g., “one marsh-
mallow now versus two marshmallows in an hour”) and gist (e.g., “some food now
versus some more food later”) representations of options in delay-of-gratification
tasks. Given that people—especially adults—tend to retrieve the simplest relevant
gist required to attempt a task, FTT suggests that qualitative, gist distinctions in
choice options tend to have a greater influence on decisions than quantitative,
verbatim ones. One hypothesis is that the qualitative distinction or gist of options in
a delay-of-gratification task has a greater predictive validity for unhealthy behaviors
than precise, elaborate, and mathematical processing because the underlying gist of
delay-of-gratification situations is more likely to be relevant to other decisions (e.g.,
monetary, health-related) in everyday life. Thus, according to FTT, the predictive
validity of measures that are based on gist principles and cue gist-based intuition is
higher than that of measures relying on verbatim processing.

To test this hypothesis, Reyna and Wilhelms (2016) compared the predictive
validity of a measure—called Delay-of-Gratification Gist scale (DG-Gist)—that
directly assesses people’s beliefs about the qualitative gist of delay of gratification,
with the predictive validity of traditional measures of temporal discounting and
impulsivity that are based on verbatim processing. DG-Gist is a new 12-item FTT
measure that captures a single dimension of delay of gratification. Items (e.g., “I
spend more money on having fun today and don’t worry about tomorrow”) do not
involve quantitative trade-offs and are scored on 5-point Likert scale ranging from
“strongly disagree” to “strongly agree.” A lower score indicates a better ability to
delay gratification. Reyna and Wilhelms examined the convergent and divergent
validity of DG-Gist with other potentially related scales such as Future Orientation,
Propensity to Plan, Time Perspectives Inventory, Spendthrift–Tightwad, Sensation
Seeking, Cognitive Reflection, Barratt Impulsiveness, and the Monetary Choice
Questionnaire (temporal discounting). Although DG-Gist was correlated with the
aforementioned scales, it explained unique variance—in predicting self-reported
problem behaviors such as overdrawing bank accounts and substance abuse—
beyond sensation seeking and inhibition (see Fig. 4.3). This finding indicates that
the qualitative gist of delay of gratification, as a social and moral value, cannot be
reduced to either a dualist distinction—between reward-related approach motiva-
tion, including sensation seeking, and inhibitory faculties, including cognitive
reflection—or quantitative conceptions of temporal discounting (Reyna and
Wilhelms, 2016).

Cueing gist-based intuition and expressing delay of gratification in the form of
gist principles—as opposed to verbatim analyses of precise numbers—provided
new evidence for the role of long-term, fuzzy mental representation of social and
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moral values in deferring gratification and resisting risky behavior. Thus, unlike the
predictions of standard dual-process models, empirical evidence (e.g., Mills et al.
2008; Reyna and Wilhelms, 2016) has shown that making finer distinctions (i.e.,
verbatim, analytical processing) is not necessarily associated with better, healthier
outcomes. On the contrary, it is the gist-based intuition which is linked to fewer
risky behaviors and an enhanced ability to delay gratification.

Conclusion

The evidence reviewed in this chapter shows how FTT—as an integrative frame-
work—facilitates the understanding and prediction of risky behavior. One of the
basic tenets of FTT, which is a theory of reasoning, judgment, and decision making,
is that gist-based processing and reliance on bottom-line meaning of choices sup-
port advanced cognition. A recurrent finding is that as people age, they rely more
and more on bottom-line intuition. The reliance of children and, to a lesser
extent, adolescents on literal, surface, and verbatim representations of choices
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Fig. 4.3 Standardized regression coefficients showing DG-Gist accounted for unique variance in
risky behaviors beyond measures of sensation seeking (BSSS), inhibition (CRT), and temporal
discounting (MCQ). The measures of risky behavior were the Adolescent Risk Questionnaire
(ARQ; Gullone et al. 2000), which records the frequency of engaging in 22 activities (e.g.,
drinking and driving, unprotected sex, and drug use), and the Alcohol Use Disorders Identification
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CRT Cognitive Reflection Test; MCQ Money Choice Questionnaire. *p < 0.05, **p < 0.01
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(Reyna et al. 2011, 2015a) underlies immature decision making such as unhealthy
behavior and risk taking. However, it is worth noting that gist-based processing is
linked to systematic cognitive biases such as framing (Reyna et al. 2014). To
illustrate, we discussed how children’s and adolescents’ lower reliance on gist
reasoning enables them to outperform adults on particular cognitive tasks. This
pattern of “developmental reversal” is due to the focus of younger people on precise
details of options which results in the attenuation of framing effects in children and
adolescents (Reyna and Ellis 1994; Reyna and Farley 2006). This chapter also
compared and contrasted FTT predictions about risk preference with that of stan-
dard dual-process theories and discussed how standard dual-process models fail to
capture the whole picture about the underlying mechanisms of risky decision
making. Moreover, we contrasted the conceptualizations of intuition and impul-
sivity from the perspectives of FTT and standard dual-process theories and
reviewed evidence (e.g., developmental trends) showing that gist-based processing
and intuition is developmentally advanced and often a healthier mode of thinking.

In addition to literal analytical reasoning, which relies on superficial and ver-
batim representations of choices, FTT proposes impulsive reactivity as the second
route to unhealthy choices. This kind of impulsivity is linked to both a tendency to
take risks and a tendency to choose smaller, immediate rewards over larger, delayed
ones. After a discussion of risk preferences, our chapter turned to this latter aspect
of impulsivity that involves time preferences. We distinguished temporal dis-
counting from delay of gratification, described how discount rate is often assumed
to index impulsivity, discussed the implications of steep temporal discounting, and
evaluated evidence supporting the claim that discount rate is a stable trait. However,
research suggests that discounting is indeed malleable and that particular inter-
ventions and manipulations have been successful in altering patterns of discounting.

Our focus then turned to the underlying mechanisms of temporal discounting
from the perspective of FTT and, more specifically, the impact of cueing gist
principles and gist-based processing via truncating the choices in temporal dis-
counting problems. We discussed how the inclusion of a hidden zero in either part
of a temporal discounting problem theoretically modulates discounting by modi-
fying a decision maker’s mental representation of the options. When they
emphasize categorical gist contrasts with receiving no reward ($0), these
hidden-zero manipulations facilitate the ability to apply gist values and principles to
the response options, thus evoking less impulsive choices. When zeros are in both
options, they facilitate a more evenhanded approach to immediate versus delayed
rewards, which can increase or decrease impulsivity relative to a no-zero baseline,
depending on individual and developmental differences. In other words, if people
are highly impulsive, emphasizing good and bad in each option can reduce
impulsivity and conversely.

Finally, we presented recent evidence (Reyna and Wilhelms, 2016) on the role of
long-term, fuzzy mental representations of social and moral values in deferring
gratification and resisting risky behavior. To illustrate, DG-Gist, which is a 12-item
self-report measure of people’s agreement with the qualitative gist of delay of
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gratification, explained unique variance in problem behaviors over and above
standard measures of impulsivity and delay discounting that are based on verbatim
processing. We conclude that the qualitative gist of delay of gratification, as a social
and moral value, cannot be reduced to either a dualist distinction—between
reward-related approach motivation and inhibitory faculties—or quantitative con-
ceptions of delay discounting.

In sum, FTT’s explanations for the role of gist and verbatim mental represen-
tations in reasoning, judgment, and decision making account for a wide range of
phenomena (e.g., framing effects, reverse framing, truncation effects including
framing problems, and the hidden zero in temporal discounting and delay of
gratification) that other theories fail to fully account for. The examination of the
neural underpinnings of reward sensitivity, subjective value, numeracy, risky
choice, and mental representations not only enhances our understanding of the
underlying mechanisms of judgment and decision making, but also facilitates the
design of interventions that reduce unhealthy behavior.
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Chapter 5
Devaluation of Outcomes Due to Their
Cost: Extending Discounting Models
Beyond Delay

Suzanne H. Mitchell

Introduction

Many health issues develop because people engage in behaviors that are ultimately
unhealthy. For example, the link between drinking significant amounts of alcohol
for a prolonged period and developing cirrhosis of the liver is well established.
Similar causal links have been shown between diet and diabetes and, more recently,
dental hygiene and cardiovascular disease; and there are many additional examples.
This observation does not negate the importance of other factors, such as genotype,
which may confer a heightened risk that specific behaviors will lead to illnesses, or
influence the progression and treatment of disease after its onset. However, fol-
lowing from the idea that behavior plays an important role in illness, an obvious
next step to increase public health is to reduce the likelihood or frequency with
which people engage in problematic behaviors. One basic approach involves
examining why these behaviors, such as “drink alcohol,” are more attractive than
the alternatives, such as “do not drink alcohol” or “drink a nonalcoholic beverage.”
Reinforcement theory would suggest that repeated alcohol drinking is due to
the consequences of drinking alcohol being more rewarding or valuable than the
consequences of not drinking (Skinner 1969; de Villiers 1977). However, the
consequences of drinking are complex and occur at different times. For example,
the action of alcohol as a social lubricant and other, positive subjective effects are
more proximate to drinking than the depressant effects of alcohol, subsequent
hangover or the development of any alcohol-associated disease. Recognizing the
potential importance of the immediate and delayed consequences of problematic
behaviors has prompted researchers to frame this situation as one in which an
individual is choosing between a behavior with a relatively immediate positive
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consequence and a behavior that will only pay off in the distant future. In the
laboratory, choices between small, immediate monetary rewards and larger, delayed
monetary rewards are often used for human studies of this choice problem, while
animal studies use small, immediate, and larger, later food rewards.

Inherent in this conceptualization is the idea that delayed consequences are
devalued, making the option to engage in a problematic behavior more valuable
than the alternative because the positive health consequences of not drinking, while
large, are substantially delayed. This process of devaluing or discounting delayed
consequences has been the focus of intense laboratory study beginning in the
mid-1980s. The hope being that, by understanding the neural, genetic, and psy-
chological foundations of the discounting process, it will be possible to identify
individuals at-risk for engaging in unhealthy behaviors and identify ways to
manipulate the process to reduce the frequency of these ill-considered behaviors.
This chapter examines conceptual and practical issues associated with assessing
temporal or delay discounting in the laboratory, before reviewing the literature on a
less-examined discounting process: effort discounting. This review will highlight
best practices in effort discounting research and identify knowledge gaps that
suggest avenues for additional research.

Temporal Discounting

A typical question in a temporal discounting assessment for human participants is:
Would you prefer $95 right now or $100 in a month? Most of us would prefer $95
immediately rather than waiting for a month for an additional $5. Objectively, this
preference is economically irrational if we assume that people’s choices should
maximize their monetary gains. However, we assume that the delayed delivery is
what has reduced the subjective value of the $100 to a level at which $95 is more
preferred. In other words, the objective value of the $100 has been discounted due to
its delayed delivery. To obtain the precise assessment of an individual’s degree of
temporal discounting, we can reduce the amount of reward offered immediately until
preference switches from the immediate reward to waiting for the $100 in 1 month.
If this was done in $5 steps, perhaps at $70 immediately, our hypothetical participant
might switch their preference to the larger, later alternative. Traditionally, the
midpoint between the lowest immediate amount preferred ($75 in this example) and
the largest amount rejected ($70) is defined as the indifference point. A similar
adjustment strategy can be used to identify indifference points associated with other
delays, e.g., 6 months and 1 year. As might be expected, as the delay lengthens, the
value of the delayed reward declines. This phenomenon is often called temporal
discounting; but in different academic disciplines, it is also referred to as delay
discounting, intertemporal choice, delay aversion, and an inability to delay gratifi-
cation. Between these disciplines, there are some subtle differences in the theoretical
and experimental protocols used to explore this phenomenon, but the basic simi-
larities in procedures and findings suggest that researchers interested in this
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discounting area should explore literature across a number of academic domains. For
convenience, I will use temporal discounting here and will focus on temporal dis-
counting of rewards/gains, as illustrated in the receiving-$100-in-a-month example,
rather than losses in which participants are asked how much they would prefer to
pay: a small amount now or larger amount later. While there are studies of temporal
discounting for losses (e.g., Baker et al. 2003; Takahashi et al. 2009; Appelt et al.
2011), this field is less developed than that of delayed gain discounting. But inter-
estingly, early studies suggest that factors affecting gain discounting do not neces-
sarily affect loss discounting in the same way (e.g., Estle et al. 2006; Mitchell and
Wilson 2010). Further, this discussion of temporal discounting will draw examples
primarily from the literature focused on human participants. However, there is a
robust and vibrant literature examining temporal discounting in nonhuman animal
models including mice (e.g., Helms et al. 2008; Oberlin and Grahame 2009), rats
(e.g., Evenden and Ryan 1996; Pattij et al. 2009), and nonhuman primates (e.g.,
Woolverton et al. 2007; Maguire et al. 2013; Barack and Platt, this volume). Many of
the issues to be raised can also be applied to those studies.

From a psychological standpoint, it is not clear what processes are responsible
for temporal discounting. Some have suggested that individuals may view delays
negatively because it is possible that during the delay period something might
happen that makes the delayed outcome unavailable (e.g., Sozou 1998). However,
experimental evidence from Takahashi et al. (2007), suggests that while this factor
may play a role, the extent to which rewards are discounted cannot be fully
accounted for by decreases in the perceived likelihood of receiving the reward and
that there is an individual “time preference factor” related to aversion to waiting. As
anyone who has waited for something to be delivered knows, waiting can be highly
aversive. However, in virtually all tasks used to assess temporal discounting with
human participants, the delays and the rewards are hypothetical or, in cases when
the rewards are real, people are not actively waiting during the delay but leave the
laboratory to engage in everyday activities until the reward is delivered (but see
Mischel et al. 1989; Reynolds and Schiffbauer 2004; Schweighofer et al. 2006 for
examples of research tasks for humans that impose real-time waiting). Thus, tem-
poral discounting in human participants does not seem, logically, to be assessing
aversion to the waiting per se, but may still represent an aversion to the temporary
unavailability of one reward, when there is a simultaneously available but less
valuable reward. In other words, temporal discounting may reflect, in colloquial
terms, willingness to settle for what is currently available. Studies using nonhuman
animals, in contrast, do impose actual delays before the larger, later reward is
delivered, opening up an avenue for processes involved in temporal discounting to
differ between the human and animal models.

The idea that temporal discounting is critically bound to the value of the
immediately available reward has resulted in discounting being equated with the
personality trait of impulsivity, and indeed some literature refers to temporal dis-
counting as impulsive choice (e.g., Cardinal et al. 2001; Robbins and Dalley, this
volume) or waiting impulsivity (e.g., Robbins and Dalley, this volume). Numerous
questionnaire measures have been developed to assess impulsivity as a personality
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trait, for example, the Barratt Impulsiveness Scale (Patton et al. 1995),
the Impulsivity Inventory (Dickman 1990), the Impulsiveness, Venturesome and
Empathy Scale (Eysenck and Eysenck 1991), and the UPPS-P Impulsive Behavior
Scale (Whiteside and Lyman 2003 with additions from Cyders et al. 2007). These
questionnaires usually focus on whether individuals engage in behaviors with a
potential for negative outcomes (“I do things without thinking”: an item from the
Barratt Impulsiveness Scale), based on the idea that impulsivity involves a lack of
forethought, inappropriateness, and possibly negative outcomes (Evenden 1999).
Given the wide-ranging scope for questionnaire measures versus the circumscribed
focus of temporal discounting, it is unsurprising that correlations between temporal
discounting and impulsivity measures derived from these questionnaires are often
low (e.g., Mitchell 1999), even though stability data suggest that temporal dis-
counting has trait-associated components (Odum 2011). Consequently, if temporal
discounting is to be thought of as a measure of impulsivity, we should recognize
that it encompasses only a fraction of the conceptual aspects of more
personality-focused measures of impulsivity.

As indicated in the Introduction, researchers are interested in temporal dis-
counting because numerous studies have indicated that temporal discounting is
more pronounced in individuals who engage in behaviors associated with ill health.
For example, those who have been diagnosed with some type of psychopathology
compared to those who have not. These psychopathologies include substance use
disorders (see MacKillop and Tidey 2011 for a meta-analysis; also Bickel et al., this
volume), and neurodevelopmental disorders like attention-deficit/hyperactivity
disorder (Scheres et al. 2010; Robbins and Dalley, this volume) and schizophrenia
(Wing et al. 2012). Also, obese individuals show more discounting than healthy
weight individuals (e.g., Jarmolowicz et al. 2014), and people who do not perform
preventative health activities such as scheduling regular dental appointments show
more discounting than those who do (e.g., Story et al. 2014). In virtually all of these
studies, temporal discounting has been assessed by offering participants a choice
between a smaller, immediate reward and a larger, later reward. The use of
immediate rewards creates the possibility that group differences in these studies are
due to differential responses to immediate rewards rather than higher levels of
devaluation of the delayed reward. Addressing this issue, Mitchell and Wilson
(2012) examined whether more pronounced temporal discounting in cigarette
smokers compared to never smokers remained when both rewards were delayed.
They found that group differences were still seen but to a much lower degree than
would be predicted based on discounting when the smaller reward was immediate.
This led them to conclude that the steeper discounting observed in numerous
studies (e.g., Bickel et al. 1999, 2008; Mitchell 1999; MacKillop and Tidey 2011;
Friedel et al. 2014) was probably due both to a relative heightened sensitivity to the
availability of the immediate, smaller reward by smokers, as well as heightened
aversion to the delay associated with the larger, later reward. However, such a
conclusion requires additional studies to replicate these effects, and possibly to
extend this observation to other populations who engage in behaviors associated
with ill health.
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In the majority of studies using human and nonhuman animal models, temporal
discounting is examined using choice paradigms. An excellent discussion of the
currently used variants for human and nonhuman research, as well as their positive
and negative features, is provided by Madden et al. (2010). As pointed out by
Richards et al. (1997), all are examples of psychophysical procedures. Many
research groups use procedures based on the method of adjustment, which varies
the amounts or delays presented to participants based on responses to earlier
choices (e.g., Richards et al. 1997; Johnson and Bickel 2008; Koffarnus and Bickel
2014); for example, increasing the size of the smaller, immediate reward following
a choice in which the participant preferred the larger, later alternative. Less fre-
quently used are tasks, such as the Monetary Choice Questionnaire (Kirby et al.
1999), which rely on the method of constant stimuli. This method presents smaller,
sooner and larger, later rewards in an order that is independent of participants’
choices. In principle, this type of procedure permits researchers to assess whether
preference switches are “clean,” such that all values above the indifference point are
for the smaller, immediate alternative and all values below are for the larger, later
alternative, or show some inconsistencies around the threshold. Several authors
have remarked that this type of measure might provide some interpretational
nuances that can supplement the use of discount functions and area-under-the-curve
analyses (e.g., Luo et al. 2012). However, this remains an unanswered empirical
question.

While the temporal discounting literature is dominated by studies using choice
procedures, it is worthwhile remembering that choice is not the only way to assess
subjective value. As elegantly discussed by Grace and Nevin (1997), subjective
value can be estimated in multiple ways, all of which should show some conver-
gence, as indicated by correlations. One way is to ask how much participants would
“pay” to remove the delay to the larger, later reward or the degree of compensation
needed for an immediate reward to be acceptable after a delay. The former procedure
is analogous to selecting the delivery options offered to customers of some
mail-order businesses in which customers can pay to have items delivered the next
day rather than in, for example, 5–7 days. Weber et al. (2007) used a variant of this
accelerating-delivery approach to investigate the effect of manipulating thoughts or
“queries” about consumption of the delayed reward on the willingness to tolerate
delays. Scholten and Read (2010, 2013) have also examined these types of proce-
dures and demonstrated that people will pay less for delays to be removed than the
compensation that they require to accept a delay of the same length. These authors
suggest that this is consistent with the well-accepted distinction in the judgment and
decision-making literature on willingness-to-pay/willingness-to-accept; that is,
individuals tend to understate the amount they will pay for a desirable change
(receiving a reward earlier) and overstate the amount they need to receive to accept
an undesirable change (receiving a reward later). Whether these procedures are
sensitive to factors shown to affect temporal discounting assessed using choice
procedures, such as cigarette smoking or the use of nonmonetary rewards, is as yet
an open question.
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Effort Discounting

Delay and likelihood of nonreward (probability) can be viewed as costs that result
in the devaluation of rewards. However, it has long been recognized that the “ef-
fort,” to use the term introduced by Tolman (1932), expended to earn rewards also
affects their selection. In the early part of the twentieth century, numerous studies
demonstrated that when offered equal-sized rewards, nonhuman animals would
select the alternative associated with the smaller effort requirement, whether that be
traversing the shortest runway (DeCamp 1920; Kuo 1922; Grice 1942), pushing the
door with the least resistance (Tsai 1932), pulling the lightest tray (McCulloch
1934), or pressing the lever with the least weighted resistance (Thompson 1944).
These results are embodied in the Principle of Least Effort (Hull 1943), which states
that “If two or more behavior sequences, each involving a different amount of
energy consumption or work (W) have been equally well reinforced an equal
number of times, the organism will gradually learn to choose the less laborious
behavior sequence leading to the attainment of the reinforcing state of affairs”
(p. 294). Others have suggested alternative wording but with the same basic
message (e.g., Mackintosh 1974).

For researchers presenting human and nonhuman subjects with consumable
rewards, such as cigarettes or food, the concept of the Principle of Least Effort fits
well with the ideas about relative cost from behavioral economics. In that area of
study, demand for a commodity is a function of its unit price, that is, the amount of
a commodity divided by the cost of obtaining it. While most recent studies use the
number of responses required to obtain a reward to represent unit price in the
laboratory, the original formulation provided by Hursh et al. (1988) explicitly
included both number of responses and the force required to complete the response.
For studies using operant chambers, this force would be the weight required to close
the microswitches of response levers in rodent operant chambers. The Principle of
Least Effort also fits well with the tenets of foraging theory (Stephens and Krebs
1986), where evolution is assumed to have selected organisms that will maximize
their net rate of energy gain. Of note, this metric, unlike the unit price formulation,
includes both the temporal aspects of reward delivery as well as considerations
about energy expenditure. However, few experimental studies have actually
assessed energy expenditure directly and usually use a proxy measure such as lever
presses, or distance travelled during specific periods. While these proxies probably
provide good approximations of the rate of energy expenditure under many cir-
cumstances, Brener and Mitchell (1989) demonstrated that during rats’ acquisition
of lever pressing in an operant chamber, work rate on the lever increased because
lever pressing rate increased. However, rate of overall energy expenditure, mea-
sured using oxygen consumption, declined reflecting the refinement of responses to
more closely approximate the forces required to be classified as a response, con-
current with reductions in activity extraneous to lever pressing while in the operant
chamber.
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While energy expenditure might be the ultimate currency evaluated by partici-
pants during effort discounting tasks, studies of effort discounting have taken a
simpler approach to manipulating effort. These manipulations have included
squeezing hand grips to some percentage of a previously determined maximum for
that individual (Mitchell 1999, 2004; Hartmann et al. 2013) or climbing different
numbers of flights of stairs (Ostaszewski et al. 2013) or making different numbers of
button presses (Treadway et al. 2009) in studies using human participants. For
rodents and nonhuman primates, manipulations have included varying the number
of responses required on a lever (Floresco et al. 2008; Farrar et al. 2010), requiring
rats to climb barriers of different heights (Denk et al. 2005; Kosheleff et al. 2012) or
varying the trail that has to be navigated using a joystick (Evans and Krueger 2014).
The latter type of manipulation has been examined in a parallel literature focused on
spatial discounting, which has focused on the distribution and distance required to
travel between food rewards and how that influences choices between closer, but
less preferred items (e.g., Stevens et al. 2005; Mühlhoff et al. 2011). Interestingly,
in addition to these physical effort manipulation procedures, there has been recent
attempt to develop tasks to manipulate cognitive effort. As might be anticipated,
most of these attempts have been directed toward human participants. Thus,
Botvinick et al. (2009) required participants to choose between blocks of trials in
which there would be a low- or high-cognitive effort demand, where demand varied
by requiring more frequent shifting between performing a magnitude judgment task
and an ink color identification (Stroop) task. Westbrook et al. (2013) developed a
task in which individuals performed an N-back memory task, and then made
choices between small and large rewards each associated with different N-back
memory requirements. Ostaszewski et al. (2013) required people to choose between
an effortless reward and a reward requiring that they read different lengths of text
and create a presentation for a class on that text. Schouppe et al. (2014) varied the
number of trials with consistent or inconsistent stimuli in a task requiring partici-
pants identify the direction of only the center arrow (Flanker task) to vary the
attentional requirements. Data presented from each of these tasks indicated that the
value of the larger, more effort-requiring reward was reduced systematically as the
cognitive effort required increased. In other words, cognitive effort discounting
occurred. In addition to these human-focused tasks, a single task for rodents has
been developed by Catherine Winstanley (Cocker et al. 2012; Hosking et al. 2014,
2015). This task requires rodents to perform an attentional task where the duration
of the stimulus signaling the location of the nose poke required for reward varies
making it easy or difficult to detect the signal.

As might be expected, and similar to temporal discounting research, studies
using rodents and monkeys have required that the physical and cognitive effort be
completed prior to earning a reward, while studies using human participants have
used hypothetical effort requirements in many instances of physical and cognitive
effort. Unlike the temporal discounting literature, in which studies have suggested
similar discounting functions are obtained with real and hypothetical rewards (e.g.,
Madden et al. 2004), there is reason to believe that real and hypothetical studies
may result in significantly different functions for effort discounting. Research to

5 Devaluation of Outcomes Due to Their Cost … 151



confirm this is required, but two sets of findings from my laboratory are pertinent.
First, in an attempt to create a task similar to that used in nonhuman animals, my
laboratory experimented with a real-time experiential effort discounting task, in
which participants had to complete the effort associated with their chosen alter-
native following each choice. It rapidly became apparent that unlike studies using
rodents, indifference points could not be identified easily. Participants reported that
they would select the no-effort alternative to “have a rest” following a prior,
high-effort choice, rather than selecting based on the values of the alternatives being
offered. Similarly, they reported selecting the no-effort alternative to “gather my
strength” in case an attractive large-reward, high-exertion option was presented
next. Thus, choices were not independent of one another, and the resulting dis-
counting function was driven by the order of the questions presented. These would
not be considerations if requirements were hypothetical. Second, my laboratory has
published several studies using a handgrip to examine physical effort discounting
(Mitchell 1999,2003, 2004). During the research process, several experimental
considerations became apparent. The protocol required participants to squeeze a
handgrip “as hard as they could” during screening to identify the maximum force
that an individual could generate (maximum voluntary contraction [MVC]).
Following this screening, participants chose between a small amount of money
available for exerting minimal effort and $10 available after successful completion
of a squeeze with some percentage of the MVC. One choice question was selected
at random after the task was completed and participants completed the requirements
associated with that question. Participants almost always selected the larger, harder
alternative when the MVC was 100% or lower but, surprisingly, continued to
sometimes select the larger, harder alternative when MVC values were larger than
what they had completed during screening, although participants’ ratings of their
confidence of successfully completing the requirement fell from 100 (completely
confident of completing the requirement) toward 0 (completely confident of not
completing the requirement). As described in (Mitchell 2003), indifference
point-MVC percent function looked highly unlike discount functions seen in
temporal discounting studies (Fig. 5.1a). However, using the procedure developed
by Rachlin et al. (1991) to convert probability to odds against, the confidence
ratings obtained for the different MVC requirements (Fig. 5.1b) were transformed
to perceived odds-against scores. Creating a discounting function by plotting the
indifference points against these transformed ratios resulted in the effort discounting
function looking identical to temporal discounting functions, as can be seen by
fitting a hyperbolic function to these data (Fig. 5.1c). The ability of this transfor-
mation to create systematic functions underscores the importance to human par-
ticipants of the participant’s perception that the larger reward might not be received.
Conceivably, this could be an important consideration for participants in cognitive
effort discounting tasks, as well as the physical effort tasks, again illustrating a
consideration associated with the use of real rather than hypothetical choices.
Another feature of this analysis is important. Some might assert that the purpose of
effort discounting assessments is to determine devaluation of the value of the large
reward due to participants not being willing to accept the cost. This is not being
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accomplished if the choices in the effort discounting are driven by the possibility of
failure to successfully complete the effort requirement. In other words, if partici-
pants believe that they may be unable to successfully complete the physical or
cognitive effort requirement, discounting might not be relevant to differences in
reward valuation associated with apathy and conditions characterized by apathy. It

Required MVC to earn $10 (%)

M
ea

n 
in

di
er

en
ce

 p
oi

nt
 (

$)

2

4

6

8

10

(a) (b)

(c)

0 50 100 150
Required MVC to earn $10 (%)

M
ea

n 
co

nfi
de

nc
e 

ra
tin

g

20

40

60

80

100

0 50 100 150

Perceived odds against earning $10

M
ea

n 
in

di
er

en
ce

 p
oi

nt
 (

$)

2

4

6

8

10

0 2 4 6

Fig. 5.1 Effort discounting data. Each participant squeezed a handgrip as hard as they could
during screening and that was defined as an individual’s maximum voluntary contraction (100%
MVC). a Mean indifference points for 20 participants as a function of the MVC required to earn
$10 (0, 50, 100, 125, 135, 150%). b Mean confidence rating for the ability to complete the MVC
requirement successfully (0–100% confident). c Confident rating was converted to a perceived
odds against receiving $10 index (100/rating − 1) and mean indifference points were plotted as a
function of perceived odds against
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is recommended that researchers interested in using real rewards carefully consider
whether this is appropriate to their research question.

Despite the potential difficulties associated with conducting effort discounting
research, interest in effort discounting is growing (Fig. 5.2). A literature search was
conducted using the terms “effort” and “discounting” in Pubmed, PsychInfo, and
EbscoHost. Articles of interest were experimental studies, rather than reviews or
unpublished dissertations, written in English with at least two effort levels being
assessed, on of which could be a “no-effort” control or baseline, comparison
condition. This search revealed several areas of focus in these studies. A few
studies, using human participants, focus on task development, including the degree
to which the physical and cognitive effort discounting functions resembles that for
temporal discounting (e.g., Hartmann et al. 2013; Westbrook et al. 2013). These
studies suggest that the discounting functions may be dissimilar, with effort func-
tions being more linear than delay functions that are usually characterized as
hyperbolic. However, the lack to consensus in terms of tasks and effort formats
makes it difficult to determine. The majority of nonhuman animal studies focus on
physical effort and use a small set of tasks, possibly due to practical limits on ways
to manipulate physical effort. Consequently, task development is not a focus of
these studies.

In contrast to the functions derived from human participants, the functions
derived using nonhuman animals appear fairly similar to those of temporal dis-
counting functions, perhaps because the methodology is very similar between the
two types of discounting (Fig. 5.3). For example, a procedure based directly on that
developed for temporal discounting by Evenden and Ryan (1996) has been used in
several studies, e.g., Floresco et al. (2008). That is, rather than blocks of choices in
which rodents choose between smaller, immediate rewards and larger, later reward
with increases in the length of delay over blocks, they choose between smaller,
easily obtained rewards and a larger, harder to obtain reward with increases in the
difficulty over blocks. One useful feature of this procedure is that it is easy to create
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a yoked control for the different amounts of time required to complete the pro-
gressively harder requirements and thus ensure that the apparent effort discounting
is not actually temporal discounting. Such data indicate that temporal discounting
processes do not account for all of the discounting observed in an effort discounting
study (e.g., Fig. 5.4). Most studies using nonhuman animals include these types of
controls, but this is far more rarely seen in human-focused studies, perhaps due to
those studies use of hypothetical effort requirements.

The focus of the majority of effort discounting studies using nonhuman animals
is neuroscience research examining the neurophysiology of effort-related
decision-making. The role of dopamine in the motor system is well established,
and so many studies have worked to identify the contribution of different
dopaminergic receptors in effort discounting, and whether region implicated in
temporal discounting is also influential in effort discounting. Studies from John
Salamone’s group have gone beyond demonstrating that dopaminergic blockage in
the nucleus accumbens reduces willingness to exert effort and have established
interactions with adrenergic 2A receptors and the acetylcholine system (see Nunes
et al. 2013 for review). In addition to this research, other studies have examined the
role of particular anatomical regions in the effort discounting decision-making
process. Critical areas that have been identified using inactivation of GABAergic
neurons are similar to those identified in the studies of temporal discounting and
other studies of decision-making: the nucleus accumbens, and the basolateral
amygdala (Ghods-Sharifi et al. 2009; Ghods-Sharifi and Floresco 2010), prefrontal
cortex (Piantadosi et al. 2016). Functional magnetic resonance imaging (fMRI) in
human participants performing effort discounting has also identified overlapping
regions of activity to those associated with temporal discounting: nucleus accum-
bens and ventral tegmental area (Botvinick et al. 2009; Prevost et al. 2010).
However, Massar et al. (2015) has concluded that activity in the anterior cingulate
cortex is more robust during an effort discounting task than temporal discounting.
The focus on the neural bases of effort discounting is less pronounced in the
literature using human participants, rather researchers have concentrated on the
effects of psychopathology, especially those associated with apathy-like depression
or associated with increased physical activity like attention-deficit/hyperactivity
disorder (e.g., Neef et al. 2005; Burke et al. 2013; Docx et al. 2015; Culbreth et al.
2016). Such studies indicate effort discounting is steeper in these samples, but the
number of studies makes it difficult to be confident that publication bias is not
driving these findings. Future research is undoubtedly required.

Conclusion

Effort discounting is an exciting, emerging area of research. While there are some
methodological and neurobiological commonalities with temporal discounting, and
also probability discounting, studies demonstrate that effort discounting is a distinct
process behaviorally and neurologically. The extent to which variables that affect
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temporal and probability discounting also influence effort discounting, such as
intellectual functioning (Shamosh and Gray 2008), remains to be determined, and
research linking effort discounting to psychopathology is in its infancy. For
researchers working with human participants, some important methodological
details are unresolved, such as the differences between discounting when partici-
pants know that they can complete the hard requirements successfully and dis-
counting under conditions when success is not a given. Cognitive effort discounting
procedures are especially interesting in this regard because discounting when par-
ticipants know the effort can be completed may cast light on apathy, and permit
researchers to better understand and model this prevalent characteristic of multiple
psychiatric and neuroinflammatory disorders.
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Chapter 6
Engaging and Exploring: Cortical Circuits
for Adaptive Foraging Decisions

David L. Barack and Michael L. Platt

Introduction

Impulsive decisions often have unforeseen and regrettable outcomes. By choosing
in the heat of the moment, the longer-term consequences that result from our
decisions are often overlooked in favor of the ephemeral but seductive present
(Loewenstein 1996; Bickel and Marsch 2001; Frederick et al. 2002; Bickel et al.
2007; Glimcher et al. 2007). By choosing to have that last round, clicking on that
tempting link, or taking the plunge on the big buy, we commit ourselves to
immediate gratification at the expense of potentially better long-term outcomes. The
evolutionary contexts within which our decision circuits evolved reflect these
so-called intertemporal choices. The primary adaptive function of our decision
circuitry lies in maximizing fitness over the longer term (Hamilton 1964; Williams
1966; Trivers 1971, 1972; Charnov 1976; Krebs et al. 1978). Those long-term
consequences are driven by how efficiently we gather resources over multiple
decisions. Understanding how we make choices in time thus requires that we first
understand how decision circuits function in their adaptive context. Perhaps the
most fundamental of these is the context of foraging decisions (Stephens and Krebs
1986).

Foraging describes the process by which animals actively search for and harvest
resources (Stephens and Krebs 1986). Two broad classes of foraging decisions are
generally recognized: choosing whether to accept or reject a particular item upon
encounter and choosing when to leave a depleting patch of resources to search for a
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better one. The ubiquity of such decisions makes foraging fundamental to decision
making (Real 1991; Stephens 2008). Building upon this prior work, here we pro-
vide an analysis of foraging choice contexts and survey the neural mechanisms
mediating foraging behavior with a special focus on how foraging strategies are
regulated to meet the demands of volatile and stochastic environments.

Neurobiological studies of foraging have focused on sequential, non-exclusive,
accept-or-reject decisions in iterated choice contexts in which choosing to accept or
reject an option now does not forego returning to the alternative at a later time, and
the choice facing the organism occurs repeatedly, with different options presented
in sequence (Stephens 2008; Calhoun and Hayden 2015). For example, organisms
foraging for food distributed in patches repeatedly choose whether to continue
harvesting from the same patch or leave to search for a new, potentially better
alternative (Charnov 1976; Stephens and Krebs 1986). Likewise, organisms trav-
eling along a well-worn foraging path repeatedly decide whether to visit their
habitual haunts or to explore new ones (Berger-Tal and Bar-David 2015). Finally,
organisms in dynamic environments must continuously compare the probability
that the world has changed against the relative noisiness in the pattern of rewards
and adjust their behavior accordingly (Nassar et al. 2010).

Primates, who have diverse diets (Harding and Teleki 1981), exhibit especially
complex and flexible foraging behavior. The need to remember the types, locations,
and renewal times of many food resources requires spatial memory, and efficiently
harvesting these resources requires strategic planning (Clutton-Brock and Harvey
1980; Milton 1981). Indeed, the complexity of such foraging has been hypothesized
as a major selective pressure driving the expansion of the neocortex in primates
(Milton 1988; Passingham and Wise 2012; Genovesio et al. 2014). The foraging
hypothesis explicitly proposes that primate dietary diversity placed selective pres-
sure on our forebears for larger and more complex brains.

Besides food, organisms forage for a wide range of resources, including water,
minerals, sexual opportunities, social encounters, and other biologically relevant
resources (Stephens and Krebs 1986) like information (Dukas 2002; Fu and Pirolli
2007; Pirolli 2007; Dukas and Jim 2009). Though foraging in external spaces
stands as a basic ability of cognitive systems, the mechanisms used for foraging and
the formal models describing foraging behavior can be extended to the search and
exploration of mental space. Foraging models have been applied to complex cog-
nitive activity, including visual search (Cain et al. 2012; Anderson et al. 2013,
Wolfe 2013), free recall (Hills et al. 2012, 2013, 2015; though for a dissenting
view, see Abbott et al. 2015), planning (Wilke et al. 2009), task-switching (Payne
et al. 2007; Farmer et al. 2011; Janssen et al. 2011), studying (Metcalfe and Jacobs
2010), social processing (Hills and Pachur 2012), and problem solving (Hills 2010;
Hills et al. 2010, Payne and Duggan 2011).

The capacity to forage through internal spaces is hypothesized to be one of, if
not the, most central cognitive skills (Newell 1994, Hills et al. 2010).
Understanding how organisms forage thus illuminates a range of both fundamental
and complex cognitive behaviors. Whether searching for food, social encounters,
information, items in memory, or concepts, organisms must navigate a rich array of
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possibilities, deciding which opportunities to pursue and which to forego. Only
recently, however, have the neural circuits mediating foraging in humans (Kolling
et al. 2012; Shenhav et al. 2014), nonhuman primates (Hayden et al. 2011), and
other animals (Bendesky et al. 2011; Ranade et al. 2013) begun to be described.

In this review, we describe in detail a circuit for foraging decisions (Kolling et al.
2012; Calhoun and Hayden 2015), the set of brain regions and neural computations
underlying the ability to forage efficiently. Malfunction in this set of regions can
result in impulsive and risky choices that fail to adequately account for the
long-term consequences of our actions. This network of areas is modulated by two
catecholamines, dopamine and norepinephrine, originating in subcortical nuclei and
playing key roles during foraging. Here, we focus on an interconnected network of
cortical areas, composed of the anterior cingulate, medial prefrontal, and posterior
cingulate cortices. Efficient foraging behavior requires not only keeping track of
foregone opportunities, a function we ascribe to the dorsal bank of the anterior
cingulate sulcus (dACC), but also computing the value of current options by
integrating over various environmental properties, a function of prefrontal cortical
regions including the medial orbitofrontal cortex (mOFC) and ventromedial pre-
frontal cortex (vmPFC) with inputs from subcortical dopaminergic pathways, and
non-specific optimization computations that shift behaviors into an exploratory
regime, a function that we ascribe to the posterior cingulate cortex (PCC). While
these areas may execute the same computations to organize other kinds of behavior,
such as simultaneous, value-based decision making (Shenhav et al. 2014, 2016), we
argue that this interconnected network of areas (Vogt et al. 1979; Heilbronner and
Haber 2014) comprises a foraging circuit that regulates adaptive decisions to
engage or to explore, the fulcrum of foraging behavior.

Foraging and Decision Making

Imagine you are a monkey, and you are foraging in a berry patch. As you forage,
you gather berries, which take time and energy to find and consume. Other
members of the troop are also gathering food, and there is the ever-present danger
of predation. Some of these competitors and dangers you can see, and some you
can’t. The decline in the available resources, the competition from other foragers,
and the dangers posed by predators continually force the decision to choose
between continuing to forage at the same location and abandoning the current patch
for newer, potentially more rewarding grounds.

This hypothetical situation highlights some of the prominent features of foraging
(Fig. 6.1a, left panel). Such choices are iterated, recurring again and again in a
particular context, and non-exclusive, where choosing one option does not prevent
choosing other options at a later time (Stephens 2008; Stephens et al. 2012). When
foraging within a patch of resources, organisms repeatedly decide to continue
harvesting reward or to search for new resources. Deciding to continue foraging in a
patch does not commit an organism to staying within that patch beyond the current
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choice. Even within a patch, decisions to continue to search or feed at one
within-patch resource are often made repeatedly, as many patches contain multiple
exploitable resources. And, choosing to forego eating a food item, perhaps because
it is less desirable now, does not prevent choosing to eat it later, perhaps because it
has become more desirable. The non-exclusive nature of such choices implies that
foregone options can be returned to at a later time, but only if the organism can
recall the location and value of these options.

Foraging contexts typically involve so-called foreground and background
options, with organisms making an accept-or-reject decision about the foreground
option (Stephens 2008; Kacelnik et al. 2011; Calhoun and Hayden 2015). Coming
across a less desirable berry may result in a monkey rejecting it and continuing to
search for a better one. A larger, riper berry may elicit an accept response. Likewise,
the foreground choice may be to begin foraging in a patch, whereas the background
choice is to continue searching. Foreground/background options can also be framed
as continuing with a plan or diverting from it, as occurs in planned foraging
routines. The foreground and background options establish the decision context for
the foreground choices.

(a () b)

(c) (d)

Fig. 6.1 a Schematic for foraging problems. (Left panel) Successive encounters result in a series
of accept-or-reject decisions by the forager. (Right panel) Foraging is often a recursive series of
such decisions. b Patch-leaving decisions exemplify this basic structure. As the organism forages
in a patch, they can choose to continue to harvest reward from the patch or to search for a new one,
often at unknown locations and for unknown costs. c Traplining also illustrates the basic foraging
structure, as organisms make a series of accept-or-reject decisions along a preset pathway.
d Changepoint detection poses a multi-alternative foraging problem for organisms, who must
integrate information over multiple choices about which foreground option is the best, akin to
sampling from a patch over time in order to decide when to switch, albeit to a known location
whose value may have changed
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Sometimes, foraging decisions are framed in terms of default and non-default
choices (Kolling et al. 2012, 2016; Shenhav et al. 2014). Default options are ones
that are chosen more often in a decision context, whereas non-default options are
chosen less often. Whether the foreground option is a default one depends on the
choice context. The foreground option can be the non-default option when fore-
ground options are often rejected, or the default option when such options are
usually accepted. Whether the foreground option is default depends on the relative
probability of accepting that option.

In general, the decision to accept or reject the foreground option is governed by
the average reward rate over a period of time (Charnov 1976). Average reward rate
has been conceived of as the opportunity cost of time (Niv et al. 2005, 2007;
Constantino and Daw 2015) and proposed as a unifying variable underlying re-
sponse vigor (Guitart-Masip et al. 2011; Beierholm et al. 2013), exploration/ex-
ploitation trade-offs (Aston-Jones and Cohen 2005; Gilzenrat et al. 2010), temporal
discounting (Kacelnik 1997; Gallistel and Gibbon 2000), as well as risk sensitivity
and self-control (Constantino and Daw 2015), thus highlighting the relevance of
foraging to a diverse array of behaviors and cognitive processes.

Choices between options are typically sequential, not simultaneous, and recur
over and over (Fig. 6.1a, right panel) (Freidin et al. 2009; Kacelnik et al. 2011).
Within a patch, an organism may make repeated selections from the array of food
options, sequentially encountering possible prey items and choosing which to
consume. In deciding when to leave the patch, the organism may make a sequence
of stay in patch decisions before finally deciding to depart.

Foraging often occurs within changing environments or against a background of
new information gained over multiple choices (Calhoun and Hayden 2015). As
organisms forage within a patch, they decrease the overall quality of the patch by
consuming resources, thus changing the prospects for the present patch. Or, simi-
larly, as they explore the local environment for a new patch, organisms learn about
the distribution of patches in the environment, how far apart and rich they are,
changing their expectations and hence their decision computations. Organisms must
integrate this information and subsequently adjust both their estimates of the local
and global reward rates and their foraging strategy to take into account this new
information. Foragers can also actively explore their environments to improve the
set of foraging opportunities, either for present consumption or for future planning
of foraging routes.

A Process Model of Foraging

Our process model of foraging computations includes a basic value-guided
threshold decision circuit assisted by a set of behavior optimization routines
(Fig. 6.2). The basic choice mechanism includes a running assessment of the value
of the background option (typically the average reward rate for the current envi-
ronment), the assignment of a value for the current foreground option, and
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threshold-setting and comparison mechanisms for choosing between these options.
In addition, memory is needed to store the recent history of the size and location of
rewards, as well as any foraging paths or strategies adopted. Finally, a set of
computational mechanisms that update the estimate of the environmental state,
including detecting changes in the environment, exploring for new information, or
searching for alternative options, augments the uncertainty of the estimated average
reward rate and hence the threshold used to make a decision.

A standard threshold decision model serves as a useful starting point for
understanding the computational operations underlying the foraging choice (Gold
and Shadlen 2007; Kacelnik et al. 2011; Calhoun and Hayden 2015). The value of
accepting the current option is compared to the value of rejecting it, with the
background determining the threshold for accepting the foreground option. The
threshold is typically related to the rate of accumulation of energy, information, or
some other resource (Charnov 1976; Stephens and Krebs 1986; Pirolli 2007; Hills
et al. 2008; Freidin et al. 2009). Besides basic perceptual machinery, computing the
value of the current option requires determining the sizes of the associated rewards
and probabilities of obtaining those rewards (Bernoulli 1738), as well as the time
and energetic costs of choosing the different options (Stephens and Krebs 1986).
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Fig. 6.2 The proposed process model and speculation about the areas executing the relevant
computations. Foragers make accept-or-reject decisions about foreground offers. Values are
initially represented in ventromedial prefrontal cortex (vmPFC), with neuronal activity therein
ultimately signaling the value of accepted offers. Foregone offer values are signaled in dACC. The
inputs from recently experienced (vmPFC) and counterfactual (dACC) rewards are integrated with
historic reward rate information (possibly encoded in basal ganglia dopamine [DA] neurons). This
integrated signal sets decision thresholds for use in the rate rule (see text). Optimal foraging is
regulated by gain modulations in this threshold, such as by sudden shifts in environmental states,
changes in the space of possible actions, or updates to state–action–outcome contingencies. These
different variables are integrated, and their influence on adaptive foraging is possibly mediated by
PCC. Current offer values are integrated over time until a threshold is reached (depicted) and the
offer is accepted. Decisions to reject offers may also be driven by a similar integration process
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The value of rejecting the foreground option is typically governed by the rich-
ness of the environment (Charnov 1976). Computing long-term reward rates
requires updating a stored value that integrates over different types of information.
First and foremost, rewards gained over some time horizon must be integrated into
the average value for the environment (Constantino and Daw 2015; Barack and
Gold 2016). Second, information about the number and value of other possible
rewarding locations must also be incorporated to obtain a better estimate of the
environment’s overall richness (Reboreda and Kacelnik 1991; Dukas and Jim
2009). Third, assessment of the richness of the environment must be scaled by the
uncertainty associated with each source of reward or information, as well as by the
overall density of other foragers (Fretwell and Calver 1969), probability of pre-
dation (Stephens and Krebs 1986), and other factors.

A control system hypothetically governs the trade-off between the accept and
reject values using local reward rates (Stephens and Anderson 2001; Kacelnik et al.
2011, Calhoun and Hayden 2015). The controller will act as a comparator
(Carpenter 1988) of the value of accepting to that of rejecting, as well as gating the
decision signals for action selection. The controller sets the threshold for the value
comparison, utilizing the rate rule (Charnov 1976; Stephens and Krebs 1986;
Stephens and Anderson 2001): Select the foreground offer if and only if Gi/Ti >
G=T , that is, if the gain in reward from type i options, Gi, divided by the time cost,
Ti, exceeds the average offer across types. Hence, the threshold is governed by the
average offer in the environment.

In general, there are many ways to set this threshold. For example, the controller
may explicitly set a general threshold governed by the above-mentioned factors. Or,
there may be multiple value-governed thresholds for accepting or rejecting the
option facing the organism, with a decision emerging from the interactive race
between them (Kacelnik et al. 2011). When the comparator determines that the
integration over the value of the current foreground offer reaches the threshold, the
organism accepts the foreground option. The threshold can be augmented by new
information either in the form of environmental information or in the form of
reassessment of the actions available to the organism. Since the threshold is set by
the average reward rate, and the reward rate is computed over some time horizon,
the threshold can be augmented either by clearing the stored value of the average
reward rate or by adaptively setting the horizon over which the history of rewards is
to be computed.

In addition to the threshold for accept-or-reject decisions, the challenge of
determining when to alter the background is also governed by average reward rates.
For some foraging decisions, the problem reduces to a comparison of the current
reward rate, computed over a local time horizon, and the average for the environment,
computed over a longer one (Charnov 1976). Here, organisms can use the marginal
value theorem (Charnov 1976), which is formally equivalent to the rate rule:
Background context should shift when R > dR/dt, that is, when the average reward
rate across the environment is greater than the instantaneous reward rate dR/dt being
offered right now. In these situations, the forager should switch when the reward rate
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determined by recent offers drops below the average for the environment, that is,
when anywhere else on average is better than where the forager is now.

Organisms may use the more myopic rate rule, above, to make decisions about
both whether to accept or reject a foreground offer and whether to change the
background option (Stephens and Anderson 2001). For other foraging decisions,
the problem reduces to a determination of when new information such as evidence
of newly available large rewards suggests that switching may be beneficial, aug-
menting either the relative value of the current offers or the estimate of the average
richness of the environment. These factors can induce a change in the organism’s
strategy, shifting its background option. Hence, foraging is intrinsically hierarchi-
cal: A series of accept-or-reject decisions are made while engaged in a particular
behavior, while simultaneously informing the organism about whether to continue
with that type of behavior or switch to a new one.

Since choices are made sequentially, the alternative foreground options from
successive choices may not all be present at the same time, imposing memory and
planning demands on foraging. With a single current offer, the alternatives are not
simultaneously posed to the forager. And yet, whether or not to accept the current
offer will depend on its value relative to other recent offers and to the average offer
in the environment. Hence, organisms must remember the history of such offers in
order to know whether the current offer should be consumed.

In addition to remembering recent options, foragers also need to estimate the
relevant time horizon over which to encode past options and to integrate recent
history. This time horizon governs the extent to which memory for past choices
influences the current foraging decisions. The entire history of recent offers may not
be relevant, especially if there was recently a change in their distribution. Foragers
thus must also keep track of the relative stability of the environment (Nassar et al.
2010) and determine how far back in time to filter recent offers (Barack and Gold
2016). The recent history of offers will then be integrated over this relevant time
horizon.

Finally, advanced planning and strategic assessment, possibly governed by a
hippocampal–striatal–prefrontal cortical mechanism (Redish 2012), must guide the
order of future choices. Different sequences of offers will differently impact reward
rates. Planning as much as possible also reduces uncertainty and increases the
accuracy of estimates of various reward rates. Context too influences the trade-off
between risk and reward. Different resources at different locations in the environ-
ment will offer different rewards and hence promise different reward rates, and these
differing offers may be preferred in different contexts, such as cases where a
minimal level of reward is required for continued survival (Caraco 1981; Kolling
et al. 2014).

While the basic choice model outlined above—evaluating foreground options,
tracking local reward history, a method for comparing foreground offers and local
history, and a threshold for switching background contexts—is a beginning
framework, additional computational operations are necessary to explain adaptive
foraging behavior. As noted, these adaptations occur by changing the stored value
of the average reward rates—computed over recent rewards for foreground choices
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and over long-term history for background changes. These operations include in-
terrupt processes that can initiate shifts in systemic processing, environmental
exploration that can determine when to accept rewards on offer and potentially
invalidate environmental assumptions, and action optimization that can induce
changes for more efficient behavior. Fundamentally, primates are adaptive foragers,
and these computational functions all serve to aid in such adaptive behavior.

First, interrupts in the environment, such as uncovering unexpected options or
the appearance of predators, can shift foragers out of their foreground/background
context into a new one. In computer science, an interrupt is a signal to the system
that halts the system’s current processing to switch to processing the cause of the
interrupt, such as providing keyboard input to a computer. The concept of interrupts
has been usefully appropriated in cognitive psychology to understand how cogni-
tive systems apportion attention and process events (Pylyshyn 2007). In the case of
foraging, an interrupt is an unexpected signal informing the system that the envi-
ronment has changed, possibly invalidating assumptions about the current or
background environment and requiring changes in strategy such as shifting from
foraging to defending against a predator. However, the cortical circuits that mediate
the influence of such interrupts, balancing continued operation against the urgency
of shifting processing to the source of the interrupt and reassessing the current
environment, have not been detailed nor incorporated into foraging decision
circuitry.

Second, environmental exploration can increase an organism’s knowledge of the
environment by gathering information about differentially informative options
(Krebs et al. 1978; Wilson et al. 2014), changing foraging strategy to maximize the
encounter rate (Bartumeus et al. 2002), the rate at which options in the environment
become available, or by expanding the set of states (Sutton and Barto 1998), the
possibilities that enter into either the foreground or background decisions. Here, we
understand the investigation and discovery of the environment as the exploration of
state space using known actions. Such environmental exploration can act as a gain
controller that scales the value of recent rewards or the time horizon over which
average reward rates are calculated. Either effect can modulate the threshold for
choice.

Third, optimization routines can improve foraging efficiency by allowing cog-
nitive systems to explore the possible actions available in an environment.
Optimization routines are central to computer science, where they have a number of
uses, including minimizing loss functions during curve fitting (van Laarhoven and
Aarts 1987; Tan 2008), as well as to psychology, where they have been proposed
for understanding the nature of probabilistic inference (Griffiths et al. 2012). Here,
we understand these operations as the exploration of action space for a given state
of the environment. New actions may make available new information about the
environment, effectively shifting the estimated average rate either up or down and
hence modulating the threshold.

All three of these additional computational operations can influence the basic
foraging choice mechanism in at least two ways. First, unexpected changes in the
environment and information about either new states or possible actions can change
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the uncertainty associated with the estimate of the average reward rate of the
environment. Since this reward rate informs the background option in the choice
problem posed to the agent, these computations influence the agent’s estimate of the
background value. This influence thus changes the decision calculus associated
with the basic choice mechanism; a noisier estimate of the average reward rate will
result in noisier choice behavior as the system will have a wider range over which to
infer that the threshold has been exceeded. Second, these operations can influence
the threshold operation that dictates the trade-off between foreground and back-
ground choices. Unexpected changes or new possibilities may shift the organism
into an action selection regime that corresponds to a radical and rapid downshift in
the threshold for accepting foreground options or for switching background ones.
These changes or possibilities may also curtail the variability in the organism’s
choices as the current option increases in value relative to the average rate.

A Foraging Circuit in the Brain

The analysis above provides a framework in the form of a process model, adaptive
integration to a threshold, which can be used to guide investigation into the neural
circuits of foraging decisions. The features of foraging choices, such as their iter-
ative, non-exclusive, sequential nature, the foreground/background context, and the
need to integrate information over multiple choices, outline the processing problem
facing foragers. Given this description, the characterization of variables in the
environment and in the system, such as local and global reward rates and time
horizons for reward calculations, and the mathematical operations over these
variables provide a theoretical framework for understanding how organisms should
forage in their environment. These are the two essential components in under-
standing the problem that foraging poses to organisms, why they need to keep track
of those properties and what computations they need to perform to behave effi-
ciently (Marr 1982; Shagrir 2010). By describing the computations operating over
these variables in terms of calculating uncertainty, integrating information, and
detecting threshold crossing, we have developed a psychologically plausible pro-
cess model (Shi et al. 2010; Griffiths et al. 2012, 2015) that allows us to evaluate the
validity of our foraging analysis and the implementation of foraging computations
using neurobiology.

The investigation of the neurophysiological circuits for foraging is just begin-
ning. Many of the aspects of foraging detailed above, such as the integration of
evidence over long timescales or value-weighted route planning, have yet to receive
focused formal investigation, and we do not currently have an optimal characteri-
zation of such behavior. In some cases, such as route planning, the computational
complexity of the problem (known as NP-hard problems) may prevent any prin-
cipled solution. Despite the young state of the field, much recent progress has been
made, and in the following discussion, we describe some of the tasks used to reveal
the role of different areas in this foraging circuit.
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Studying Foraging in the Laboratory

Below, we discuss three different types of foraging behavior: patch foraging, ha-
bitual foraging, and adaptive foraging. To varying degrees, all three task types
embody the hallmarks of foraging decisions: a series of iterated non-exclusive
choices between accepting or rejecting a foreground option in the context of some
background that often requires tracking environmental changes and harvesting
information as well as harvesting resources to optimize behavior.

First, as mentioned above, we discuss patch-foraging decisions about whether to
continue harvesting reward within a patch or to leave for a new one (Fig. 6.1b). The
search for resources presents a central foraging challenge: deciding when to depart a
current, depleting resource to search for a new, richer one. In an environment where
resources are clumped in patches, foraging in a patch will lead to a decrease in the
value of the patch. As resources are harvested, the total number that remains in a
patch will decrease, and the remaining resources may be harder to harvest and of
lower quality. This change in the distribution of remaining rewards in a patch
changes the patch’s value relative to other patches in the environment, perhaps at
unknown locations and of unknown total values. The challenge of deciding when to
depart such a depleting resource in search of a fresh one is known as the
patch-leaving problem.

Patch-leaving decisions feature all the hallmarks of a foraging choice. When
foraging in a patch, organisms must repeatedly decide whether to continue foraging
or whether to move on, with the decision to move on providing the foreground
decision. Patch-based decisions are not exclusive, as deciding to stay in a patch
does not forego deciding to leave later, and decisions to leave or to stay, or to begin
foraging or keep hunting, are always sequential. Finally, as organisms make
patch-based decisions, they gain information about the environment by learning
about the distribution of patches (such as interpatch distance and patch types) and
their longer-term rewarding properties (such as the distribution of reward sizes and
reward intake rates), environmental features that cover many choices.

The patch-leaving problem has an optimal solution in the marginal value the-
orem (MVT), which dictates leave times given knowledge of instantaneous and
average intake rates across the environment (Charnov 1976). Over 60 species of
animals and even plants across the biological spectrum follow the MVT in their
foraging behavior (Stephens and Krebs 1986; Nonacs 2001). The computational
principles such as the MVT underlying these fundamental foraging behaviors have
been applied to searches through task space during the flexible control of behavior
(Payne et al. 2007; Farmer et al. 2011; Janssen et al. 2011), conceptual space during
memory tasks (Hills et al. 2012, 2015), and study space during student test
preparation (Metcalfe and Jacobs 2010).

A close analogue of patch-foraging tasks are bandit tasks (Gittins and Jones
1974; Gittins 1979; Steyvers et al. 2009). In a bandit task, subjects choose between
two or more rewarding locations in the environment, the equivalent of patches.
Imagine you are at a casino, playing the slot machines. Some machines may pay out

6 Engaging and Exploring: Cortical Circuits … 173



well and others poorly (in actuality, they are all random, but imagine there is some
underlying structure to their randomness). Your task is to determine the best slot
machine and set your playing policy accordingly (Sutton and Barto 1998). Bandit
tasks have the same structure as the slot machine problem. In some cases, the
environment is variable (non-stationary bandit problems), and these present a
particularly challenging choice context for the subject, as they must trade off
exploiting the current best option against exploring for an alternative that is now
better.

Second, we discuss decisions about planning and traveling between multiple
rewarding locations in the environment (Fig. 6.1c). Many foragers face the chal-
lenge of planning a route to harvest resources from multiple well-known locations.
An essential aspect of real-world foraging is learning how to forage efficiently
through such an environment. Many primates are frugivores, and fruiting times and
locations can be learned and then repeatedly navigated to reduce energy expendi-
tures (Menzel 1973; Noser and Byrne 2010). Hence, formation of habitual
behaviors, such as repeated path following or traplining, can also be analyzed
through a foraging lens. Navigation in general involves a series of sequential
decisions, which can be conceptualized as deciding to continue along a route or
deciding to deviate from that route, one of the hallmarks of foraging decisions. In
addition, navigating the same path over and over is a type of habit. Finally, in
foraging, organisms often determine a path for collecting resources. Habitual
navigation for environmental resources possesses all of the hallmarks of a foraging
decision, and traplining is essentially habitual navigation for food or other
resources.

Traplining involves planning a multi-stop route in the most efficient manner
possible (Altshuler and Clark 2003; Ohashi and Thomson 2005; Berger-Tal and
Bar-David 2015). Traplining decisions have only recently been studied neurobio-
logically, but they correspond both to a class of traveling salesmen problem,
extensively discussed in the psychological literature (MacGregor and Chu 2011),
and to a class of habitual decisions, which have been the focus of extensive neu-
robiological investigation (Graybiel 2008). In traplines, organisms repeatedly
choose to visit the same locations (Berger-Tal and Bar-David 2015), and choosing
to visit one location before another does not preclude visiting the other locations or
novel locations later (Ohashi and Thomson 2005, 2009). Traplines are often rou-
tinized, with rare deviations driven by information from the environment
(Tinklepaugh 1932; Menzel 1991, 1996; Hemmi and Menzel 1995; Janmaat et al.
2006), and so organisms decide whether to continue with their routine (background
choice) or to investigate the local environment (foreground choice). Deciding the
order in which to visit a location reflects sequential choices, and deviations from the
typical order reflect information gleaned from recent choices. Hence, like
patch-leaving decisions, traplining decisions are also made in a foraging choice
context.

Third, we discuss changepoint detection decisions in which the organism must
sift signal from noise to detect an underlying change in the environment (Fig. 6.1d).
Changepoint detection problems also feature many of the hallmarks of foraging
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decisions. Organisms repeatedly pursue a course of action until an unexpected
series of returns from the environment indicates that a change in the environment’s
structure, or changepoint, may have occurred. Foregoing one option does not
prevent returning to it once a change in the environment indicates the relative value
of that option has increased. In changepoint detection problems, organisms must
choose whether to vary their choice strategy (foreground choice) or continue with
the same strategy (background choice). They must keep track of the uncertainty
associated with the current best option as well as the probability of a changepoint.
By integrating evidence over multiple decisions, organisms can estimate when a
change has occurred and shift their behavior accordingly to return to a reward
maximizing state.

The Mammalian Foraging Circuit

Using insights gleaned from multiple studies reflecting the above computational
demands, we discuss several nodes in a foraging circuit in the brain, mapping
different computations required for foraging to different brain areas (Fig. 6.3). This

Posterior
Cingulate
Cortex
(PCC)

Anterior
Cingulate
Cortex
(ACC)

Ventromedial
Prefrontal
Cortex
(vmPFC)

Locus
Coeruleus

Ventral Tegmental
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Fig. 6.3 Neural areas and connections discussed herein. The ventromedial prefrontal cortex
(vmPFC, light green), the dorsal anterior cingulate cortex (dACC, light red), and the posterior
cingulate cortex (PCC, light blue) form an interconnected circuit (red arrows) that regulates
adaptive foraging decisions. Innervation from dopaminergic (orange) and noradrenergic (purple)
nuclei in the basal ganglia signal rewards and environmental changes that are integrated in the
regulation of decision thresholds during foraging
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circuit is comprised of three interconnected cortical regions: the ventromedial
prefrontal cortex, the anterior cingulate cortex, and the posterior cingulate cortex
(Vogt et al. 1979; Heilbronner and Haber 2014; Heilbronner and Hayden 2016),
with inputs from subcortical dopamine neurons to prefrontal areas (Williams and
Goldman-Rakic 1993; Björklund and Dunnett 2007) and brainstem norepinephrine
neurons throughout (Aston-Jones and Cohen 2005).

Catecholamines play important roles in regulating foraging behavior. Dopamine
neurons signal the instantaneous deviation of recent outcomes from the predicted
environmental returns (Schultz et al. 1997, 1998; Schultz 1998) as well environ-
mental richness—two key variables needed to compute option values and long-term
reward rates. Norepinephrine signals may serve to regulate this circuitry to match
foraging strategies to internal states and the state of the environment (Aston-Jones
and Cohen 2005) and possibly prime systems to respond to unexpected changes in
the environment (Jepma and Nieuwenhuis 2011; Nassar et al. 2012) or learn novel
environmental contingencies (Sara and Bouret 2012).

Following these computations, a fundamental aspect of foraging decisions is the
accept-or-reject nature of foreground choices. Accept choices are driven by com-
putations executed in a valuation network with a main node in the ventromedial
prefrontal cortex (vmPFC). As noted above, the decision to reject the foreground
option is determined in part by the local reward rate determined by the background
context, including the local history of rewards, which is tracked by the dorsal and
possibly ventral banks of the anterior cingulate sulcus (dACC), a medial prefrontal
cortical structure. The main source of comparison of the two values and the area
that ultimately signals the decision remains unknown. Finally, computation of
reward history and setting thresholds for both foreground decisions and changes in
background strategy are associated with activity in the posterior cingulate cortex
(PCC), a medial posterior region of the brain. We hypothesize that this region
executes computations that serve to optimize behavior by shifting organisms from a
foreground option to exploration, information-seeking, and learning about the
environment (Pearson et al. 2011). Given the close links between nodes in this
circuitry and neuropsychiatric disease, understanding these foraging circuits pro-
mises potential new insights into a variety of disorders involving the dysregulation
of exploration or engagement, including pathological gambling, attention
deficit/hyperactivity disorder, and obsessive–compulsive disorder.

Catecholamines Help Monitor and Evaluate the Foraging
Environment

The first step in foraging decisions requires the nervous system to estimate the value
of the options under consideration. Dopaminergic circuits play a key role in value
computations, originating with food tracking in simpler organisms (Hills et al.
2004), and manifest in the regulation of both reward (Schultz 2006) and movement
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(Vallone et al. 2000). Dopaminergic circuits in the basal ganglia project heavily to
the vmPFC and ACC (Williams and Goldman-Rakic 1993; Björklund and Dunnett
2007) and provide a primary reward signal for tracking value (Schultz et al. 1997,
1998; Schultz 1998), with a variety of recent evidence suggesting that dopamin-
ergic neurons integrate multiple sources of information to construct representations
of reward (Deserno et al. 2015; Sharp et al. 2015; Doll et al. 2016; Sadacca et al.
2016; Tian et al. 2016). These circuits execute fundamental reward-related pre-
diction error computations that allow animals to update the values associated with
different options and learn about their environments (Schultz et al. 1997, 1998;
Schultz 1998; Sutton and Barto 1998; Tremblay et al. 1998). Dopamine plays a
central role in signaling satiety as well, via the hormone leptin (DiLeone 2009).
Some evidence from patients with Parkinson’s disease, a disease characterized by
the degeneration of dopamine neurons, suggests that dopamine may also play a
crucial role in signaling the richness of the environment (Rutledge et al. 2009).
Recent research shows that polymorphisms in genes coding for G protein-coupled
catecholamine receptors are associated with different thresholds for patch-leaving
decisions in the nematode C. elegans (Bendesky et al. 2011). Hence, the role of
dopamine in regulating foraging decisions may be ancestral and widespread.

In addition to dopamine, norepinephrine plays a key role in regulating the focus
of behavior and the demands of the environment. Noradrenergic pathways begin in
the locus coeruleus and send projections throughout cortex (Aston-Jones 2004;
Aston-Jones and Cohen 2005; Aston-Jones and Waterhouse 2016), including PCC
(Levitt and Moore 1978; Joshi et al. 2016), ACC (Chandler et al. 2013), and
vmPFC (Chandler et al. 2014). The baseline level of noradrenergic neuronal
activity in the locus coeruleus is hypothesized to regulate the balance between
focus, distraction, and alertness, with low levels of tonic activity reflecting
drowsiness or quiescence, high levels reflecting distractibility, and moderate levels
of activity punctuated by goal-relevant, phasic, short-duration periods of high
activity reflecting focused behavior (Aston-Jones and Cohen 2005). These phasic
spikes may serve as interrupts that propagate from the locus coeruleus (Sara and
Bouret 2012) into a distributed cortical network of frontoparietal regions (Corbetta
and Shulman 2002; Corbetta et al. 2008). By regulating focus and mediating the
influence of environmental changes on cognition, norepinephrine plays a key role in
managing the adaptation of behavior during foraging.

VmPFC Signals the Value of Foreground Options

In foraging decisions, the vmPFC represents the value of the current offer, which
mirrors its role in decision making more generally (Rangel and Hare 2010;
Glimcher and Fehr 2013). The proposed function for vmPFC in computing the
relative value of the current choice facing the organism is consistent with a large
literature studying value-based decision making, both within and outside foraging

6 Engaging and Exploring: Cortical Circuits … 177



contexts, which identifies the vmPFC, the striatum, and the posterior cingulate
cortex (PCC; also discussed below) as central nodes in a valuation network
(Rushworth et al. 2011; Bartra et al. 2013; Clithero and Rangel 2014; Platt and
Plassmann 2014). Computationally, both single-unit recording and neuroimaging
studies suggest that vmPFC activity signals the value of the foreground,
accept-or-reject offer.

In a short-term versus long-term reward trade-off task, Boorman and colleagues
presented participants with a sequential multi-alternative decision-making problem
(Boorman et al. 2013). Agents confronted three alternatives, each with a signaled
reward magnitude and underlying reward probabilities that could be estimated from
the recent history of outcomes. Reward magnitudes varied randomly from trial to
trial, whereas reward probabilities were sampled from a distribution centered on the
previous trial’s probability for that option. Participants first chose one of the three
options and received a reward if that option was a winner on that trial. Then, one of
three events occurred. On one-third of trials, a new trial began. On another third of
trials, participants were permitted to choose one of the foregone options, without
any change in the associated reward magnitude. In the final third, participants could
again make a second choice with the same reward probabilities, but the reward
values were reset to a common, large value. This task design separates short-term
expected values (from the offered reward size � probability) from the best
long-term option (the highest long-term probability, since rewards varied
randomly).

Although not designed as a foraging task, the opportunity to revisit previously
foregone options, the sequential nature of the choices, and the connected underlying
reward probabilities make this task a nice example of a foraging-type problem.
Boorman and colleagues found that vmPFC activity correlated positively with the
expected value of the chosen option and negatively with the best unchosen option,
but not the worst option (Boorman et al. 2013). vmPFC activity further signaled the
relative value of the chosen offer but not the relative long-term value. Finally,
activation associated with value transferred from the first to second option, by
negatively encoding the best unchosen option during the first choice and positively
encoding the value of that option during the second. Hence, vmPFC activity signals
the value of the current choice depending on the context, consistent with the value
of the foreground offer in foraging contexts.

Another recent study reinforced the role of the vmPFC in signaling the value of a
chosen option in a foraging context (McGuire and Kable 2015). In a
willingness-to-wait task, participants waited a variable amount of time for an
offered token to mature to its full value, at which point they pressed a button to
accept the reward. Participants could decide to pass on a token at any point to move
on to the next trial without reward. They experienced two temporal environments:
in the high persistence (HP) environment, waiting for the full value of a reward to
mature made sense, whereas in the low persistence (LP) environment, after 20s, the
best option was for the participant to sell their token and move on to the next offer.
Activity in vmPFC correlated with the difference in the subjective value between
the two conditions, as participants were more likely to wait for higher yields in
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high-persistence environments, with this preference reflected in vmPFC activity
(McGuire and Kable 2015). Moreover, there was an interaction between the
environment type (HP or LP) and the time-in-trial on vmPFC activity, as predicted
by the difference in the value of leaving early across the environments (McGuire
and Kable 2015). These results also suggest that vmPFC activity tracks the value of
the foreground option.

A number of other studies have confirmed the role of vmPFC in both foraging
and non-foraging contexts. Many studies have shown that vmPFC activity reflects
reward expectation at time of decision (Gershman et al. 2009; Lebreton et al. 2009;
Noonan et al. 2010; Plassmann et al. 2010; Smith et al. 2010; Litt et al. 2011) and
others that vmPFC represents the values of the different options or their value
difference (Boorman et al. 2009; Wunderlich et al. 2010; Hunt et al. 2013), though
this latter interpretation is challenged by the evidence that the signal reflects the
option currently attended to by the chooser (Krajbich et al. 2010; Lim et al. 2011).
Still other studies have shown that vmPFC activity (1) signals the probability of
choosing a particular option (Daw et al. 2006) and the expected value of options
(Payzan-LeNestour et al. 2013) in bandit tasks, (2) tracks value in both habit- and
goal-based decisions (Wunderlich et al. 2012), and (3) signals the value of fore-
ground offers independently of search values or costs when choosing to harvest
reward during patch-based foraging (Kolling et al. 2012).

At the level of single neurons, the best evidence for the importance of the
vmPFC in value computations comes from traditional non-foraging paradigms
(Bouret and Richmond 2010; Strait et al. 2014). In forced response paradigms,
monkeys initiate a trial and then sometimes perform follow-up actions to receive a
reward (Bouret and Richmond 2010). vmPFC neurons signaled the expected reward
to be gained from the current trial (Bouret and Richmond 2010). In non-foraging
choice paradigms, monkeys are simultaneously offered a choice between typically
two but sometimes more options and make a choice based on the reward magni-
tudes and probabilities of the offers (cf. Platt and Glimcher 1999). In these situa-
tions, vmPFC neurons initially signal the value of each option on offer but
ultimately shift to signaling the value of the chosen option (Strait et al. 2014). These
neurophysiological findings broadly align with the results of neuroimaging studies
indicating vmPFC signals the value of foreground options. Future studies are
needed to confirm a selective role for vmPFC neurons in computing values in both
foraging and non-foraging contexts.

Generally, our understanding of neural circuits must be shaped by the demands
of the selective environments that resulted in their organization and dynamics.
Describing the contribution of the vmPFC to foraging decisions provides an
explanatory scaffold for understanding why the region tracks the value of
momentary choices. With heavy reciprocal connectivity with the amygdala,
important for processing rewards (Paton et al. 2006; Saez et al. 2015), the striatum,
central to reward-based learning (Schultz et al. 1997; Tremblay et al. 1998), and
different areas of the cingulate, such as the ACC (Heilbronner and Hayden 2016)
and PCC (Heilbronner and Haber 2014), important for control of cognition and
comportment, the vmPFC can mediate the influence of experienced rewards on
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estimating reward rates and help transform computed values into choices via the
rate rule (Fig. 6.2).

ACC Signals the Value of Foregone Options
and Background Rates

ACC is a central node in the brain’s foraging circuitry. This region shows activity in
both humans and monkeys as agents prepare to disengage from exploiting a fore-
ground option and shift to foraging for alternatives. The first study to demonstrate
this pattern was conducted by Hayden and colleagues, who devised a laboratory
version of the patch-leaving problem suitable for neural recordings in monkeys
(Hayden et al. 2011). In this task, the agent chooses between continuing to exploit
the current patch, thereby receiving a juice reward which decreases in size with
repeated exploitation, or leaving the current patch for a new one. Although agents
did not physically travel between patches, they experienced a temporal delay for
choosing to forage (Constantino and Daw 2015). As predicted by the MVT,
behavior was sensitive to the travel time to the next patch. Although monkeys
persisted in patches longer than optimal, they were efficient patch foragers with
near-optimal leaving times (Hayden et al. 2011; Blanchard and Hayden 2014).
Human foragers also show this perseverative tendency (Constantino and Daw
2015).

Hayden and colleagues found that neurons in the dACC responded phasically
around the time of each choice and that the magnitude of these responses increased
with each successive decision to remain in the patch, reaching a peak just prior to
the decision to leave the patch (Hayden et al. 2011). This “accumulation” across
successive decisions is reminiscent of integrate-to-bound systems active in per-
ceptual decision making (Roitman and Shadlen 2002; Gold and Shadlen 2007).
Notably, the apparent firing rate threshold for patch departure varied systematically
with travel time. Longer travel times reflect a greater investment of time (and, in the
wild, energy) in moving on, influencing the assessment of the richness of the
environment. Modulating firing rate thresholds for deciding to leave a patch thus
provides a mechanism for translating the richness of the environment into patch
residence times and, hence, changing foraging strategy. These findings are con-
sistent with the hypothesis that dACC neurons gather evidence favoring foraging
for an alternative.

A number of previous primate electrophysiology studies have observed similar
dynamics in ACCs (Procyk et al. 2000; Shidara and Richmond 2002). In a sequence
repetition task where monkeys had to search for the correct motor sequence to
receive a reward, dACC neurons showed a stereotyped increase in firing around the
time of movement until reward was received (Procyk et al. 2000). In a different
sequential action task, dACC neurons also showed phasic increases in firing rate
time-locked to cue onset or movement onset (Shidara and Richmond 2002).
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The temporal dynamics in neuronal responses observed in dACC in these studies
were remarkably similar to those reported by Hayden and colleagues despite dif-
ferences in task design. Hence, though the phasic increases in dACC firing rates
may signal the value of the foregone or not-yet-harvested reward, it may alterna-
tively signal the control processes implemented to persist in a course of action.

Another recent study showed that activity of dACC neurons signals the value of
foregone options in an accept-or-reject choice task (Blanchard and Hayden 2014).
Blanchard and Hayden presented rhesus monkeys with an accept-or-reject offer on
a computer screen one at a time. Monkeys were adept foragers and showed
near-optimal diet selection behavior by rejecting unprofitable items and consuming
profitable ones (cf. Stephens and Krebs 1986). Activity of dACC neurons signaled
the value of the foregone option and was differentially modulated by the relative
value of accepted and rejected offers. Since these modulations in neuronal activity
followed decisions, they signaled the value of the foregone option rather than the
value of other alternatives. Such “counterfactual” reward signals in the activity of
dACC neurons are consistent with the idea that this area computes the value of
foregone options (Hayden et al. 2009; Westendorff et al. 2016).

Human neuroimaging studies of patch-based foraging broadly endorse these
conclusions (Kolling et al. 2012; Shenhav et al. 2014). In a seminal study (Kolling
et al. 2012), human participants encountered a patch with two reward options and
chose between harvesting one of those two items and searching for a new patch.
After choosing to harvest, reward probabilities for each option were revealed and
participants then made their selection. After choosing to search, participants lost
some points, reflecting the costs of searching, and were once again confronted with
the choice between searching or harvesting. When participants chose to harvest
rather than search, dACC blood-oxygen-level-dependent (BOLD) activity, taken as
an index of overall neural metabolic activity and assessed in functional magnetic
resonance imaging, signaled the value of searching and was negatively correlated
with the value of harvest. When participants instead chose to search rather than
harvest, dACC BOLD activity was higher and correlated positively with the value
of search and negatively with search cost. Hence, dACC activity reflected the value
of searching when choosing whether or not to enter a patch. The value of searching
was determined by the search alternatives minus the costs of searching, a composite
relevant to updating the running average of switching background options.
Efficiently switching background options is governed by the MVT, which deter-
mines the threshold for changing context by the average reward rate across the
environment. Hence, dACC activity may reflect integration of estimations of
environmental richness into long-term reward rates.

In addition, following selection of one of the harvest offers, dACC BOLD
activity was correlated with the value of the unchosen option relative to the chosen
one, reminiscent of how single dACC neurons signal the value of foregone options.
While the harvest phase of the task was a classic two-alternative forced-choice
decision context, our framework can still make sense of these foregone value
signals. Unchosen options provide valuable information about the average richness
of a patch, for use in calculating the average local reward rate and setting the
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threshold in the rate rule. Whereas chosen options can directly influence these
reward rates via experienced rewards, unchosen options need dedicated vicarious
pathways for value computations. In both forage and harvest phases of the task,
rewards that were not experienced but merely observed can influence future deci-
sions, via the contribution of counterfactual reward signals carried by dACC
(Hayden et al. 2009) to estimates of local or global reward rates.

These findings are echoed by a recent study using a patch-based design to assess
the neurobiology of decision making under risk (Meder et al. 2016). In a sequential
gambling task, participants rolled a die repeatedly, accumulating the number of
points displayed, unless a “1” was rolled, in which case they lost their earnings.
Participants could cash out at any time to receive the accumulated sum of points as
reward. The estimated cumulative gamble value, incorporating the combined effects
of expected reward, risk, and other variables, was correlated with activity in dACC,
in addition to a number of other areas. When participants chose to continue
accumulating points, dACC activity was correlated with the probability that they
would choose the foregone option, to cash in their earnings throughout the duration
of a bout. Here again, dACC activity signals the value of the foregone option,
possibly updating average local reward rates with the value of cashing in.

A study by Wittmann and colleagues indicates activity in this area tracks average
as well as recent rewards (Wittmann et al. 2016). In a foraging-type task, partici-
pants were permitted to leave a patch only once in the middle of a block of
forced-choice trials. The recent history of rewards influenced decisions to stay in
the patch, whereas the rewards earned further into the past reduced the preference to
stay. dACC BOLD activity matched the influence of reward history on behavior,
with negative effects of distant rewards and positive effects of recent rewards, as
well as correlating with decisions to stay or leave (Wittmann et al. 2016). These
findings suggest that foregone reward signals in dACC reflect computation of
reward rates over multiple timescales, consistent with the observation that the
activity of single neurons tracks reward rates over multiple timescales in dACC
(Seo and Lee 2007; Bernacchia et al. 2011).

In sum, neurons in the dACCs signal the value of foregone options during
foraging, with suggestive evidence that these computations contribute to tracking
local and long-term reward rates (Fig. 6.2). In the context of the neural computa-
tions necessary for foraging, the value of foregone options must be included in the
different reward rate calculations. Decisions to accept or reject offers are grounded
in the reward rate calculations for the different types of offers as well as the
corresponding average offer in the environment. Foregone offers, though their
values are not directly experienced, still possess valuable information about what is
available in the environment. Similarly, decisions to shift background context
reflect reward rate calculations for the environment, which integrate over all offers,
including foregone options. In both cases, foraging decisions are driven by esti-
mates of average reward rates, estimates that are more accurate for having incor-
porated such counterfactual rewards. In fact, failing to adequately estimate these
reward rates, such as by failing to incorporate the value of unexperienced but
available options, can lead to impulsive choices due to inaccurate estimates of
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reward rates. Furthermore, exploration for new options can be driven by a lack of
such counterfactual information and the need for better estimates of the richness of
the environment. In sum, these findings suggest that ACC is central to updating
estimates of reward rates, a key computational variable in foraging decisions.

PCC Adjusts Foraging Strategy

In order to shift between exploiting the current patch and searching for new patches,
foraging requires memory for resource locations in the environment, evaluation of
the value of these locations, and, more speculatively, the regulation of attention to
the current patch against attention to the wider environment. With connections to
mnemonic networks including the hippocampus, frontal and parietal areas impli-
cated in attention, and reciprocal connections with medial prefrontal structures such
as dACC and vmPFC (Vogt et al. 1979; Heilbronner and Haber 2014), the posterior
cingulate cortex (PCC) is a central hub in the hypothesized foraging circuit. The
shift from exploitation to exploration or the need to adjust behavioral regime to
reflect changes in the environment requires integration of multimodal inputs and a
comparison of the value of local options with the current estimates of the reward
rate. The PCC is uniquely situated to coordinate the process of comparing the value
of the current location to the relative values of other locations to determine the best
time to move on and to update reward rate computations by changing the time
horizon for integration or by overwriting computed values for average rates. These
same computational principles can be applied to a range of cognitive domains,
including regulation of complex behaviors such as exploring concepts, memory, or
the space of actions (Hills et al. 2010). The PCC fundamentally regulates behavioral
optimization by context-driven exploration of both environmental states and the
space of actions.

Several lines of evidence support the idea that PCC performs computations that
regulate the balance of exploration and exploitation at the heart of foraging. In a
4-armed bandit task in monkeys, Pearson and colleagues discovered signals in PCC
that tracked the decision to explore a new bandit or exploit the current one (Pearson
et al. 2009). Monkeys faced a decision between four different bandits, each of
which underwent a biased random walk around a mean value, and monkeys shifted
between exploration and exploitation depending on the recent history of rewards
(Pearson et al. 2009). Tonic firing rates of PCC neurons signaled decisions to
explore or exploit, and also predicted the probability of exploring on the next trial.
Overall average population activity also favored exploration. In addition, PCC
neurons showed both linear and quadratic tuning curves for reward size, which may
be important for detecting deviations from a default reward in order to update time
horizons, detect change, and adjust reward rate estimates. Activity of PCC neurons
signals the influence of reward and behavioral state during foraging, potentially
indicating a role in adaptive updating of instantaneous reward rates or active
modulation of decision thresholds in the foraging circuit.
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A neuroimaging study using probabilistic bandit task revealed a more specific
computational correlate of novelty in the human PCC. Wittman and colleagues
designed a bandit task in which each location was baited with an image, each of
which was associated with different, non-varying probability of reward (Wittmann
et al. 2008). Some images were familiar and some new over the course of a run, and
a reinforcement learning model fit to choices revealed a novelty bonus for the value
of new pictures, triggering increased exploration (Wittmann et al. 2008). The
authors found that in addition to a number of other areas, PCC was activated by
novelty and exploration (Wittmann et al. 2008).

Further evidence from numerous imaging studies supports a role for PCC in
assessment of long-term reward rates to optimize behavior. In an early investigation
of the neural circuits mediating changepoint detection and behavioral adaptation,
Summerfield and colleagues discovered that PCC activity reflected the combined
effect of a number of relevant variables (Summerfield et al. 2011). Participants
classified sinusoidal gratings called Gabor patches by their orientation in one of two
categories. The mean and variance of these samples underwent unsignaled switches
every 10–20 trials. vmPFC and PCC were active when the probability of selecting a
particular category was high. Moreover, there was a strong three-way interaction of
angular update (the prediction error between the observed Gabor and the outcome
category mean), variance (sigma for the Gabor samples), and volatility (probability
of a changepoint) on activity in PCC (Summerfield et al. 2011). Hence, PCC
appears to signal the integration of evidence from the environment when used to
update behavior.

In a study directly examining the neural circuitry mediating changepoint
detection, McGuire and colleagues asked participants to predict a rewarding loca-
tion on a screen to gather either high or neutral rewards (McGuire et al. 2014). The
rewarding location was drawn from a distribution whose mean underwent occa-
sional unsignaled shifts (changepoints), and participants experienced both
low-noise environments, with a narrow distribution of possible rewarding locations,
and high-noise ones with a wide distribution (McGuire et al. 2014). To maximize
reward rate, participants should track relative uncertainty and changepoint proba-
bility while ignoring reward size (Nassar et al. 2010). The authors found that in fact,
reward size, changepoint probability, and uncertainty all influenced choices.
Participants tended to underweight both changepoint probability and relative
uncertainty and used reward size to update their estimate of the location of the
money drop. One region in PCC was more active for larger changepoint proba-
bilities, and a second more ventral locus was less active for greater relative
uncertainty (McGuire et al. 2014), suggesting functional specializations within PCC
(cf. Leech et al. 2011). In addition, overlapping regions in PCC as well as occip-
itoparietal, anterior insula, dorsomedial frontal, and right lateral prefrontal cortices
signaled reward, changepoint probability, and relative uncertainty, indicating a role
in computing overall learning rates. Unlike other brain regions in this network,
higher BOLD signal in PCC and parietal cortex predicted greater updating of
estimates of the location of the next money drop by participants (McGuire et al.
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2014). This central role for PCC in adaptive learning confirms and extends its role
in updating during categorization (Summerfield et al. 2011).

What computational role does the integration of information about environ-
mental states play in foraging? Further evidence comes from a recent study of
decision making under risk (Kolling et al. 2014). The goal of the task was to gain as
many points as possible while making safe (low reward, high probability) or risky
(high reward, but low probability) choices and only earning rewards if a threshold
number of points were achieved within a block (Kolling et al. 2014). Participants
were generally risk averse, but more risk prone if they had not yet reached the
threshold as the end of a block approached, mimicking the shift from risk aversion
to risk-seeking behavior in birds when their energetic reserves approach starvation
thresholds (Caraco 1981; Kacelnik and Bateson 1996; Bateson and Kacelnik 1997).
Activity in PCC was more strongly coupled with activity in dACC when partici-
pants made risky choices in contexts where riskier choices made sense, whereas
PCC was more strongly linked with vmPFC when participants made safe choices in
safer contexts (Kolling et al. 2014). The authors concluded that PCC mediates effect
of context on choice by selective coupling with dACC or vmPFC.

Though choices were made in a two-alternative forced-choice context (Kolling
et al. 2014), the foraging analysis above can provide some insight into these
observations. The risky and safe options are akin to two different types of resources.
Recall above that accept-or-reject decisions for foreground choices are made using
the rate rule: if the reward rate associated with the type of foreground offer exceeds
the average over all types, then the foreground offer should be accepted. Also recall
above that default choices can be considered foreground offers, whereas non-default
choices can be considered part of the background. In risky contexts, PCC coupled
more with dACC, which tracks foregone offer values and background reward rates.
Perhaps, then, PCC could be resetting the stored value for the background, i.e.,
non-default, option in riskier contexts, shortening the time horizon over which to
incorporate foregone offers or explicitly lowering the threshold setting on the basis
of the history of stored offers. In contrast, in safer contexts, PCC coupled more with
vmPFC, which tracks foreground offer values. Perhaps when selecting the fore-
ground, i.e., default, option in safer contexts, PCC is tracking the benefit of the
default option in the current environment.

When cast in a foraging light, these findings suggest a role for PCC in opti-
mizing behavior. PCC appears to integrate evidence over multiple actions and
compares this evidence to the recent history of rewards derived from both fore-
ground accepted (vmPFC) and counterfactual (dACC) rewards to generate a
non-specific signal when behavior drifts outside the expected efficiency for
longer-term outcomes within the current behavioral regime. That is, PCC forecasts
market downturns, thereby triggering action selection mechanisms to shift the agent
into a more efficient behavioral regime. As noted above, the threshold for patch
departure can be directly modulated, through gain control that increases or
decreases the evidence necessary for departing a patch, or indirectly modulated, by
changing long-term reward rate calculations, such as by augmenting the time
horizon over which the history of rewards contributes to reward rate calculations.

6 Engaging and Exploring: Cortical Circuits … 185



Optimal threshold setting requires keeping track of the state of the environment, and
PCC integrates multiple sources of information, including the relative uncertainty of
the current rewards on offer, the probability of a shift in environmental state, the
risk pressure generated by the environment, and the size of the discrepancy between
predicted and observed states and rewards in order to optimize behavior for the
current environment.

Recent work supports this proposed role for PCC in regulating foraging deci-
sions. In a follow-up to the patch-leaving study discussed above (Hayden et al.
2011), Barack and colleagues recorded from PCC neurons, while monkeys made
patch-leaving decisions in a simulated foraging environment (Barack et al. 2012;
Barack and Platt 2013). They found slow modulations of PCC firing rates evolved
over the course of several seconds at the beginning and end of patches. These
modulations signaled information about properties of the foraging environment,
such as the travel time delay to begin foraging in a new patch, and aspects of the
agent, such as the urgency with which monkeys depart the current patch. These two
features of PCC neuronal activity during patch-based foraging carry sufficient
information for setting thresholds for deciding when to leave the current patch
(Barack et al. 2012; Barack and Platt 2013).

PCC’s role in regulating adaptation to changing environments is complemented
by its role in action sequence learning. Action sequence learning plays an important
role in establishing and maintaining traplines, routine foraging paths to rewarding
locations in the environment. Neural regions important for navigation, sequence or
pattern formation, and memory presumably contribute to the establishment and
maintenance of trapline foraging. Such sequences invoke motor sequence learning
circuits in the brain (Willingham 1998) including the basal ganglia (Graybiel 2008).
Lesions or illness that disrupts the basal ganglia impairs motor sequence learning
(Boyd et al. 2009; Tremblay et al. 2010). Motor sequence learning proceeds via
segmentation of a series of motor movements into larger segments (Sakai et al.
2003) followed by the concatenation of such segments into larger chunks (Verwey
1996, 2001; Sakai et al. 2003). Once these chunks are in place, executing the motor
sequence can become a routine habit.

Formation of habitual sequences like routine foraging along traplines engages
dopaminergic circuitry in the basal ganglia. These dopamine-regulated routines
allow animals to efficiently maneuver in their environments. Trapline foraging—
repeatedly moving along a preplanned route to harvest renewing resources—is
emblematic of habits, automated repetitive sequences of motor or cognitive
behaviors, engaged by organisms in the natural world (Graybiel 2008). Learning
routine route-following behavior appears to be executed by the basal ganglia (Jin
et al. 2014) through reinforcement learning algorithms (Desrochers et al. 2010).
Trapline initiation and termination may be executed by neurons in the dorsolateral
prefrontal cortex (dlPFC; Fujii and Graybiel 2003) and the striatum (Fujii and
Graybiel 2005). Start- and end-point signals in these areas may be part of an
action-chunking mechanism for learning and maintaining habits.

Wymbs and colleagues investigated how people learn to execute a sequence of
key presses over the course of several days (Wymbs et al. 2012). The authors
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segregated chunking—the production of a sequence of connected movements—
from concatenation—stringing together chunks into longer sequences. They found
that increases in chunking behavior were associated with increasing activity in
bilateral putamen and PCC. By contrast, dlPFC activity decreased with increasing
concatenation. The contribution of PCC to learning action sequences is further
supported by evidence showing activity in this area during early sequence learning
(Pammi et al. 2012). Hence, in addition to regulating the use of information from
the environment to update behavior, PCC also seems to play a role in regulating the
learning of sequences of choices.

Combining these two key roles for the PCC—namely environmental tracking
and the regulation of response sequences—three electrophysiological studies
endorse a key role for PCC in changing behavior in response to changes in the
environment. Hayden and colleagues investigated the causal role for PCC in driving
shifts in strategy in a two-alternative forced-choice paradigm (Hayden et al. 2008).
Monkeys chose between a safe option that delivered a medium reward all the time
and a risky one that delivered a small reward half the time and a large reward
otherwise. Following a risky choice, monkeys tended to follow a win-stay, lost-shift
strategy, sticking with the risky option when their choice resulted in a large reward
and abandoning it for the safe option when their choice resulted in a small reward.
Electrical stimulation in the PCC following receipt of the large reward on a risky
choice induced shifts to the safe option, as though the monkey had received a small
reward. This preliminary evidence suggests a role for the PCC in optimizing
behavior in an environmentally dependent fashion.

In a recent study investigating the neural circuits of conditional visuomotor
learning, Heilbronner and Platt compared neural activity in PCC during the use of
well-learned visual motor rules to newly introduced ones (Heilbronner and Platt
2013). Monkeys observed a cue instructing them to shift gaze to the right or left.
During a given session, half the cues were well learned, and half were novel.
Monkeys used trial-and-error sampling to learn where to look following presenta-
tion of a novel cue, and for each trial type, they could receive either a large or small
reward. PCC neurons fired more for incorrect movements than for correct ones
during a trial’s outcome epoch, for both well-learned and novel scenes. For
low-value novel scenes, inactivation of PCC with an inhibitory pharmacological
agent resulted in poorer performance than for high-value novel scenes or
well-learned ones. Once again, this causal evidence suggests a role for PCC in the
integration of environmental information and subsequent change in behavior to
adapt to new contexts.

If PCC does regulate behavior on the basis of information harvested from the
environment, then PCC neurons should both represent the state of the environment
and predict behavioral variability. Barack, Gariépy, and Platt uncovered startling
evidence that PCC neurons carry precisely these signals (Barack et al. 2014).
Monkeys foraged through a circular array of targets, two of which were randomly
baited on each trial, one with a small and one with a large reward. The design of the
task allowed the size of rewards to be decorrelated from environmental information,
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operationalized as the sequence of rewards corresponding to the current trial.
Monkeys spontaneously adopted traplines, moving in circular patterns from one
target to its next nearest neighbor. However, the probability of monkeys diverging
from these traplines on a given choice during the trial was dictated by the amount of
information the monkey had received about the current trial’s pattern of rewards.
Firing rates of PCC neurons signaled more information about the spatial pattern of
rewards in the environment than about reward size and predicted monkeys’ ten-
dency to deviate from traplines when the spatial pattern of rewards was revealed.
These findings suggest PCC tracks the state of the environment to regulate sub-
sequent behavior.

In sum, PCC neurons are more active during exploratory decisions (Pearson
et al. 2009), signal the properties of foraging environments and agents with changes
in activity time-locked to changes in foraging strategy (Barack et al. 2012; Barack
and Platt 2013), and forecast deviations from routine foraging (Barack et al. 2014).
Furthermore, causal interventions in PCC can trigger switches in strategy (Hayden
et al. 2008) and influence learning of stimulus action contingencies (Heilbronner
and Platt 2013). PCC activity reflects the novelty of choices (Wittmann et al. 2008;
Heilbronner and Platt 2013); outcomes, uncertainty, and environmental volatility
(Summerfield et al. 2011; McGuire et al. 2014); behavioral optimization driven by
reward context (Kolling et al. 2014) and sequence learning (Wymbs et al. 2012;
Barack et al. 2014); and adaptive regulation of both cognitive (Leech and Sharp
2014) and behavioral (Hayden et al. 2008; Wymbs et al. 2012; Heilbronner and
Platt 2013) routines. Together, these observations invite the hypothesis that PCC
serves to adaptively regulate foraging thresholds in novel, noisy, unstable, and
unpredictable environments (Fig. 6.2).

Conclusion

Impulsivity leads us to make maladaptive choices due to failures to consider the
long-term consequences of our choices. These regrettable choices can be analyzed
as a result of malfunctioning neural circuits designed by evolution for foraging
decisions, choices made in iterated non-exclusive foreground–background
accept-or-reject contexts. Rational analysis of optimal behavior on such choices
established the need for tracking reward rates—those associated with foreground
offers, as well as those associated with long-term averages in the environment. In
order to forage adaptively, responding to changes in the environment and the
rewards on offer, agents can manipulate decision thresholds based on these reward
rates.

Recent and ongoing investigation of the neural circuits mediating foraging has
revealed tantalizing evidence for the neural mechanisms of our process model
(Fig. 6.3). The vmPFC represents the value of foreground offers, while the dACC
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represents the value of unchosen offers and background options. dACC also seems
to represent reward rates at multiple timescales. Finally, the PCC tracks the envi-
ronment and the recent history of choices, seemingly modulating foraging thresh-
olds to regulate behavioral variability and the learning of reward–outcome
contingencies. Subcortical dopamine neurons provide inputs on instantaneous
forecasts of environmental returns as well as possibly long-term reward rates.
Brainstem norepinephrine neurons may serve to regulate the entire circuit to match
foraging thresholds to internal state or environmental uncertainty.

Our analysis of foraging behavior may provide insight into psychiatric dys-
function involving impulsive decisions, such as obsessive–compulsive disorder
(OCD), pathological gambling (PG), or attention deficit/hyperactivity disorder
(ADHD). Characterized by disturbing intrusive thoughts (obsessions) and repetitive
aversive actions (compulsions) (Graybiel and Rauch 2000; Maia et al. 2008;
Menzies et al. 2008; Nenadic 2008; Greenberg et al. 2010), aberrant neurobio-
logical circuitry in OCD patients includes the anterior cingulate (Saxena et al. 1998,
Cosgrove and Rauch 2003; Maia et al. 2008). The compulsions that characterize
OCD can be seen as resulting from dysregulation of reward rates, resulting in
repetitive behavior that is akin to a forager failing to efficiently leave a patch.

Similarly, PG may result from malfunctioning foraging circuitry. Frequency of
gambling-related patterns of thought negatively correlates with performance on
patchy foraging tasks (Addicott et al. 2015), and dysfunctional circuitry in PG
includes vmPFC (Potenza 2008). PG may result from an inability to correctly assess
the reward rates of foreground offers, yielding inflated estimates of incomes and
hence perseverative foraging behavior. The aberrant processes that give rise to
impulse control disorders may be revealed by situating the neural circuits of
decision making in their evolutionary context and considering the decision ecology
of real-world agents, with potentially important implications for treatment.

ADHD, like OCD and PG, features atypical behavioral adaptation to changing
environments, a key process in adaptive foraging. ADHD is characterized by
inattention and hyperactivity and impulsivity (American Psychiatric Association,
2013). Patients have deficits in executive functioning (Woods et al. 2002; Marije
Boonstra et al. 2005), including difficulty inhibiting prepotent responses in a con-
flict processing task (Sergeant et al. 2002) and difficulty ignoring irrelevant cues in
a cued choice task (van Meel et al. 2007). These deficits could result from an
inability to accurately regulate foraging thresholds, the inappropriate integration of
information for setting thresholds resulting in overly eager switching between
behavioral plans. Viewing psychiatric dysfunction through the foraging lens yields
insight into the computational processes that go awry in such afflictions and the
relationship between our ancestral neural circuitry and the maladaptive responses to
modern life engendered by neural malfunction.
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Chapter 7
Dissecting Impulsivity: Brain Mechanisms
and Neuropsychiatric Implications

Trevor W. Robbins and Jeffrey W. Dalley

Introduction

The notion of impulsivity continues to attract enormous research interest. Of a total
of 12,480 items associated with the construct on the Web of Science (and a further
2586, with the related ‘impulsiveness’), 5343 have appeared in the last 5 years
(compared with 3254 from 2005 to 2010). This compares favorably with many
other psychiatric ‘trait-related’ constructs such as apathy, anhedonia, extraversion,
schizotypy, sensation seeking, and compulsivity (Table 7.1). Definitions of
impulsivity can be quite broad-based and subsume the notions both of premature,
out-of-control responding and of excessively risky behavior—although these
aspects may be somewhat independent. Another essential aspect of a definition of
impulsivity is that it is recognized that this trait can presumably have beneficial
consequences in certain situations and for certain individuals. However, it is gen-
erally agreed that impulsivity is often likely to lead to adverse consequences and
may then assume importance as a cross-diagnostic symptom in disorders such as
attention-deficit/hyperactivity disorder (ADHD), substance abuse, Gilles de la
Tourette’s syndrome, mania, and antisocial behavior (Dalley et al. 2011).

Research into impulsivity gained enormous impetus from the invention of the
Barratt Impulsiveness Scale (BIS) and related self-report instruments (such as the
behavioral avoidance and approach systems: BIS/BAS) The Barratt Scale includes
such subjective evaluations of one’s performance as: ‘I plan for the future’; ‘I say
things without thinking’; and ‘I am restless at lectures’ (Patton et al. 1995). This
scale recognized from an early stage that there may be distinct forms of impulsivity,
by its definition of subscales for ‘motor’, ‘attentional,’ and ‘non-planning’ impul-
sivity and this theme will be pursued further in this article. What is also highly
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germane is the lack of relationship between measures derived from the BIS and
more objective, laboratory measures of impulsivity attempting to capture some of
the main elements of the main definition. A recent example of this comes from the
paper by Nombela et al. (2014) which tested 60 adults (30 diagnosed with
Parkinson’s disease) with a range of objective tests of impulsivity as well as the
Barratt and BIS/BAS scales (Carver and White 1994). A principal component
analysis of the data revealed four orthogonal factors with suitably high eigenvalues
which showed clear dissociations among the test measures including the subjective
scales. Thus, the BIS score correlated with a general test battery for measuring
‘frontal’ deficits and the Stroop test score, but not with other commonly used tests
such as temporal discounting and go/no-go error score.

This article takes a more neuroscientifically oriented approach to dissecting a
unitary notion of impulsivity and also therefore inevitably considers animal models
of the construct. This is relatively easy to do because, at a behavioral level, there are
many parallel tests of impulsivity in humans and other animals, especially rodents
and non-human primates (Table 7.2). We will consider the neural bases of these
tasks across species to provide further information concerning their common and
overlapping, as well as of their distinctive, neural processing requirements. This
may enable a new taxonomy of such tasks and their implications for subdividing the
impulsivity construct. Previously, a distinction has been made between tasks that
measure impulsive action as distinct from impulsive choice, the implication being
that impulsive action measures ‘motor’ or ‘response’ inhibition, whereas impulsive
choice is governed by parameters of reinforcement (Winstanley et al. 2006).
A similar scheme has suggested a distinction between ‘impulsive disinhibition’ and
‘impulsive decision making’ (Reynolds et al. 2006). In this chapter, we will show
that such distinctions, although useful, do not always capture the relevant dimen-
sions of impulsivity and their neuropsychological basis. We will also go on to show

Table 7.1 References to
trait-like concepts of
impulsivity on the Web of
science

By year References
1995–1999 706

2000–2004 1348

2005–2010 3609

2011–2016 5375

By category References
Impulsiveness 2595

Apathy 4542

Anhedonia 3567

Extraversion 6428

Schizotypy 1980

Sensation seeking 5358

Compulsivity 624

Total 12,502

Note As of 8 Oct 2016
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how fractionating the impulsivity construct in different ways may be a useful step to
understanding its relevance to neuropsychiatric disorders.

Some of the main tasks that have been used to infer impulsivity include the
temporal discounting of reward which, by providing a choice decision to be made
between small, sooner rewards versus larger, delayed rewards, has thus been said to
quantify ‘impulsive choice’ (see Bickel et al. and Mitchell, this volume). Temporal
discounting of reward is often related to so-called delayed gratification, when the
capacity to tolerate delays of reinforcement may result in larger rewards, or ‘delay
aversion,’ where any delays in reward are experienced as sufficiently frustrating to
motivate choosing the smaller, sooner reward option. Probability discounting is an
apparently related process to temporal discounting, requiring a ‘risky’ choice
between a small, certain and a larger, uncertain reward. By contrast, Logan’s
stop-signal reaction time task (SSRTT) focuses more obviously on motor inhibition
and requires subjects to cancel an already initiated response (Logan 1994); it
provides parallel measures of ‘Go-reaction time’ (RT) and ‘Stop-RT’ (SSRT) and
could be described as a test of ‘impulsive action.’ However, it is also clear that such
a task (and the go/no-go task with which it is often, probably mistakenly, equated)
also implies a choice, namely of whether to respond or not. (The main difference
between the SSRTT and the go/no-go task is that the latter requires response
inhibition at an earlier stage of response processing).

We will take a novel approach to analyzing underlying mechanisms of impul-
sivity using such paradigms by suggesting a relationship to the processing of
reward and motivation at the level of the nucleus accumbens of the ventral striatum
for some forms of impulsivity and to controlling aspects of motor response control
for others that depend alternatively upon neural networks that include the dorsal
rather than ventral striatum. We will also show how this distinction can involve
both elements in tasks that require animals to respond to the presentation of

Table 7.2 Paradigms for measuring different forms of impulsivity in humans and rodents

Waiting/stopping Choice/action Type/task References

Waiting
impulsivity

Impulsive
choice

Reflective impulsivity Clark et al. (2006), Evenden
(1999), Kagan (1966)

Delayed
gratification/reinforcement

Ainslie (1975), Evenden
(1999), Green and Myerson
(2004), Mazur (1991),
Rachlin et al. (1986)

Temporal discounting Kirby and Petry (2004)
Probability discounting Mazur (1991)

Waiting
impulsivity

Impulsive
action

4/5-choice serial reaction
time task (premature
responses)

Carli et al. (1983), Robbins
(2002), Sanchez-Roige et al.
(2014), Voon et al. (2014)

Stopping
impulsivity

Impulsive
action

Stop-signal reaction time
task

de Wit and Richards (2004),
Eagle et al. (2008), Logan
(1994)

Note References in bold are for human studies and non-bold are for rodent studies
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reward-related cues, as occurs in the 5-choice serial reaction time task (5CSRTT)
(Robbins 2002). In this situation, which is based on a human continuous perfor-
mance test of sustained attention, rodents are trained to detect brief visual targets
that predict food reward by responding appropriately in a row of apertures set into
one wall of the test chamber. Responding is rewarded for correct detections but
punished with time-out from positive reinforcement (the house light is dimmed)
upon an error of commission in one of the other apertures or an error of omission in
failing to respond to the target at all. More relevant to the present theme is what
happens if the rodent responds in apertures prior to the occurrence of the visual
target—in fact, this again leads to time-out and the animal has to initiate the next
trial after a short delay period in darkness. These responses are thus premature as
well as maladaptive and fulfill the operational requirements of impulsive behavior.
They resemble the situation defined by Grey Walter’s phenomenon of contingent
negative variation in which humans await reward in the presence of a
reward-predictive stimulus (Tecce 1972). Although premature responding in the
5CSRTT has been described, like the SSRT, as an example of impulsive action, it
will be shown that these two forms of behavior are actually mediated by quite
different neural systems. In fact, because it involves mediating delays to reward
prior to response selection, premature responding in the 5CSRTT has more in
common with impulsive choice tasks such as temporal discounting and indeed will
be shown to depend in part on some common neural circuitry. By contrast, the
SSRTT requires inhibition of a response that has already been initiated. Hence, we
have made another distinction between ‘waiting impulsivity’ and ‘stopping
impulsivity’ (Dalley et al. 2011). Table 7.2 shows the various ways in which these
three commonly used paradigms can be categorized according to these
classifications.

Neural Basis of Premature Responding: Opponent
and DA-dependent Mechanisms in the Nucleus Accumbens

The nucleus accumbens is well known to be an important component of the ‘reward
system’ which identifies goals for action and provides motivational support for
reward-seeking behavior. This system includes other structures such as the medial
orbital cortex and insula, as well as limbic afferents, for example, from the
amygdala. Dopamine (DA)-containing neurons in the ventral tegmental area that
project to the accumbens have been shown in rhesus monkeys to encode a pre-
diction error by their fast phasic firing that initially accompanies the occurrence of
reward and is then displaced earlier in time to the occurrence of conditioned cues
that predict the occurrence of reward (such as a food pellet or fruit juice). Further
work has shown that the tonic level of DA cell firing may also encode reward
uncertainty, relevant to risk (Fiorillo et al. 2003). Human functional resonance
imaging studies using the monetary incentive delay (MID) task (Knutson et al.
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2000) have shown analogous responses (in terms of the hemodynamic
blood-oxygen-level-dependent [BOLD] response) to reward-predictive cues that
precede an opportunity to make a discriminative response for reward and may
respond proportionately to expected reward magnitude (which is generally, but not
exclusively, monetary in nature). However, the human participant must defer
responding following the predictive cue, until the discriminative stimuli are avail-
able; this is reminiscent of the 5CSRTT, where there is a similar requirement for
inhibitory response control in the expectation of reward, though one probably more
demanding than in the human MID paradigm.

Much previous research has found that performance on the 5CSRTT by rats
requires the coordinated functioning of several different neural circuits (Chudasama
et al. 2003) and this is largely beyond the scope of the present article. However,
premature responding was already known to be dependent on the nucleus accum-
bens and the infralimbic cortex from studies employing fiber-sparing excitotoxic
lesions or other neurotoxins (Cole and Robbins 1989), intracerebral infusions, e.g.,
to affect dopamine (D-amphetamine; Cole and Robbins 1989), and GABA and
glutamate receptors (Murphy et al. 2005) (Fig. 7.1). The infralimbic cortex inner-
vates the shell region of the nucleus accumbens and this is congruent with evidence
that excitotoxic lesions of the shell attenuate the increase in premature responding
induced by amphetamine that is a consequence of its actions to enhance DA
function (Murphy et al. 2008). Significantly, excitotoxic lesions of the core sub-
region of the nucleus accumbens have quite the opposite effect, to enhance the
premature responding produced by amphetamine (Murphy et al. 2008). Hence,
there appears to be a degree of functional opponency in the interactions between
these two regions of the nucleus accumbens, the shell apparently promoting and the
core inhibiting impulsive behavior.

The other significant point about premature responding is that it is the measure
showing greatest individual variation among the Lister-hooded rat population.
About 8–10% of this strain respond prematurely at a much higher level than the rest
of the population and persist consistently in this tendency suggesting that it is trait
related. Indeed, further experiments (S Pitzoi, E Petretto, B Jupp, AB Fernando, AC
Mar, W Sommer, O Staehlin, R Spanagel, TW Robbins, TJ Aitman, JW Dalley,
unpublished observations) have shown that the impulsive tendency breeds true in
this population. A genome-wide linkage analysis of the first five generations
revealed a significant quantitative trait locus (QTL) for premature responding on
chromosome 1q31–1q34, spanning approximately 20 cM, with a maximum loga-
rithm of the odds (LOD) score of 4.07. Further analysis in this region of linkage on
chromosome 1, carried out by combining generation 6 genotypes, confirmed the
QTL and increased the strength of the linkage on chromosome 1 to a maximum
LOD of 5.2.

The impulsive tendency is exacerbated when the delay before presentation of the
discriminative stimuli (the inter-trial interval or ITI) is experimentally lengthened
from its usual 5–7 s or longer. It may well be asked whether the tendency to
impulsivity mainly becomes apparent when rats fail to learn to inhibit their premature
responses as a consequence of the punishing feedback over the many (often 40)
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sessions required to obtain stable 5CSRTT performance. This predicts that initially all
rats tend to exhibit impulsive behavior, but that the ‘high impulsives’ emerge grad-
ually as a function of further training. However, this does not appear to be the case.
First, high-impulsive rats can be identified in the earliest stages of training, even in
young (35-day-old) animals. Second, if the time course of responding is measured
during those sessions in which long, ‘challenge’ ITIs are interpolated, it is evident that
performance improves over the 30-min session (Dalley, J.W. and Robbins, T.W.,
unpublished observations). However, as shown in Fig. 7.2, this is equally so in the
‘high-’ and ‘low-’ impulsive rats, suggesting that the high-impulsive rats are
responding normally to negative feedback, but that they simply have an overall higher
level of premature responding.

The phenotype of the high-impulsive rat is remarkably selective (Dalley et al.
2007; Molander et al. 2011; Dilleen et al. 2012). A common assumption has been
that such rats would show more locomotor activity in photocell cages, but this is not
the case—if anything they are less active than normal. They do have small,
sometimes significant impairments in attention, as measured by their capacity to
identify the visual targets in the 5CSRTT. They exhibit normal Pavlovian appetitive
conditioning and patterns of behavior in the elevated plus maze that suggest that
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they are not more anxious, nor do they appear more stressed in terms of corti-
costerone responses. There is a tendency to exhibit a significantly greater (albeit
small) novelty preference when given the choice between being located in a novel
versus familiar environment. However, by far the most dramatic aspect of their
phenotype is their significant tendency to self-administer cocaine in a binge-access
chronic paradigm to a significantly greater extent than normal, ‘low-impulsive’ rats
(Dalley et al. 2007). These animals also showed greater evidence of relapse in
a procedure in which abstinence (or the voluntary cessation of drug-taking) is
promoted by punishment (rather than by the commonly employed extinction-
reinstatement procedure, which may have less ecological validity) (Economidou
et al. 2009). There was a similar pattern of effects for nicotine self-administration
and relapse (Diergaarde et al. 2008), although not for heroin (McNamara et al.
2010), suggesting that impulsivity is related specifically to stimulant drug
self-administration (Poulos et al. 1995; Pena-Oliver et al. 2015). The relationship
for alcohol self-administration is more complicated, but impulsivity may promote
certain forms of alcohol intake. Of even greater importance, the enhanced intake of
stimulants such as cocaine had a compulsive quality, as shown specifically by the
tendency of high-impulsive rats most unusually to continue to work under a
‘seeking-taking’ schedules of cocaine seeking when electric foot-shock punishment
was also occasionally delivered under the same schedule (Belin et al. 2008). This
effect clearly adequately fulfills a definition of compulsive behavior, given the
adverse consequences of electric foot shock, and led further support to the
hypothesis of stimulant drug addiction proceeding from impulsive to compulsive
behavior (and from initial control by the ventral, to the dorsal, striatum) (Everitt and
Robbins 2005, 2016).

In parallel with these behavioral characteristics, the high-impulsive rats exhibited
a number of significant neural and neurochemical correlates. High-impulsive rats
show neurochemical and pharmacological evidence of enhanced serotonin levels
and release in the medial prefrontal cortex (mPFC, including the intra-limbic cortex),
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as well as enhanced DA turnover in the anterior cingulate cortex (Dalley et al. 2002).
To these changes were added reductions of dopamine D2/3 receptor availability
in the ventral, but not the dorsal, striatum which correlated with the premature
responding measure (Dalley et al. 2007). Autoradiographic studies indicated
reductions of D2/3 receptors in the shell but not core region, together with reductions
in the DA transporter (DAT) in the shell. D1 receptors in contrast were reduced in the
core region (Jupp et al. 2013). This complex pattern of changes appeared consistent
with the hypothesis of enhanced DA turnover in the shell (the D2/3 receptor changes
could have reflected an adaptation to the enhanced DA turnover and the reduced
DAT levels would have led to increased synaptic levels of DA in the shell region).
These changes presumably affected the striatal direct and indirect pathways from the
shell region (assuming that these are organized along the same lines as the better
characterized striatal output pathways of the dorsal striatum) that influenced
behavioral output. Human studies of impulsivity are consistent with low D2/3
receptor binding in the midbrain predicting impulsivity as measured by the BIS; this
would also lead to elevated DA release in terminal domains in the ventral striatum
(Buckholtz et al. 2010).

Although the shell output was thus identified as being important for the
increased impulsivity, further evidence indicated an additional contribution of the
core region. Thus, magnetic resonance imaging highlighted reduced gray matter in
the region of the accumbens core of the left hemisphere especially that was also
strongly correlated with impulsive responding (Caprioli et al. 2014). GABA
decarboxylase (GAD) activity was also reduced in the core region suggesting that
medium spiny cells may have been reduced in this area. An infusion of an antisense
oligonucleotide sequence for GAD into the nucleus accumbens core also induced
impulsive responding in normally low-impulsive rats. Therefore, it appears that the
hypothesised functional opponency of the shell and core alluded to above in rela-
tion to the findings of Murphy et al. (2008) might result from an enhanced,
DA-dependent output of the shell being inadequately gated by a compromised core
subregion—although this hypothesis awaits further testing. Other evidence for
opponency of these two regions comes from similarly contrasting effects of
intra-core and intra-shell infusions of the D3 receptor antagonist nafadotride
(Besson et al. 2010), as well as the effects of deep brain stimulation of these two
accumbens subregions (Sesia et al. 2008).

Neural Basis of Impulsive Choice: Overlapping Circuits
and the Impulsivity Construct

The involvement of the core subregion in the construct of impulsivity is further
supported by its implication in impulsive choice. Thus, excitotoxic lesions of the
nucleus accumbens core region induced rats to choose a small, sooner food reward
rather than waiting for a delayed larger reward (Cardinal et al. 2001). Much
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subsequent work, reviewed elsewhere (Robbins and Dalley 2016), is consistent
with this conclusion—and in contrast, lesions of the shell have been reported to
have no effect on impulsive choice (Pothuizen et al. 2005). Moreover, an early
result that supports this interpretation is the finding that whereas delayed gratifi-
cation was found to be related to decreased DA release in the nucleus accumbens
core, impulsive premature responding was associated with decreased DA release in
the core as well as increased DA release in the shell subregion (Diergaarde et al.
2008), as postulated above. High-impulsive rats do show steeper discounting of
reward than controls with delay (Robinson et al. 2009). These data suggest that
there is some commonality in the neural substrates that underpin premature
responding and also impulsive choice (both examples of what we have termed
‘waiting impulsivity’; Dalley et al. 2011), giving credibility to the notion of a
unitary construct of impulsivity. However, there is also evidence of subtle differ-
ences in this neural network, supporting the view that the construct can be frac-
tionated, as demonstrated by the analysis of impulsivity in rodents according to
different measures described above (Winstanley et al. 2004a). By contrast, we will
show below how ‘stopping impulsivity’ is mediated by a different neural system
that involves a different sector of the striatum.

This hypothesis of overlapping and distinct circuitries may be supported by
further studies of the neural mechanisms affecting temporal discounting of reward:
Selective lesion studies support roles for the basolateral amygdala, ventral hip-
pocampus, and the medial and lateral orbitofrontal cortex, but not the mPFC
(Cardinal et al. 2001; Winstanley et al. 2004b; Mar et al. 2011). The lack of effect
of mPFC lesions contrasts with control mechanisms over premature responding,
which include the anterior cingulate and infralimbic cortex (Muir et al. 1996;
Chudasama et al. 2003). Eventually, the new neuroscience tools provided by
optogenetics and chemogenetics will be deployed to confirm and elaborate on the
circuit control of these behavioral responses. Additionally, in vivo electrophysiol-
ogy will be useful to examine network-like activity in relation to premature
responding. Initial analyses (Donnelly et al. 2015) have shown a ramping of neu-
ronal activity in relation to premature responses in the nucleus accumbens and
ventromedial prefrontal cortex (PFC)—also in relationship to rewarded trials, a
finding which may be relevant to data suggesting that premature responses may be
more likely after an immediately previous incorrect trial as compared to a rewarded
one (Christakou et al. 2004).

Chemical Neuromodulation of Waiting Impulsivity

Similarly, there are overlapping and contrasting effects of serotonin (or
5-hydroxytryptamine, 5-HT) manipulations on premature responding and temporal
discounting. Forebrain 5-HT depletion greatly increases premature responding
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(Harrison et al. 1997) but does not have dramatic effects on temporal discounting
(Winstanley et al. 2004a), although acutely the 5-HT1A receptor agonist
8-OHDPAT does induce impulsive choice (Winstanley et al. 2005), and recent
electrophysiological data show that dorsal raphe neurons fire during the waiting
period of temporal discounting for food reward (Miyazaki et al. 2011).

A systemically administered 5-HT2C receptor antagonist exacerbated premature
responding produced by 5-HT depletion (Winstanley et al. 2004c), whereas
5-HT2A receptor antagonism provided in the mPFC (Winstanley et al. 2003) or
nucleus accumbens (Robinson et al. 2008a) blocks this measure of impulsivity. To
test this hypothesis of dissociable effects of different 5-HT receptors further, the
behavioral effects of two partially selective serotonergic (5-HT) ligands, ketanserin
(5-HT2A,C receptor antagonist), and SER-082 (5-HT2C,B receptor antagonist)
were compared in the two tests of impulsivity. Dissociation was seen between the
effects of ketanserin, which decreased impulsivity in the 5-CSRTT, but had no
effect on the temporal discounting of reward task, and SER-082, which had no
effect on performance of the 5CSRTT, but decreased impulsive responding in the
temporal discounting task (Talpos et al. 2006).

The dopaminergic modulation of waiting impulsivity described above has
implications for human attention-deficit/hyperactivity disorder (ADHD). Early on,
(Dalley et al. 2007) it was noticed that cocaine self-administration appeared to blunt
the high impulsivity expressed as increased premature responding; this was remi-
niscent of effects of agents such as methylphenidate (Ritalin®) in combating
impulsive behavior in ADHD and presumably arises from the effects of these drugs
to increase catecholamine (i.e., DA and noradrenaline [NA] levels) in the synaptic
cleft, by virtue of their actions, for example, to block the DA and NA transporters
and hence block the reuptake of these neurotransmitters. More recently, this has
been explored in further detail both with intravenously self-administered cocaine
(Caprioli et al. 2013) and orally administered methylphenidate (Caprioli et al.
2015). In both cases, the stimulant drug reduced premature responding significantly
in high-impulsive rats while increasing it in rats with lower (i.e., normal) baseline
levels of premature responding (Fig. 7.3). This corresponds to the well-known ‘rate
dependency’ (Dews and Wenger 1977; Robbins 1981) of the effects of stimulant
drugs. Additionally, these behavioral changes were matched by corresponding
changes in D2/D3 receptors throughout the striatum; in other words, the low D2/D3
receptors in high-impulsive rats were increased by the drugs and vice versa. Further
analysis revealed that while this was a significant correlate of the behavioral effect,
it could not be the only contributory mechanism. Another significant influence was
shown to work through noradrenergic mechanisms; the NA-reuptake blocker ato-
moxetine (also used to treat ADHD, as Strattera®) dose-dependently reduced high
impulsivity (Robinson et al. 2008b)—though without increasing premature
responding in normal rats, as does methylphenidate. Atomoxetine (like methyl-
phenidate) achieved this reduction in impulsivity without significantly affecting
accuracy to detect the brief visual targets, i.e., in the absence of any sedative effects.
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Further studies showed that atomoxetine produced the same effects when infused
into the shell, but not the core regions of the nucleus accumbens, nor into the
prefrontal cortex (Economidou et al. 2012). Thus, part of the opponency within the
nucleus accumbens may also comprise NA–DA interactions there, as originally
postulated by Alexander Cools (e.g., Tuinstra and Cools 2000). The assumption
must be that regulation of DA leads to fluctuations of premature responding, high
levels of which are antagonized by increased NA, presumably released from
sub-coeruleal projections to the shell region (Delfs et al. 1998). The implications are
that atomoxetine might be a more effective regulator of impulsive responding than
methylphenidate in ADHD, despite the latter’s greater clinical efficacy, which
extends to other symptoms besides impulsive behavior. Atomoxetine has also been
shown to reduce impulsive choice when given systemically (Robinson et al.
2008b), and indeed to oppose other forms of impulsive behavior to be discussed
below, although via its actions in PFC, rather than the striatum.

(a) (b)

(c) (d)

Fig. 7.3 Baseline dependency in the effects of intravenously self-administered cocaine (upper
graphs) and oral methylphenidate (MPH, lower graphs) on DA D2 receptor availability in the
ventral striatum (a, c) and behavior (b, d). High-impulsive rats exhibit a diminished availability of
D2 receptors in the ventral striatum compared with low-impulsive rats (Dalley et al. 2007). This
deficit (left scans) is corrected by cocaine and methylphenidate (right scans) with a corresponding
reduction in behavioral impulsivity in the 5CSRTT (b, d, respectively). From Caprioli et al. (2015)
and Caprioli et al. (2013) with permission
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Further Dissociations of Impulsivity: Risky Choice
and Motor Inhibition

Complementary to the temporal discounting of reward is the discounting of reward
probability and the concept of risky choice, which is embodied in the basic example
of opting for a larger, uncertain reward as opposed to a smaller, certain one. There
are theoretical psychological and computational reasons for supposing that temporal
and probability processing shares common processes. They also both implicate
dopamine-dependent processes of the nucleus accumbens, but also appear to utilize
quite distinct neural circuitry, as recently reviewed by us (Robbins and Dalley
2016). For example, probability discounting appears not to implicate the medial
orbital frontal cortex or ventral hippocampus in the rat, whereas temporal dis-
counting implicates both of these structures (Abela and Chudasama 2013; Stopper
et al. 2014).

Similarly, although premature responding in the 5CSRTT is suggestive of a
motor inhibition deficit, other forms of impulsivity resulting from motor disinhi-
bition do not appear to depend upon the integrity of the nucleus accumbens. Thus,
for example, performance on the stop-signal reaction time task (SSRTT), which
has been shown to have utility in studies of human disorders such as ADHD (Logan
et al. 2014), requires the inhibition of an already initiated motor response: On a
proportion of trials of a visual choice reaction time task, a stop signal (usually
auditory) is presented a short, variable period after the imperative cue to indicate
that no response should be made. Impulsive responding here is represented by the
failure or slowness to brake the response, with a corresponding prolongation of the
stop reaction time, which is computed from the response time distribution according
to a ‘race’ model. There has been considerable attention paid to the neural network
that underpins SSRTT performance in humans which we will return to below.
However, in the immediate context of animal studies, the SSRTT has been
implemented in rats and the underlying neural systems explored by interventions
using fiber-sparing cell body lesions and intracerebral infusions. These studies have
shown that damage to the nucleus accumbens core has no effects on SSRT per-
formance (Eagle and Robbins 2003), contrasting remarkably with the powerful
effects of such lesions on other forms of impulsivity, as in the 5CSRTT and the
temporal discounting paradigm (see above). By contrast, dorsal striatal lesions and
infusions of a D2 receptor antagonist into the dorsal but not the ventral striatum
produce a significant lengthening of the SSRT (and the D1 receptor antagonist has
the opposite effects) (Eagle et al. 2011). A human positron emission tomography
(PET) study employing the DA ligands [11C]NNC-112 and [18F]fallypride,
respectively, has examined individual differences in D1 and D2 receptors in relation
to SSRT performance and importantly confirmed significant relationships of SSRT
with DA receptor binding potentials in the dorsal and not the ventral striatum with
reduced D2 receptor binding being correlated with inferior SSRT performance
(Robertson et al. 2015).
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The rodent homologue of the caudate receives overlapping neural inputs from
the lateral orbitofrontal cortex and the anterior cingulate cortex, and lesions in rats
of both structures (but not the mPFC), specifically lengthen the SSRT (Eagle and
Robbins 2003; Eagle et al. 2008). This neural network thus contrasts quite strongly
with that controlling premature responding on the 5CSRTT, which includes more
ventral aspects of mPFC and the nucleus accumbens. One way of conceptualizing
this is to suppose that the 5CSRTT premature response and delayed reward dis-
counting test paradigms tap into different stages of the response sequence, repre-
senting the beginning of the sequence prior to response selection, whereas the
SSRTT relates to the regulation of responding post-initiation. We have previously
characterized SSRT deficits as exemplifying stopping impulsivity rather than
waiting impulsivity (Dalley et al. 2011). The two tasks clearly further refine the
notion of impulsive action. The SSRTT is often considered to be a sophisticated
version of another well-known go/no-go task in which subjects respond to one cue
but inhibit responding to the other. Despite their superficial similarities, which
probably also involve some common processing demands, these two paradigms
differ in the sense that in the SSRTT, a response has already been selected but then
has to be canceled, whereas in the go/no-go task, the inhibition of responding is
imposed as part of response selection—in other words, the inhibition comes at an
earlier stage in the production of the response sequence, and this might also be
reflected in which fronto-striatal loop is implicated and how it is modulated. Thus,
for example, performance of the SSRTT is much less sensitive to pharmacological
manipulation of 5-HT than the go/no-go task (Eagle et al. 2008).

There is further evidence of differential chemical modulation of the different
forms of impulsivity. SSRTT performance is especially sensitive to the improve-
ment by systemic atomoxetine, inducing blockade of NA uptake, providing a third
example of the beneficial effects of this drug on impulsivity (Robinson et al.
2008b). Moreover, a similar beneficial effect was also obtained when infusing the
drug into the lateral orbitofrontal cortex, consistent with the evidence of effects of
lesions of this area, further pharmacological manipulations being consistent with a
NA-ergic action of atomoxetine (Bari et al. 2011). By contrast, citalopram, the
selective serotonin reuptake inhibitor (SSRI), had little effect on SSRT performance
over a wide acute dose range (Bari et al. 2009). Additionally, forebrain 5-HT
depletion also had little effect, in marked contrast to its effects on premature
responding in the 5CSRTT (Eagle et al. 2009).

Translation from Laboratory to Clinic of Findings
on Impulsivity

Whereas the body of preclinical work reviewed above provides several valuable
pointers concerning the theoretical construct of impulsivity and its neural basis,
parallel studies, sometimes inspired by the basic advances and sometimes inspiring
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them, have shown the utility of the research for several clinical constructs.
Reference has already been made to ADHD, but another prominent example is of
stimulant drug addiction. There is considerable evidence for low levels of striatal
D2/3 receptors in chronic drug abusers, as well as hypometabolism of the orbito-
frontal cortex (Volkow et al. 1993) and impaired decision making, including
temporal discounting and impulsive behavior (Perry and Carroll 2008). It is not
entirely clear, however, whether these effects result from neurotoxic actions of
stimulant drug abuse, or else whether they may precede and even cause some
aspects of drug abuse. The findings of increased stimulant drug self-administration
and compulsive drug seeking in combination with low D2/3 receptors in
high-impulsive rats (Dalley et al. 2007) suggest that impulsivity could contribute to
vulnerability to stimulant addiction in humans and hence be an endophenotype, i.e.,
a characteristic also shown to be present in non-affected family members, sug-
gestive, but not conclusive, of heritable factors that confer possible vulnerability or
predisposition to an disorder (Gottesman and Gould 2003).

This hypothesis was tested directly in a number of ways by Ersche and col-
leagues. Individuals with stimulant dependence had very high BIS scores relative to
healthy age- and IQ-matched controls, as would be expected. However, the
non-drug-abusing siblings of the stimulant-dependent addicts were intermediate in
their BIS scores between these two groups, also being significantly higher than
controls (Ersche et al. 2010), just as would be predicted by the endophenotype
hypothesis. Therefore, the tendency to respond impulsively was present in the
family and not simply due to stimulant drug abuse. Moreover, for a
sensation-seeking scale, there was no difference between the siblings and controls,
showing that the impulsivity trait was more selectively present in the family.
Recreational stimulant users also had high sensation-seeking scores but had no
tendency to high BIS scores, consistent with the hypothesis that there are consid-
erable individual differences in the propensity to stimulant drug addiction (Ersche
et al. 2012b). These findings were largely borne out by a later study using instead
the SSRTT. Both the stimulant-dependent individuals and their siblings showed
lengthened SSRTs, the former confirming many previous findings. Slowness of
SSRT, and hence the tendency to impulsivity, was related to reduced white matter
(fractional anisotropy) in the arcuate fasciculus innervating the inferior frontal
cortex, as indexed by diffusion tensor imaging, a finding consistent with previous
evidence of frontal damage and functional neuroimaging implicating, in particular,
the right inferior frontal gyrus (RIFG) in SSRT performance (Ersche et al. 2011;
Ersche et al. 2012a). Consequently, it appears that individuals with reduced white
matter (as well as gray matter) in this region may be susceptible to stimulant use
disorder. Further evidence is provided by fMRI data from a number of laboratories
indicating similarly reduced BOLD responses in inhibitory tasks such as the SSRTT
in stimulant abusers, indicating inefficient control of responding (Morein-Zamir and
Robbins 2015). One study has compared stimulant abusers with their siblings and
found that the latter actually overactivated the RIFG compared with healthy control
volunteers (Morein-Zamir et al. 2013). This intriguing result conceivably indicates
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a tendency to impose inhibitory voluntary control to a greater extent than normal,
perhaps helping to explain the resilience of the siblings to resist drug abuse.

An entirely different approach to establishing vulnerability to drug abuse comes
from a longitudinal approach, as exemplified by the IMAGEN project (Schumann
et al. 2010). Two thousand healthy 14-year-old adolescent volunteers were inves-
tigated with a multidisciplinary battery comprising neuropsychological testing,
neuroimaging, and genomics in order to identify markers or characteristics to gauge
possible risk for drug (including alcohol and nicotine) use. One of the studies
utilized fMRI with the SSRTT and the large sample size enabled the use of prin-
cipal component analysis to analyze which neural networks were associated with
performance (Whelan et al. 2012). On successful stop trials, seven orthogonal
neural ‘clusters’ were identified with suitably large eigenvalues (Fig. 7.4). These
included the lateral orbitofrontal cortex, the medial frontal cortex, the right inferior
cortex and cingulate cortex, the pre-supplementary area, the parietal cortex, and
basal ganglia. On failed trials, where stopping was unsuccessful, the same circuits
were engaged with the exception of the pre-supplementary cortex, suggesting that
this region implements the motor inhibitory braking effect on action. Performance
on a go/no-go task was related to reduced RIFG activity, consistent with earlier
data. These neural networks are consistent with what had been found previously
with fMRI tasks using similar behavioral test paradigms (Aron and Poldrack 2006).

Importantly, the degree of activation of certain regions correlated with ques-
tionnaire data on drug use. Experience with alcohol and nicotine correlated with
orbitofrontal hypoactivation and with illicit drugs (predominantly cocaine) with an
overactivation of the RIFG/cingulate cluster. Hence, it appears that the activity of
neural circuits implicated in response control is predictive of drug use. The
seemingly paradoxically increased activity of the RIFG region may relate to the
initiation of drug use when there is an attempt to impose control (like the siblings of

Fig. 7.4 Neuroimaging of the stop-signal reaction time task in 14-year-old adolescents from the
IMAGEN project (N = 1252). Different networks were associated with different aspects of impulse
control as measured by significant BOLD activations on successful stopping trials in the
stop-signal reaction time task. Seven orthogonal clusters were identified by principal component
analysis (six shown here): medial prefrontal cortex (purple); basal ganglia (red);
pre-supplementary motor cortex/parietal cortex (white); parieto-occipital cortex (light blue).
Adolescents reporting drug use (alcohol or nicotine or both) had reduced activity in the lateral
orbitofrontal cortex (green). Adolescents additionally reporting illicit drug use; increased activity
in right inferior frontal/anterior cingulate network (yellow). This figure represents an interim
analysis of 1252, adolescents, the results being essentially the same as the final analysis of
N = 2000 adolescents (see Whelan et al. 2012). Figure provided by kind permission of Hugh
Garavan and Robert Whelan
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the study described above). Additionally, individuals scoring high in ADHD-like
symptoms also displayed alterations in the inferior frontal cortex region, though
bilaterally, as well as in the basal ganglia cluster but on failed stop trials only. These
data may indicate that there is some overlap in the neural substrates underlying a
propensity for drug use and a tendency toward ADHD-like symptoms but also
differences.

Another correlate of reduced activity of the RIFG region was with activity of the
noradrenaline/norepinephrine transporter (NET), which is of particular interest
given the beneficial effects of the NA reuptake blocker atomoxetine on SSRT in
individuals with adult ADHD as well as healthy volunteers (Chamberlain et al.
2007). It was further shown that the improved SSRT performance in healthy vol-
unteers is correlated with an increased BOLD response in the RIFG region
(Chamberlain et al. 2009). Recently, these beneficial effects have been confirmed
and extended to certain patients with Parkinson’s disease. Task-free resting state
functional connectivity analysis showed that atomoxetine enhanced connectivity
between the RIFG and the dorsal anterior cingulate in Parkinson’s disease, hence
generally boosting the fronto-striatal circuitry associated with SSRT performance
(Borchert et al. 2016). More specifically, the fMRI results with Parkinson’s disease
patients suggest that atomoxetine increases sensitivity of the inferior frontal gyrus
to afferent inputs from the pre-supplementary motor cortex; and further that ato-
moxetine enhances downstream modulation of frontal-subcortical connections for
response inhibition (Rae et al. 2016). These effects may correspond to the effects of
intra-PFC atomoxetine in rats described above and provide a possible explanation
of some of the therapeutic effects of the drug in ADHD, as well as Parkinson’s
disease. Whether atomoxetine can be used effectively in substance abusers seeking
treatments to help with response control remains to be seen.

It should be made clear that this work establishing impulsivity as a possible
endophenotype or trait marker for drug abuse needs much further work. Further
analyses of the later transition to alcohol misuse of adolescents in the IMAGEN
sample have indicated that impulsivity may well be an important predisposing
factor, but only one of many factors in this multifactorially determined condition.
Moreover, the promising links to the animal literature could be made even tighter.
There have been no studies to data of how individual variation in SSRT perfor-
mance in rodents might relate to the compulsive drug-seeking tendency. Likewise,
the high-impulsive, premature responding phenotype in the rodent 5CSRTT has not
yet been shown directly to predict stimulant drug dependence in humans. However,
a 4CSRTT analogue of this task in humans has been shown to be capable of
detecting increased premature responding in both methamphetamine and cannabis
abusers (Voon et al. 2014). Another elegant analogue of the rodent 5CSRTT
similarly shows impulsive responding in alcohol-dependent individuals
(Sanchez-Roige et al. 2014). Analysis of the neuroanatomical substrates of
5CSRTT performance in binge drinkers and abstinent subjects with alcohol use
disorders shows that the premature responding is linked to reduced structural
connectivity of the ventral striatum and subgenual cingulate cortex with the sub-
thalamic nucleus (STN), consistent with the critical infralimbic–nucleus
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accumbens–STN circuitry as established from rodent studies (Morris et al. 2016).
Such studies encourage the use of these tests to probe the precise nature and breadth
of a neuroendophenotype (i.e., an endophenotype with both a behavioral and a
neural element) of impulsivity relevant to drug abuse. It was of particular interest
that these pathological drinking groups were not differentiated in terms of their
SSRT performance, and an analysis of distinct forms of impulsivity is certainly
relevant. In the same way, it may be useful to compare with the motor inhibition
paradigms the predictive capabilities of temporal and probability discounting, as
these also may predict some degree of susceptibility to stimulants. However,
although impulsivity may be a predisposing factor for several forms of substance
abuse, including alcoholism, a detailed analysis of such factors from the IMAGEN
sample indicates that it is far from being the only such factor (Whelan et al. 2014).

The possible utility of the dissociations we have shown in different aspects of
impulsivity for the purposes of psychiatric classification or nosology has been
illustrated in studies of the heterogeneity of symptoms in ADHD. Solanto and
coworkers showed that, consistent with the findings described by (Nombela et al.
2014), for a large population of juvenile ADHD patients, performance on the tests
of choice impulsivity (temporal discounting) and the SSRTT was essentially
uncorrelated, although there were large deficits in both indicating impulsive
behavior, and the tests were predictive of the overall diagnosis (Solanto et al. 2001).
This suggests that ADHD may implicate different aspects of fronto-striatal cognitive
control systems according to specific dysfunctional neural circuitries.

Theoretical Implications for the Impulsivity Construct:
The Role of Cognitive Control

The evidence reviewed so far suggests that the psychometric evidence of disso-
ciable aspects of impulsivity can be matched by the neural dissociations described.
There is evidence for a central role for fronto-striatal circuitry in the expression of
impulsive behavior, but, as in the case of waiting versus stopping impulsivity, these
are probably mediated to some extent by parallel pathways. Moreover, proba-
bilistic, ‘risky’ discounting appears separate from temporal discounting, suggesting
that uncertainty and delay of reward are mediated through separate systems.

We should consider additional manifestations of impulsivity, such as ‘reflection’
impulsivity, which can be defined as the tendency to make rapid decisions without
adequate accumulation and consideration of the available evidence (Kagan 1966);
this can include perceptual decision making as well as value-based decision mak-
ing. In contrast to the original Matching Familiar Figures Task which focuses on
perceptual discriminations, the Information Sampling Task (IFT); (Clark et al.
2006) and the Beads Task represent different aspects of information gathering prior
to decision making. The former was used to show deficits through early decisions in
current and abstinent amphetamine and opiate abusers, although these effects failed
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to correlate with BIS ratings (Clark et al. 2006). Abstaining alcohol-dependent
individuals and compulsive gamblers have been shown to have analogous
impairments (Lawrence et al. 2009). Banca et al. found that binge drinkers more
reliably showed deficits on the Beads Task than the IST, but intriguingly also that
the two tests were correlated with different cortical substrates: Poor performance on
the Beads Task was associated with smaller dorsolateral PFC and inferior parietal
volumes, whereas for the IST, lower evidence accumulation was associated with
greater dorsal cingulate and precuneus volumes (Banca et al. 2016); it is possible
that these differences arise because of the more explicit nature of the problem in the
IST makes it less prone to impulsive decisions. Although these tasks are associated
with cortical substrates, it seems plausible that they represent further examples of
waiting impulsivity given that the urge to make a decision has to be inhibited to
enable further evidence accumulation. Further evidence is required to determine
whether reflection impulsivity represents an entirely different form of impulsivity,
operating, for example, at the level of decision making implemented by cognitive
networks in the cerebral cortex. There has been some discussion of possible animal
models by Evenden (1999).

More generally, these different aspects resemble instances of ‘cognitive control,’
although this broad-based concept seems to invoke mechanisms of response
selection and rule use as well as inhibitory response control (which also help to
distinguish, for example, go/no-go paradigms from the SSRTT (Eagle et al. 2008).
Some of these issues have been described in recent reviews that have focused on
inhibitory response control as the primary control mechanism (Bari and Robbins
2013; Aron et al. 2014), which may, however, be applied to distinct streams of
processing in distinct fronto-striatal functional loops. In the case of stopping
impulsivity and the role of inferior PFC circuitry in SSRT performance, alternative
arguments have been advanced about the nature of the cognitive control processes.
Thus, it has been suggested that, although the SSRTT incontrovertibly engages
specific behavioral inhibitory processes (including most recently, the ‘braking’ of
initiated responses), fMRI studies of its underlying circuitry may nonetheless be
confounded with attentional requirements of the task (Erika-Florence et al. 2014).
This controversy has been discussed in great detail in a recent review (Aron et al.
2014). Perhaps the most relevant evidence is a meta-analysis of 70 fMRI studies
(Cai et al. 2014), which identified two adjacent clusters of activation in the right
insula and inferior frontal cortex that exhibited distinct functional characteristics.
The insula cluster was more closely coupled to the anterior cingulate and showed
greater activation on unsuccessful SSRT trials, whereas the inferior frontal cluster
was functionally connected to the parietal and dorsomedial PFC activations,
exhibited relatively greater activation on successful trials, and was closely related to
individual differences in SSRT performance. This analysis thus implies a more
important role for the inferior frontal cluster in response inhibition rather than in
monitoring outcomes of the task. However, additional functions for this control
‘hub,’ interacting with other neural networks, cannot be ruled out.

The concept of self-control and consequent resistance to temptation is
undoubtedly central to theoretical accounts of impulsivity but self-control may
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implicate additional mechanisms. An important higher-order strategy is
pre-commitment, in which self-control difficulties are anticipated and exposure to
temptation is voluntarily avoided. In a recent fMRI study of pre-commitment in
humans, the effects of ‘willpower’ (i.e., the capacity for self-control) and
pre-commitment were directly compared (Crockett et al. 2013). Whereas willpower
or voluntary inhibitory control predictably engaged the dorsolateral and inferior
PFC and parietal cortex, pre-commitment specifically activated the lateral fron-
topolar cortex (LFPC) (Fig. 7.5). Moreover, during pre-commitment, the LFPC had
increased functional connectivity with DLPFC and PPC, particularly in more
impulsive individuals, and the relationship between impulsivity and LFPC con-
nectivity was mediated by value-based activations of the ventromedial PFC. These
findings hence support a hierarchical model of self-control in which LFPC
orchestrates pre-commitment by controlling action plans in more caudal PFC
regions, as a function of their expected value. This example well illustrates the
complexity of mechanisms governing impulsivity; in the absence of a strategic
decision, such a pre-commitment, an individual may more readily find themselves
compromised by the need to engage active voluntary processes that may consume
considerable effort and be susceptible to lapse during stress or ‘hot’ emotional
circumstances.

Conclusions

This article has shown the utility of a neuroscience approach to the concept of
impulsivity, by demonstrating that different forms of impulsivity may exist that are
related to distinct neural systems or distinct forms of chemical neuromodulation,
sometimes apparently conserved across species. Investigation of these forms of

Fig. 7.5 The neural network underlying the resistance of temptation by willpower. a Bilateral
dorsolateral PFC, bilateral posterior parietal cortex and b bilateral inferior frontal gyrus (compare
Fig. 7.4) were more activated when the temptation to choose the smaller, sooner reward during the
delay had to be suppressed. Images are displayed at a threshold of p < 0.005 uncorrected with an
extent of >10 voxels. From Crockett et al. (2013) with kind permission
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impulsivity helps to refine our concepts of fronto-executive function or cognitive
control. They have also been shown to be highly relevant to neuropsychiatric
disorders including substance use disorder, ADHD, Parkinson’s disease, and other
impulse control disorders. They may enable the definition of new phenotypes in
psychiatry that can be more readily related to genetics, useful in the stratification of
clinical trials and as potential vulnerability markers, for example, for susceptibility
to drugs of abuse. It is thus to be hoped that further refinements in our under-
standing of different forms of impulsivity will be useful in redefining psychiatric
nosology and introducing a dimensional approach to categorical diagnosis.
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Chapter 8
Toward Narrative Theory: Interventions
for Reinforcer Pathology in Health
Behavior

Warren K. Bickel, Jeffrey S. Stein, Lara N. Moody, Sarah E. Snider,
Alexandra M. Mellis and Amanda J. Quisenberry

O God, that men should put an enemy in their mouths to steal
away their brains!

—the character Cassio from Shakespeare’s Othello, Act II
Scene iii

Introduction

In Shakespeare’s Othello, Cassio laments that man knowingly chooses to consume
harmful substances without regard for the consequences. Nonetheless, human
consumption of psychoactive drug compounds is as old as the compounds them-
selves (Crocq 2007). Although drug use is immediately rewarding, its delayed
consequences can be devastating. When I (W.K.B.) was a postdoctoral fellow at
Johns Hopkins University, an interaction with one particular man exemplified this
concept and became a pivotal moment in my career. The man, a chronic heroin user
I will call “Dennis,” was a participant in an ongoing study in the laboratory.

Dennis tested positive for illicit opioids and had visible track marks on his neck
from intravenous heroin injection into his jugular vein. The veins at other, less
conspicuous injection sites had collapsed due to Dennis’ long history with heroin
use; thus, his jugular vein was one of the last viable options through which to
administer his fix. When I inquired about Dennis’ positive urine sample and his
wounds, he said that the local paper, The Baltimore Sun, reported that a spate of
fatal heroin overdoses in the area was due to an increase in the availability of
high-purity heroin. Dennis went on to say that if the heroin was that pure, he
definitely needed to try some. As I listened to Dennis’ enthusiasm, I could not help
but wonder how someone could do something so risky without regard for the
consequences. Did Dennis devalue his life that much? Perhaps, many cascading
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issues that come with chronic heroin use made his life intolerable. However, the
ultimate consequence of overdose for a chemically induced high is arguably not a
rational valuation of any life. So, again, I asked, “Why?”

Dennis’ myopic behavior was a self-control failure that could lead to the ultimate
sacrifice. Dennis and others like him seek immediate rewards from drugs of abuse
while sacrificing delayed outcomes such as improved health, employment, or stable
family and social relationships. Such shortsighted behavior demonstrates a lack of
concern for, or a devaluation of, the future. To explore this phenomenon, we
empirically measured responses to a future time perspective task (Petry et al. 1998).
Specifically, we read the beginnings of a number of open-ended stories and asked
34 heroin-addicted participants and 59 healthy control participants to generate the
ending of these stories. In particular, one of the stories during this task began,
“After awakening, Bill began to think about his future. In general, he expected
to…” Participants in the study were asked to complete the story in any way they
wish and then give an approximation of the time in which the story took place. We,
as researchers, were not interested in the story’s content, but rather its time frame.
The healthy control participants’ stories took place, on average, 4.7 years in the
future. In contrast, heroin-addicted participants’ stories took place only 9 days in
the future, demonstrating the significantly shorter time horizon observed in drug
addiction. From this perspective, one could ask how an individual who cannot see
beyond the next nine days would value a reward that is beyond that frame? Dennis
may have been incapable of valuing a healthy life because he may not have been
able to imagine a future past next week.

Myopic time horizons and valuation of the future can be more finely measured
by examining temporal (or delay) discounting, the process in which the value of a
reward declines with increasing delay to its receipt (Kirby 1997; Bickel and Marsch
2001; Madden and Johnson 2010). For example, an immediately available reward
may be highly valued, whereas having to wait for the same reward decreases its
value with increasing wait times. The rate of the decline in reward valuation can be
measured using a choice task that estimates the rate at which individuals discount
delayed rewards (see Box 8.1). If Dennis had completed a discounting task, we
would likely have observed rapid devaluation of delayed rewards. Unfortunately,
however, Dennis’ perspective is not uncommon among individuals with self-control
failure and is the basis for a large and still growing field of research examining
discount rates and maladaptive behaviors.

In this chapter, we expand our understanding of temporal discounting both as a
behavioral process and as a tool to measure impulsive decision making. The extant
evidence indicates that excessive discounting of delayed rewards is a trans-disease
process, that is, a process evident in a wide range of diseases, disorders, and
maladaptive health behaviors. We describe the evidence supporting this claim and
discuss how this process can be explained using a common mechanism, the com-
peting neurobehavioral decision systems (CNDS). Next, we expand our discussion
to reinforcer pathology, the interaction between temporal discounting and the
overvaluation of specific commodities, such as drugs of abuse. Finally, we end by
presenting a review of recent evidence that temporal discounting and reward
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valuation can be altered using methods of narrative theory, a novel intervention
framework which entails examining the impact of participant- and
researcher-generated narratives on measures of reinforcer pathology.

Box 8.1: Temporal Discounting
Temporal discounting is the process in which a delayed reward loses its
value as a function of the delay to its receipt. The rate at which the delayed
reward loses its value can be empirically measured using one of several
hypothetical or potentially real choice tasks (Koffarnus and Bickel 2014;
Madden and Johnson 2010).

One of these tasks used to measure delay discounting is the
adjusting-amount task. This task offers repeating choices between a smaller,
immediate reward and a larger, delayed reward. Across trials, the amount of
the larger, delayed reward stays constant (e.g., $100 in one week from now),
while the amount of the smaller, immediate reward is titrated until an in-
difference point is reached (Richards et al. 1997; Bickel et al. 1999; Du et al.
2002). That is, some smaller immediate amount of money now will be
subjectively equivalent to the delayed $100. Figure 8.1 provides example
trials from this task; for space, we present only three trials, although six trials
are most commonly used to estimate an indifference point (Du et al. 2002).
This titration procedure is iterated over multiple delays (e.g., one day, one
week, one month, three months, one year, and 25 years) to obtain a dis-
counting curve (i.e., discounted value as a function of delay). Derivations of
this task have also been studied in which a number of parameters have been
manipulated, including magnitude of the rewards, the probability of the
rewards, whether rewards occur in the past or future, whether rewards are to
be gained or lost, and the social distance between the participant and the
reward recipient (Rachlin et al. 1991; Baker et al. 2003; Yi et al. 2006a, b;
Rachlin and Jones 2008).

Once indifference points are calculated, they are often fit to a nonlinear
regression model. Again, multiple theoretical models are used to fit the
indifference points (see Franck et al. 2015; Killeen 2009; Madden and
Johnson 2010); however, Mazur’s (1987) hyperbolic model

V ¼ A
1þ kD

; ð8:1Þ

is most common in the addiction literature (MacKillop et al. 2011). Here, V is
the present value of the reward (i.e., indifference point), A represents the
amount of the delayed reward, D is the delay, and k is a free parameter which
indexes discount rate. Higher values of k indicate a more rapid decline in
value of delayed rewards (Odum 2011).
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Trans-disease Study of Health Behaviors

Given the state of health in the USA, namely that it lags behind other developed
countries in several common metrics of health, identifying ways to prevent poor
health and intervene on the behavior that causes it is of utmost importance. The
National Research Committee and the Institute of Medicine, in a report titled US
Health in International Perspective: Shorter Lives, Poorer Health, examined sev-
eral metrics of health and in the USA and compared them to other developed
countries (Woolf et al. 2013). Key findings from the report include shortcomings in
the USA across six health behaviors: smoking, diet, physical inactivity, substance
use, sexual practices, and injurious behaviors, implicating these behaviors as con-
tributors to increased morbidity and mortality.

Health disparities in the USA necessitate improvements in how we study health
and disease. One challenge to the study of disease is the assumption that diseases
have unique etiologies which should be studied and treated as distinct from one
another. This perspective is evident in disease-specific scientific societies, in
journals, and even in the organization of the National Institutes of Health in which
each institute is charged with the study of overlapping disease states (e.g., National
Institute on Drug Abuse and National Institute on Alcohol Abuse and Alcoholism).
In addition, science largely follows a reductionistic approach; that is, we study
smaller and smaller phenomena with the hope that by breaking diseases into their
component parts, the solution to the problem will become clear at a lower level of

Fig. 8.1 Three example trials of the adjusting-amount temporal discounting task. With each
choice, the smaller, immediate amount increases or decreases by half of the previous amount. The
traditional adjusting-amount task titrates a total of five times to determine an estimated indifference
point at each delay
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analysis (Skurvydas 2005; Strange 2005). Reductionistic approaches have resulted
in remarkable productivity (e.g., DNA sequencing), evidenced by a rapidly
increasing body of published research (Evans 2008) that has engrained this
approach as the dominant scientific paradigm (Mitchell 2009). This approach,
however, may have unintended consequences as scientists are compelled to learn
more about progressively finer points related to their specialty. Specifically, the
cause of some diseases may not be found by delving deeper, and specialization
comes at the cost of less communication across specialty areas, creating “intel-
lectual silos.” An emphasis on deep, but narrow, specialization may result in failure
to identify similar phenomena across specialties that could otherwise help in the
characterization of many disease states.

Adding to this challenge is that a variety of diseases are both complex in cause
and presentation. In particular, the symptoms of mental health and substance-use
disorders are heterogeneous and diffuse; that is, many symptom profiles may result
in the diagnosis of the same disorder. For example, in the current version of the
Diagnostic and Statistical Manual (American Psychiatric Association 2013),
substance-use disorders are comprised of eleven different symptoms; however, to
be diagnosed with mild substance-use disorder, an individual must only present
with two of those symptoms. Thus, several different individuals diagnosed with
substance-use disorder may not share a single common symptom. The heteroge-
neous presentation of symptoms in diseases necessitates the consideration of pos-
sible common factors across diseases to elucidate those that may share similar
etiologies or disease trajectories.

Here, we discuss a recent application, summarized by physicist and philosopher
Ernst Mach: “Thence is imposed the task of everywhere seeking out in the natural
phenomena those elements that are the same, and that amid all multiplicity are ever
present” (Mach and McCormack 1907, p. 5). These ever-present phenomena are
identified through the study of trans-disease processes, where the goal “is to
understand the processes that operate in more than one disease and use that
information to better understand, in principle, all the diseases in which they oper-
ate” (Bickel and Mueller 2009, p. 2). Trans-disease processes offer a means of
dealing with the heterogeneous and diffuse manifestations of disorders and mal-
adaptive behaviors by elucidating underlying characteristics that are present across
multiple pathologies and to then use that information to better understand disease
(cf. Insel et al. 2010).

Over the past two decades, temporal discounting has emerged as a candidate
trans-disease process (see Box 8.2 for illustration of a foundational study).
Tables 8.1, 8.2, and 8.3 (adapted from Bickel and Stein, under review) summarize
the results of studies providing examinations of the relation between temporal
discounting and a wide variety of health behaviors. Table 8.1 focuses on omissions
of behavior that improve or maintain health (e.g., medical screening), Table 8.2
focuses on commissions of behavior that worsen health directly (e.g., substance
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Table 8.1 Summary of study findings describing the association between delay discounting and
health behavior omissions

Finding Study population Study

Medical screening

Blood pressure tests − Hypertensive patients,
� age 20

Axon et al. (2009)

Cholesterol tests − � age 50 Bradford (2010)

Mammograms − � age 50 Bradford (2010)

Breast examinations − � age 50 Bradford (2010)

Pap smears − � age 50 Bradford (2010)

Prostate
examinations

− � age 50 Bradford (2010)

Dental visits − � age 50 Bradford (2010)

College graduates
(mostly)

Chabris et al. (2008); Exp. 3

Doctor/dental visits College students Daugherty and Brase (2010)

HSV-2 tests − STI clinic patients Chesson et al. (2006)

General clinic patients Chesson et al. (2006)

Teenage clinic patients Chesson et al. (2006)

College students Chesson et al. (2006)

Prevention and treatment

Exercise frequency − Normal weight,
overweight, and obese

Chabris et al. (2008); Exp. 1

− � age 50 Bradford (2010)

College students Daugherty and Brase (2010)

College students and
community residents

Chabris et al. (2008); Exp. 2

College graduates
(mostly)

Chabris et al. (2008); Exp. 3

On a diet Normal weight,
overweight, and obese

Chabris et al. (2008); Exp. 1

Eating healthy food College graduates
(mostly)

Chabris et al. (2008); Exp. 3

Overweight and obese
females

Appelhans et al. (2012)

Eating breakfast − College students Daugherty and Brase (2010)

Flu shots − � age 50 Bradford (2010)

− Corporate workplace
employees

Chapman and Coups (1999)

− College faculty/staff Chapman et al. (2001); Exp. 1

Wearing sunscreen − College students Daugherty and Brase (2010)

Wearing sunscreen − Adults Bradford et al. (2014)

Flossing − Chabris et al. (2008)
(continued)
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Table 8.1 (continued)

Finding Study population Study

College graduates
(mostly)

Bike/motorcycle
helmet use

College students Daugherty and Brase (2010)

Seatbelt use − College students Daugherty and Brase (2010)

Seatbelt use − Adults Bradford et al. (2014)

Condom use with
alcohol intoxication

− Problem drinkers Celio et al. (2016)

Condom use, general Problem drinkers Celio et al. (2016)

General clinic patients Chesson et al. (2006)

Teenage clinic patients Chesson et al. (2006)

College students Chesson et al. (2006)

Prescription
compliance

− Type 2 diabetes
patients

Reach et al. (2011)

− Type 2 diabetes
patients

Lebeau et al. (2016)

− College graduates
(mostly)

Chabris et al. (2008); Exp. 3

Elderly Chapman et al. (2001); Exp. 2

Diet/exercise − Hypertensive
patients, � age 20

Axon et al. (2009)

Treatment
compliance, general

Hypertensive
patients, � age 20

Axon et al. (2009)

Note Adapted from Bickel and Stein (under review)
− indicates a significant negative association between the behavior and delay discounting
Blank cells in this column indicate no significant relation

Table 8.2 Summary of study findings describing the association between delay discounting and
health behavior commissions

Finding Study population Study

Substance abuse

Opioidsa + Opioid-dependent versus
controls

Madden et al. (1997)

Alcohola + Problem drinkers versus
controls

Vuchinich and Simpson
(1998)

Tobaccoa + Smokers versus controls Mitchell (1999)

Other stimulantsa + Cocaine-dependent versus
controls

Coffey et al. (2003)

Marijuanaa Marijuana-dependent
versus controls

Johnson et al. (2010)

Needle sharing + Opioid users Odum et al. (2000)
(continued)
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Table 8.2 (continued)

Finding Study population Study

Gambling

Pathological
gamblinga

+ Pathological gamblers
versus controls

Petry (2001b)

Problem gambling
plus substance
abusea

+ Problem gambling
substance abusers versus
controls

Petry and Casarella (1999)

Diet

Binge-eating
disorder

+ Females, aged 25–45 Davis et al. (2010)

Fast/convenience
food consumption

+ College employees Garza et al. (2016)

Overweight and obese
females

Appelhans et al. (2012)

Snack consumption + General sample Bradford et al. (2014)

Overeating College graduates
(mostly)

Chabris et al. (2008);
Exp. 3

Sexual behavior

Intercourse (ever) STI clinic patients Chesson et al. (2006)

General clinic patients Chesson et al. (2006)

Teenage clinic patients Chesson et al. (2006)

+ College students Chesson et al. (2006)

Earlier sexual
experiences

STI clinic patients Chesson et al. (2006)

+ General clinic patients Chesson et al. (2006)

Teenage clinic patients Chesson et al. (2006)

College students Chesson et al. (2006)

+ General sample Reimers et al. (2009)

Multiple partners Problem drinkers Celio et al. (2016)

STI clinic patients Chesson et al. (2006)

General clinic patients Chesson et al. (2006)

Teenage clinic patients Chesson et al. (2006)

+ College students Chesson et al. (2006)

Sexual infidelity + General sample Reimers et al. (2009)

Pornography use + College students Negash et al. (2016)

Other risky behavior

Texting while
driving

+ College students Hayashi et al. (2015)

College students Hayashi et al. (2016)

Note Adapted from Bickel and Stein (under review)
+ indicates a significant positive association between the behavior and delay discounting
− indicates significant negative association
Blank cells in this column indicate no significant relation
aIndicates seminal finding; more detailed reviews and meta-analyses of this robust finding may be
found elsewhere (MacKillop et al. 2011; Amlung et al. 2016b)
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Table 8.3 Summary of study findings describing the association between delay discounting and
health outcomes and other disorders

Finding Study population Study

Outcome

Obesitya + Female college students Weller et al. (2008)

High body fat College students Rasmussen et al. (2010)

Adolescent boys Lu et al. (2014)

+ Adolescent girls Lu et al. (2014)

College students Daly et al. (2009)

Poor response to
weight-loss
treatment

+ Adolescents Best et al. (2012)

High blood pressure Elderly Chapman et al. (2001); Exp. 2

+ College students Daly et al. (2009)

Heart rate College students Daly et al. (2009)

Heart rate invariance + College students Daly et al. (2009)

Poor glycemic
control

+ Type 2 diabetes
patients

Reach et al. (2011)

+ Type 2 diabetes
patients

Lebeau et al. (2016)

College students Daly et al. (2009)

Pregnancy (ever) STI clinic patients Chesson et al. (2006)

+ General clinic patients Chesson et al. (2006)

Teenage clinic patients Chesson et al. (2006)

College students Chesson et al. (2006)

Disorder

Attention
deficit/hyperactivity
disorder

+ Adolescent boys Paloyelis et al. (2010)

+b Children, aged 7–9 Wilson et al. (2011)

Children and
adolescents, ages 6–17

Scheres et al. (2006)

College students Scheres et al. (2008);
hypothetical rewards

+ College students Scheres et al. (2008); real
rewards

+ College students Hurst et al. (2011)

Anorexia − Anorexia patients
versus controls

Steinglass et al. (2012)

− Anorexia patients
versus controls

Decker et al. (2015)

Anorexia patients
versus controls

King et al. (2016)

Anorexia patients
versus controls

Ritschel et al. (2015)

(continued)
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abuse), and Table 8.3 focuses on behavioral outcomes (e.g., obesity) and psychi-
atric disorders. As these findings show, elevated rates of discounting are associated
with virtually every form of addictive substance (for meta-analysis, see MacKillop
et al. 2011; Amlung et al. 2016b), including cigarettes (Bickel et al. 1999; Baker
et al. 2003; Reynolds et al. 2004), cocaine (Coffey et al. 2003; Bickel et al. 2011;
Moody et al. 2016), opioids (Madden et al. 1997; Stoltman et al. 2015), and alcohol
(Petry 2001a; Moallem and Ray 2012; Moody et al. 2016).

Box 8.2: Temporal Discounting and Addiction
In a foundational study, Madden et al. (1997) compared temporal discounting
in opioid users to demographically matched, non-drug-using controls (see
Fig. 8.2). Opioid users showed dramatically higher rates of discounting of a
$1000 reward that is depicted by the curves, fit using Eq. 8.1, where the more
closely the curves hug the axes, the steeper the discounting. The effective
delay 50 (ED50), or delay at which the commodity (in this case $1000) loses
half of its value, is calculated as the inverse of the k parameter from Eq. 8.1

Table 8.3 (continued)

Finding Study population Study

Weight-recovered
anorexia patients versus
controls

Decker et al. (2015)

Weight-recovered
anorexia patients versus
controls

Ritschel et al. (2015)

Bulimia + Bulimia patients versus
controls

Kekic et al. (2016)

Obsessive–
compulsive
personality disorder

− OCPD patients versus
controls

Pinto et al. (2014)

Schizophrenia + Schizophrenia patients
versus controls

Heerey et al. (2007)

Schizophrenia patients
versus controls

Wing et al. (2012)

Schizophrenia patients
who smoke versus
controls who smoke

Wing et al. (2012)

Schizophrenia patients
who smoke versus
controls who smoke

MacKillop and Tidey (2011)

Note Adapted from Bickel and Stein (under review)
+ indicates a significant positive association between the behavior/disorder and delay discounting
Blank cells in this column indicate no significant relation
aIndicates seminal finding; a more detailed review and meta-analysis of this robust finding may be
found elsewhere (Amlung et al. 2016a)
bIndicates an effect of delay discounting was no longer observed when controlling for intelligence
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(Yoon and Higgins 2008). In this case, the ED50 of the control group was
more than a month (ED50 = 37.04 months), while the ED50 of the
opioid-dependent group was less than a week (ED50 = 4.55 months)—more
than an eightfold difference. The strikingly high rate of discounting observed
in opioid-dependent individuals depicts the restricted perspective from which
these individuals view the future and makes evident how future negative
consequences of poor health behaviors may carry little value for these
individuals.

Excessive temporal discounting has also been reported in problem gambling
(Dixon et al. 2003; Miedl et al. 2012), obesity (Weller et al. 2008; Epstein et al.
2010), and binge-eating disorder (Davis et al. 2010), as well as frequent con-
sumption of fast food (Garza et al. 2016), earlier sexual encounters (Chesson et al.
2006; Reimers et al. 2009), and texting while driving (Hayashi et al. 2015).
Likewise, excessive discounting has been observed in those who less frequently
engage in health-promoting behaviors such as eating breakfast (Daugherty and
Brase 2010), receiving flu shots (Bradford 2010), wearing sunscreen (Daugherty
and Brase 2010), flossing (Chabris et al. 2008), wearing a helmet when biking or
motorcycling (Daugherty and Brase 2010), wearing seatbelts (Chesson et al. 2006),
using condoms (Chesson et al. 2006), and complying with prescribed medical
advice (Chabris et al. 2008; Reach et al. 2011; Lebeau et al. 2016). In sum, the
pervasiveness of excessive temporal discounting in this wide range of diseases,
disorders, and health behaviors (see Tables 8.1, 8.2 and 8.3) supports temporal
discounting as a trans-disease process and occasions investigation of its underlying
mechanisms.
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Fig. 8.2 Evidence of greater
discounting in opioid users
compared to controls. Data
replotted from Madden et al.
(1997)
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Table 8.4 Dual-systems theories of decision making

System Researchers

Controlled versus automatic: A theory of
information processing in which two systems are
required to parse categorical and individual
information from the environment

Schneider and Shiffrin (1977)

Planner versus doer: A farsighted planner and a
myopic doer are fundamental to the agency conflict
of economic systems

Shefrin and Thaler (1977)

Verbatim versus gist: Fuzzy trace theory is a
dual-process theory of judgment and decision
making focusing on verbatim (literal surface form)
and gist (bottom-line meaning) representations of
stimuli

Reyna and Brainerd (1995),
Rahimi-Golkhandan et al. (2017)

Conscious versus unconscious: Emotional states that
are not consciously experienced can still impact
behavior, implying a distinct conscious center and
emotional center

Damasio et al. (1996)

Cool versus hot: A two-system framework for the
underpinnings of self-control, in which a “cool,
cognitive ‘know’” system and a “hot, emotional
‘go’” system strategically self-regulate

Metcalfe and Mischel (1999)

System 2 versus System 1 (also deliberative versus
impulsive and slow versus fast): A dual-process
model of thought and decision where system 2 (the
slower, rule-based system) assesses associative and
deductive components of information and system 1
(the fast, associative system) provides heuristics

Frederick (2002), Kahneman (2011),
Kahneman and Frederick (2002)

Abstract versus visceral: An ideal, diffuse, abstract
goal and a more immediate and environmentally
cued visceral goal compete in self-controlled
decisions

Bernheim and Rangel (2002)

PFC versus mesolimbic: The PFC has relatively
greater involvement while making delayed decisions
that favor larger, later rewards. The mesolimbic
system has relatively greater involvement while
making immediate decisions that favor smaller,
sooner rewards

McClure et al. (2004)

Reflective versus impulsive: The prefrontal cortex is
the seat of reward for future prospects, and an
impulsive and amygdala-centered system signals
reward for current prospects

Bechara (2005)

Patient versus myopic: A dual-self model that
describes why reinforcers in the future are less
valued and why cognitive load disrupts self-control

Fudenberg and Levine (2006)

Executive versus impulsive: The CNDS described
here distinguishes between the executive and
impulsive decision systems

Bickel et al. (2007)

238 W.K. Bickel et al.



Competing Neurobehavioral Decision Systems Theory

The maladaptive decision making that characterizes the various diseases, disorders,
and health behaviors presented in Tables 8.1–8.3 can be modeled as the product of
two distinct systems which form the basis of the competing neurobehavioral
decision systems (CNDS) theory: (1) the reward-driven, present-oriented system
and (2) the controlled, future-oriented system. The two systems, termed the “im-
pulsive” and “executive” systems (Bickel et al. 2007), provide an engine of reward
and an engineer of future plans to direct it. However, the CNDS theory is not the
only dual-systems model applied to decision making. Displayed in Table 8.4 are
other dual systems relevant to the study of choice previously described in the
literature (see also Rahimi-Golkhandan et al. 2017).

The biologic substrates of dual systems have been described both in isolation
and as interacting systems that produce the neurophenotypes associated with dis-
ease (see also Robbins and Dalley, this volume). For example, McClure et al.
(2004) identified two distinct categories of neural activation during completion of a
temporal discounting task in a functional magnetic resonance imaging (fMRI)
scanner. Individual choices between the smaller, immediate rewards and larger,
delayed rewards reflect relatively greater activation in distinct regions associated
with different components of decision making. For example, when participants
made choices that reflected their preference for smaller, immediate rewards, they
showed relatively greater activation of impulsive reward centers (i.e., the paralimbic
cortex). In contrast, when individuals made more self-controlled decisions to select
larger, later rewards, they demonstrated relatively greater activity in executive
control centers (i.e., lateral prefrontal cortex and parietal prefrontal cortex).
Extrapolating from these observations, one might predict diminished activity in the
prefrontal cortex (i.e., the executive decision system) would be associated with the
various disease states reviewed previously.

So long as these impulsive and executive systems of the CNDS are in balance,
individuals will be both sensitive to reinforcement and also able to delay reward in
order to consider how their decisions may interact with long-term consequences.
Specifically, both systems must be capable of influence and sensitive to context for
an individual to engage in healthy behavior. For example, during periods of
immediate threat or other conditions in which proximal events are of primary
concern, relative control by the impulsive system is desirable. In contrast, relative
control by the executive system is desirable in decisions regarding retirement
savings or other long-term outcomes. With disease states, however, comes a per-
sistent imbalance in relative control of these systems. Insensitivity to reward is
associated with distinct pathologies of anhedonia (i.e., inability to experience
pleasure) and depression (Liu et al. 2016). Hyperactivation of the left ventromedial
prefrontal cortex in response to putatively rewarding cues (pictures of food) is
associated with anorexia nervosa (Uher et al. 2004), a condition of excessive
self-control (Steinglass et al. 2012; Decker et al. 2015; Ritschel et al. 2015).
Conversely, diminished executive control compared to impulsive control has been
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identified in addiction (Goldstein and Volkow 2011). Thus, relative dominance of
either the executive or impulsive decisions appears to produce disorder. Only
regulatory balance between systems is likely to produce consistently adaptive
decision making.

Although individual drug classes have different acute actions on prefrontal
cortex activity (Goldstein and Volkow 2011), pathological states of addiction are
associated with decreased activity in the lateral prefrontal cortex during
working-memory tasks (Wang et al. 2010), decreased performance on executive
function tasks (Chanraud et al. 2007), and decreased gray matter density in the
broader prefrontal cortex (Fein et al. 2002). These structural changes may be the
result of, rather than the cause of, substance use at least in the case of alcohol and
marijuana in adolescence (Medina et al. 2008, 2009); however, executive dys-
function may also precede excessive drug taking (Heitzeg et al. 2008). This sug-
gests a cycle in which disrupted executive control (as demonstrated by increased
discounting of future rewards) predisposes an individual to addiction; in turn, this
drug use associated with addiction then further disrupts function executive control
and compounds the decision-making dysfunction.

Again, the CNDS theory of addiction relies on the interplay between both the
executive and impulsive decision systems. For example, diminished functional
connectivity between executive control centers of the prefrontal cortex and
dopaminergic reward centers of the midbrain and paralimbic cortex is associated
with longer duration of drug use in heroin-dependent individuals (Yuan et al. 2010).
In addition, smokers who experience greater craving while abstinent from nicotine
show altered functional connectivity between executive and reward centers com-
pared to smokers who report less craving (Cole et al. 2010). Thus, in addiction and
other health behaviors described here, an imbalance between activity of the exec-
utive and impulsive decision systems is apparent.

Reinforcer Pathology

The dysregulation between the two decision systems of the CNDS may result in a
process that undergirds the various diseases and maladaptive health behaviors
described above. This process, which we have called reinforcer pathology (Bickel
et al. 2014a), is the interaction between (1) excessive temporal discounting (see
Box 8.2) and (2) overvaluation of specific commodities that may damage
health (see Box 8.3). Substance-use disorders, obesity, and other maladaptive
health behaviors (see Tables 8.1–8.3) are associated with a history of health deci-
sions that offer short-term rewards despite negative, long-term consequences.
Moreover, commodities that are chronically overconsumed in reinforcer pathology,
such as drugs of abuse and food, share a common reinforcement timeline in that
they offer their greatest rewards in the immediate period after consumption (e.g.,
alcohol intoxication or the taste of a snack food; see Fig. 8.3) and their greatest
costs at some point in the future (e.g., liver disease or type 2 diabetes).
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Box 8.3: Measuring Commodity Valuation through Behavioral
Economic Demand
Demand for reinforcers in humans can be understood by investigating the
variance in purchasing of a commodity as a function of price. Price can be
manipulated by either increasing or decreasing the amount of a commodity
available for purchase at a set price, or by increasing or decreasing the
monetary price of a commodity available for purchase at a set quantity.
Altering either of these two price components results in a functionally
equivalent change in the unit price of the commodity (DeGrandpre et al.
1993). Purchasing behavior can then be understood over different commodity
unit prices, with demand for a commodity typically decreasing as the price of
the commodity increases. This sensitivity to price is termed elasticity of
demand and varies in degree of responsiveness of purchasing to price
changes. Relative insensitivity to price increases represents a higher valuation
of the commodity, where an individual will defend purchasing behavior
despite increasing costs. Individual valuation of a commodity can also be
understood using intensity of demand, that is demand for a commodity at
marginally low prices.

Fig. 8.3 The temporal window of valuation. The commodities overconsumed in reinforcer
pathology deliver their rewards and costs over a common timeline. That is, they may come with
some marginal, initial monetary or search costs, but they also offer their greatest rewards soon after
consumption. If the overall value of the reward is subjectively calculated as the benefits minus the
costs up to point A, consumption of the commodity is rational and highly reinforcing. However, if
the temporal window is extended to point B, the long-term costs may be of a greater magnitude
than the immediate rewards. Comparing the total benefits minus costs of the commodity at the two
points (see inset graph) demonstrates how an abbreviated temporal window can lead to reinforcer
pathology
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These components of demand can be assessed through many laboratory proce-
dures and naturalistic observations (for a detailed discussion of these historical and
contemporary procedures, see Bickel et al. 2016a). One assay to measure demand is
a self-administration task, during which an individual is given the opportunity to
work for a single unit of a commodity. For example, individuals may be given
access to a preferred food at costs which vary in number of lever presses or duration
of work at a task, with the opportunity to consume that food within an experimental
setting. Demand assessment may also involve purchase tasks, where a participant
is given the choice to purchase units of the commodity at varying prices. These
purchases can be real (where choices are actualized at the end of the experiment),
potentially real (where some subset of purchasing choices are actualized), or purely
hypothetical. Thus far, evidence suggests that data obtained from each type of task
are functionally equivalent (Amlung et al. 2012; Amlung and MacKillop 2015;
Wilson et al. 2016).

Recent innovations in methods of demand assessment have allowed for obser-
vation of purchasing behavior in complex marketplaces filled not just with single
commodities, but also economic substitutes and complements (other commodities
which either replace, or are used in conjunction with, a primary commodity). One
novel example is the experimental tobaccomarketplace (Quisenberry et al. 2015b),
which simulates an online storefront featuring both cigarettes and alternative tobacco
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products (e.g., snus, e-cigarettes, dip, cigarillos, lozenges, and gum). Participants can
navigate this store and select commodities to purchase during experimentally deter-
mined conditions, with varying prices, incomes, and product labeling.

The end result of many of the assays described above is the generation of a
demand curve, or representation of how demand for a commodity decreases over
increasing price (see Fig. 8.4), which can be modeled exponentially (Hursh and
Silberberg 2008; see also Koffarnus et al. 2015).

Individuals suffering from addiction demonstrate the two components of rein-
forcer pathology: increased discounting of the future (MacKillop et al. 2011; Bickel
et al. 2016a, c) and increased demand for drugs of abuse (Wilson et al. 2016). They
may seek out drugs at great personal costs, not only in terms of the monetary price
or search costs, but also in terms of alternative reinforcers that are sacrificed in favor
of drug-seeking or drug-taking behavior (e.g., loss of health, employment, or family
time). However, to the individual, the rewards of drug use are still worth the
immediate costs of drug seeking and purchasing. The valuation of these drugs can
be observed through the investigation of behavioral economic demand (see
Box 8.3), which measures sensitivity of consumption of a given commodity to
increases in its price (Bickel et al. 2017).

Addiction is not the only disorder that follows the reinforcer pathology model of
excessive discounting and commodity overvaluation. Individuals who are over-
weight or obese demonstrate both excessive temporal discounting and high demand
for food (Epstein et al. 2010). First, like addiction, high rates of temporal dis-
counting are robustly associated with obesity (Weller et al. 2008; Amlung et al.
2016a). Second, individuals with high body mass index (BMI) will expend a greater
amount of effort to earn a single unit of preferred food than their lower BMI
counterparts (Giesen et al. 2010). Moreover, the interaction of both demand and
discounting is a better predictor of BMI (Best et al. 2012) and energy intake
(Rollins et al. 2010) than either measure alone.

A trans-disease understanding of fundamental pathologies may also lead us to
treatment options for addiction and obesity, as well as other maladaptive health
behaviors which may fit within the reinforcer pathology model (e.g., indoor tan-
ning, Reed 2015). These interventions may come from novel applications of
treatments currently found effective in other disease states; alternatively, novel
treatments may be developed to specifically correct the underlying imbalances of
the CNDS that may contribute to reinforcer pathology (Bickel et al. 2016a, c).

Narrative Theory and Methods

The CNDS theory suggests that reinforcer pathology results from an imbalance
between dual decision systems such that the executive decision system is relatively
weaker than the impulsive decision system. One way to treat reinforcer pathology is
to strengthen the components of the executive system and, as a result, approximate
regulatory balance between impulsive and executive decision systems. Several
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methods along these lines have been explored and discussed elsewhere (Bickel
et al. 2016a, c). Here, however, we address a new approach to such interventions
that we explicate for the first time, namely narrative theory and methods.

To understand the rationale for this approach, consider the important evolu-
tionary reason for our highly developed prefrontal cortex and associated executive
function. Robin Dunbar (Dunbar 1992; Dunbar and Shultz 2007) sought to identify
correlates of the size of the neocortex among human and non-human primates
proportional to the rest of the brain. Although he considered many factors, such as
diet and foraging patterns, among others, the only variables that showed a strong
relationship with proportional neocortex size were social factors such as group size,
social play, and grooming. Thus, Dunbar’s (1998) social brain hypothesis suggests
that the relative size of the neocortex and therefore the executive decision system is
not the result of the contingencies of survival, but rather the contingencies of social
interactions.

Apes and monkeys form social alliances with conspecifics through grooming or
other forms of direct physical contact. However, humans can interact with a much
larger number of conspecifics with the use of language. Interestingly, most human
conversations are about gossip. Indeed, gossip accounts for approximately 65% of
conversations (Dunbar 2004). When humans communicate with each other, they
use distinct storylike structures (Mar 2004) and humans learn more information
when it is presented as a story than when given as factual information (Baumeister
et al. 2004). Moreover, the centrality of narratives to our species is evident in that
we see narratives where none exist (Gazzaniga 1998; Gottschall 2012). For
example, Heider and Simmel (1944) showed 144 undergraduates a film that
depicted a big stationary square with a flap that opens and closes and two triangles
and a circle that move around the screen. When asked what they saw, only three
students said that they saw geometric shapes move about on the screen. The
remainder provided narratives of various types that suggested motives and a sto-
ryline. Consider a brief portion of what one participant said about the film:
“Triangle number-one shuts his door (or should we say line) and the two innocent
young things walk in. Lovers in the two-dimensional world no doubt; little
triangle-two and sweet circle. Triangle one (here-after known as the villain) spies
the young love….” (p. 247). This and other examples suggest that narratives are a
key feature of human behavior and that narratives may provide more than mere
information. They convey story and emotion in a way that is uniquely salient in
human society.

Importantly, Huth et al. (2016) asked participants to listen to two hours of
narratives while in an fMRI scanner. Subsequent principal component analysis of
language content and brain regions found four distinct components involved in
processing these narratives: social, emotional, communal, and violent components.
Results showed intricate patterns of activation in numerous brain regions that were
consistent across participants, including portions of the prefrontal cortex and the
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limbic system. Thus, listening to narratives may result in greater utilization and
perhaps interaction than information without such stories (see also Nummenmaa
et al. 2014).

If narratives engage multiple neural structures from both the impulsive and
executive decision systems, then perhaps narratives can be used to rebalance the
dysregulation between these systems seen in addiction. Narratives can vary in at
least three dimensions (see Fig. 8.5). The first dimension refers to the narrative
creator/listener; that is, narratives can be created by the research participant for the
research participant, by the experimenter for the research participant, or by the
experimenter about someone else for the research participant. The second dimen-
sion is time; that is, narratives can occur in the past, the present, or the future. The
third dimension is valence; that is, narratives can address negative or positive
outcomes. Collectively, these dimensions describe in broad outline how narratives
can be manipulated. In the following sections, we review data from the field and our

Fig. 8.5 A narrative theory framework depicting the three-dimensional space in which narratives
may be manipulated: narrative creator/listener (x-axis), time frame (y-axis), and valence (z-axis).
Shaded cells depict areas we and others have investigated in prior research (see Table 8.5 for
results). Narratives describing mortality cues (Griskevicius et al. 2011) are not pictured due to
space limitations, as the diffuse nature of these narratives could be considered to span multiple
cells on two separate axes (time frame and narrative creator/listener)
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laboratory to examine whether narratives and narrative structure can alter the
distinct components of reinforcer pathology.

Episodic Future Thinking

One component intervention of narrative theory is episodic future thinking (EFT),
which can be used to expand the temporal window over which individuals value
rewards. Also called “mental time travel,” EFT is a form of mental prospection in
which individuals generate their own narratives about the future (Atance and
O’Neill 2001). These narratives then allow individuals to pre-experience the future
by invoking vivid imagery and details surrounding specific events (e.g., starting a
new job or attending a loved one’s wedding). To some extent, most individuals
spontaneously engage in EFT in the absence of intervention. In turn, such naturally
occurring EFT appears to modulate temporal discounting, allowing possible future
outcomes to guide present behavior. For example, greater vividness of naturally
occurring EFT in adolescents is associated with lower rates of temporal discounting
(Bromberg et al. 2015), suggesting that EFT is integral to decisions involving
valuation of the future.

Additional data, however, suggest that episodic prospection is not the only
variable that influences temporal discounting, as rates of discounting are undiffer-
entiated between healthy controls and amnesic patients unable to engage in EFT
(Kwan et al. 2013, 2015). Moreover, quality of EFT is undifferentiated between
healthy controls and pathological gamblers (Wiehler et al. 2015), despite patho-
logical gambling otherwise being associated with excessive temporal discounting
(Petry 2001b; Dixon et al. 2003; Miedl et al. 2012). Thus, a clearer understanding
of the role of EFT in temporal discounting awaits further investigation.
Nonetheless, explicit intervention designed to evoke highly vivid narratives
involving EFT robustly reduces temporal discounting. A summary of the methods
used in these studies may be found in Box 8.4. These effects have been demon-
strated in a range of populations, including obese participants (Daniel et al. 2013a,
b), cigarette smokers (Stein et al. 2016), and healthy volunteers (Peters and Büchel
2010), an effect likely mediated in part by enhanced activation of brain areas
associated with the executive decision system (e.g., medial rostral prefrontal cortex;
Peters and Büchel 2010).

Additional data indicate that EFT narratives produce therapeutic effects on the
second component of reinforcer pathology: commodity overvaluation. Specifically,
EFT has been shown to reduce behavioral economic demand for highly palatable
food in obese populations (Sze et al. under review), alcohol in alcohol-dependent
populations (Snider et al. 2016a), and cigarettes in cigarette smokers (Stein and
Bickel, unpublished data). Importantly, data from both the laboratory and natu-
ralistic contexts indicate that EFT also reduces direct measures of consumption,
including cigarette smoking (Stein et al. 2016) and food intake (Daniel et al. 2013b,
2015; Sze et al. 2015; O’Neill et al. 2016).
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Table 8.5 provides a summary of studies examining the effects of EFT narratives
on temporal discounting and either drug or food consumption. Collectively, these
data support the use of EFT as an intervention for the reinforcer pathology asso-
ciated with addiction and other maladaptive health behaviors.

Box 8.4: Narrative Methods Used in EFT, Scarcity, Abundance, and
Regret Studies
Some procedures are common to many narrative theory studies, regardless of
whether those narratives involve EFT, scarcity, abundance, or other manip-
ulations. Namely, a participant is asked to read and consider a narrative,
whether that narrative is self- or experimenter-generated or varies along any
other dimension depicted in Fig. 8.5. Participants then complete behavioral
tasks, often while text or audio reminders of the narratives are presented.

Below, we outline the specific procedures used in each narrative theory
method. See the main text for additional details.

Episodic Future Thinking
Participants first complete a guided task designed to generate narratives about
events that could occur at multiple time points in the future (EFT) or occurred
in the recent past (ERT). Care is taken to elicit as much vivid detail as
possible (e.g., “Who were you with?” and “What were you doing?”). This
narrative generation task is most often administered by research staff (e.g.,
Daniel et al. 2013a, b); however, an effective self-guided task has recently
been developed for use online and other instances in which availability of
research staff is limited (Sze et al. under review).

During the completion of one or more behavioral tasks, participants are
asked to vividly think about their events. A short textual cue reminding par-
ticipants of their narrative appears on the computer monitor. Occasionally,
participants record themselves reading a written description of the events to use
as subsequent audio cues (e.g., Stein et al. 2016), especially in instances in
which behavioral tasks do not require continuous attention to the computer
monitor.

Scarcity and Abundance
Participants read a short narrative describing an abrupt change in income and
related lifestyle, consider it for a period of time (e.g., 15 s; Sze et al. under
review), and assume they are experiencing the conditions described.
Narratives remain on the screen for a predetermined period of time to allow
careful reading and consideration (Bickel et al. 2016d). Participants then
complete one or more behavioral tasks. Although other narratives have been
used (Dixon et al. 2016), below we present the scarcity and abundance
narratives, as well as the neutral control narrative, used by Bickel et al.
(2016d).

Scarcity. You have just been fired from your job. You will now have to move in
with a relative who lives in a part of the country you dislike, and you will have to
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spend all of your savings to move there. You do not qualify for unemployment, so
you will not be making any income until you find another job.

Neutral. At your job, you have just been transferred to a different department in a
location across town. It is a similar distance from where you live so you will not
have to move. You will be making 2% more than you previously were.

Abundance. At your job you have just been promoted. You will have the oppor-
tunity to move to a part of the country you always wanted to live in OR you may
choose to stay where you are. Either way, the company gives you a large amount of
money to cover moving expenses, and tells you to keep what you don’t spend. You
will be making 100% more than you previously were.

Regret
Like scarcity and abundance, participants are asked to read short narratives,
consider them for some period of time, and then complete one or behavioral
tasks. However, specific details of the narrative are individualized to the
participants to make the details more salient and relatable. Below are the
narratives used by Quisenberry et al. (2015a) in an examination of the effects
of regret on discounting of delayed sexual gratification.

Negative narrative, with regret expression. Taylor, your best friend who is also
[male/female], [X] years old, and engages in sexual behavior similar to yours, just
called to tell you about a social gathering [s/he] attended where [s/he] met someone
[s/he] was interested in. They ended up having sex without using protection and
Taylor expressed extreme regret. [S/he] said, “I knew I should have used protection
that night. What was I thinking?!” Soon after the experience, Taylor experienced a
sore throat, fever, rash, fatigue, headache, and muscle pain and described it as “the
worst flu ever”. Taylor went to the doctor for these symptoms and tested positive for
the HIV virus that causes AIDS. Taylor is profoundly devastated, afraid [his/her]
whole life is over, and wishes [s/he] never made the mistake.

Negative narrative. Taylor, your best friend who is also [male/female], [X] years old,
and engages in sexual behavior similar to yours, just called to tell you about a social
gathering [s/he] attended where [s/he] met someone [s/he] was interested in. They
ended up having sex without using protection and Taylor expressed extreme
excitement. said, “I had a great time and my partner was very attractive. I’m excited
to see them again!” Soon after the experience, Taylor experienced a sore throat,
fever, rash, fatigue, headache, and muscle pain and described it as “the worst flu
ever”. Taylor went to the doctor for these symptoms and tested positive for the HIV
virus that causes AIDS. Taylor is profoundly devastated, afraid [his/her] whole life
is over, and crying uncontrollably.

Positive narrative. Taylor, your best friend who is also [male/female], [X] years old,
and engages in sexual behavior similar to yours, just called to tell you about a social
gathering [s/he] attended where [s/he] met someone [s/he] was interested in. They
ended up having sex without using protection and Taylor expressed extreme excite-
ment. [S/he] said, “I had such a good time and my partner was very attractive. I can’t
wait to see them again!” Soon after the experience, Taylor experienced a sore throat,
fever, rash, fatigue, headache, andmuscle pain and described it as “the worst flu ever”.
Taylor went to the doctor for these symptoms and tested negative for the HIV virus that
causes AIDS. Taylor is extremely happy and called you jumping for joy.
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Control Conditions

Historically, several comparison conditions have been implemented to isolate the
effects of prospection involved in EFT. These include the completion of behavioral
tasks in the absence of any episodic thinking (Liu et al. 2013) and
non-autobiographical episodic thinking, such as imagining details from a
third-party narrative (Daniel et al. 2013b). However, perhaps the most appropriate
control condition (and the most frequently used in the study of temporal dis-
counting) is episodic recent thinking (ERT), in which participants imagine real
events that occurred over the past several hours or days (Daniel et al. 2015; O’Neill
et al. 2016; Snider et al. 2016a; Stein et al. 2016). Like EFT, the ERT condition
invokes episodic memory and vivid imagery, but isolates the prospective compo-
nent of EFT in its effects on temporal discounting and commodity valuation.

Episodic Future Versus Past Thinking

Recent data suggest that discounting in response to the ERT control condition is
undifferentiated from an additional control condition in which discounting was
measured under typical circumstances (i.e., featuring no episodic thinking; Sze et al.
under review). However, by definition, the absolute temporal distances typically used
in ERT and EFT differ in magnitude, with ERT evoking imagery from the last several
hours or days and EFT evoking imagery from up to a year in the future (e.g., Stein
et al. 2016). Possible effects of episodic thinking of the more distant past on temporal
discounting have, until recently, not been examined. Daniel et al. (2016), however,
recently reported that such episodic past thinking over time frames comparable to
traditional EFT did not affect discounting of future rewards; rather, episodic thinking
of the distant past reduced only the discounting of past rewards, in which participants
report preference between having received smaller rewards in the recent past or larger
rewards in the more distant past (Yi et al. 2006b). Conversely, EFT reduced only
discounting of future rewards and did not affect discounting of past rewards. Thus, the
effects of episodic thinking on discounting appear specific to the time frame (past or
future) of episodic imagery and rewards being evaluated.

Episodic Future Thinking Valence

To date, most studies investigating the effects of EFT on reinforcer pathology have
used EFT featuring positive future events (see Table 8.5). However, the effects of
EFT featuring neutral, or even negative, content have not been well explored. Some
data suggest that valence is not critical in determining EFT’s effects on temporal
discounting. For example, effects of positive EFT content on discounting remain
even when controlling for effects of EFT on affect (Sze et al. under review), as well
as ratings of enjoyment, excitement, and other dimensions of episodic content
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(Snider et al. 2016a). In addition, neutral EFT content has been shown to produce
similar reductions in temporal discounting as positive EFT content in healthy
volunteers (Lin and Epstein 2014). In contrast, however, additional data from one
study suggest that EFT featuring negative content increases temporal discounting in
healthy volunteers (Liu et al. 2013), an effect opposite to that observed with positive
content in the same and other studies. These preliminary data on EFT featuring
negative content outline a clear course for future research before firm conclusions
can be reached regarding the role of EFT valence (positive, negative, and neutral)
on measures of reinforcer pathology.

Effects of Episodic Future Thinking on Alternative Forms
of Discounting

As discussed in Box 8.1, the discounting framework has also been used to study the
effects of variables other than delay on valuation of rewards. These include prob-
ability discounting, defined as valuation of a reward as a function of the odds
against its receipt (Rachlin et al. 1991), and social discounting, defined as valuation
of a reward as a function of the social distance between the participant and the
reward recipient. The former may be considered a measure of risk aversion, while
the latter may be considered a measure of altruism.

Importantly, emerging data (not summarized in Table 8.5) suggest that EFT
reduces these varied forms of discounting in a manner similar to that observed in a
typical temporal discounting framework. Specifically, Kaplan et al. (2015) reported
that EFT reduced discounting in a task that combined probability and temporal
discounting. Likewise, some evidence suggests that episodic thinking of both the
self and others, and in both the present and the future, reduces social discounting
(Yi et al. 2016). These extensions of the foundational findings on EFT and dis-
counting demonstrate the flexibility and robustness of the methods and their ability
to address a wide variety of psychological phenomena.

Although some unresolved questions remain regarding EFT, its robust thera-
peutic effects on both components of reinforcer pathology served as a progenitor to
narrative theory, leading us, in part, to systematically explore the various narrative
dimensions depicted in Fig. 8.5. In the remainder of this chapter, we review evi-
dence from this ongoing line of inquiry.

Scarcity and Abundance

Effects of both economic scarcity and abundance on reinforcer pathology can be
modeled using narrative manipulations. A long-standing association between
poverty and psychological distress, including impaired decision making, has been
previously documented (Shah et al. 2012; Mani et al. 2013; Haushofer and Fehr
2014). Moreover, momentary or enduring executive dysfunction has been observed
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in individuals under conditions of poverty, resulting in suboptimal decision making,
including steep temporal discounting (Haushofer et al. 2013; Bickel et al. 2014c).
These established relations serve as the foundation on which scarcity narrative
manipulations are based.

Exposure to hypothetical scarcity conditions in the laboratory has modified racial
perception (Krosch and Amodio 2014), cognitive performance (Mani et al. 2013),
and the effect of contextual cues (Shah et al. 2012). More germane to this chapter,
direct investigations of the effects of scarcity on monetary decision making have
demonstrated a relation with scarcity conditions in both the laboratory and real
world. For example, a within-subjects investigation of farmers pre- and postharvest
found that cognitive control measures were more impaired in a preharvest period in
which the farmers were poorer compared to a postharvest period in which they had
recently been paid (Mani et al. 2013). In addition, in an investigation of the effects
of a narrative invoking mortality cues on discounting, socioeconomic status in
childhood predicted discounting outcomes (Griskevicius et al. 2011). That is,
mortality narratives increased and decreased discounting in adults with low and
high childhood socioeconomic status, respectively. Generally, the data reviewed
above are consistent with the conclusion that scarce resources refocus attention
toward immediate choices (Shah et al. 2012); that is, scarcity constricts the temporal
window of reward valuation.

In our exploration of scarcity and temporal discounting using narrative theory
methods, the effect of varying economic conditions on a modified temporal dis-
counting task was investigated in Amazon Mechanical Turk control participants
(Bickel et al. 2016d). The 5-trial adjusting temporal discounting task is a rapid
version of the adjusting-amount task typically used (see Box 8.1), and it returns the
traditional fitted discount rate parameter, k (see Koffarnus and Bickel 2014 for
details). In this experiment, participants were asked to read narratives describing
either conditions of economic scarcity, abundance, or neutrality and assume that
these narratives were true (see Box 8.4 for the specific narratives used). Figure 8.6
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Data regraphed from Bickel
et al. (2016d)
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depicts the results of this experiment. Exposure to the scarcity narrative, compared
to the neutral and abundance narratives, increased discount rate for both future
gains and losses, and past gains and losses (see Box 8.1 for further explanation of
these task variations). In contrast, no effects of the abundance narrative compared to
the neutral narrative were observed in any condition.

However, different effects of scarcity and abundance narratives were observed in
pathological gamblers in a recent study (Dixon et al. 2016). In this sample,
exposure to a brief narrative about reducing income by half (i.e., scarcity) had no
effect on temporal discounting, whereas exposure to a narrative about doubling
income (i.e., abundance) reduced temporal discounting. Perhaps, the particular
scarcity narrative used in this study did not reflect a change sizable enough to evoke
an effect. Alternatively, a more likely explanation for these discrepant effects across
studies involves rate dependence, a phenomenon in which response to intervention
depends on baseline values of the dependent measure (Bickel et al. 2014b, 2016b;
Snider et al. 2016b). Because pathological gamblers show high baseline discount
rates compared to healthy controls (Dixon et al. 2003; Petry 2001b), the scarcity
narrative in the study by Dixon et al. (2016) may have had little room to further
increase discount rate, thereby producing no effect. Conversely, these same baseline
discount rates would have provided ample opportunity to show a rate-decreasing
effect of the abundance scenario. Indeed, visual inspection of the figure presented in
this study corroborates this hypothesis. Nonetheless, this possibility should be
systematically explored in future experiments.

Combined Effects of Economic Scarcity and Episodic Future Thinking

In a recent study, we sought to examine the combined effects of economic scarcity
and EFT in overweight/obese participants on Amazon Mechanical Turk (Sze et al.
under review). Because these narrative interventions affect components of rein-
forcer pathology in opposing directions, the effects of combining them might reveal
their relative strengths and suggest treatment options for reinforcer pathology
associated with economic poverty. Participants were randomly assigned to one of
four possible two-way combinations of episodic thinking conditions (EFT or ERT)
and income narrative conditions (the scarcity or neutral narratives described earlier).

Data revealed that compared to ERT, EFT reduced temporal discounting and
behavioral economic demand for highly palatable food; conversely, compared to
the neutral narrative, scarcity increased temporal discounting and demand for food
regardless of episodic thinking condition. Moreover, little interaction was observed
between episodic thinking and income conditions, suggesting that these interven-
tions affect measures of reinforcer pathology independently of one another. Perhaps
more importantly, these data suggest that EFT can be used clinically to partially
attenuate the harmful effects of economic scarcity.

8 Toward Narrative Theory: Interventions for Reinforcer Pathology … 255



Regret

Regret aversion is among the biases that influence human decision making and is
defined as the propensity to make decisions in order to minimize future regret
(Zeelenberg and Pieters 2004). As such, the anticipation of future regret affects our
current choices (Bell 1982; Loomes and Sugden 1982). Two distinct varieties of
regret have been described in the decision-making literature, that is, regret resulting
from short-term actions (i.e., errors of commission) that cause negative, more
immediate consequences and regret following long-term inaction (i.e., errors of
omission; Gilovich 1994; Gilovich and Medvec 1995). Both types of regret may be
used to inform narrative theory; however, here, we refer to the first variety of regret,
resulting from errors of commission.

To our knowledge, the first study of regret and discounting using narrative
theory methods investigated delay to sexual gratification following exposure to
researcher-generated narratives about individuals who are close to the participant
(Quisenberry et al. 2015a). Delay to condom-protected sexual gratification was
measured by the sexual discounting task, a behavioral task modeled from traditional
temporal discounting (Johnson and Bruner 2012, 2013). Responses represent the
choice to engage in risky unprotected sex now or wait some delay for
condom-protected sex. To complete the task, participants first chose, from an array
of 60 picture options, the individuals with whom they would have casual sex.
Afterward, participants chose from this subset the most and least attractive potential
partners and the most and least likely to have a sexually transmitted infection (STI).
For each of the four chosen images, participants used a visual analog scale to
answer questions such as, “Would you rather have sex now without a condom or at
some delay with a condom?” (0 indicates engaging in immediate unprotected sex,
and 100 indicates waiting the specified delay for condom-protected sex). This
process is repeated at multiple delays to condom-protected sex, including now (no
delay), 1 h, 3 h, 6 h, 1 day, 1 week, 1 month, and 3 months.

In this study, Amazon Mechanical Turk users were presented with a textual and
auditory narrative about a best friend’s recent sexual encounter that highlighted
either a positive outcome, a negative outcome, or a negative outcome with the
friend expressing regret (see Box 8.4), all containing an identical number of
characters and information (Quisenberry et al. 2015a). After reading and listening to
the narrative, participants completed the sexual discounting task and a monetary
temporal discounting task. Figure 8.7 depicts the effects of these narratives on delay
to sexual gratification. Panels a–d represent the distribution of answers across each
condition. In the conditions with the most attractive partners (i.e., panel b) and
partners least likely to have an STI (i.e., a safety signal; panel c), sexual discounting
was decreased after hearing the narrative that involved a negative health outcome
with regret expression. In the condition for the least attractive partner (i.e., panel a),
discounting was decreased in both of the negative health outcome narratives with
no effect of regret. Finally, in the condition with the partner most likely to have an
STI (i.e., a warning signal, panel d), sexual discounting was similar across all
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narratives. Importantly, no significant differences in monetary temporal discounting
were observed between narratives demonstrating that these narratives produce
change specific to behavioral tasks associated with risky sexual behavior.

Our results suggest that this laboratory measure could be used to prospectively
study the effects of public health initiatives concerning risky sexual behavior.
Moreover, evidence that a well-documented bias can change measures of risky
behavior supports future research on other human biases integrated into narratives.

Conclusions

In this chapter, we summarized the extant evidence on temporal discounting as a
measure of self-control. The failure of self-control is evident in a wide variety of
disorders, providing evidence that it is a trans-disease process. Excessive dis-
counting of future rewards results from regulatory imbalance of CNDS, a
dual-decision process, in which the impulsive decision system exerts greater control
relative to the executive decision system. Temporal discounting also interacts with
reinforcer valuation to produce reinforcer pathology. Evidence suggests that rein-
forcer pathology is relevant to several disorders, including drug abuse and obesity.
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Here, we provide the most recent information on these topics, although we have
previously reviewed them elsewhere (Bickel et al. 2014a; e.g., Bickel and Mueller
2009). Most importantly, in this chapter, we introduce for the first time the methods
of narrative theory, which harness humans’ unique sensitivity to language and
storytelling to influence decision making. As such, information embedded in a
narrative structure may more effectively impact behavior than provision of infor-
mation alone. We show in the data reviewed above that the use of narratives can
shift preference either to the immediate or to the delayed outcomes in a discounting
context and produce corresponding increases and decreases in commodity valua-
tion. Collectively, these data suggest that we are at the vanguard of a new under-
standing of not only the determinants of disease processes that undergird excess
morbidity and mortality, but also to a new approach to intervention. If the obser-
vations and speculations regarding narrative theory are replicated and confirmed by
further empirical experiment, we may be able to make a meaningful difference in
the lives of many people suffering from reinforcer pathology.
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