
The Necessity of A1 for Translation and Scale
Invariant Almost-Orthogonality

Michael Wilson

Abstract If � is a measure, we say a set f kgk � L2.�/ is almost-orthogonal in
L2.�/ if there is an R < 1 such that, for all finite linear sums

P
�k k,

Z ˇ
ˇ
ˇ
X

�k k

ˇ
ˇ
ˇ
2

d� � R
X

j�kj2:

If z D .t; y/ 2 RdC1
C � Rd � .0;1/ and f W Rd ! C, define fz.x/ � f ..x � t/=y/.

If Q � Rd is a cube with sidelength `.Q/, define T.Q/ � Q � Œ`.Q/=2; `.Q//.
We say that f�kgn

1, a finite set of bounded, complex-valued functions with supports
contained in B.0I 1/, satisfies the collective non-degeneracy condition (CNDC) if
there is no ray emanating from the origin on which the Fourier transform of every �k

vanishes identically. We prove: If � is a doubling measure on Rd with the property
that, for some family f�kgn

1 satisfying CNDC, it is the case that, for every 1 � k � n
and every choice of points �.Q/ 2 T.Q/, Q 2 D (where D is the family of dyadic
cubes), the set

(
.�k/�.Q/
p
�.Q/

)

Q2D

is almost-orthogonal in L2.�/, then � is a Muckenhoupt A1 measure.

AMS Subject Classification (2000): 42B25 (primary); 42C15, 42C40 (secondary).

M. Wilson (�)
Department of Mathematics, University of Vermont, Burlington, VT 05405, USA
e-mail: jmwilson@uvm.edu

© The Author(s) and the Association for Women in Mathematics 2017
M.C. Pereyra et al. (eds.), Harmonic Analysis, Partial Differential Equations, Banach
Spaces, and Operator Theory (Volume 2), Association for Women in Mathematics
Series 5, DOI 10.1007/978-3-319-51593-9_17

435

mailto:jmwilson@uvm.edu


436 M. Wilson

Introduction

We recall that a non-trivial Radon measure � on Rd is said to be A1 (in symbols:
� 2 A1) if, for every � > 0, there is a ı > 0 such that, for every cube Q � Rd

and every measurable E � Q, having jEj=jQj < ı implies �.E/ � ��.Q/; where,
here and in the future, we use j � j to denote a set’s Lebesgue measure. A non-trivial
Radon measure � on Rd is said to be doubling if there is a finite C so that, for all
cubes Q � Rd, �.2Q/ � C�.Q/, where 2Q denotes Q’s concentric double. It is easy
to see that � 2 A1 implies that � is doubling; it is not so easy (but classical) that
the converse fails. If � 2 A1 then d� D v dx for some non-negative v 2 L1loc.R

d/.
In such a case we say that v 2 A1. It is well known that v 2 A1 if and only if there
is a p > 1 and a finite Kp such that, for all cubes Q,

�
1

jQj
Z

Q
vp dx

�1=p

� Kp

jQj
Z

Q
v dx; (1)

which is the so-called “reverse-Hölder inequality”.
In a recent paper [9] the author proved that, if � 2 A1, then, in a precise sense

to be explained shortly, L2.�/ and ordinary, Lebesgue-measure L2 have the same
almost-orthogonal systems; where we say that a collection of functions f kgk is
almost-orthogonal in L2.�/ if there is a finite R so that, for all finite linear sumsP
�k k,

Z ˇ
ˇ
ˇ
X

�k k

ˇ
ˇ
ˇ
2

d� � R
X

j�kj2: (2)

He also proved that if � is a doubling measure and L2 and L2.�/ have (in a precise
sense) the same almost-orthogonal systems, then � must be A1.

Let us explain what this “precise sense” is.
If z D .t; y/ 2 RdC1

C � Rd � .0;1/ and f W Rd ! C, we define fz.x/ to
be f ..x � t/=y/. This is the function f dilated and translated relative to the ball
B.tI y/, but without any measure-based normalization. If 0 < ˛ � 1 we say that
� 2 C˛ if � W Rd ! C has support contained in B.0I 1/ and, for all x and x0 in Rd,
j�.x/��.x0/j � jx�x0j˛ . We write C˛;0 to mean the subspace of �’s in C˛ satisfyingR
� dx D 0. We call a cube Q dyadic if Q D Œj12k; .j1C1/2k/�� � ��Œjd2k; .jd C1/2k/

for some integers j1, . . . , jd, and k, and we write `.Q/ for Q’s sidelength (which is
2k). We call the set of all dyadic cubes D. If Q 2 D we put zQ � .xQ; `.Q// 2 RdC1

C ,
where xQ is Q’s center. If f�.Q/gD � C˛ , then

(
�
.Q/
zQ

pjQj

)

Q2D
(3)
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is a family of Hölder-smooth functions, indexed over D, with each one dilated,
translated, and (Lebesgue) measure-normalized to “fit” a dyadic cube Q. If each
�.Q/ 2 C˛;0 then it is easy to see that (3) is almost-orthogonal in L2, with an R (as
in (2)) that only depends on ˛ and d. If each �.Q/ equals a fixed � 2 C˛;0 (a “mother
wavelet”) then (3) is sometimes called a wavelet system [2].

We could also consider the collection
(

�
.Q/
zQ

p
�.Q/

)

Q2D
: (4)

In [9] the author showed that, if � 2 A1 then, for every family f�.Q/gD � C˛ , the
set (3) is almost-orthogonal in L2 if and only if (4) is almost-orthogonal in L2.�/.
He showed that this result has a partial converse: if � is a doubling measure and it
is the case that, for every f�.Q/gD � C˛ , the L2 almost-orthogonality of (3) implies
the L2.�/ almost-orthogonality of (4), then � 2 A1.

In a later paper [10] the author strengthened the converse. We define a T-sequence
to be a function � mapping from D into RdC1

C such that �.Q/ 2 T.Q/ for all Q 2 D.
In [10] the author proved that if � is doubling, and � is any non-trivial, real, radial
function in C˛;0 such that, for all T-sequences �, the family

(
��.Q/
p
�.Q/

)

Q2D
(5)

is almost-orthogonal in L2.�/, then � 2 A1.
The hypotheses that � be real and radial are unnecessary. The “real” assumption

is a computational convenience. The “radial” hypothesis (combined with non-
triviality) simply ensures that b� (the Fourier transform of �) does not vanish
identically on any ray emanating from the origin. It turns out that smoothness and
cancelation are also red herrings, at least for showing necessity of � 2 A1. In the
current work we replace these hypotheses with a non-degeneracy condition that can
be applied to subsets of L1.B.0I 1// (bounded functions with supports contained
in B.0I 1/). This condition allows individual functions in the set to have Fourier
transforms with bad directions. It only requires that no direction be bad for all
of them. Precisely, we say that f�kgn

1 � L1.B.0I 1// satisfies the collective non-
degeneracy condition (CNDC) if there is no ray from the origin on which every b�k

is identically 0.
Our main result is:

Theorem 1.1 Let � be a doubling measure on Rd and let f�kgn
1 � L1.B.0I 1//

satisfy CNDC. If, for every 1 � k � n and every T-sequence �, the set

(
.�k/�.Q/
p
�.Q/

)

Q2D
(6)

is almost-orthogonal in L2.�/, then � 2 A1.
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The meaning of the theorem seems to be: If � is doubling and L2.�/ has a
reasonable wavelet basis (one given by normalized translates/dilates of a finite set
of mother wavelets), then � must be A1.

The proof uses a slightly non-standard characterization of A1; or, to be more
precise, dyadic A1. We recall that a measure � belongs to dyadic A1 (in symbols:
� 2 Ad1) if, for every � > 0, there is a ı > 0 so that, for all dyadic cubes Q and
all measurable E � Q, jEj=jQj < ı implies �.E/ � ��.Q/. Obviously A1 � Ad1.
It is not hard to show that if � 2 Ad1 and � is doubling then � 2 A1. To prove
Theorem 1.1, it suffices to show that its hypotheses imply � 2 Ad1.

We will call fcQgD, a sequence of non-negative numbers indexed over D, a
Carleson sequence if, for all Q0 2 D,

X

Q2D
Q�Q0

cQjQj � jQ0j: (7)

This is the same as saying that, for every Q0 2 D,

Z

Q0

0

B
@
X

Q2D
Q�Q0

cQ�Q

1

C
A dx � jQ0j:

In section “The One-Dimensional, Dyadic Case” we show that � 2 Ad1 if and only
if there is a finite R so that, for all Carleson sequences fcQgD and all Q0 2 D,

X

Q2D
Q�Q0

cQ�.Q/ � R�.Q0/I (8)

which, the reader will note, is the same as

Z

Q0

0

B
@
X

Q2D
Q�Q0

cQ�Q

1

C
A d� � R�.Q0/:

We prove Theorem 1.1 by showing that, given its hypotheses, � must satisfy (8),
for some fixed R, for all Q0 2 D and all Carleson sequences.

Aside from some technical lemmas, the proof turns on a simple observation.
Suppose that .	;M; �/ is a measure space, and f W 	 ! C satisfies

Z

	

jf j2 d� � R
Z

	

jf j d� < 1 (9)

for some finite R. Then the Cauchy-Schwarz inequality implies

Z

	

jf j d� � R�.	/: (10)
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(We need the ‘< 1’ in (9): consider f .x/ D 1=x on .0; 1/ with Lebesgue measure.)
In the proof of Theorem 1.1, 	 will be a certain “nearly optimal” Q0 2 D and f will
essentially be a function of the form

X

Q2D
Q�Q0

cQ�Q;

with fcQgD a “nearly optimal” Carleson sequence, carefully defined to have the
second inequality in (9). After some work, Theorem 1.1’s almost-orthogonality
hypothesis will yield the first inequality in (9), giving us (10) (and (8)).

What seems to be going on here is a sneaky version of the self-improving (“John-
Nirenberg”) property of BMO. Recall that f 2 L1loc.R

d/ is said to belong to BMO if

sup
Q�Rd
Q a cube

1

jQj
Z

Q
jf � fQj dx � kf k� < 1; (11)

where fQ denotes 1
jQj
R

Q f dx, f ’s average over Q. The John-Nirenberg theorem ([4],
p. 144) states that there are postive constants c1.d/ and c2.d/ such that, if f 2 BMO,
then for all cubes Q and all numbers � > 0,

jfx 2 Q W jf .x/ � fQj > �gj � c1.d/ exp.�c2.d/�=kf k�/jQj:

This implies that if (11) holds then

sup
Q�Rd
Q a cube

1

jQj
Z

Q
jf � fQj2 dx � Ckf k2�

for some C depending only on d. In other words,

sup
Q�Rd
Q a cube

1

jQj
Z

Q
jf � fQj2 dx � C

0

@ sup
Q�Rd
Q a cube

1

jQj
Z

Q
jf � fQj dx

1

A

2

W

“the L1 norm controls the L2 norm.”
Because we will need it later, we recall that f 2 L1loc.R

d/ is said to belong to
dyadic BMO (“f 2 BMOd”) if the inequalty (11) holds when the supremum is
taken over all dyadic cubes. We write the resulting (finite) supremum as kf k�;d.
The analogous John-Nirenberg properties also hold for f 2 BMOd, with the cubes
now required to belong to D.

In section “The One-Dimensional, Dyadic Case” we state and prove a dyadic
version of our main result, hoping it will illuminate the main ideas in the proof of
Theorem 1.1.

In section “Technical Lemmas” we prove some technical lemmas.
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In section “Proof of Theorem 1.1” we prove Theorem 1.1 and give, as a corollary,
an application to wavelet representations of linear operators.

Notations. If A and B are positive quantities depending on some parameters, we
write ‘A � B’ (“A and B are comparable”) to mean that there are positive numbers
c1 and c2 (“comparability constants”) so that

c1A � B � c2AI (12)

and, if c1 and c2 depend on parameters, they do not do so in a way that makes (12)
trivial. We often use ‘C’ to denote a constant that might change from occurrence to
occurrence; we will not always say how C changes or what it depends on. If E and
F are sets, we write E � F to express E 	 F.

We will refer to “finite linear sums” of the form
P


2� �
g
 .x/, where f�
g� is
a set of numbers and fg
g� is a set of functions, both indexed over an infinite set �
(typically D). “Finite linear sum” will mean a sum in which all but finitely many of
the �
 ’s are 0. Similarly, a “finite sequence” f�
g� indexed over � will be one in
which all but finitely many �
 ’s are 0.

We indicate the end of a proof with the symbol |.

The One-Dimensional, Dyadic Case

First we prove our characterization of Ad1 (8) (see [7] and [11] for its original form).

Lemma 2.1 A Radon measure � belongs to Ad1 if and only if there is a finite R so
that (8) holds for all Carleson sequences fcQgD and all Q0 2 D.

Proof of Lemma 2.1 Suppose that � 2 Ad1. Then � is absolutely continuous, and
we can write d� D v dx, with v 2 Ad1. Classical arguments (see [1]) show that
v satisfies (1) with respect to dyadic cubes, for some p > 1. Let Md.�/ denote the
dyadic Hardy-Littlewood maximal operator:

Md.g/.x/ � sup
x2Q2D

1

jQj
Z

Q
jg.t/j dt:

The Lp-boundedness of Md.�/ and Hölder’s inequality imply, for any Q0 2 D,

1

jQ0j
Z

Q0

Md.�Q0v/ dx �
�
1

jQ0j
Z

Q0

.Md.�Q0v//p dx

�1=p

� Cp

�
1

jQ0j
Z

Q0

.v.x//p dx

�1=p

� CpKp

jQ0j
Z

Q0

v.x/ dxI
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i.e.,

Z

Q0

Md.�Q0v/ dx � Cv.Q0/

for all Q0 2 D. Now let fcQgD be a Carleson sequence. If Q0 2 D then

X

Q�Q0

cQv.Q/ D
X

Q�Q0

cQjQj
�
1

jQjv.Q/
�

�
Z

Q0

Md.�Q0v/ dx;

by standard tent-space arguments (see, e.g., Theorem 2 on page 59 of [4]). Therefore
� 2 Ad1 implies (8).

Suppose (8) holds. First we will show that� is absolutely continuous with respect
to Lebesgue measure. Then we will finish the lemma’s proof.

Suppose E is measurable, jEj D 0 and, without loss of generality, E � Q0 2 D.
Cover E with countably many disjoint cubes Qj

1 � Q0 such that

X

j

jQj
1j � .1=2/jQ0j:

Now, having chosen the cubes fQj
kgj, let fQj0

kC1gj0 be a family of disjoint dyadic

cubes such that: a) E � [j0Q
j0

kC1; b) each Qj0

kC1 is a subset of some Qj
k; c) for all Qj

k,

X

Q
j0

kC1
�Q

j
k

jQj0

kC1j � .1=2/jQj
kj: (13)

We can do this for all k because jEj D 0. Inequality (13) implies that, for any Q 2 D,

X

Q
j
k�Q

jQj
kj � 2jQj: (14)

We give the quick (and well known) proof of (14). By induction, for any Qj
k and any

n 
 0,

X

Q
j0

kCn�Q
j
k

jQj0

kCnj � 2�njQj
kj;

which implies that

X

Q
j0

k0
�Q

j
k

jQj0

k0 j � 2jQj
kj
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for every Qj
k. If Q is arbitrary let fQj�

k�gj�;k� the maximal Qj
k’s contained in Q. The

cubes Qj�

k� are disjoint. Therefore

X

Q
j
k�Q

jQj
kj D

X

j�;k�

X

Qk
j �Q

j�

k�

jQk
j j � 2

X

j�;k�

jQj�

k� j � 2jQj;

proving (14).
Define:

cQ D
(
1=2 if Q 2 fQj

kgj;kI
0 otherwise:

Inequalities (13) and (14) imply that fcQgD is Carleson. Therefore there is a finite R
such that

X

j;k

.1=2/�.Qj
k/ � R�.Q0/ < 1:

But, because of a), for all N,

N�.E/ �
NX

kD1

X

j

�.Qj
k/ � 2R�.Q0/;

forcing �.E/ D 0.
The rest of the proof that � 2 Ad1 is like what we just saw, only more careful.

Let Q0 2 D, E � Q0, and jEj=jQ0j < � << 1. For k 
 1, let fQj
kgj be the maximal

dyadic subcubes of Q0 such that

jE \ Qj
kj

jQj
kj

> 2.dC1/k�:

These are the Calderón-Zygmund cubes, taken at “height” 2.dC1/k�, of �E relative
to Q0. Because of their maximality, for each Qj

k,

jE \ Qj
kj

jQj
kj

� 2d2.dC1/k� D .1=2/2.dC1/.kC1/�;

which implies that every cube Qj0

kC1 is contained in some Qj
k, and that, for every Qj

k,

X

Q
j0

kC1
�Q

j
k

jQj0

kC1j � .1=2/jQj
kj;
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which is the condition (13) we saw earlier. The same reasoning as before implies
that, for all Q 2 D,

X

Qk
j �Q

jQk
j j � 2jQj:

Almost every point of E is a point of density. Therefore we will keep getting
cubes Qj

k as long as 2.dC1/k� is less than 1: there is a K0 � log.1=�/ such that, for
all 1 � k � K0, jE n [jQ

j
kj D 0, and hence �.E n [jQ

j
k/ D 0. (The union [jQ

j
k

“almost contains” E.) Define:

cQ D
(
1=2 if Q 2 fQk

j gj;kI
0 otherwise:

The sequence fcQgD is Carleson; therefore

X

Q�Q0

cQ�.Q/ � R�.Q0/:

But

X

Q�Q0

cQ�.Q/ D .1=2/
X

j;k

�.Qk
j / 
 .1=2/

K0X

kD1

X

j

�.Qj
k/ 
 .1=2/K0�.E/;

because, for each k � K0, the part of E outside [jQ
j
k has �-measure 0. Thus,

�.E/ � 2R

K0
�.Q0/;

and 2R=K0 ! 0 as � ! 0C: � 2 Ad1. |
If I D Œj2k; .jC1/2k/ � R is a dyadic interval, define IC � Œ2j2k�1; .2jC1/2k�1/

(I’s left half) and I� � Œ.2j C 1/2k�1; .2j C 2/2k�1/ (I’s right half), and set

h.I/ � �IC � �I� :

The functions fh.I/=jIj1=2gI2D are known as the Haar functions, which comprise an
orthonormal basis for L2.R/.
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The dyadic analogue of Theorem 1.1 is

Theorem 2.2 Let � be a non-trivial Radon measure on R. If

(
h.I/

p
�.I/

)

I2D
(15)

is almost-orthogonal in L2.�/ then � 2 Ad1.

Proof of Theorem 2.2. The reader might want to look back at (9) and (10).
Fix I0 2 D and 0 < � << `.I0/. Let F.I0; �/ be the familiy of Carleson

sequences fcIgD such that cI D 0 if I 6� I0 or `.I/ < �. By compactness, there
is a Carleson sequence fQcIgD 2 F.I0; �/ such that

X

D
QcI�.I/ D sup

(
X

D
cI�.I/ W fcIgD 2 F.I0; �/

)

< 1:

Call the supremum L. Define

f .x/ �
X

D
QcI�I.x/ �

 
X

D
QcIjIj

!
�I0 .x/

jI0j :

Notice that, because fQcIgD is Carleson,

1

jI0j

 
X

D
QcI jIj

!

� 1:

The function f is supported on I0 and satisfies
R

f dx D 0. Also, f belongs to BMOd,
with kf k�;d � 2. Let us prove this fact. Take J 2 D. If J \ I0 D ; we have nothing
to prove. If I0 � J then fJ D 0 and

Z

J
jf � fJj dx � 2

X

D
QcI jIj � 2jI0j � 2jJj:

If J � I0 then

Z

J
jf � fJj dx � 2

X

I2DWI�J

QcI jIj � 2jJj:

By the John-Nirenberg theorem, there exists an absolute constant—which we call
C—so that, for all J 2 D,
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Z

J
jf � fJj2 dx D

X

I2DW I�J

jhf ; h.I/ij2
jIj � CjJj; (16)

where h�; �i denotes the usual (Lebesgue) L2 inner product. Because of how we
defined f , the inner products hf ; h.I/i D 0 if I 6� I0 or `.I/ < �. Therefore the
sequence defined by

˛I � jhf ; h.I/ij2
jIj2

is a bounded multiple of a sequence from F.I0; �/, implying

X

D

jhf ; h.I/ij2
jIj2 �.I/ � CL;

with C an absolute constant.
We can write

f D
X

D

hf ; h.I/i
jIj h.I/;

and this is an exact, finite sum, because of f ’s special form. We rewrite it as

f D
X

D

I

h.I/
p
�.I/

;

where


I D hf ; h.I/i
p
�.I/

jIj :

The L2.�/ almost-orthogonality of (15) implies that

Z

jf j2 d� � R
X

D
j
Ij2 D R

X
jhf ; h.I/ij2 �.I/jIj2

D R
X

D

jhf ; h.I/ij2
jIj2 �.I/

� RCL:



446 M. Wilson

But

L D
X

D
QcI�.I/ D

Z

I0

.f C c0/ d�;

where

c0 D 1

jI0j
X

D
QcIjIj � 1:

Therefore
Z

jf j2 d� � RC

�Z

jf j d�C �.I0/

�

;

which implies

Z

jf j d� � C0�.I0/;

and

X

D
QcI�.I/ � C00

�Z

jf j d�C �.I0/

�

� QC�.I0/: (17)

The sequence fQcIgD is optimal for sequences from F.I0; �/. Therefore (17) holds for
every sequence in F.I0; �/. But the bound holds independent of I0 and �; therefore,
by an obvious limiting argument, it holds for all Carleson sequences fcIgD. By
Lemma 2.1, the measure � belongs to Ad1. |
Remark We ask the reader to note how, in the interaction between (16) and (17),
the John-Nirenberg theorem lets us bound an L2 norm by an L1 norm—which is the
heart of the proof.

Technical Lemmas

The first lemma in this section says that, if every family of the form (6) is almost-
orthogonal in L2.�/, then these families must be, in an obvious sense, uniformly
almost-orthogonal.

Lemma 3.1 Let  2 L1.B.0I 1//. Suppose that, for every T-sequence �, there is a
finite R D R.�; �;  / such that, for all finite linear sums

X

D
�Q

 �.Q/
p
�.Q/

;
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we have

Z ˇ
ˇ
ˇ
ˇ
ˇ

X

D
�Q

 �.Q/
p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ

2

d� � R
X

D
j�Qj2: (18)

Then there is a finite QR D QR.�; / such that (18) holds for all T-sequences �.

Proof of Lemma 3.1 For every T-sequence �, we can define a linear map L� W
`2.D/ ! L2.�/ by

L�.f�QgD/ �
X

D
�Q

 �.Q/
p
�.Q/

: (19)

Inequality (18) shows that the series in (19) converges unconditionally to an
f 2 L2.�/, and that

R jf j2 d� � R
P

D j�Qj2. By the Uniform Boundedness
Principle, if no universal QR exists, then there is a sequence f�QgD 2 `2.D/ such
that

P
D j�Qj2 � 1, and there is a sequence of T-sequences �k, such that

Z ˇ
ˇ
ˇ
ˇ
ˇ

X

D
�Q

 �k.Q/p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ

2

d� ! 1: (20)

We will patch together a T-sequence Q� such that f  
Q�.Q/p
�.Q/

gD is not almost-orthogonal.

Fix the sequence f�QgD. If F � D is finite, there is an N D N.F/ such that

Z
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

Q2F
�Q

 �.Q/
p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

d� � N

for all T-sequences �. Thus, because of (20), we know that, if F0 � D is finite and
R is any large number, there is a finite subset F1 � D, disjoint from F0, and there
is a T-sequence �1, such that

Z
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

Q2F1

�Q
 �1.Q/p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

d� > R:

Let Rk ! 1. Let F1 � D be a finite subset and �1 a T-sequence such that

Z
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

Q2F1

�Q
 �1.Q/p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

d� > R1:
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Having defined F1, F2, . . . , Fn, let FnC1 � D be a finite subset disjoint from [n
1Fk,

and �nC1 a T-sequence such that

Z
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

Q2FnC1

�Q
 �nC1.Q/p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

d� > RnC1:

Define Q� W D ! RdC1
C by

Q�.Q/ D
(
�k.Q/ if Q 2 FkI
zQ if Q … [kFk:

Then Q� is a T-sequence for which (18) fails. |
The proof of Theorem 1.1 uses a general form of the Calderón reproducing

formula. Our approach is based on ideas and methods of Frazier, Jawerth, and
Weiss [3]. We gratefully acknowledge their influence and inspiration.

Recall that if  2 C˛;0 is real, radial, non-trivial, and normalized so that

Z 1

0

jb .y/j2 dy

y
D 1

for all  6D 0, then, if f 2 [1<p<1Lp.Rd/, we have

f .x/ D
Z

RdC1
C

.f � y�d .0;y/.t// y�d .0;y/.x � t/
dt dy

y

in various senses [8, 11]. To be consistent with the notation in the introduction, we
have written “y�d .0;y/” in place of the more traditional “ y”. We will continue to
follow this convention.

We define ˆ.x/ to be the inverse Fourier transform of exp.�jj2 � jj�2/.
We notice that ˆ belongs to the Schwartz class S , and that b̂./ and all of b̂’s
derivatives vanish to infinite order at the origin.

It is important that b̂./ > 0 on all of Rd n f0g.

Lemma 3.2 Suppose that f�kgn
1 � L1.B.0I 1// satisfies CNDC. For  2 Rd n f0g

define

G./ �
Z 1

0

b̂.y/

 
nX

1

jb�k.y/j2
!

dy

y
: (21)

The function G./ is infinitely differentiable on Rd nf0g and homogeneous of degree
0: G.t/ D G./ for all t > 0. There are positive numbers c1 and c2 such that
c1 � G./ � c2 for all  6D 0.
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Proof of lemma. The homogeneity is obvious. Every b�k is infinitely differentiable,
and D˛b�k 2 L1 for every k and multi-index ˛. The function b̂ is also infinitely
differentiable, and, for all ˛, D˛b̂ vanishes rapidly at 0 and infinity. These imply
that G is infinitely differentiable. The CNDC implies that G./ never vanishes on
Sd�1 � f W jj D 1g. The smoothness of G and the compactness of Sd�1 imply
that G lies between two positive constants there, hence on all of Rd n f0g. |

Now, given f�kgn
1 � L1.B.0I 1// satisfying CNDC, and G as defined by (21),

we set

m./ � 1

G./
(22)

for  6D 0, and undefined at the origin. By standard arguments ([4], p. 26), the
Fourier multiplier operators given by

dTGf ./ � G./bf ./

and

dTmf ./ � m./bf ./;

initially defined for f 2 C1
0 .R

d/, extend to bounded operators on Lp.Rd/ for every
1 < p < 1. On these domains they are inverses of each other: TGTm D TmTG D I,
the identity.

For each �k, define Q�k.x/ � �k.�x/, and recall that bQ�k./ D b�k./. If f 2 L2.Rd/

then

TGf D
nX

1

Z

RdC1
C

.f � y�dˆ.0;y/ � .y�d Q�k/.0;y/.t// .y
�d�k/.0;y/.x � t/

dt dy

y
;

where we interpret each integral as

lim
�&0

R%1

Z R

�

�Z

Rd
.f � y�dˆ.0;y/ � .y�d Q�k/.0;y/.t// .y

�d�k/.0;y/.x � t/ dt

�
dy

y
;

with the limit existing in L2. As we shall see, if f 2 C1
0 .R

d/, the limit also exists
pointwise in x, with the integral being, in a natural sense, absolutely convergent.

Because Tm and TG are inverses of each other, if f 2 C1
0 .R

d/,

f D
nX

1

Z

RdC1
C

.f � Tm.y
�dˆ.0;y// � .y�d Q�k/.0;y/.t// .y

�d�k/.0;y/.x � t/
dt dy

y
;
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where the integrals converge (in the above sense) in L2. Let us define

‰.x/ � Tm.ˆ/.x/:

With this notation, we can rewrite the preceding integral formula as

f D
nX

1

Z

RdC1
C

.f � y�d‰.0;y/ � .y�d Q�k/.0;y/.t// .y
�d�k/.0;y/.x � t/

dt dy

y
:

(We have used the dilation-invariance of Tm.)
A look at ‰’s Fourier transform shows that ‰ 2 S and

R
‰ dx D 0. The same

are true of ‰k, which we define as

‰k.x/ � ‰ � Q�k.x/:

With this convention we can compress our integral formula to

f D
nX

1

Z

RdC1
C

.f � y�d.‰k/.0;y/.t// .y
�d�k/.0;y/.x � t/

dt dy

y
: (23)

We now prove two lemmas relating to (23).

Lemma 3.3 Suppose that � 2 S ,
R
� dx D 0, and 
 2 L1.B.0I 1//. There is a

C D C.�; 
/ such that, if f 2 C1
0 .R

d/ satisfies jrf j � A pointwise and B is any
positive number, then

Z B

0

�Z

Rd

ˇ
ˇ.f � y�d�.0;y/.t// .y

�d
/.0;y/.x � t/
ˇ
ˇ dt

�
dy

y
� CAB:

Remark In our applications of Lemma 3.3, � D ‰k, 
 D �k, and AB � 1.

Proof of Lemma 3.3 The function � satisfies

j�.x/j � C.1C jxj/�d�2

jr�.x/j � C.1C jxj/�d�3
Z

�.x/ dx D 0;

for a fixed constant C. A lemma of Uchiyama [6] says that we can decompose �
into a rapidly converging sum of dilates of smooth, compactly supported functions,
with integrals equal to 0. Precisely:

�.x/ D C
1X

jD0
2�j.dC2/.Fj/.0;2j/.x/;
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for an appropriate C, where each Fj has support contained in B.0I 1/ and satisfies

kFjk1 � C
Z

Fj dx D 0:

(Uchiyama’s lemma actually yields krFjk1 � C, but we don’t need that.) The
function .Fj/.0;2j/ has support contained in B.0I 2j/ and the function ..Fj/.0;2j//.0;y/
has support contained in B.0I 2jy/. The smoothness of f and the cancelation in Fj

imply that

jf � y�d..Fj/.0;2j//.0;y/.t/j � CA2jyky�d..Fj/.0;2j//.0;y/k1
� CA2jy2jd D CA2j.dC1/y

for any t, and therefore

jf � y�d�.0;y/.t/j � CA
1X

jD0
2�j.dC2/2j.dC1/y

D CAy:

Since k
k1 � C.
/,

Z

Rd

ˇ
ˇ.f � y�d�.0;y/.t// y�d
.0;y/.x � t/

ˇ
ˇ dt � CAy;

implying

Z B

0

�Z

Rd

ˇ
ˇ.f � y�d�.0;y/.t// y�d
.0;y/.x � t/

ˇ
ˇ dt

�
dy

y
�
Z B

0

.CAy/
dy

y

D CAB;

proving the lemma. |
The next lemma uses a standard definition and one derived from it.

Definition 3.4 If Q � Rd is a cube then we set bQ � Q � .0; `.Q// � RdC1
C

(sometimes called the “Carleson box” above Q) and R.Q/ � f.t; y/ 2 RdC1
C W

d..t; y/;bQ/ 
 `.Q/g, where d.�; �/ denotes the usual Euclidean distance to a set
in RdC1

C .

Lemma 3.5 Let � 2 S and 
 2 L1.B.0I 1//. There is constant C D C.�; 
/ such
that if f 2 L1.Rd/ and the support of f is contained in a cube Q then
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Z

R.Q/

ˇ
ˇ.f � y�d�.0;y/.t// y�d
.0;y/.x � t/

ˇ
ˇ dt dy

y
� C

jQj
Z

jf j dt

for all x 2 Q.

Proof of Lemma 3.5. For j D 0; 1; 2 : : : , define Rj.Q/ � f.t; y/ 2 R.Q/ W
2j`.Q/ � d..t; y/;bQ/ < 2jC1`.Q/g, and observe that R.Q/ D [1

0 Rj.Q/. Since 

has its support contained in B.0I 1/, 
.0;y/.x � t/ D 
. x�t

y / can be non-zero only
if jx � tj < y. Therefore there is a positive c D c.d/ such that, if x 2 Q and
.t; y/ 2 Rj.Q/, 
.0;y/.x � t/ will be zero unless y > c2j`.Q/. If y > c2j`.Q/, Hölder’s
inequality implies

jf � y�d�.0;y/.t/j � C.2j`.Q//�dkf k1
and

Z

Rd

ˇ
ˇ.f � y�d�.0;y/.t// y�d
.0;y/.x � t/

ˇ
ˇ dt � C.2j`.Q//�dkf k1:

If .t; y/ 2 Rj.Q/ then y < 2jC2`.Q/. Therefore:

R
Rj.Q/

ˇ
ˇ.f � y�d�.0;y/.t// y�d
.0;y/.x � t/

ˇ
ˇ dt dy

y

� C
R 2jC2`.Q/

c2j`.Q/

�R
Rd

ˇ
ˇ.f � y�d�.0;y/.t// y�d
.0;y/.x � t/

ˇ
ˇ dt

� dy
y

� C.2j`.Q//�dkf k1:

Summing over j finishes the proof. |

Proof of Theorem 1.1.

For the rest of this section, � will be a fixed doubling measure.
The proof of Theorem 1.1 works by rewriting each of the n summands in (23) as

an average of sums of the form

X

D
�Q
.�k/�.Q/
p
�.Q/

where � is a T-sequence. We now describe how this rewriting will go. If Q D
Œj12k; .j1 C 1/2k/ � � � � � Œjd2k; .jd C 1/2k/ 2 D we set tQ � .j12k; j22k; : : : ; jd2k/,
the “left-most corner” of Q. Define V0 � Œ0; 1/d, the “unit” dyadic cube. If Q 2 D,
we define a bijective mapping �.Q; �; �/ W T.V0/ ! T.Q/ by
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�.Q; �; �/ � .tQ C `.Q/�; `.Q/�/:

We point out some properties of this mapping. If g W T.Q/ ! C is measurable we
can define h W T.V0/ ! C by h.�; �/ � g.�.Q; �; �//. By the change-of-variables
formula,

Z

T.Q/
g.t; y/

dt dy

y
D jQj

Z

T.V0/
h.�; �/

d� d�

�
: (24)

We can write
Z

T.Q/
.f � y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x � t/

dt dy

y

as
Z

T.Q/
y�2dhf ; .‰k/.t;y/i .�k/.t;y/.x/

dt dy

y
;

where h�; �i is the ordinary L2 inner product. Because of (24), this is equal to

jQj RT.V0/
.`.Q/�/�2dhf ; .‰k/�.Q;�;�/i .�k/�.Q;�;�/.x/

d� d�
�

D jQj�1 RT.V0/
��2dhf ; .‰k/�.Q;�;�/i .�k/�.Q;�;�/.x/

d� d�
�
:

Therefore, we can formally rewrite the integral in (23) as:

P
D
R

T.Q/ y�2dhf ; .‰k/.t;y/i .�k/.t;y/.x/
dt dy

y

D R
T.V0/

�P
D jQj�1hf ; .‰k/�.Q;�;�/i .�k/�.Q;�;�/.x/

�
��2d d� d�

�
: (25)

Of course, if the summation only runs over a finite set of Q’s (as it will for us), the
equality is literal.

In proving Theorem 1.1, it will be more convenient to write (25) as

Z

T.V0/

X

D

"
�
jQj�1hf ; .‰k/�.Q;�;�/i

p
�.Q/

� .�k/�.Q;�;�/.x/
p
�.Q/

#

��2d d� d�

�
:

Proof of Theorem 1.1 We fix, once and for all, a function b 2 C1
0 .R

d/ that is non-
negative, has support contained in B.0I 1=2/, and satisfies

R
b dx D 1. Recall our

definition of zQ � .xQ; `.Q//, where xQ is Q’s center and `.Q/ is Q’s sidelength. If
Q � Rd is any cube then bzQ is supported in Q and satisfies

R
bzQ dx D jQj. If � is

any doubling measure then

Z

bzQ d� � �.Q/; (26)
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with comparability constants depending on b and �. If Q0 2 D and 2j << 1, we
define F.Q0; 2

j/ to be the family of Carleson sequences fcQgD such that cQ D 0 if
Q 6� Q0 or `.Q/ < 2j`.Q0/. It is clear that the set of numbers

(

�.Q0/
�1X

D
cQ�.Q/ W Q0 2 D; fcQgD 2 F.Q0; 2

j/

)

(27)

is bounded above by 1Cjjj. Call the actual supremum L.j/. Theorem 1.1 will follow
once we show that supj L.j/ < 1.

Fix j. There exist a Q0 2 D and a Carleson sequence fQcQgD 2 F.Q0; 2
j/ such

that

�.Q0/
�1X

D
QcQ�.Q/ 
 .1=2/L.j/:

Fix Q0 and fQcQg. Theorem 1.1 will follow if we show that �.Q0/
�1P

D QcQ�.Q/ is
bounded by a number independent of Q0 and j.

Define

f .x/ �
X

D
QcQbzQ.x/:

Because of (26),

Z

f d� �
X

D
QcQ�.Q/ � L.j/�.Q0/: (28)

As with Theorem 2.2, the “game” now is to show that

Z

jf j2 d� � C
Z

jf j d�; (29)

for some C < 1 independent of Q0 and j; because, as we have seen, the Cauchy-
Schwarz inequality will imply

Z

jf j d� � C�.Q0/I

which, with (28), will yield

L.j/ � C;

for some absolute C independent of Q0 and j.
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Because of (28), (29) will follow from
Z

jf j2 d� � CL.j/�.Q0/:

It is obvious that f is supported inside Q0 and satisfies
R jf j dx � jQ0j. It will be

important to us that f 2 BMO, with a BMO norm bounded by a constant depending
only on b and d; so let us prove this. Write f D P

k fk, where

fk.x/ D
X

QW `.Q/D2k

QcQbzQ.x/:

Each fk is infinitely differentiable and satisfies: (i) kfkk1 � 1; and (ii) krfkk1 �
C2�k. We note that inequality (ii) implies jrf j � C.2j`.Q0//

�1 pointwise.
Let Q0 be a cube and write

f D
X

kW 2k�`.Q0/

fk C
X

kW 2k<`.Q0/

fk � F1 C F2:

We can cover Q0 with C.d/ congruent dyadic cubes fQ�
j gC.d/
1 such that .1=2/`.Q0/ �

`.Q�
j / < `.Q

0/, which implies that, if Q 2 D and `.Q/ < `.Q0/, then `.Q/ � `.Q�
j /

for every j; hence, if Q \ Q0 6D ; then Q � Q�
j for some j. Then:

Z

Q0

jF2.x/j dx D
Z

Q0

0

@
X

QW`.Q/<`.Q0/

QcQbzQ.x/

1

A dx

�
C.d/X

jD1

Z

Q�

j

0

B
@

X

QWQ�Q�

j

QcQbzQ.x/

1

C
A dx

�
C.d/X

jD1

X

QWQ�Q�

j

QcQjQj

�
C.d/X

1

jQ�
j j

� CjQ0j:

On the other hand, jrF1.x/j � C=`.Q0/, implying that

Z

Q0

jF1.x/ � .F1/Q0 j dx � CjQ0j:

Therefore f belongs to BMO, with a norm � C.
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We invoke a standard fact about BMO ([4], p. 159): If h 2 BMO, � 2 S , andR
� dx D 0, then, for all cubes Q � Rd,

1

jQj
Z

bQ
jh � y�d�.0;y/.t/j2 dt dy

y
� Ckhk2�;

where the constant C only depends on � . This implies that, for h 2 BMO, the
sequence of numbers fcQgD defined by

cQ � 1

jQj
Z

T.Q/
jh � y�d�.0;y/.t/j2 dt dy

y

is a bounded multiple of a Carleson sequence.
We can write f D g1 C g2 C g3 C g4, where

g1.x/ �
nX

1

Z

f.t;y/W y<2j�1`.Q0/g
.f � y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x � t/

dt dy

y

g2.x/ �
nX

1

Z

f.t;y/W 2j�1`.Q0/�y<`.Q0/g
.f � y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x � t/

dt dy

y

g3.x/ �
nX

1

Z

f.t;y/W `.Q0/�y�3`.Q0/g
.f � y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x � t/

dt dy

y

g4.x/ �
nX

1

Z

f.t;y/W y>3`.Q0/g
.f � y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x � t/

dt dy

y
:

Lemmas 3.3 and 3.5 imply that the integrals on the right-hand sides all converge
absolutely. By Lemma 3.5, g4 is pointwise bounded by CjQ0j�1

R jf j dx � C for
x 2 Q0, and it is easy to see that the same bound holds for g3. Since f 2 C1

0 .R
d/

and jrf j � C.2j`.Q0//
�1 pointwise, Lemma 3.3 implies that jg1j is bounded by

an absolute constant in Q0. Thus, for x 2 Q0, we may write f D g2 C G, where
jGj � C, and C does not depend on Q0 or j.

By Lemma 3.1, there is an R such that, for every 1 � k � n, every T-sequence �,
and every finite sequence f�QgD � C,

Z ˇ
ˇ
ˇ
ˇ
ˇ

X

D
�Q
.�k/�.Q/
p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ

2

d� � R
X

D
j�Qj2:

We claim that
Z

Q0

jg2j2 d� � CRL.j/�.Q0/ (30)

for a constant C depending on � and d, but not on Q0 or j. Since
R

Q0
jGj2 d� �

C�.Q0/, proving (30) will finish the proof.
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There exist N D N.d/ dyadic cubes fQigN
1 , congruent to Q0, such that

Qi \ Q0 6D ;. If x 2 Q0 then the support restriction on the �k’s implies that

g2.x/ D
nX

kD1

Z

f.t;y/W t2[
N
0 Qi; 2j�1`.Q0/�y<`.Q0/g

.f �y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x�t/
dt dy

y
:

For each 0 � i � N and 1 � k � n, define


i;k.x/ �
Z

f.t;y/W t2Qi; 2j�1`.Q0/�y<`.Q0/g
.f � y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x � t/

dt dy

y
:

Inequality (30) will follow once we show

Z

j
i;kj2 d� � CRL.j/�.Qi/; (31)

because �’s doubling property implies �.Qi/ � C�.Q0/.
For 0 � i � N, we define Fi to be the (finite!) family of dyadic subcubes Q of Qi

such that 2j`.Qi/ � `.Q/ � `.Qi/. We can then write:


i;k.x/ D
X

Q2Fi

Z

T.Q/
.f � y�d.‰k/.0;y/.t// y�d.�k/.0;y/.x � t/

dt dy

y
:

We rewrite the last equation as


i;k.x/ D
Z

T.V0/

X

Q2Fi

"
�
jQj�1hf ; .‰k/�.Q;�;�/i

p
�.Q/

� .�k/�.Q;�;�/.x/
p
�.Q/

#

��2d d� d�

�
:

For each .�; �/ 2 T.V0/,

Z
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

Q2Fi

h
jQj�1hf ; .‰k/�.Q;�;�/i

p
�.Q/

i .�k/�.Q;�;�/.x/
p
�.Q/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

d�

is less than or equal to R times

X

Q2Fi

ˇ
ˇ
ˇjQj�1hf ; .‰k/�.Q;�;�/i

p
�.Q/

ˇ
ˇ
ˇ
2 D

X

Q2Fi

� jhf ; .‰k/�.Q;�;�/ij2
jQj2

�

�.Q/:

Thus, by the generalized Minkowski inequality,

�Z

j
i;kj2 d�

�1=2
� R1=2

Z

T.V0/

0

@
X

Q2Fi

 
jhf ; .‰k/�.Q;�;�/ij2

jQj2
!

�.Q/

1

A

1=2

��2d d� d�

�
:
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But .T.V0/; ��2d d� d�
�
/ is a finite measure space (with a total measure only

depending on d); therefore,

Z

T.V0/

0

@
X

Q2Fi

 
jhf ; .‰k/�.Q;�;�/ij2

jQj2
!

�.Q/

1

A

1=2

��2d d� d�

�

is less than or equal to a dimensional constant times

0

@
X

Q2Fi

Z

T.V0/

" 
jhf ; .‰k/�.Q;�;�/ij2

jQj2
!

�.Q/

#

��2d d� d�

�

1

A

1=2

I

which implies that

Z

j
i;kj2 d� � CR
X

Q2Fi

Z

T.V0/

" 
jhf ; .‰k/�.Q;�;�/ij2

jQj2
!

�.Q/

#

��2d d� d�

�

D CR
X

Q2Fi

 Z

T.V0/

 
jhf ; .‰k/�.Q;�;�/ij2

jQj2
!

��2d d� d�

�

!

�.Q/:

But, for each Q 2 Fi, by the change of variables formula (24),

Z

T.V0/

 
jhf ; .‰k/�.Q;�;�/ij2

jQj2
!

��2d d� d�

�
D jQj�1

Z

T.Q/
jf � y�d.‰k/.0;y/.t/j2 dt dy

y
I

and, because f 2 BMO, with kf k� � C, the sequence defined by

cQ;i � jQj�1
Z

T.Q/
jf � y�d.‰k/.0;y/.t/j2 dt dy

y

is a bounded multiple of a Carleson sequence. By our definition of L.j/,

X

Q2Fi

cQ;i�.Q/ � CL.j/�.Qi/

(because all of the Q’s occurring in the sum satisfy `.Q/ 
 2j`.Qi/ and are contained
in Qi). Therefore
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Z

j
i;kj2 d� � CR
X

Q2Fi

�

jQj�1
Z

T.Q/
jf � y�d.‰k/.0;y/.t/j2 dt dy

y

�

�.Q/

D CR
X

Q2Fi

cQ;i�.Q/

� CRL.j/�.Qi/;

finishing the proof of Theorem 1.1. |
We present an easy corollary of Theorem 1.1. We first note that, by duality, if

f kgk � L2.�/ satisfies (2), then, for all f 2 L2.�/,

X

k

jhf ;  ki� j2 � R
Z

jf j2 d� (32)

(where we use h�; �i� to denote the inner product in L2.�/); and, conversely, if
f kgk � L2.�/ satisfies (32), it satisfies (2).

In [9] the author looked at linear operators of the form

X

D

hf ;  .Q/
�.Q/i�

�.Q/
�
.Q/
�0.Q/.x/; (33)

for a doubling measure �, sequences of functions f .Q/gD and f�.Q/gD in C˛ , and
T-sequences � and �0. One can think of (33) as a simple model for a wavelet
representation of a Calderón-Zygmund singular integral operator (see [5] and
references cited there). By Littlewood-Paley theory, if the  .Q/’s and �.Q/’s lie
in C˛;0 and � 2 A1 then (33) defines a bounded linear operator on L2.�/ in the
following sense: If F1 � F2 � F3 � � � � is any increasing sequence of finite
subsets of D such that D D [iFi then, for all f 2 L2.�/,

T.f /.x/ � lim
i!1

X

Q2Fi

hf ;  .Q/
�.Q/i�

�.Q/
�
.Q/
�0.Q/.x/ (34)

exists in L2.�/ and kT.f /kL2.�/ � C.�; ˛/kf kL2.�/.
1 We present a partial converse:

Corollary 4.1 Suppose that � is doubling. Let f�kgn
1 � L1.B.0I 1// satisfy CNDC

and suppose that, for each 1 � k � n and each T-sequence �, the series

X

D

hf ; .�k/�.Q/i�
�.Q/

.�k/�.Q/.x/; (35)

defined as in (34), yields an L2.�/ bounded linear operator. Then � 2 A1.

1This also holds in Lp.�/, 1 < p < 1, and the cancelation hypotheses can be weakened [9].
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Proof Call the operator defined by (35) T . If T is L2.�/ bounded then
j R T.f / f d�j � C

R jf j2 d� for all f 2 L2.�/. But

Z

T.f / f d� D
X

D

jhf ; .�k/�.Q/i�j2
�.Q/

:

Therefore, by the converse to (32), (6) is almost-orthogonal in L2.�/. QED. |
Remark We believe the most natural application of Corollary 4.1 is this. Let
 2 C˛;0 be real, radial, and non-trivial. If � is doubling and the series

X

D

hf ;  �.Q/i�
�.Q/

 �.Q/.x/

(with the sum defined as above) gives an L2.�/ bounded operator for every
T-sequence �, then � 2 A1.

Acknowledgements We are grateful to the referee for spotting a gap in the proof of Lemma 2.1
and for valuable suggestions on improving the paper’s exposition.
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