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Abstract Contemporary security systems attempt to provide protection against
distributed denial-of-service (DDoS) attacks; however, they mostly use a variety of
computing and hardware resources for load distribution and request delays. As a
result, ordinary users and website visitors experience timeouts, captchas, and
low-speed connections. In this paper, we propose a highly inventive multilayer
system for protection against DDoS in the cloud that utilizes Threat Intelligence
techniques and a proactive approach to detect traffic behavior anomalies. The first
layer of the model analyzes the source IP address in the header of incoming traffic
packets and the second layer analyzes the speed of requests and calculates the
threshold of the attack speed. If an attack remains undetected, the incoming traffic
packets are analyzed against the behavior patterns in the third layer. The fourth
layer reduces the traffic load by dispatching the traffic to the proxy, if required, and
the fifth layer establishes the need for port hopping between the proxy and the target
website if the attack targets a specific web-application. A series of experiments were
performed and the results demonstrate that this multilayer approach can detect and
mitigate DDoS attacks from a variety of known and unknown sources.

Keywords Distributed denial-of-service attacks - Cloud computing - Proxy
firewall . Threat intelligence « Computer security

1 Introduction

Distributed denial-of-service (DDoS) attacks have become highly complicated and
have enormous destructive potential. During Q2 of 2015 the most powerful attack
occurred at a speed of 250 Gb/s, followed by an attack at 149 Gb/s during Q3 of the
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same year. The total number of DDoS attacks increased by 180% compared to the
previous year [1]. Most complex attacks imitate ordinary HTTP traffic generated by
botnets [2]. Attackers load scripts into infected botnet agents, which perform
actions similar to those of ordinary users when they browse websites, but at high
speed. The larger the botnet, the heavier the load it can produce on a target server.
The destructive impact of a DDoS attack is that it significantly delays business
processes [3, 4]. E-shops, news agencies, stockbrokers, banks, and many other
types of businesses are very sensitive to stable continuous operation. Any, even
short, interruption in the availability of their systems may lead to significant losses
or even wide-scale disruption of the business.

In response to the threats described above, we realized the necessity of new
technology for DDoS prevention. Our multilayer system implements both proactive
preventive methods based on behavioral analysis, and threat intelligence, which in
combination, provide proven attack prevention.

The main hypothesis of our research is that a highly effective system for DDoS
protection in the cloud can be developed by taking into account the growing nature
of the risk landscape.

Threat intelligence is a rapidly growing, though relatively young field of cyber
security. Security vendors and independent researchers define this term as a com-
plex process described by some common properties. We analyzed several defini-
tions [5-9] and then combined them to form our own definition to highlight the
most important properties and features of threat intelligence:

Threat Intelligence (TI) is a process to gather knowledge, aggregated from reliable
sources, cross-correlated for accuracy. It must be timely, complete, assessed for relevancy,
evaluated, and interpreted to create actionable data about known or unknown security
threats that can be used to effectively respond to those threats

The key benefits of using threat intelligence to prevent DDoS attacks are:

1. Protection of target websites from botnets (by implementing a botnet IP data-
base and checking the incoming IPs against it), and DDoS attacks (by utilizing
our five-layer system).

2. Decreasing the system load by blocking threats outside the target website
perimeter (layer 2 determines the speed, layer 4 decreases the speed by the
dispatcher and proxies).

3. Reducing system outages and cost of threats elimination and recovery (this is
the general effect provided by our five-layer system: effective prevention of
DDoS will eliminate system outages).

4. Automation of protection process from continuously growing threats (as men-
tioned above, we automate the prevention process by scripts used in our
five-layer system).

5. Reduction of time needed to respond to new threats (because we use a proactive
approach in our multilayer model, we are not required to wait until vendors
identify new attack samples and update their signature bases).
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Threat intelligence is a reliable modern technology to effectively protect against
DDoS attacks and other threats taking into account the exponential growth of their
complexity and intensity.

2 Background and Related Work

Cho et al. [10] proposed a DDoS prevention system based on the combination of a
packet-filtering method with a double firewall. The first firewall analyzes the router
path, whereas the second classifies data packets as being either normal or abnormal.

Botnets remain a highly destructive threat to cyber security. Graham et al. [11]
attempted to detect botnet traffic within an abstracted virtualized infrastructure, such
as that available from cloud service providers. They created an environment based
on a Xen hypervisor, using Open vSwitch to export NetFlow Version 9. They
obtained experimental evidence of how flow export is able to capture network
traffic parameters for identifying the presence of a command-and-control botnet
within a virtualized infrastructure. The conceptual framework they describe pre-
sents a non-intrusive detection approach for a botnet protection system for cloud
service providers.

Karim et al. [12] reviewed methods of botnet detection and presented a method
to classify botnet detection techniques. Their work highlights aspects pertaining to
the analysis of these techniques with qualitative research design. The authors define
possible future ways of improving the techniques of botnet detection and identify
persistent research problems that remain open.

The evolution of DDoS attacks and their place in modern hybrid attacks and
threats have been described in detail [13]. The nature of a DDoS attack, its effect on
cloud computing, and problems that need to be considered while selecting defense
mechanisms for DDoS were described in detail [14]. The authors’ recommendation
is to choose a functional, transpicuous, lightweight, and precise solution to prevent
DDoS attacks, without any specific details.

The detection of DDoS attacks with the aid of correlation analysis formed the
basis of research by Xiao et al. [15]. Their approach is based on a nearest-neighbors
traffic classification with correlation analysis. It improves the classification accuracy
by exploiting the correlation information of training data and reduces the overhead
resulting from the density of training data.

Approaches to combatting both known and unknown DDoS attacks considering
the real-time environment were described [16]. A method based on an artificial
neural network (ANN) was used to detect attacks based on their specific patterns
and characteristic features, thereby enabling these attacks to be distinguished from
ordinary traffic.
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3 Research Objectives and Methodology

3.1 Research Objectives

Let us define the aims and objectives of our research.

3.1.1 Defining Threat Intelligence and Its Scope

Our definition differs from other existing definitions, because in it we highlight all
major properties of threat intelligence as a process to obtain knowledge. Most
existing definitions describe threat intelligence as either a process or knowledge.
However, it is neither knowledge nor simply a process; instead, it is a process to
obtain actionable knowledge about both known and unknown threats. In our def-
inition, we combine such mandatory properties as reliable sources, accuracy,
completeness, relevancy, evaluation, interpretation, and being actionable.

3.1.2 Proposing an Innovative Method to Prevent DDoS Attacks
in the Cloud Environment

Our method is different from existing methods, because we use a complex multi-
layer system, which combines several techniques developed by us into an integrated
system. In particular, we use our own enhanced method of IP traceback, own
method of threat intelligence, own method of traffic dispatching, and own method
of port hopping. The joint operation and interaction of these methods make our
system unique and highly effective.

3.1.3 Introducing New Proactive Approach to Defend Threats Related
to DDoS Attack

According to 2015 reports of major vendors [1], threats related to DDoS attacks
have been increasing significantly. Moreover, almost no new types of attacks are
invented. Instead, hackers improve old existing methods and add more power to
them, for example, by using an amplification method. Their main aim is to exhaust
system resources and overload the communication channels. That is why we can
state that threats of DDoS attacks are critical today and can be expected to be of
great importance in subsequent years as well.
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3.1.4 Designing a Multilayer System for DDoS Prevention
in the Cloud Using Threat Intelligence Techniques

Threat intelligence techniques are used by many existing solutions. In addition, IP
traceback, port hopping, and many other techniques are used to prevent DDoS
attacks. Yet, there is no effective solution in the world capable of really protecting
against a DDoS attack. However, in the 21st century, many servers on the Internet
can be shut down with a single command using SYN flooding. Other servers can be
taken offline by DNS amplification requests or other very simple types of DDoS
attacks. Our system is designed to provide a complex and integrated solution that
uses the power of the best techniques, which were reinvented by us to solve existing
problems and eliminate existing bottlenecks.

3.1.5 Introducing an Improved Method of IP Traceback

We named our method iDPM (improved Deterministic Packet Marking). It
improves standard methods of the DPM type by using two octets of the options
field, which allows us to store information about the route and IP address of the
packet in full, without splitting it into two or more parts, as other methods do. Our
method allows us to restore the full route on the victim’s side and to protect it from
packet loss by using the options field to repeat each IP address in two or more
packets.

3.1.6 Introducing Our Own Simple and Effective Port-Hopping
Method

Our port-hopping method uses unique formulas to calculate the port number.
Moreover, we use a traffic dispatcher and proxy server(s) to add additional security
to this method, because only the IP address of the dispatcher is visible from an
external network. A malicious user would have to break both the dispatcher and
proxy and would have to know the formulas to be able to spoof the port number and
connect to the target website directly.

3.1.7 Experimental Confirmation of the Effectiveness of Our Method
We test and confirm the effectiveness of our method compared to other popular

techniques, including IP traceback, port hopping, and entropy-based anomaly
detection.



124 B. Alshehry and W. Allen

3.2 Methodology

The concept of our work is based on combining several protection methods and
adding a proactive approach with Threat Intelligence. We establish five protection
layers for all incoming traffic. The logic of these steps is detailed below. The logic
diagram is shown in Fig. 1.

3.2.1 Layer1

At the first layer, we analyze the IP sources. If we find that a large amount of
anomalous traffic started from some range of IPs, we check these IP addresses to
determine whether they belong to Botnet IPs.

Packet-forwarding techniques such as NAT and encapsulation may be used on
the way of Internet traffic. Such techniques obfuscate the real origin of packets. We
analyzed the originating IP address using our traceback method, which we devel-
oped by analyzing existing IP traceback methods, selected the most appropriate
approach based on deterministic packet marking, and improved it.

Our method improves the approach followed previously [17-30] and represents
improved deterministic packet marking (iDPM) as having the best relation between
effectiveness and ease of implementation.

Usually, the field identification (16 bits), fragment offset (16 bits including
flags), DSCP (6 bits), ECN (2 bits), and even TTL (8 bits) are used in different
packet marking methods. As a result, the limitation of the size of these fields does
not allow the full IP to be stored in one packet; thus, it is fragmented. In our
method, we propose to use the Options field for our needs. It consists of 32 bits,

Raw traffic

!

0 |
@ If TRUE o Master Proxy|
Firewall
0
Proxy

Threat Intelligence » Dispatcher

Target website

DDoS Behavior Application Reputation
(Signatures( (Botneths( ( Patterns O ( Data O <Management

Fig. 1 Logic diagram of DDoS prevention method
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which are necessary to store the full length of an IP address. Moreover, the IP
header may have a variable number of options. If octet 20 is busy with real options,
we may use the next octet. The maximum size of the header is 480 bits, of which
only the first 160 bits (octets 0-16) are mandatory. Thus, we have 320 bits left for
the Options field, which theoretically may be used to store up to 10 IPs. We use
only one word (32 bits) from these 10 available to store one IP address without
fragmentation.

Our aim is to trace the full route of the packets. For this purpose, we need to
record the originating IP of the local computer (it may be in the format of a local
network, e.g., 192.168.1.1) and the IPs of all routers through which the traffic
passes. This approach allows us to trace the source IP even if NAT or proxies are
used.

It is not a trivial task to detect traffic coming from botnets, because a good attack
copies the user-agent of a genuine browser and imitates other signs of normal
behavior. However, we can point out some initial indicators that would greatly help
to reduce the power of an attack at the first two layers. These indicators include
several variables (SUSP, SINGLE, PROXY, TOR) that we define and use in our
method.

Traffic is considered suspicious (SUSP = TRUE) when a non-standard
user-agent is detected. We allow search and stats bots, crawlers and validators as
well as all standard browsers including mobile ones, but all others trigger this
variable to TRUE, indicating the potential need for blocking. SINGLE = TRUE in
case of a large number of requests from a single source. PROXY = TRUE indicates
that the usage of a proxy server is detected. TOR = TRUE signifies the usage of
Tor is detected by exit nodes or by checking the TorDNSEL value.

3.2.2 Layer 2

The second layer analyzes the speed of requests. If it is found that the rate at which
inbound traffic is higher than a speed value, which is calculated below as a value of
S (3), we can form blocking rules and pass them to the firewall. Otherwise, we
simply pass the traffic to layer 3.

We capture the traffic by using any server tool that records the incoming traffic
packets for 1 ms and counts the number of bits in the captured data. Then we
multiply it by 1000 to obtain the number of bits per second.

The statistics of website visits may be taken from web analytics software such as
Alexa, Google Analytics, and AWStats. We need unique visitors and the peak
number of monthly visitors. Then we represent the numbers in the form of (1):

Rangela) — b;] peak;
P Rangelay — by]  peak, ’ (1)

Rangela, — b, peak,
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where a range of monthly visitors (e.g., a;-b;) corresponds to the peak value of
monthly visitors for the last three months for this range (e.g., peak;). This infor-
mation is useful to determine the possible attack speed threshold.

Assume the number of visitors for a day is U;, where i is the day, d is the number
of days (30), A is the number of visitors required to trigger an attack, then we
multiply the corresponding number obtained from (1) by M to allow an excess
number of visitors before we trigger an attack (the value of M is defined by

experiments):
A=P [

The exact numbers in (1) may vary for different studies, but it does not affect the
general formulas for A and S. This means the formulas we developed in this study
will be universal for any other types of websites.

Once we know the number of visitors triggering the attack, we can calculate the
speed of attack S:

d
Zi:dl Ul *M (2)

A
86400

* sizeof (packet) (3)

where S is the rate at which we can consider traffic to be malicious in regard to
DDoS attack activity.

3.2.3 Layer 3

Traditionally, Threat Intelligence is associated with the number of feeds received
from many different sources. Special dedicated staff analyze these feeds for rele-
vancy and all other properties. Although we also use feeds, our TI system is more
complex in that it represents a combination of five modules. The TI architecture is
shown in Fig. 2.

1. Behavioral Patterns. In our system, the criteria are specific to DDoS attacks and
are provided by the target website we protect.

. Application Data protects against ADDoS (Application DDoS) attacks.

. Botnet IPs by third-party services.

. DDoS signatures by third-party services.

. Reputation Management (RM). We have identified our method of RM by cal-
culating the reputation for each packet using the values of variables SUSP,
SINGLE, PROXY, TOR, S, and the speed received from the previous layer.

[ OV )

We next define the formulas for attack detection A at a given time #—A(?).
Assume:
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0, |speed < S
RT(1) = 1, |[PROXY =10RTOR=1)AND SUSP=1 (6)
=\ 1. |speed > S AND (PROXY =1 ORTOR =1)
1, |speed > S AND SUSP =1
RT
RP(1) = z”+ *100% (7)
1 (B5e) =)
_ [0, |RP(1) < 100%

A3(I)_{ 1, [RP(1) > 100% (8)
A(t)=A,(t) AND A, (t) AND A5 (1) 9)

In the result, if A(¢) = 1, we have an active attack at the given time, otherwise
there is no attack.

3.24 Layer 4

The fourth layer dispatches the traffic to the proxy server to reduce traffic load, if
necessary.

3.2.5 Layer5

This is the last protection layer of our methodology and it strengthens our method
by adding the port hopping technique. Our designed pseudo-random algorithm for
changing port numbers resides in the fifth layer. This algorithm is known only to
the proxy and target website.

Port(t) = (PRNDO & t) mod 65535, (10)

where PRNDO is the pseudo-random number generator, synchronized between the
proxy and the target website, t is the current time and 65535 is the greatest possible
port number.

4 Experiments

In the course of our study we conducted practical experiments to verify our
assumptions and methods of attack detection and prevention. The aim of the
experiment is to prove that our developed method to prevent DDoS attacks in the
cloud is effective, accurate, and has strong advantages compared to other methods.
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We tested source IP detection for different scenarios (with real and spoofed source
IP) for layer 1, and then calculated the speed for layer 2 for low speed, normal
speed, and high speed attacks. Figure 3 displays the charts for different speed, and
Table 1 lists the values for the corresponding speed.

Then we calculated the values of Al for behavioral patterns, A2 for application
data, A3 for reputation management, and the resulting A indicating the attack at
layer 3.

After that we divided the speed by Dispatcher at layer 4, as shown in Fig. 4.
Then we checked the generation of port numbers for the port hopping method at
layer 5. We ran the script generating the port numbers using our method, and we
confirmed the numbers were random and different each time.

Lastly, we ran experiments using the overall method that resulted in the gen-
eration of firewall blocking rules. Table 2 contains the results of launching attacks
from 1, 2, and 5 of our 5 VM clients.

450
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% 300 | 1ighedmor
g 20
§ 200
“ 150
100
50 B o W WY A WY W & WA W A WS AN Nermilsped
A A W v High spaed less 1P
0= - ~ - Low speed
1357 91113151719212325272931333537394143454749
Sequence Number of Run (N)
Fig. 3 Source IP detection at different traffic speeds
Table 1 Values of speed
Seq no. of Low Normal High speed (fewer High speed (more
run speed speed IPs) IPs)
1 1.5 25,5 15,3 231,6
2 2,8 28,3 12,8 227.8
3 5,7 49,1 25,1 235,2
4 32 28,6 19,5 351,2
5 5,7 65,1 232 256,3
6 32 56,4 21,3 223,6
7 0,9 35,6 28,3 136,6
8 2,8 25,3 18,4 187.4
9 4,3 74,2 15,2 236,9
10 32 64,2 17,9 167,4
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Fig. 4 Speed before and after processing by the dispatcher at layer 4
Table 2 Experimental results for overall method
IPs of attack Number of Number of False
IPs detected | IPs blocked | positive
rate, %
VM6 192.168.0.141 1 1 0
VM6 192.168.0.141 VM7 192.168.0.138 2 2 0
VM6 192.168.0.141 VM7 192.168.0.138 VM8 |5 5 0
192.168.0.139 VM9 192.168.0.143 VM10
192.168.0.144
Table 3 Comparison of methods
Our Method Method 2° Method
method 1* [31] [32, 33] 3° [34]
Usage of multiple technologies yes no no no
Number of technologies used 6 1 1 1
Requiring of user’s actions no yes no no
False positive rate 0% 50% 50% 30%
Average Response time (ms) of 0.346 0.564 0.287 0.334
target on low load
Average Response time (ms) of 0.513 0.974 0.816 0.806
target on high load
Dependence on signatures no no no no
Ability to detect unknown threats yes yes yes yes
Practical implementation yes yes/no yes yes
Overall System excellent good good good

‘TP traceback
"Port hopping
“Entropy-based anomaly detection
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Fig. 5 Response time for different methods

Thus, the result is confirmed, and the attack is successfully detected and blocked.
Furthermore, we compared our method to other popular methods used for DDoS
protection. These results are presented in Table 3 and shown in Fig. 5.

Thus, all experiments were successful and we met the expected results. Our main
hypothesis is confirmed, and the attacks we successfully detected and blocked.

In addition, we compared our method to other popular methods used for DDoS
protection.

For example, Fig. 5 below shows the response time in milliseconds for different
methods using a high traffic load:

5 Conclusions

The hypothesis of our research is that a highly effective DDoS protection system for
the cloud can be developed taking into account the growing nature of the risk
landscape. Our study and the set of experiments we carried out showed that existing
methods have shortcomings and they could not positively confirm this hypothesis.
At the same time, our proposed method introduced enhancements to existing
techniques such as IP traceback, port hopping, and reputation management.
Moreover, we introduced a completely new definition and methods for threat
intelligence and the results of our experiments confirmed that the definition occu-
pies a central part of our protection method and allows complex DDoS attacks to be
prevented proactively without human intervention. Thus, we confirmed our main
hypothesis and we showed that our method produces 0% false positives, a minimal
response time on target with and without load, the ability to detect unknown threats,
and a high level of practical implementation.

We would like to suggest possible follow-up studies in response to our research,
related to different combinations of DDoS protection techniques in one complex
multilayer system such as ours.
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There are many possible ways to incorporate existing or newly developed
methods into one system, a variety of possible protocols to achieve their interaction,
and their potential enhancements.

Modern threats dictate the overestimation of the potential consequences of a
successful attack and require us to always be a step ahead of malicious attackers.
This in turn requires new complex methods to be used instead of a single tech-
nology. No standalone technology today would stop a powerful DDoS reflection
attack over 500 Gb/s. The only way to be victorious over cybercriminals is to
combine the efforts of scientists and security vendors to produce all-in-one solutions
that would proactively mitigate attacks of any given type.
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