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Abstract. The E-Care@Home Project aims at providing a comprehen-
sive IoT-based healthcare system, including state-of-the-art communi-
cation protocols and high-level analysis of data from various types of
sensors. With this poster, we present its novel technical infrastructure,
consisting of low-power IPv6 networking, sensors for health monitoring,
and resource-efficient software, that is used to gather data from elderly
patients and their surrounding environment.

1 Introduction

In order to cope with our aging society, a current vision in the area of ICT-
supported independent living of the elderly involves populating the smart home
with connected electronic devices (“things”, such as sensors and actuators) and
linking them to the Internet. The mission of the E-care@home project is to create
such an Internet-of-Things (IoT) infrastructure with the ambition to provide
automated information gathering and processing on top of which e-services for
the elderly residing in their homes can be built [2].

While the things need to communicate, wiring them is, however, unfeasi-
ble, inflexible and costly. Recently, low-power wireless communication has made
tremendous progress. Today, we can network at least tens of stationary, battery-
driven sensors and actuators wirelessly with a lifetime of several years using
low-power IP-based communication stacks [6] on top of the IEEE 802.15.4 stan-
dard. In a smart home for elderly such communication means can be used to
provide a reliable infrastructure consisting of stationary nodes. Stationary nodes
are, however, not enough as monitoring the health condition of elderly people
also requires on-body sensors such as physical activity and weight monitoring,
blood pressure, blood glucose, heart rate, and oxygen saturation. Most of these
sensors do not come with support for IEEE 802.15.4, but use Bluetooth—in
particular Bluetooth Low Energy (BLE). This leads to a hybrid communica-
tion architecture where stationary nodes communicate with each other using
communication protocols on top of the IEEE 802.15.4 standards while on-body
sensors use BLE. For communication between on-body and stationary nodes,
some stationary nodes are also equipped with BLE radios.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

M.U. Ahmed et al. (Eds.): HealthyIoT 2016, LNICST 187, pp. 138–140, 2016.

DOI: 10.1007/978-3-319-51234-1 22



The E-Care@Home Infrastructure for IoT-Enabled Healthcare 139

Our healthcare application requires that in some situations, messages from
sensor nodes must be delivered timely and with very high reliability. In the fol-
lowing we explain more about our architecture, which caters to these application
requirements, and provide some initial evaluation results.

2 Architecture

The E-Care@Home software architecture, illustrated in Fig. 1, comprises differ-
ent components that are built to execute in Contiki, an open-source operating
system for the IoT [1]. To be able to meet specific application goals regarding
metrics such as packet delivery rate, energy consumption, latency, and node life-
time, we employ TSCH (Time Slotted Channel Hopping MAC), one of the MAC
protocols of the IEEE802.15.4-2015 standard [3]. At the routing layer, we use
RPL [8], the routing protocol for low-power IPv6 networks standardized by the
IETF ROLL working group.

Table 1 shows some results from our previous work [5], which reveals that
even without centralized scheduling, TSCH achieves end-to-end delivery ratios of
over 99.99 %. Hence, we improve reliability by two orders of magnitude compared
to asynchronous low-power MAC protocols, while achieving a similar latency-
energy balance. Furthermore, we can provide bounds on energy consumption.
One of the challenges in our project is to extend the performance bounds to
end-to-end latency and also include the on-body sensors that use BLE.

Fig. 1. The software architecture of static infrastructure nodes comprises a low-power
IPv6 stack, built on top of TSCH. The application software runs in a virtualized envi-
ronment that provides safe execution.

Another key component of the architecture is a virtual machine, which exe-
cutes bytecode in a safe manner so that application software cannot exceed their
assigned privileges. Inside the virtual machine, the sensing application executes
and communicates sensor samples and system status to a base station using
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Table 1. Performance of Contiki’s 6TiSCH implementation on a 98-node testbed.
RPL + TSCH data collection at a 1-minute packet interval [7].

Delivery ratio Latency Radio duty cycle

Always-on 99.910% 126ms 100.0%

6TiSCH Minimal (3-slot slotframe) 99.870% 349ms 3.1%

6TiSCH with Orchestra Scheduler 99.996% 514ms 1.6%

CoAP and UDP over IPv6. Depending on the type of sensor, the communication
can occur at regular intervals or in response to events. Some health parameters,
such as blood glucose and weight, are measured sparsely; whereas others, such as
electrocardiography and respiratory rate, are measured continuously at specific
time periods [4].

The base station, which collects all incoming messages from the infrastructure
nodes and the on-body nodes, contains a sensor database, which stores all sensor
samples in a structured manner, and which can be used to extract data for
context-aware data processing and reasoning. Another application residing in
the virtual machine is the runtime assurance application, which continuously
monitors the main parts of the system, and ensures that the performance stays
within the guaranteed bounds.
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