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Preface

The EAI International Conference on IoT Technologies for HealthCare (HealthyIoT)
focuses on Internet of Things (IoT) technologies for health care. The 2016 conference
was the third scientific event in the series bringing together expertise from techno-
logical, medical, social, and political domains. The IoT, as a set of existing and
emerging technologies, notions, and services, can provide many solutions for the
delivery of electronic health care, patient care, and medical data management. The
event brought together technology experts, researchers, industry and international
authorities contributing toward the assessment, development, and deployment of health
care solutions based on IoT technologies, standards, and procedures. HealthyIoT 2016
also included the First Workshop on Emerging eHealth through Internet of Things
(EHIoT 2016). Thus, it opened a new chapter in the success story of the series of
international conferences on HealthyIoT by presenting keynotes, oral presentations,
short poster presentations, and the workshop provided by more than 100 authors from
15 countries from various parts of the world.

HealthyIoT 2016 benefited from the experience and the lessons learned from the
Organizing Committees of previous HealthyIoT events, particularly HealthyIoT 2014
and HealthyIoT 2015. Both conferences were co-located events that took place in
Rome, Italy, forming one of the main conferences of the IoT360 Summit. The con-
ferences were organized by CREATE-NET in collaboration with the European Alli-
ance for Innovation in Slovakia, and its partner, the European Alliance for Innovation
in Trento, Italy. Additionaly, HealthyIoT 2015 also included the First Workshop on
Embedded Sensor Systems for Health through Internet of Things (ESS-H IoT 2015)
with the aim of using embedded sensor systems in health monitoring applications
considering the future vision of IoT.

This proceedings volume comprises a total of 31 research papers out of 43 sub-
missions, with contributions by researchers across Europe and around the world.
Among them, 20 oral presentations to the HealthyIoT 2016 conference, eight poster
presentations, and three oral presentations to the EHIoT 2016 workshop. All submis-
sions were carefully and critically reviewed by at least two independent experts from
the scientific Program Committee and international reviewers. The highly selective
review process resulted in an acceptance rate of 72%, thereby guaranteeing a high
scientific level of the accepted and finally published papers. The publication includes
manuscripts written and presented by authors from different countries, including the
UK, Sweden, Turkey, Japan, Belgium, Saudi Arabia, United States, Portugal, Italy,
Thailand, Slovakia, France, Pakistan, Australia, and Bosnia and Herzegovina. Topics
including “Health-Care Support for the Elderly,” “Real-Time Monitoring Systems,”
“Security, Safety and Communication,” “Smart Homes and Smart Caring Environ-
ments,” “Intelligent Data Processing and Predictive Algorithms in eHealth,” “Emerging
eHealth IoT Applications,” “Signal Processing and Analysis,” and “The Smartphone as
a HealthyThing,” are covered.



The HealthyIoT 2016 conference would not have been possible without the sup-
porters and sponsors including the European Alliance for Innovation (EAI),
CREATE-NET, Springer, Mälardalen University, Microsoft, and other the local
sponsors.

The editors are also grateful to the dedicated efforts of the Organizing Committee
members and their supporters for carefully and smoothly preparing and operating the
conference. They especially thank all team members from the Embedded Sensor
Systems for Health, Mälardalen University, Västerås, Sweden, for their dedication to
the event. In conclusion, we would like to once again express our sincere thanks to all
the authors and attendees of the conference in Västerås, Sweden, and also the authors
who contributed to the creation of this HealhthyIoT 2016 publication.

November 2016 Mobyen Uddin Ahmed
Shahina Begum

Wasim Raad

VI Preface



Organization

The 3rd EAI International Conference on IoT Technologies
for HealthCare

General Chair

Mobyen Uddin Ahmed Mälardalen University, Sweden

Steering Committee Chair

Imrich Chlamtac President of Create-Net, President of European
Alliance for Innovation, Italy

Steering Committee

Joel J.P.C. Rodrigues Instituto de Telecomunicações, University of Beira
Interior, Portugal

Antonio J. Jara Institute of Information Systems, University of Applied
Sciences Western Switzerland (HES-SO),
Switzerland

Shoumen Palit Austin Datta School of Engineering Massachusetts Institute of
Technology; Industrial Internet Consortium, USA

Arijit Ukil Tata Consultancy Services, India

Technical Program Chairs

Antonio J. Jara Institute of Information Systems, University of Applied
Sciences Western Switzerland (HES-SO),
Switzerland

Stefania Montani DISIT - Computer Science Institute, Italy
Shahina Begum Mälardalen University, Sweden
Diego Gachet Páez Universidad Europea de Madrid, Spain

Publications Chairs

Wasim Raad King Fahd University of Petroleum and Minerals,
Saudi Arabia

Shahina Begum Mälardalen University, Sweden



Program Committee

Jesus Favela CICESE, Mexico
Marcela Rodriguez UABC, Mexico
Manuel de Buenaga Universidad Europea de Madrid, Spain
Carmelo R. García Universidad de Las Palmas de Gran Canaria, Spain
Ramiro Delgado Army Forces University, Ecuador
Kunal Mankodiya University of Rhode Island, USA
Malcolm Clarke Brunel University, UK
Emilija Stojmenova Duh University of Ljubljana, Slovenia
Yunchuan Sun China University of Geosciences (Beijing), China
Enrique Puertas Universidad Europea de Madrid, Spain
Alan Jovic University of Zagreb, Croatia
Ahsan Khandoker Khalifa University, United Arab Emirates
Mobyen Uddin Ahmed Mälardalen University, Sweden
Venet Osmani CREATE-NET, Italy
Faisal Shaikh Mehran University of Engineering and Technology,

Pakistan
Emad Felemban Science and Technology Unit, UQU University,

Makkah, Saudi Arabia
Silvia Gabrielli CREATE-NET, Italy
Gregory Abowd Gatech, USA
Arijit Ukil Scientist R&D, Tata Consultancy Services, India
Mosabber Uddin Ahmed University of Dhaka, Bangladesh
Rossi Kamal Kyung Hee University, South Korea
Stefano Tennina University of L’Aquila, Italy
Mário Alves Polytechnic Institute of Porto (ISEP/IPP), Portugal
Anis Koubâa Prince Sultan University, Saudi Arabia
Ramiro Martinez de Dios University of Seville, Spain
Shashi Prabh Shiv Nadar University, India
Carlo Alberto Boano TU Graz, Austria
Behnam Dezfouli University of Iowa, USA

Sponsorship and Exhibit Chairs

Kristina Lukacova European Alliance for Innovation, Slovakia
Therese Jagestig Bjurquist Mälardalen University, Sweden

Workshops Chair

Aida Čaušević Mälardalen University, Sweden

Publicity and Social Media Chair

Hossein Fotouhi Mälardalen University, Sweden

VIII Organization



Web Chair

Shaibal Barua Mälardalen University, Sweden

Local Chairs

Hossein Fotouhi Mälardalen University, Sweden
Aida Čaušević Mälardalen University, Sweden

Advisors

Maria Lindén Mälardalen University, Sweden
Mats Björkman Mälardalen University, Sweden

Conference Manager

Lenka Laukova EAI - European Alliance for Innovation

Workshop on Emerging eHealth through Internet of Things

Organizing Committee

Almir Badnjević International Burch University and University of
Sarajevo, Bosnia and Herzegovina

Radovan Stojanović University of Montenegro, Montenegro
Mario Cifrek University of Zagreb, Croatia

Program Committee

Thomas Penzel Charite University Hospital Berlin, Germany
Leonardo Bocchi University of Florence, Italy
Damir Marjanović International Burch University, Bosnia and

Herzegovina
Ratko Magjarević University of Zagreb, Croatia
Miroslav Končar Oracle Healthcare Zagreb, Croatia
Almira Hadžović-Džuvo University of Sarajevo, Bosnia and Herzegovina
Anne Humeau-Heurtier University of Angers, France
Tamer Bego University of Sarajevo, Bosnia and Herzegovina
Leandro Pecchia University of Warwick, UK
Dušanka Bošković University of Sarajevo, Bosnia and Herzegovina
Paulo Carvalho University of Coimbra, Portugal
Jasmin Azemović International Burch University, Bosnia and

Herzegovina

Organization IX



Contents

Main Track (Full Papers)

Ecare@Home: A Distributed Research Environment on Semantic
Interoperability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Amy Loutfi, Arne Jönsson, Lars Karlsson, Leili Lind, Maria Linden,
Federico Pecora, and Thiemo Voigt

Halmstad Intelligent Home - Capabilities and Opportunities . . . . . . . . . . . . . 9
Jens Lundström, Wagner O. De Morais, Maria Menezes,
Celeste Gabrielli, João Bentes, Anita Sant’Anna, Jonathan Synnott,
and Chris Nugent

Healthcare Needs, Company Innovations, and Research - Enabling
Solutions Within Embedded Sensor Systems for Health . . . . . . . . . . . . . . . . 16

Maria Lindén, Therese Jagestig Bjurquist, and Mats Björkman

A Case-Based Classification for Drivers’ Alcohol Detection
Using Physiological Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Hamidur Rahman, Shaibal Barua, Mobyen Uddin Ahmed,
Shahina Begum, and Bertil Hök

Towards a Probabilistic Method for Longitudinal Monitoring
in Health Care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Ning Xiong and Peter Funk

A Classification Model for Predicting Heart Failure in Cardiac Patients . . . . . 36
Muhammad Saqlain, Rao Muzamal Liaqat, Nazar A. Saqib,
and Mazhar Hameed

Ins and Outs of Big Data: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Hamidur Rahman, Shahina Begum, and Mobyen Uddin Ahmed

A Review of Parkinson’s Disease Cardinal and Dyskinetic Motor
Symptoms Assessment Methods Using Sensor Systems . . . . . . . . . . . . . . . . 52

Somayeh Aghanavesi and Jerker Westin

Why Hackers Love eHealth Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Rohit Goyal and Nicola Dragoni

Reliable Communication in Health Monitoring Applications . . . . . . . . . . . . . 64
Hossein Fotouhi, Maryam Vahabi, Apala Ray, and Mats Björkman

http://dx.doi.org/10.1007/978-3-319-51234-1_1
http://dx.doi.org/10.1007/978-3-319-51234-1_1
http://dx.doi.org/10.1007/978-3-319-51234-1_2
http://dx.doi.org/10.1007/978-3-319-51234-1_3
http://dx.doi.org/10.1007/978-3-319-51234-1_3
http://dx.doi.org/10.1007/978-3-319-51234-1_4
http://dx.doi.org/10.1007/978-3-319-51234-1_4
http://dx.doi.org/10.1007/978-3-319-51234-1_5
http://dx.doi.org/10.1007/978-3-319-51234-1_5
http://dx.doi.org/10.1007/978-3-319-51234-1_6
http://dx.doi.org/10.1007/978-3-319-51234-1_7
http://dx.doi.org/10.1007/978-3-319-51234-1_8
http://dx.doi.org/10.1007/978-3-319-51234-1_8
http://dx.doi.org/10.1007/978-3-319-51234-1_9
http://dx.doi.org/10.1007/978-3-319-51234-1_10


Security Context Framework for Distributed Healthcare IoT Platform . . . . . . 71
Orathai Sangpetch and Akkarit Sangpetch

BitRun: Gamification of Health Data from Fitbit® Activity Trackers . . . . . . . 77
Rachel Gawley, Carley Morrow, Herman Chan, and Richard Lindsay

Smartphone-Based Decision Support System for Elimination
of Pathology-Free Images in Diabetic Retinopathy Screening . . . . . . . . . . . . 83

João Costa, Inês Sousa, and Filipe Soares

Improving Awareness in Ambient-Assisted Living Systems:
Consolidated Data Stream Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Koray İnçki and Mehmet S. Aktaş

Beyond ‘Happy Apps’: Using the Internet of Things to Support
Emotional Health . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Jeanette Eriksson and Nancy L. Russo

TEEM: A Mobile App for Technology-Enhanced Emergency Management . . . 101
Massimo Canonico, Stefania Montani, and Manuel Striani

Perception of Delay in Computer Input Devices Establishing a Baseline
for Signal Processing of Motion Sensor Systems. . . . . . . . . . . . . . . . . . . . . 107

Jiaying Du, Daniel Kade, Christer Gerdtman, Rikard Lindell,
Oguzhan Özcan, and Maria Lindén

Telemetry System for Diagnosis of Asthma and Chronical Obstructive
Pulmonary Disease (COPD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Eldar Granulo, Lejla Bećar, Lejla Gurbeta, and Almir Badnjević

Remotely Supporting Patients with Obstructive Sleep Apnea at Home . . . . . . 119
Xavier Rafael-Palou, Alexander Steblin, and Eloisa Vargiu

An Aggregation Plateform for IoT-Based Healthcare: Illustration for
Bioimpedancemetry, Temperature and Fatigue Level Monitoring. . . . . . . . . . 125

Antoine Jamin, Jean-Baptiste Fasquel, Mehdi Lhommeau,
Eva Cornet, Sophie Abadie-Lacourtoisie, Samir Henni,
and Georges Leftheriotis

Posters (Short Papers)

SmartMirror: An Embedded Non-contact System for Health
Monitoring at Home . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Hamidur Rahman, Shankar Iyer, Caroline Meusburger,
Kolja Dobrovoljski, Mihaela Stoycheva, Vukan Turkulov,
Shahina Begum, and Mobyen Uddin Ahmed

XII Contents

http://dx.doi.org/10.1007/978-3-319-51234-1_11
http://dx.doi.org/10.1007/978-3-319-51234-1_12
http://dx.doi.org/10.1007/978-3-319-51234-1_13
http://dx.doi.org/10.1007/978-3-319-51234-1_13
http://dx.doi.org/10.1007/978-3-319-51234-1_14
http://dx.doi.org/10.1007/978-3-319-51234-1_14
http://dx.doi.org/10.1007/978-3-319-51234-1_15
http://dx.doi.org/10.1007/978-3-319-51234-1_15
http://dx.doi.org/10.1007/978-3-319-51234-1_16
http://dx.doi.org/10.1007/978-3-319-51234-1_17
http://dx.doi.org/10.1007/978-3-319-51234-1_17
http://dx.doi.org/10.1007/978-3-319-51234-1_18
http://dx.doi.org/10.1007/978-3-319-51234-1_18
http://dx.doi.org/10.1007/978-3-319-51234-1_19
http://dx.doi.org/10.1007/978-3-319-51234-1_20
http://dx.doi.org/10.1007/978-3-319-51234-1_20
http://dx.doi.org/10.1007/978-3-319-51234-1_21
http://dx.doi.org/10.1007/978-3-319-51234-1_21


The E-Care@Home Infrastructure for IoT-Enabled Healthcare . . . . . . . . . . . 138
Nicolas Tsiftes, Simon Duquennoy, Thiemo Voigt,
Mobyen Uddin Ahmed, Uwe Köckemann, and Amy Loutfi

CAMI - An Integrated Architecture Solution for Improving Quality
of Life of the Elderly. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

A. Sorici, I.A. Awada, A. Kunnappilly, I. Mocanu, O. Cramariuc,
L. Malicki, C. Seceleanu, and A. Florea

Driver’s State Monitoring: A Case Study on Big Data Analytics. . . . . . . . . . 145
Shaibal Barua, Shahina Begum, and Mobyen Uddin Ahmed

Falling Angel – A Wrist Worn Fall Detection System
Using K-NN Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Hamidur Rahman, Johan Sandberg, Lennart Eriksson,
Mohammad Heidari, Jan Arwald, Peter Eriksson, Shahina Begum,
Maria Lindén, and Mobyen Uddin Ahmed

RFID Based Telemedicine System for Localizing Elderly
with Chronic Diseases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

M.W. Raad and Tarek Sheltami

Design and Implementation of Smartphone-Based Tear Volume
Measurement System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Yoshiro Okazaki, Tatsuki Takenaga, Taku Miyake, Mamoru Iwabuchi,
Toshiyuki Okubo, and Norihiko Yokoi

Towards an IoT Architecture for Persons with Disabilities and Applications . . . 159
Jihene Haouel, Hind Ghorbel, and Hichem Bargaoui

EHIoT Workshop (Full Papers)

Security and Privacy Issues in Health Monitoring Systems:
eCare@Home Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

Thomas Wearing and Nicola Dragoni

Design of IoT Solution for Velostat Footprint Pressure Sensor System. . . . . . 171
Haris Muhedinovic and Dusanka Boskovic

Test-Retest and Intra-rater Reliability of Using Inertial Sensors and Its
Integration with Microsoft Kinect™ to Measure Shoulder Range-of-Motion. . . . 177

Peter Beshara, Judy Chen, Pierre Lagadec, and W.R. Walsh

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Contents XIII

http://dx.doi.org/10.1007/978-3-319-51234-1_22
http://dx.doi.org/10.1007/978-3-319-51234-1_23
http://dx.doi.org/10.1007/978-3-319-51234-1_23
http://dx.doi.org/10.1007/978-3-319-51234-1_24
http://dx.doi.org/10.1007/978-3-319-51234-1_25
http://dx.doi.org/10.1007/978-3-319-51234-1_25
http://dx.doi.org/10.1007/978-3-319-51234-1_26
http://dx.doi.org/10.1007/978-3-319-51234-1_26
http://dx.doi.org/10.1007/978-3-319-51234-1_27
http://dx.doi.org/10.1007/978-3-319-51234-1_27
http://dx.doi.org/10.1007/978-3-319-51234-1_28
http://dx.doi.org/10.1007/978-3-319-51234-1_29
http://dx.doi.org/10.1007/978-3-319-51234-1_29
http://dx.doi.org/10.1007/978-3-319-51234-1_30
http://dx.doi.org/10.1007/978-3-319-51234-1_31
http://dx.doi.org/10.1007/978-3-319-51234-1_31
http://dx.doi.org/10.1007/978-3-319-51234-1_31


Main Track (Full Papers)



Ecare@Home: A Distributed Research
Environment on Semantic Interoperability

Amy Loutfi1(B), Arne Jönsson2, Lars Karlsson1, Leili Lind2, Maria Linden3,
Federico Pecora1, and Thiemo Voigt4

1 Örebro University, Örebro, Sweden
{amy.loutfi,lars.karlsson,federico.pecora}@oru.se

2 SICS East, Linköping, Sweden
{arne.jonsson,leili.lind}@sics.se

3 Mälardalen University, Väster̊as, Sweden
maria.linden@mdh.se

4 SICS ICT, Stockholm, Sweden
thiemo.voigt@sics.se

Abstract. This paper presents the motivation and challenges to devel-
oping semantic interoperability for an internet of things network that is
used in the context of home based care. The paper describes a research
environment which examines these challenges and illustrates the moti-
vation through a scenario whereby a network of devices in the home is
used to provide high-level information about elderly patients by lever-
aging from techniques in context awareness, automated reasoning, and
configuration planning.

Keywords: Semantic interoperability · Configuration planning · Health
and care · Internet of Things

1 Introduction

A current vision in the area of ICT-supported independent living of the elderly
involves populating the home with connected electronic devices (“things”) such
as sensors and actuators and linking them to the Internet. Creating such an
Internet-of-Things infrastructure (IoT) is done with the ambition to provide
automated information gathering and processing on top of which e-services can
be built for the elderly residing in their homes [1]. Technically speaking IoT is
mainly supported by continuous progress in wireless sensor/actuator networks
software applications and by manufacturing low cost and energy efficient hard-
ware for device communications. However, there is still the major the major
challenge for expanding generic IoT technologies to efficient ICT-supported
services for the elderly. Namely, services such as the personal health record
(PHR) and other computerized “things” such as care and health related informa-
tion resources, i.e., electronic health records (EHR), home-service (in Swedish:
hemtjänst) documentation, end-user generated information, informal care-givers

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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related information (e.g., information provided from family, neighbors, social
networks etc.) must be integrated with the IoT infrastructure.

Ecare@home is a distributed research environment whose aim is to address
the above vision by (1) performing research on selected fundamental issues in
semantic interoperability with a particular focus on human-machine interoper-
ability, that is to say how to enable users to query and control the IoT infrastruc-
ture on meaningful terms that are human interpretable and EHR/PHR compat-
ible; and (2) testing the research results on a technical platform which is embed-
ded in the Internet of Things and provides information with an unambiguous,
shared meaning across IoT devices, elderly residents, relatives, health-and-care
professionals and organizations and various personal information repositories
and the various electronic health records associated with those.

This paper describes the main motivations and challenges which the research
environment will address. It provides a brief overview of the various types of
interoperability and then follows the main challenges that will be addressed
within the scope of the research environment. A short scenario and illustrative
scenario is outlined to conclude the paper.

2 The Dimensions of Interoperability

Generally speaking, interoperability is “the ability of two or more systems or
components to exchange data and use information”. Interoperability is a major
concern of many organizations, including the European Commission which lists
interoperability as a pillar in the Digital Agenda for Europe. This definition
provides many challenges on how to (1) Get the data/information (2) Exchange
data/information, and (3) Use the data/information in understanding it and
being able to process it. There are different types of interoperability: technical,
syntactical, semantic, and organizational. E-care@home focusses on semantic
interoperability, still the planned research is expected to also impact the other
types.

Semantic interoperability is seen as a key requirement for gaining the benefits
of computerization of the health domain and much effort has been invested by
both national programs and academia to understand and provide solutions for
the problem of achieving semantic interoperability. Semantic interoperability is
usually associated with the meaning of content, information or data, and con-
cerns both the human and machine interpretation of content [3]. The focus here
is on the semantic annotation of the data (for example, with domain knowledge)
which can provide machine-interpretable descriptions on what the data repre-
sents, and meta-data such as where it originates from, how it can be related to
its surroundings, what is providing it, and what are the quality, technical, and
non-technical attributes. This semantic interpretation can be used for machine
to machine communication (M2M). An example of M2M semantics-augmented
communication would be a sensor measuring room temperature on demand of an
end-user and, in relation to other information possibly available about the end-
user, setting the temperature to an adequate level. Devices and sensors register



Ecare@Home: A Distributed Research Environment 5

through network gateway which writes their data into semantic database. Every
time the sensor sends the temperature, the gateway writes it into the repository,
and matches it with desired temperature inside the room where sensor is located.
For example, the database could also keep information about the preferences of
the user and contextual information needed to make room temperature deci-
sions. However, another central aspect of semantic interoperability concerns the
human interpretation of data and information provided by the IoT devices or by
other humans respectively. Thus, interoperability on this level means that there
is a common understanding between people and between people and devices of
the meaning of the content being communicated. Regarding this type of inter-
operability E-care@home focuses on the contextualised semantic annotation of
uncertain sensor/actuator data using symbolic reasoning methods. E-care@home
also focuses on formal methods for modelling contextualised information from
heterogeneous data sources so that a common understanding is achieved with
the help of various mechanisms studied in the project, for instance ontology
alignment. Ontologies not only provide some level of semantic expressiveness to
the information they also allow the information exchange between applications
and between different levels of abstraction.

The E-care@home research environment is needed to address an evitable and
emerging challenge in sensor deployment in home and health environments. In
short, this challenge entails adding value of raw sensor data by understanding
the meaning of this data and involves collection, modelling, reasoning and dis-
tribution of context in relation to sensor data.

3 Semantic Modelling and Ontologies

Ontologies are tools for specifying the semantics of terminology systems in a
well defined and unambiguous manner. Ontologies are used to improve com-
munication either between humans or computers by specifying the semantics
of the symbolic apparatus used in the communication process. The domain of
application, here the health domain, is often significantly more complex than
what practically usable ontologies might express. E.g. common health domain
use cases require second-order reasoning which is not available in, e.g., any of
the OWL profilesvii. Typically, use cases’ requirements have to be balanced
with computational effectiveness requirements and approximate solutions have
to be developed and maintained. Thus, large-scale biomedical ontologies, such
as SNOMED CT and NCI Thesaurus, are often using low-expressivity logics
to allow to perform little reasoning, while smaller ontologies might allow higher
expressivity. For enabling interoperability, all applications and users must share a
common terminology. If an application uses a terminology different from another
then a mapping between different ontologies must be made. A challenge is that
in an care setting with an Iot infrastructure, the types of ontologies currently
available are still disparate: on one hand, there is a growing establishment of
ontologies for describing sensors and their observations such as the SSN; on the
other hand, there are the ontologies in the health domain that capture relations
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between medical terms providing codes, terms, synonyms and definitions used
in clinical documentation and reporting. Thus, there is a need to study these
ontologies in a holistic context, e.g., a network of ontologies by reusing existing
ones and alignments between those.

4 Context Reasoning in an Ecare@Home Setting

Ontologies and other semantic technologies can be key enabling technologies for
sensor networks because they will improve semantic interoperability and integra-
tion, as well as facilitate reasoning and classification. Still, significant effort has
yet to be placed on how to integrate the information in ontologies or other seman-
tic models with formal reasoning methods specifically for improved sensor inter-
pretation/annotation. Some work to this effect has been discussed in [Barghani et
al.]. The domains considered so far deal with e.g. weather data where rule-based
reasoning is relatively straight forward. Integrating proper reasoning techniques
in more complex domains such as the one envisioned in Ecare@home is a more
difficult problem. Sensors can only measure limited physical phenomenon and
sensor data is inherently uncertain. Therefore, eventual reasoning methods must
be also contending with the uncertain nature of the sensor data [2]. Context
and patient profiling also plays a crucial role, and therefore the reasoner should
make use of contextual information in a meaningful way. Finally, trust in the
system is crucial for uptake, and enabling trust is often done via transparency,
thus requiring explication and readability of the reasoner’s output. Given these
requirements, E-care@home will explore reasoning techniques e.g. answer set pro-
gramming, for semantic-web data, focusing in particular on abductive reasoning
methods that are non-monotonic in nature [4]. In part this has been examined in
limited contexts of smart home networks, but including diverse semantic models
as mentioned above is still a remaining challenge.

5 Semantic Interoperability for Service Discovery

Semantic interoperability not only enables a Machine-to-Human interaction but
also enables a Human-to-Machine interaction, where in this case, human requests
for services can transcend to machine readable code. High-level tasks requested
by users such as “measure physical activity” should lead to a number of services
being activated which also may relate to a number of devices which should pro-
vide the necessary data. In E-care@home we choose to see service composition
as a configuration planning problem where configuration planning generates a
functional configuration of a networked system consisting both of sensors and
actuators distributed in the environment that solves a given task. In a func-
tional configuration, sensory, computational and motoric functionalities belong-
ing to the different devices are connected with communication channels. Another
related and complementary area is web service composition. Web service compo-
sition, while not directly involving physical sensors and actuators, is concerned
with ways of interconnecting selfcontained, self-describing, modular applications
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that can be published, located, and invoked across the web. A composite ser-
vice is a set of services and the control and data flow among them. A num-
ber of approaches have been explored, from genetic algorithms, to neo-classical
planning, and semantic information is often used for representing the domain.
The challenge investigated in an E-care@home domain is to develop methods
for service composition that not only fulfill hard constraints but also take into
account preferences. Solving this challenge means that requests and queries can
reconfigure device networks, thus adding robustness and reliability to obtaining
information [6].

6 Testbeds and Scenario

An important objective of E-care@home is to evaluate the developed methods
in real contexts. This includes a number of living lab environments but also as
the environments progress we will include real test bed environments (e.g., IoT
enhanced homes) where such test beds enable reliable data collection. For this
objective to be met, synergies between existing projects and test beds will be
made. Also, in order to properly verify results, test homes will be selected by
first forming adequate use cases which outline the requirements for each test
site and test persons involved in the evaluation. Figure 1 revisits the scenario
outlined with respect to the above scientific objectives. In this Figure, a health-
care professional may want to query for specific information. This query probes
one or several service(s) where the service requires that a particular configura-
tion of devices in the home is active. If certain sensors were not activated (not
shown in this example) they could be actuated by the configuration planner.
Also the configuration planner takes into account preferences and not only hard
constraints. To derive answers to queries or to infer information, the reasoning

Fig. 1. An illustrative scenario which highlights the various challenges and motivations
in achieving a semantic intereroperability between an IoT network and the various types
of users in a home-based care setting.
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module uses information both from the sensors (and eventual signal processing)
as well from the models to contextualize the interpretation. Multiple explana-
tions are generated and in particular, sensor uncertainties are factored into the
final output. This example is illustrative but emphasizes an important aspect -
that semantic AI techniques can be used to automate processes that configure,
infer, and manage knowledge emerging from the sensor/actuator devices and,
provide a meaningful output of the entire system.

7 Conclusion

This discussion paper presented a research environment Ecare@home whose
objective is to rely on an IoT framework in order to gather information about
inhabitants, abstract that information, and communicate it in a human con-
sumable way to the various users of the system. Thus in E-care@home we aim
to achieve something very different from the previous works in context-aware
IoT and we aim to shift focus from network centric context awareness to data
centric context awareness. The IoT notion is still very important as it is the
setting for which the E-care@home domain exists. However, what is important
in E-care@home is the data, observations and measurements and not the node
that provides it. E-care@home embedded in an IoT will go beyond state of the
art by bringing data-centric approach to IoT. Focus is put on interpretation of
data, which is, translating sensor data to knowledge that is usable by people,
organisations and applications. This involves abstraction whereby low-level data
is converted to high-level knowledge and where prior knowledge and reasoning
can interpret the data and infer beyond that which is physically measured.
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Abstract. Research on intelligent environments, such as smart homes,
concerns the mechanisms that intelligently orchestrate the pervasive
technical infrastructure in the environment. However, significant chal-
lenges are to build, configure, use and maintain these systems. Providing
personalized services while preserving the privacy of the occupants is also
difficult. As an approach to facilitate research in this area, this paper
presents the Halmstad Intelligent Home and a novel approach for multi-
occupancy detection utilizing the presented environment. This paper also
presents initial results and ongoing work.

Keywords: Intelligent environments · Multi-occupancy detection

1 Introduction

Over the past three decades, the concept of smart homes has emerged. Smart
homes are residences equipped with technical solutions to enhance the resi-
dent’s comfort, safety, security, entertainment and to increase energy-efficiency.
Recently, smart homes are being constantly promoted to support effective and
efficient healthcare of ageing and disabled individuals living alone. Smart homes
employ artificial reasoning mechanisms that take into account the current and
past states of the environment and its occupants to learn and anticipate needs.
In general, smart homes are challenging to build, configure, use and maintain.
Smart home systems often require complex algorithms, which in turn have para-
meters that need testing and tuning before further out-of-lab deployments. As a
consequence, to deliver robust smart homes, one needs to investigate and experi-
ment with a variety of hardware and software (e.g. system architectures, machine
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learning methods, reasoning/decision schemes, strategies for interaction) com-
ponents.

It is argued in this paper that these challenges can be holistically met by the
use of the proposed Halmstad Intelligent Home (HINT). The current capabilities
and future opportunities and research directions of HINT are described.

There are numerous examples of world-wide smart home implementations
which focus on health-related services. The MavHome [2] showed successful pre-
diction of user actions enabling the home to act as an intelligent agent. Another
early, yet important example is The Aware Home [4] providing methods and
tools for increased awareness of residents location, orientation and behaviours.
However, few of the past smart homes extend the focus to go beyond specific
algorithms as well as using more advanced sensors (e.g. physiological sensors such
as EEG) and implementing services to respond to situations requiring attention.
HINT provide the means to address these extensions.

Moreover, this paper presents how HINT is used for the development of
robust and novel algorithms for the detection of several individuals in the
home (i.e. multi-occupancy (M-O) detection). Robustness of M-O algorithms
are important because for commercial smart homes to accurately adapt to resi-
dents activity patterns and privacy preferences it is critical to assure that only
the patterns of a single person are being used.

2 The Halmstad Intelligent Home

At the Halmstad University campus, HINT is a fully functional one-bedroom
apartment of 50 m2 built to provide researchers, students and industrial part-
ners with a technology-equipped realistic home environment. The layout of the
apartment is illustrated in Fig. 1. HINT is expected to facilitate experiments
and studies within the areas of intelligent environments, Ambient Assisted Liv-
ing (AAL), and social robots. HINT is expected also to facilitate longitudinal
studies by allowing subjects to stay in the apartment for extended periods of
time.

2.1 Capabilities and Opportunities

Research at HINT focus on (1) the intelligent interconnection and collective
behaviour of a diverse set of network-enabled technologies, and (2) the mecha-
nisms that make the pervasive infrastructure of the smart environments behave
intelligently.

HINT has been equipped with more than 60 sensors, including one “smart
home in a box” kit [1], to detect the current state of the environment and its
occupants. Magnetic switches detect the opening/closing of doors (label 1 in
Fig. 1). Contact/touch sensors are positioned in the sofa and under the seat
cushion to detect occupancy (label 2 in Fig. 1). Passive infrared (PIR) sensors
are positioned to detect motion or occupancy in the different areas (label 3
in Fig. 1). Magnetic switches detect the opening/closing of cabinet’s doors and
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Fig. 1. The floor plan of HINT divided into multiple areas. Labels in the figure indicate
capabilities.

drawers (label 5 in Fig. 1). Load-cells integrated into the bed frame measure
weight and bed entrances and exits, and pressure sensitive sensors under the
mattress detect vital signs (label 6 in Fig. 1). HINT has been built on top of a
database-centric system architecture, meaning that the logic for the intelligent
reactive and responsive behavior of the environment are implemented mostly
within a database management system [3]. Following such an approach, HINT
provides methods for: (1) physiological monitoring (e.g. vital signs) and safety
monitoring and assistance (e.g. automatic lights), (2) functional monitoring (e.g.
learning behaviour patterns and detecting deviating activities) [5], (3) emergency
detection and response. To react and respond to events, HINT contains actua-
tors. Motor actuators in the adjustable bed enable different bed positions to be
selected (label 6 in Fig. 1). A vacuum cleaner-like robot (label 4 in Fig. 1) can
navigate autonomously in the apartment and respond to detected anomalies,
such as a fall.

Research at HINT is also focusing on technological solutions and seamless
interfaces that are capable of recognizing and responding to the presence, health
status and needs of residents in a unobtrusive and intuitive way. Although much
progress has been made on developing wearable physiological sensors, and detect-
ing and monitoring daily activities, research at HINT also aims to identify and
respond to the resident’s emotional state. Brain-Computer Interface (BCI) tech-
nologies are being currently investigated and will soon be integrated with existing
capabilities of HINT to allow sensor fusion with existing sensors for an interpre-
tation of emotional state. Furthermore, the resident’s autonomy and participa-
tion in social life can be increased if the services are provided out of the home
boundaries. Although some approaches have been proposed already [6], addi-
tional research is required to develop a middleware that supports self-adaptive
systems, which can automatically discover and setup resources and facilitate con-
tinuous provisioning of services. Understanding an individual’s emotional state is
an important step in determining their needs. Consequently, one of the overarch-
ing goals of HINT is to develop and validate computational models of user affect
using neurophysiological signals. At HINT we use BCI and Affective Computing
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technologies to develop and validate computational models of user affect. Sub-
sequently, this model will be used to support accessible AAL applications in
which intelligent environments can intuitively interact with users, adapting to
their emotional state.

Open Data Initiative. HINT aligns with the aspirations of the Open Data
Initiative (ODI). This is being driven by an international research consortium
which is striving to provide a structured approach for the collection and anno-
tation of high quality annotated data sets in an format that is easily accessible
by the research community [7]. Previous efforts within the ODI have also been
directed towards the generation of simulated datasets. There is, however, an
opportunity to further progress the development of protocols for common data
collection in addition to a suite of on-line tools for sharing and curating data,
algorithms and results.

3 Showcase: Multi-occupancy Detection

To demonstrate the usefulness of HINT the development of an algorithm for M-
O detection is described. M-O detection is referred to in this paper as the binary
classification of the presence of more than one person in the home, at the same
instance in time. The task of mapping sequences of events to the classification of
the presence of one person or more is less studied than other tasks (e.g. activity
recognition) and could be considered as challenging due to the following reasons:
(A) Detection methods based solely on collected data may result in inaccuracies
when residents perform previously unseen activities, not representative in train-
ing data. (B) Methods relying on training data where labels are collected from
ground truth require tedious manual work to acquire. (C) The number of combi-
nations of sensor events unfolds exponentially with the number of rooms, sensors,
residents and potential activities. Therefore, to manually create programmatic
rules is a difficult, time consuming and complex task which makes data-driven
approaches favourable, however, challenging. Earlier approaches considered these
challenges often by learning standard behaviour from the data. A common appli-
cation concerns energy conservation in multi-resident buildings such as the work
by Yang et al. [8]. Their approach targets occupancy modelling in an office envi-
ronment where the problem is treated as a multi-class estimation where up to
ten classes (meaning an environment occupied with nine individuals) were con-
sidered. The results illustrated that decision trees performed most accurately
compared to alternative methods such as artificial neural networks. A signifi-
cant difference between HINT and the environment used by Yang et al. is that
a more rich sensor setup, e.g. sensors capturing CO2 and humidity was used by
Yang et al. whereas in this study only PIR sensors, magnetic switches and pres-
sure sensors were used. Such sensors can be considered to be more of standard
sensor technology and often used in the context of capturing activities of daily
lives.
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Data: Events from participants occupying space, χ. Sequence of events, ψ, to
predict as space occupancy. Sensor distances, J .

Result: Predictions of occupancy, ω.
1 α ← ExtractFeatures(χ);
2 β ← CombineFeatures(α);
3 rf ← TrainRandomForest([α, β], labels);
4 predRF , ambiguities ← PredictMultOccByRF(rf, ExtractFeatures(ψ));
5 predJ ← PredictMultOccByJ(J , ExtractTiming(ψ), thresh probability);
6 while next prediction and ambiguity is not empty do
7 if J prediction is not M-O then
8 if ambiguity > thresh ensemble σ2 then
9 add (J) prediction to ω;

10 else
11 add (RF) prediction to ω;
12 end

13 else
14 add (J) prediction to ω;
15 end

16 end
Algorithm 1. Algorithm for Multi-Occupancy Detection.

This paper describes, to the best of our knowledge a new approach to M-O
detection using a combination of a classifier-based (Random Forest) and prior
knowledge-based approach which eliminates the tedious data collection of M-O
data (B) in addition to the need for creating manual rules (C). Training data
for S-O observations (class one) is collected and combined in order to create the
second class (M-O observations). To address the challenge with unseen patterns
(A) the confidence of the classifier is weighted against the likelihood of sensor
activations relative to their distance to each other, i.e. if the occurrence of two
sensor events are physically unlikely then raise an M-O detection event.

3.1 Algorithm and Data Collection

The algorithm is designed to monitor when ambiguities are present in the data-
driven methodology by following the variance of tree predictions in the forest
(line 6 in Algorithm 1) and to adjust the system confidence in the data-driven
model accordingly, i.e. less confidence in the data-driven model initiates a switch
to the model based on prior knowledge (sensor distances, J). Features are rep-
resented as a simple count of events for each sensor triggered during a time
window of 60 s as well as the last state of each sensor giving a total of 78 fea-
tures per observation. The S-O dataset are combined (to create M-O dataset)
by a summation of the count features as well as using the combined last state
of two observations.

The data collection was performed by asking 10 participants to follow a
protocol consisting of guidelines to eight activities: go to bed, use bathroom,
prepare breakfast, leave house, get cold drink, office work, get hot drink and
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prepare dinner. The guidelines were written in a simplified form in order to
provide participants with the freedom to perform an activity with a natural
variation. All the participants were requested to sign an informed consent prior
to the start of experiments. J , was compiled manually using measurements from
a CAD-drawing of HINT and used with an assumed average in-door gait speed
of 2 m/s to compute the probability of two sensors events being likely to be
triggered by a single person. The exponential cumulative distribution function
was used to model this probability. The algorithm was tested by collecting data at
HINT from additional two participants that performed various activities (both
according to the protocol but also activities not found in the training data),
in total 30 min was collected and contains both M-O and S-O observations.

3.2 Algorithm Results

A ROC curve created by varying the threshold for the tree prediction output
variance (thresh ensembles σ2) as well as varying the threshold for the proba-
bility of gait velocities (thresh probability) can be seen in Fig. 2. A true positive
(TP) is regarded as the correct classification of a M-O event. The combination
of the data-driven and prior knowledge-driven approach shows the benefit of
combining the two classifiers. Besides TP and FP rates the classifiers individ-
ually show accuracies of 82% (prior knowledge-based), 75% (Random Forest),
and encouraging 96% using the proposed approach.
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Fig. 2. ROC curve depicting TP/FP rates over the classifiers based on prior knowledge
(squares), data (diamond) as well as the combination (circles).

4 Conclusions

This work presents capabilities and opportunities of the research environment
HINT. One of the main goals of HINT is to facilitate algorithm development.
The experience of the development of the proposed algorithm for M-O detec-
tion is that development time is significantly reduced when compared to des-
ignated tests in which environments have to be configured each time. Future
work includes development of demonstrators able to showcase services (e.g. M-O
detection) to a wider audience than researchers.
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Abstract. This paper presents a research, innovation, and collaboration ini-
tiative at Mälardalen University in Sweden, within embedded sensor systems for
health (ESS-H). ESS-H uses the needs of patients and caregivers as a starting
point for identification of problems, and from this the development of new
sensor systems to monitor elderly and/or multi-morbid people in their home is
performed. The development of these systems is performed together with
industry in order to enable innovations to reach the market in a near future. The
initiative has during its first three years resulted in about 100 scientific publi-
cations. There are several research prototypes on their way to become com-
mercial prototypes, and both the industry and healthcare are happy to continue
the collaboration. The concept seems promising as a model to be used when
aiming at developing new technologies for the healthcare sector.

Keywords: Embedded sensor systems for health � Health technology � Home
monitoring

1 Introduction

The healthcare system in the western world is under change, challenged by demo-
graphic changes and people not only with one disease, but multi-morbid. The
point-of-care is moving from hospitals to homes, a trend that is foreseen to increase in
the future. This will empower the individual, in that he/she gets a larger influence over
his/her health. Distributed health monitoring systems, comprising embedded sensor
systems, will thus have a large potential market, nationally in Sweden as well as
worldwide, and has the potential to be used both in the prevention of disease and in the
monitoring and control of physiological states.

The costs and volumes of healthcare are increasing, mainly related to an aging
population, and to the proliferation of multi-factorial diseases such as diabetes, stroke,
chronic respiratory diseases, and heart disease. Intelligent and adaptive systems for the
sensing and evaluation of health status for prevention, monitoring and rehabilitation are

Healthcare challenges addressed by researchers and industry in close collaboration.
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amongst the most important elements in resource-efficient and individualized health-
care. Hence, the world market for products in the area of embedded sensor systems for
health will grow tremendously in the decades to come.

The area of embedded sensor systems for health applications is rapidly developing,
and there is a strong market pull for advanced intelligent sensor systems that strengthen
or sustain the health of humans. Because of the rapid development and the market pull,
research and product development is performed in parallel, and research results will be
rapidly deployed in commercial products. The motivation from both a commercial and
a scientific perspective is to be able to develop more capable and more dependable
systems. From a commercial point of view, this means a competitive advantage. From a
scientific point of view, this means contributing to an important area where the aims are
to improve human health and minimize human suffering.

Embedded sensor systems for health is an important development and research
area. The rapid development in physiological sensor and embedded systems technology
gives possibilities for a broad deployment of sensor systems. This is an enabler for
more intelligent and cognitive sensor systems; better informed systems as well as safer
and more dependable systems, deployable in safety-critical applications (e.g. healthcare
monitoring). To enable this, more efficient and predictable sensor nodes and commu-
nication techniques must be developed to match the development of the sensors
themselves. This was one of the main challenges recognized by the EU ICT work
program, FP7, and is also highlighted in Horizon 2020 [1]. For systems used in
safety-critical applications, it is of uttermost importance that the behavior of the system
and the dependability of the system can be tested and verified. Proper testing and
verification of systems and system components will also enhance product quality and
lower maintenance costs.

User friendliness, including intuitive use of the sensor systems, is essential in this
application area, both with respect to safety and due to the fact that not all users (e.g.
elderly and care staff) are familiar with this kind of technology. The involvement of
users and focusing using their needs as a starting point in the development of new
methods and systems is of large importance [2–8].

The aim of the present paper is to present a research, innovation, and collaboration
initiative at Mälardalen University in Sweden, within embedded sensor systems for
health (ESS-H). ESS-H uses the needs of the patients and caregivers as a starting-point
for identification of problems, and from this, the development of new sensor systems to
monitor elderly and/or multi-morbid people in their home is performed. The devel-
opment of these systems is performed together with industry in order to enable inno-
vations to reach the market in a near future.

2 Motivation

Changes in lifestyle, and increased expectations of a sustained high quality of life, also
at higher ages, put new demands on our healthcare systems. To enable people to remain
active, care providers need to provide wearable and distributed health monitoring
systems, allowing people to continue their normal activities independent of location; at
home, at work or in hospital. Monitoring of changes and trends in health status can
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facilitate early intervention and prevent severe conditions to develop. Hence, this can
prevent suffering for patients and it also means large savings for society. Moving the
point-of-care from hospitals to homes is a trend that will increase in the future. Dis-
tributed health monitoring systems will thus have a large potential market, nationally as
well as worldwide.

Chronic diseases, such as heart diseases, stroke, cancer, chronic respiratory diseases
and diabetes, were accounted for over 60% of all deaths in 2005 [9]. Further, 80% of
premature heart disease, stroke and diabetes can be prevented with life-style changes
[9]. The high prevalence of multi-morbidity makes the situation even more compli-
cated, especially in older patients (a prevalence up to 98% has been observed) [10].
Monitoring health conditions related to multi-morbidity generates huge amounts of
data, and methods to handle this information are called for. Further, a holistic approach
must be considered. The situation is complex, since multiple diseases often interact
with each other, and so can the medication. It is important to focus on the patient and to
consider all diseases and interactions to give the best possible care for the patient.

Innovative development in medical technology and new medicines are predicted to
have a large influence on future development of the health industry. It is predicted that
30% of the economical resources in the US will go to the health industry in the year
2050. Also the Swedish healthcare’s share of the national budget, today 9% of the
GNP, is predicted to increase due to an increasing demand on services that promote
health-related quality of life [11].

The above needs and future market possibilities have drawn the attention of several
of our industrial collaboration partners, as well as healthcare providers, e.g. Väst-
manland’s county council and the municipality of Västerås. As a result of this, a cluster
of health technology companies is identified.

3 Working Methods

The present research, innovation, and collaboration initiative within embedded sensor
systems for health has several pillars that support the model. The collaboration with
caregivers and presumptive end-users of the systems is crucial in order to identify the
real needs. Research competence that can solve real problems and develop embedded
sensor systems is just as important. Finally, the adoption of industrial partners in the
project group is aimed at overcoming the common gap between research
prototypes/solutions tested in project form and the final introduction into the market.

3.1 Identification of Needs and Challenges in Healthcare

Traditionally, development of new technology often has been technology driven, i.e.
new technology has been introduced mostly because it is available. This is to a certain
extend also true for the healthcare sector, and thus many systems have been introduced,
which have not been based on actual request from the healthcare. Many of these
technologies have anyhow meant a lot to healthcare, but still the spread might have
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been larger and even more successful if the starting point had been an actual need and
request from the healthcare.

By including care staff, patients, relatives or workers, depending on the situations,
throughout the whole development chain, the technology will be welcomed when ready
to introduce in the care. Thus the researchers and also industrial partners need to
collaborate closely with the healthcare by letting them take part in:

• the identification and formulation of the research problem
• finding possible solutions
• defining how the solution is working through test during the development and in its

intended environment
• how the solution can be improved.

In the presented work, the healthcare staff has been involved during the continuous
work. Further, the interest of new technology and solutions by the caregivers has facili-
tated the work. For example, in addition to our work, both the regional municipality
Västerås stad and the county council Landstinget Västmanland have established their
testbeds, inviting innovators and companies tomeet their presumptive customers [12, 13].

The work has been performed by arranging focus groups, continuous discussions
with presumptive users, and testing of prototypes together with the presumptive users.

3.2 Research Challenges

Dealing with human health and safety, it is extremely important that all parts of a
sensor system for health fulfills both the aim for more capable systems as well as the
aim for more dependable systems. Within ESS-H, research therefore is conducted with
the aim of producing more capable systems, by advances in the core competence areas
as will be explained below. The starting point is a real identified need from the
caregivers, as explained above. Research is conducted with the aim to increase and
verify dependability of new sensor systems.

ESS-H’s core competence areas are:

• Biomedical Sensor Systems
• Biomedical Signal Processing
• Intelligent Decision Support
• Reliable Data communication.

Tasks that can be performed by an embedded sensor system for health includes
acquisition of physiological parameters, different levels of signal processing of these
parameters, data aggregation and data analysis, decision support, and feedback to both
the patient an caregiver, adapted to the receiver.

Scientific challenges includes:

• Reliable acquisition of physiological data
• Personal biofeedback
• Reliable distribution of decision support
• Safe and secure communication (also considering personal integrity aspects).
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3.3 Industrial Collaboration

Industrial partners have been included in the project as full members from the start of
the initiative. Thus, they have been able to contribute to the solutions, and this also
guarantees that the novel systems are possible to produce when they reach this phase.
Some of the partner companies have also enrolled an employee as an industrial PhD
student, which mean that this person actually can contribute to solve the research
challenges together with the university staff. From the company perspective, this is a
way to gain competence for their employees.

4 Result and Discussion

The interest from the healthcare sector to work together with the ESS-H researchers and
industrial partners has been large. As starting point, identification of real problems that
need to be addressed by the research team has been performed. When the research
prototypes and industrial prototypes are developed (or before), there are two available
testbeds which can identify further improvements of the systems from a user per-
spective This will hopefully also mean that the next step in the future, to introduce a
system to the market, will be less cumbersome.

Bringing together academic and industrial researchers from several disciplines has
shown to create a double cross-fertilization as a result of co-production. The
cross-fertilization between academic and industrial researchers has been proven to
increase the understanding of the problems at hand for all involved parties.
Co-production will therefore lead to better results with better industrial value as well as
higher academic importance. The cross-fertilization between disciplines is very
important in systems-oriented research. Understanding of the whole system is impor-
tant for obtaining the best solution for a particular subsystem. Without this system
understanding, the risk of sub-optimization is apparent, if each discipline solves its
sub-system problems without concerns about the overall system. Within the ESS-H
projects, both types of cross-fertilization are present.

Presently, the initiative has been ongoing for three years, resulting in about 100
scientific publications. There are several research prototypes on their way to become
commercial prototypes, and the industry is happy to continue and intensify the col-
laboration. Also the healthcare sector is happy to continue the collaboration in the
present project and in new projects.

Acknowledgments. The present study was performed in the research profile ESS-H, financially
supported by the Swedish Knowledge foundation.
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Abstract. This paper presents a case-based classification system for alcohol
detection using physiological parameters. Here, four physiological parameters
e.g. Heart Rate Variability (HRV), Respiration Rate (RR), Finger Temperature
(FT), and Skin Conductance (SC) are used in a Case-based reasoning
(CBR) system to detect alcoholic state. In this study, the participants are clas-
sified into two groups as drunk or sober. The experimental work shows that
using the CBR classification approach the obtained accuracy for individual
physiological parameters e.g., HRV is 85%, RR is 81%, FT is 95% and SC is
86%. On the other hand, the achieved accuracy is 88% while combining the four
parameters i.e., HRV, RR, FT and SC using the CBR system. So, the evaluation
illustrates that the CBR system based on physiological sensor signal can classify
alcohol state accurately when a person is under influence of at least 0.2 g/l of
alcohol.

Keywords: Physiological signals � Alcoholic detection � Case-based reasoning

1 Introduction

In the year 2012 in Sweden, 24% of car drivers were killed in crashes, under the
influence of alcohol. Again 19% of road fatalities were due to intoxicated driver, rider,
pedestrian, or cyclist. By the year 2020, Swedish government has a target that 99.9% of
traffic should consist of drivers under the legal Blood Alcohol Content (BAC) limit of
0.2 g/l. [1]. Therefore, detection of alcoholic state of driver has been of great interest
for car companies for many years.

A real time monitoring and detection of alcohol has been implemented using
microwave sensor technology by Wendling et al. as described in [2]. Authors in [3]
presented breathalyzer which is a device for estimating blood alcohol content
(BAC) from breath sample. Also, Kiyomi et al. developed a new breath-suction type
alcohol detector which does not require a long and hard blowing to the detector through
a mouthpiece [4]. Another highly efficient system has been proposed with the aim at
early detection and warning of dangerous vehicle maneuvers typically related to drunk
driving [5]. Tunable Diode Laser Absorption Spectroscopy (TDLAS) based method for
remote detection of alcohol concentration in vehicle has been suggested in [6].
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Kumar et al. proposed a real time non-intrusive drunk driver detection method using
ECG sensors attaching under the driver seat [7]. A major limitation of the ECG sensor
on the driver’s seatback is very sensitive to impedance changes and disturbance
resulted from environmentalnoise. K. Swathi et al. have compared and showed changes
in the ECG features: heart rate, P wave, PR interval, QRS duration, QTC interval, ST
segment, T wave, TP interval and frontal axis between non-alcoholics and alcoholics
[8]. Kumar et al. have proposed a real time non-intrusive drunk driver detection method
using ECG sensors attaching under the driver seat [9]. According to our knowledge, the
research on drivers’ alcoholic state classification based on physiological signals is very
limited. However, future vehicles with embedded sensors in vehicles will get benefit
from such systems.

In this paper, the proposed approach has considered 4 physiological parameters i.e.,
Heart Rate Variability (HRV), Respiration Rate (RR), Finger Temperature (FT), and
Skin Conductance (SC). The Case-Based Reasoning (CBR) approach has been applied
successfully in classification of physiological sensor signals [10–13].In addition, in
some similar domains CBR has been achieved higher accuracy in classification com-
pare to the other classification methods, such as Neural Network (NN) and Support
Vector Machine (SVM) [14]. Here, the CBR approach is used as an artificial intelli-
gence method to classify the alcoholic state of the driver. A number of features are
extracted and selected to formulate a new query case, which is further entered into a
case-library. The new case is matched with all previous cases and calculated a simi-
larity value for each previous case. Based on the similarity value, most similar case
together with its’ class (i.e drunk or sober) is used for the final classification. An
experiment work has been conducted, where the classification accuracy is observed
considering both each individual parameters and as well as combination of them.

The rest of the paper is organized as follows: Sect. 2 describes materials and
methods, and Sect. 3 presents results and evaluation. Finally, Sect. 4 summarizes the
work.

2 Materials and Methods

2.1 Data Collection

The data have been collected from 12healthyparticipants (10 male, 12 female), age
between 22 and 32 years. A total of five different sessions consisting 12 experiments
were conducted where 3 sessions (6 tests) were taken place in normal lab environment
in sitting position, one session (3 tests) was carried out using driving simulator, Häslö,
Västerås1 and another session (3 tests) was conducted in Mälardalen University
robotics lab using Volvo construction equipment simulator called Volvo articulated
hauler machine. Each participant has signed a letter of consent in order to participate in
the study. The participants were informed about the study and the data acquisition
sessions. In each session, two measurements were taken, without drinking alcohol i.e.
the person is sober and when the test person is intoxicated with 37.5% of alcohol i.e.

1 http://www.htop.se/start.asp?lang=1.
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drunk. Each test subject was in a seated position and the physiological sensors data
were collected with cStress2 system attached to the subject’s body. In order to detect
how physiological parameters changes with blood alcohol concentration the alcohol
level is acquired in every two minutes using Sesame alcohol measurement device3

when the person has been intoxicated. Here, using the cStress system, in each session,
five physiological parameters i.e., RR, IBI, FT, and SC were collected for each test
person.

2.2 Approach

The overview of the proposed classification system is presented as a step diagram in
Fig. 1. The 4 physiological signals that are obtained from each participant during data
collection phase are inputted into the CBR system. Duration of recording for each
participant is around 10 min. In order to get a homogeneous dataset, during the pre-
processing step, the first and last one minute recording from each data set have been
discarded, then 8 min recording have been considered for further processing. These
8 min signals are then segmented into 2 min data for the feature extraction. Before
feature extraction from these segmented signals, noise and artifacts are handled for
each individual signal. A k-nearest neighbor (K-NN) based interpolation algorithm has
been applied to handle artifacts in IBI signals [15]; and Infinite impulse response
(IIR) filter and smoothing running average method available in cStress system have
been used to handle artifacts in FT, SC and RR signals. Thereafter, features are
extracted from the segmented signals for all input signals. Then, using the extracted
features, case formulation is performed and a case library is built for the CBR
classification.
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Fig. 1. Step diagram of the proposed CBR classification scheme.

2 http://stressmedicin.se/neuro-psykofysilogiska-matsystem/cstress-matsystem/.
3 Hök instruments, sesame. [Online]. Available: http://hokinstrument.se/technology/product/.

24 H. Rahman et al.

http://stressmedicin.se/neuro-psykofysilogiska-matsystem/cstress-matsystem/
http://hokinstrument.se/technology/product/


2.2.1 Feature Extraction
Feature extraction is one of the important tasks to solve any classification problem
using a classifier. A number of features for each parameter have been extracted. Here,
both the time domain and frequency domain features of HRV have been extracted from
the IBI signals. In time domain, statistical methods are applied on the
Inter-beat-interval (IBI) signals to extract standard deviation of RR intervals (SDNN),
root mean square of the all successive RR interval difference (RMSSD), number of
pairs of adjacent NN intervals differing by more than 50 ms (NN50) features, per-
centage of NN50 count (pNN50), and standard deviation of differences between
adjacent NN intervals (SDSD). To extract frequency domain features of HRV, power
spectral density (PSD) has been estimated from the IBI Signal. Low frequency power
(LF) (0.04–0.15 Hz), high frequency power (HF) (0.15–0.4 Hz), total power, LF peak
(0.04–0.15 Hz), HF peak (0.15–0.4 Hz), and total peak are extracted from the PSD of
IBI signal. Moreover, power at ultra-low frequency range (ULF) (� 0.003 Hz) power,
very low frequency range (VLF) (0.003–0.04 Hz), normalized LF power (LF/(Total
power − VLF)*100), and normalized HF power (HF/(Total power − VLF)*100) are
estimated from the PSD. From the RR signal, arithmetic mean and standard deviation
are calculated as features in time domain. Another feature called dominant respiration
frequency (DRF) is estimated from the PSD of RR signal. DRF is the maximum energy
frequency which lies between the frequency range 0.1 Hz and 1.5 Hz [16]. From FT
and SC signals a derivative of slope is used to extract the important features [17]. In
addition, mean, standard deviation, max, and temperatures are calculated from FT and
SC as features. Different weight values in the range between 1 and 10 have been used
to achieve optimal accuracy. The extracted and selected features from the 4 physio-
logical signals and their optimal weight values for the CBR classification are presented
in Table 2.

2.2.2 Case Formulation
In developing a CBR system, the first task is the case formulation, which represents the
instance of things or a part of a situation that is experienced. A case library or case base
has been constructed from the formulated cases where each case comprises unique
features extracted from the 4 physiological sensor signals to describe a problem. In this
study, here, each case is labeled as ‘Sober’ or ‘Drunk’ based on the recording events.
Hence, CBR classification classifies each subjects as Sober or Drunk state. Moreover,
during the case formulation two approaches were taken into consideration; 1st create a
case base using the features extracted from each individual physiological parameters
only i.e., HRV, RR, SC and FT only; 2nd, a case is formulated based on combination of
features extracted from the individual physiological parameters.

2.2.3 CBR Classification
In CBR, the term ‘case’ represents an experience that is achieved from a previously
solved problem; the term ‘based’ means in CBR cases are the source for reasoning; and
the term ‘reasoning’ means the approach of problem solving i.e., the intension of CBR
is to solve a problem by drawing conclusion using previously solved cases [18].
Aamodt and Plaza [19] have described the CBR cycle, which contains four steps that
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are Retrieve, Reuse, Revise and Retain. Here, in the proposed CBR classification
system the first 3 phases are implemented.

In this study, previous solved cases are retrieved for a current query case using the
similarity function presented in Eq. 1.

Similarity T ; Sð Þ ¼
Xn

i¼1

Wi � f ðTi; SiÞ ð1Þ

Where T is the target or new case, S is retrieved cases stored in the case library, and
f is the similarity function, and Wi ¼ lwPn

i¼0
lwi

and lwi is a local weight for each feature.

The weight for each features are gathered by the help of expert of the domain and
presented in Table 1 (see Sect. 2.2.1 (Feature Extraction)). Euclidean distance function
is used to calculate the similarity f of each feature by normalizing the absolute dif-
ference between two features for the current and retrieved cases and dividing that by
the difference of the maximum and minimum distance. The similarity then gets by
subtracts the result from 1, represented in Eq. 2. The similarity value ‘1’ means 100%
similar between two cases and the value ‘0’ means dissimilar between the cases.

Ti; Sið Þ ¼ 1� abs Ti; Sið Þ
max Ti; Sið Þ �minðTi; SiÞ ð2Þ

For the classification of combined features, additional weights are considered for
each type of signals based on the classification accuracy of each signals. Hence, Eq. 1
is updated by multiplying the weights value for each signal, which is shown in Eq. 3.

Similarity T; Sð Þ ¼
Xn

i¼1

Wi � f ðTi; SiÞ � Sw ð3Þ

Here, Sw is the weight value for each signal based on their individual classification.

3 Results and Evaluation

The proposed approach is evaluated in two fold. First, an evaluation is performed for
the cases considering features obtained from individual signals. Secondly, building
cases by combining features from all four signals. In the combined approach, additional
weight values are multiplied with the similarity function. The weight values are con-
sidered based on the evaluation result obtained in the first phase i.e., considering
individual signals. For CBR classification, a number of different weight values ranges
from 0 to 10 have been assigned to achieve maximum accuracy for each parameter and
also for combined features.

Table 1 shows the accuracy for K1 considering the top most similar retrieved case;
and for K2 considering the top 2 most similar cases are retrieved, where one of them
matches with the target case. It can be seen form Table 1 that the highest accuracy
considering K1 for HRV, FT, SC and RR is 67%, 89%, 67% and 59% and considering
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K2 is 85%, 95%, 86% and 81% respectively. However, the accuracy for combination
of all four features for K1 and K2 are 83% and 88% respectively.

Table 2 shows the summary of the evaluation. In total, 103 are cases labeled with
either Sober or Drunk in combined. However, for individual HRV has 148, RR has
164, FT and SC have 119 cases for consideration. It can be seen from Table 3 that the
sensitivity of the system is 81% for HRV, 78% for RR, 97% for FT, and 89% for SC.
The specificity is 80% for HRV, 76% for RR, 82% for FT, and 81% for SC. Thus, the
overall accuracy for HRV is 85%, RR is 81%, FT is 95% and SC is 86% respectively.
Furthermore, for the cases while combining all the four parameters the obtained sen-
sitivity is 83%, specificity is 92% and accuracy is 88%.

Table 1. A list of accuracy for individual and combined feature based classification for K1 and
K2

HRV FT SC RR
Combination 

(HRV+FT+SC+RR)
K1 K2 K1 K2 K1 K2 0.56 0.81 K1 K2

Accuracy1 0.62 0.85 0.88 0.93 0.63 0.83 0.57 0.79 0.74 0.85
Accuracy2 0.60 0.84 0.89 0.94 0.67 0.86 0.57 0.79 0.74 0.84
Accuracy3 0.63 0.79 0.88 0.95 0.65 0.86 0.58 0.8 0.73 0.84
Accuracy4 0.59 0.79 0.88 0.95 0.63 0.86 0.58 0.81 0.74 0.83
Accuracy5 0.66 0.84 0.89 0.95 0.65 0.86 0.59 0.81 0.67 0.83
Accuracy6 0.65 0.84 0.88 0.94 0.67 0.85 0.58 0.81 0.65 0.83
Accuracy7 0.67 0.85 0.65 0.86 0.57 0.8 0.73 0.84
Accuracy8 0.63 0.85 0.65 0.87 0.55 0.74 0.75 0.85
Accuracy9 0.63 0.85 0.65 0.86 0.57 0.71 0.77 0.86
Accuracy10 0.63 0.82 0.64 0.83 0.80 0.85
Accuracy11 0.80 0.88
Accuracy12 0.80 0.87
Accuracy13 0.72 0.85
Accuracy14 0.79 0.87
Accuracy15 0.82 0.87
Accuracy16 0.83 0.88
Accuracy17 0.81 0.87
Accuracy18 0.83 0.87

Table 2. Classification of individual and combined features for K2

Feature HRV RR FT SC Combined

Total case 148 164 119 119 103
P (Drunk Cases) 74 82 62 62 54
N (Sober Cases) 74 82 57 57 49
TP 60 64 60 55 45
FP 15 20 10 11 4
TN 59 62 47 46 45
FN 14 18 2 7 9
Sensitivity TP/(TP + FN) 0.81 0.78 0.97 0.89 0.83
Specificity TN/(FP + TN) 0.80 0.76 0.82 0.81 0.92
Accuracy (TP + TN)/(P + N) 0.85 0.81 0.95 0.86 0.88
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4 Discussion and Summary

In this paper, a CBR classification system for driver’s alcoholic state detection based on
multiple physiological parameters (HRV, RR, FT and SC) and CBR has been pro-
posed. Both the individual and combined signals have been classified using the CBR
system and presented in Table 1. Here, FT has the highest sensitivity, Specificity and
overall accuracy while RR has the lowest accuracy. Though FT has highest accuracy
for individual signal classification but it could be biased by external factors. Therefore,
combined classification has been conducted to achieve a more reliable result. It has
been observed while combining the 4 physiological parameters, an acceptable accuracy
has been achieved considering the sensitivity, Specificity and overall accuracy. Thus,
the proposed approach for driver’s alcoholic state classification shows one of the
alternative of the Breathalyzer and it has significant potential for advancing many real
time applications such as driver monitoring.

Acknowledgement. The authors would like to acknowledge the Swedish Knowledge Foun-
dation (KKS), Hök instrument AB, Volvo Car Corporation (VCC), The Swedish National Road
and Transport Research Institute (VTI), Autoliv AB, Prevas AB Sweden, Hässlögymnasiets,
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Abstract. The advances in IoT and wearable sensors enable long term moni-
toring, which promotes earlier and more reliable diagnosis in health care. This
position paper proposes a probabilistic method to address the challenges in
handling longitudinal sensor signals that are subject to stochastic uncertainty in
health monitoring. We first explain how a longitudinal signal can be transformed
into a Markov model represented as a matrix of conditional probabilities. Fur-
ther, discussions are made on how the derived models of signals can be utilized
for anomaly detection and classification for medical diagnosis.

Keywords: Health monitoring � Longitudinal signal � Symbolic time series �
Markov model � Case-based reasoning

1 Introduction

In recent years there has been rising interest in wearable sensors for personal health
care [1]. Integrating these devices with wireless communication provided by IoT [2] is
hopeful to create new technology that would have significant impact on the way
clinical monitoring is performed nowadays. Particularly IoT provides a convenient
means of transmitting and recording long term biological signals, which convey much
richer information than conventional lab-test based static measurements. Utilizing
dynamic longitudinal data is beneficial to promote earlier and more accurate diagnosis
results for future health monitoring systems.

However, longitudinal monitoring in health care faces two major challenges. The
first lies in the big data volume that is collected continuously. There is a gap between
the rate at which data become available and our ability to interpret and handle them. It
is crucial to develop novel data analysis and mining tools to extract concise information
and identify abnormality in real-time during the monitoring of the subject.

The second challenge arises from the inherently stochastic nature of data evolution
in health monitoring. It is important to characterize the truly dynamic property of
temporal patterns while ignoring random triviality in data analysis. How to represent
uncertain characteristics residing in data and how to utilize such uncertain information
in reasoning/learning is a key issue for reliable (anomaly) detection and diagnosis.

This position paper aims to suggests a probabilistic method to address the above
two challenges. The proposed roadmap consists of three consecutive stages. The first is
to convert original, real-valued signals into shorter symbolic time series. In the second
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stage, the converted time series data are further transformed into a concise matrix to
capture the stochastic and dynamic property of the underlying process. Finally, in the
third stage, different matrices (derived from original sensor signals) are compared with
each other in order to detect significant change of data transition patterns as well as to
identify possible health problems. We hope that the presented work would offer an
initial step towards the development of a useful framework to tackle uncertain and
longitudinal data profiles in health monitoring.

The remainder of the paper is as follows. Section 2 presents the ways in which a
longitudinal signal can be modeled into a concise matrix. Section 3 discusses how such
matrices can be utilized for anomaly detection and diagnosis in health monitoring.
Finally, the paper is concluded in Sect. 4.

2 Concise Modeling of Longitudinal Signals

This section explains how a longitudinal signal can be compressed by a concise model.
It is accomplished by the following two steps: (1) converting the original signal into a
symbolic series; (2) modeling the symbolic series with a matrix of pattern transition
probabilities.

2.1 Converting Signal into Symbolic Time Series

The first step in our solution is to convert the sampling-point based representation of
the signal into an interval-based representation. An interval consists of a set of con-
secutive sampling points and thus it encompasses multiple sampling periods in the time
dimension. Subsequently, data within an identical interval have to be generalized into
one symbolic value; the symbolization is conducted via discretization of the range of
possible values of the signal. Next we shall outline three approaches that can be used in
practice to convert a primary numerical signal into a shorter time series profile.

Symbolic Approximation was proposed in [3], in which the whole duration of the
signal is divided into equally sized intervals, i.e., each interval encompasses the same
amount of sampling periods. The data in each interval is averaged into a mean value,
thereby creating an intermediate sequence of real numbers summarizing signal
behaviors in the consecutive time intervals. This sequence is termed as PAA (Piecewise
Aggregate Approximation) of the original signal. Then the PAA sequence is further
transformed into a symbolic form by mapping the real numbers in it into corresponding
symbols.

Temporal Abstraction [4, 5] was proposed to derive high level generalization of
data from time-stamped representations towards interval-based interpretations. Basi-
cally this is achieved by aggregating adjacent entities falling in the same region into a
cluster and summarizing behaviors in this cluster with a concept (symbol) corre-
sponding to the region. Thereafter, arranging concepts of clusters according to the order
of their appearances produces a required symbolic time series.

More specifically, the tasks of temporal abstraction can be performed on state
abstraction or trend abstraction. The former focuses on the measured values themselves
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to extract intervals associated with qualitative concepts such as low, normal, and high,
while the latter focuses differences between two neighboring records to discover pat-
terns of changes such as increase, decrease, and stationarity in the series. Obviously
trend abstraction is equivalent to applying state abstraction to the secondary series of
differences derived from the primary signal of measurements.

Alternatively, symbolic time series can also be obtained via Phase-Based Pattern
Identification, as suggested in [6]. It is motivated by the fact that sometimes a lengthy
sensor signal from health monitoring may comprise a series of phases and every phase
has its importance to identify its property (pattern) alone. In such cases, we need to
separate the profile of the signal into a set of sub-signals with each of which corre-
sponding to a phase inside the whole duration. As sub-signals are shorter and simpler, it
would be relatively easy to classify their patterns using traditional signal processing
and machine learning approaches. The final symbolic series is constructed by com-
bining the patterns of sub-signals in terms of the order of appearance, which provides a
compact and abstract representation of the evolution of data in the whole signal profile.

2.2 Characterization as Markov Model

After conversion of the primary signal as stated in Subsect. 2.1, we acquire a symbolic
time series x(1), x(2), …, x(t), …, x(n), in which an element x(t) = Si reflects the fact
that the process under monitoring is in state (symbol) Si at time step t. We have to focus
on transitions of states between adjacent time steps rather than single symbolic values
for characterizing the evolution of data in the time series.

Since this time series originates from a stochastic process in health monitoring, we
suggest using the Markov model to depict the uncertain transitions in it. According to
the Markov property, the probability for the state at time step t + 1 is only dependent
on the state at time step t, regardless of the states in the previous time steps, i.e.,

P xðtþ 1Þ ¼ SjjxðtÞ ¼ Si; xðt � 1Þ ¼ Sk; � � �
� � ¼ P xðtþ 1Þ ¼ SjjxðtÞ ¼ Si

� � ð1Þ

Equation (1) implies that only transitions between two successive time steps are
required in the model of the symbolic time series.

Let {S1, S2, …., SM} be the set of possible states (symbols) of the process moni-
tored for health care. We use aij (i, j = 1, 2, …, M) to denote the probability for the
process to move from state Si to state Sj in two consecutive time steps. Hence aij is
defined as a conditional probability:

aij � P xðtþ 1Þ ¼ SjjxðtÞ ¼ Si
� � 8t ð2Þ

This conditional probability in Eq. (2) can simply be calculated as the ratio of the
number of transitions from state Si to Sj to the number of transitions starting from Si in
the series.

Finally, the stochastic Markov model of the symbolic time series can be formulated
as a concise matrix as follows:
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G ¼
a11 a12 � � � a1M
a21 a22 � � � a2M
� � � � � � � � � � � �
aM1 aM2 � � � aMM

0
BB@

1
CCA ð3Þ

with aij � 0 and
PM
j¼1

aij ¼ 1 8i
where the elements in row i reveal the probability distribution for the next state after
state Si. Note that the size of the matrix is merely determined by the number of states
(or symbols), which is independent of the length of the time series. This offers an
attractive opportunity of strong data reduction to benefit data storage and handling in
the health monitoring system.

3 Anomaly Detection and Diagnosis

This section addresses how the model of the symbolic time series can be utilized for
anomaly detection and diagnosis in health monitoring. First we shall explain the the
ways of calculating the distance between matrices of time series in Subsect. 3.1. Then,
in Subsect. 3.2, we discuss how the developed distance metric can be employed to
support detection and classification of abnormal situations.

3.1 Measuring the Distance Between Two Models

Our goal is to evaluate the distance between two symbolic time series cases that are
represented by matrices G and G0 respectively. As each row in these matrices represents
a distribution of probabilities of state transition, we first calculate the distances for pairs
of probability distributions from the two matrices. Then the distances between prob-
ability distributions for various starting states are aggregated to achieve an overall
dissimilarity between the two models of time series.

The matching of two probability distributions can be performed in terms of relative
entropy or information gain. Hence we apply Jeffreys divergence (J-divergence) [7] to
quantitatively distinguish two probability distributions in comparison. Suppose that
TBðiÞ ¼ ai1; ai2; � � � ; aiM½ � and TB0ðiÞ ¼ a0i1; a

0
i2; � � � ; a0iM

� �
are two probability distri-

butions described in the ith rows of G and G0 respectively, the J-divergence between
TB(i) and TB0 ið Þ is formulated as follows:

J TB ið Þ; TB0 ið Þð Þ ¼ PM
j¼1

aij � log aij
a0ij

� �
þ PM

j¼1
a0ij � log

a0ij
aij

� 	

¼ PM
j¼1

aij � a0ij
� 	

� log aij
a0ij

� 	 ð4Þ

For acquiring the overall distance between matrices (representing the time series),
the values of J-divergence on different probability distributions have to be combined.
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If we deem probability distributions for various starting states are equally important, we
can simply average the J-divergence values derived from every pair of probability
distribution in G and its counterpart in G0. Otherwise, we can define the weighted
average of the J-divergence values as the final distance metric, where the weights
reflect the importance of different probability distributions.

Further, the weights for the probability distributions can be determined automati-
cally from a set of time series models (matrices) with known classes. Our idea, inspired
from the work in [8], is that we retrieve the nearest models using a single J-divergence
index and then we base the quality of retrieved models to assess the importance of the
probability distribution, on which the J-divergence value is derived. More concretely,
for every model in the collection, a set of nearest models are retrieved in terms of the
J-divergence to yield a local alignment degree for that model. Secondly, the global
alignment degree is calculated as the mean of the local alignment degrees for all models
in the collection. Finally, the global alignment degree is assigned as the weight to the
probability distribution in inspection.

3.2 Distance-Based Decisions

The distance metric developed for time series models can be used for two purposes.
The first is to detect significant deviation of data evolution during the monitoring
process (anomaly detection). The second is to further identify the class of the abnormal
situation (if anomaly is detected) for medical diagnosis.

The anomaly detection can be made by comparing the model of time series in the
latest time window with that of the preceding window. If the distance between them is
sufficiently large, it indicates a potential abnormality since the probabilities of sate
transitions have changed significantly in the new time window. Of course, the size of
the window is an important parameter that affects the results of monitoring. One
heuristic to find a proper value for that parameter would be gradually increasing the
window size until the matrix of the time series becomes stable. Discovering optimal
window sizes for different phases of the signal may improve anomaly detection.

For identification of the class of an abnormal situation, we advocate the application
of case-based reasoning (CBR) which has been proved as a powerful methodology to
solve new problems by learning from previous experiences [9]. CBR is based on the
principle that similar problems have similar solutions. Therefore, given an abnormal
time series in the latest window, we measure the distances of its matrix and the
classified models (of time series) in the case library. The nearest models are thereby
retrieved, and we resort to the classes of the retrieved models as the foundation to
predict the class of the new abnormal situation. Feature selection [10] is sometimes
needed here to identify the most important elements of the models for comparison, and
fuzzy rule-based matching [11] can support more flexible criteria for assessment of the
discrepancy between two time series models.
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4 Conclusion

This paper puts forward a probabilistic method to deal with large data volumes in long
term monitoring in health care. The key in our work lies in the conversion of longi-
tudinal signals into shorter symbolic time series as well as depicting the stochastic
property of the symbolic series with a Markov model. As the size of the Markov model
only is related to the number of patterns rather than the length of the signal, it con-
tributes with a big reduction of the data that needs to be stored and processed. We also
illustrate that the Markov models derived from primary signals can be conveniently
utilized to detect and classify abnormality in signals during the monitoring process.

However, it should be admitted that Markov models only consider the current state
information. In the future work we are going to extend the current model to accom-
modate historical and contextual information to enable diagnosis and reasoning of
higher accuracy.
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Systems for Health”, funded by the Knowledge Foundation of Sweden.
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Abstract. Today the most significant public health problem is Heart Failure
(HF). There are a lot of raw medical data available to healthcare organizations in
the form of structured and unstructured datasets, but the need is to analyze this
data to get information and to make intelligent decisions. By using data mining,
classification tool on a real dataset of cardiac patients we propose a model which
classified these patients into four major classes. This model will help to identify
the risk of HF and patients who have no HF signs but structural irregularities.
We can also identify the patients having HF signs and irregularities and those
having the critical stage of HF. This paper provides a detailed summary of
modern strategies for management and analysis of HF patients by classes (1 to
4) that have appeared in the past few years.

Keywords: Data mining � Classification techniques � Heart Failure � Predictive
model � Support Vector Machine

1 Introduction

Heart failure (HF) has become a foremost reason for cardiovascular morbidity and
mortality [1], and its occurrence is increasing day by day [2]. In common population,
the chance of getting HF for a healthy person at 40 years of age is 1 in 5 [3]. It has
become the key public health care precedence to control high HF patient’s mortality
rate [4]. It is the major goal for healthcare organizations to identify the cost-effective
techniques to minimize the occurrence of hospitalization. An accurate prediction model
can be very useful for physicians as well as for patients. Using this model a physician
can recommend new insistent treatment plan and the patient can follow this plan more
confidently [7].

Raw data collected from the patient’s history can be very helpful for healthcare
organizations if they can get the meaningful hidden patterns from it [5], and these
hidden patterns are used to build predictive models for medical practitioners to control
diseases and to making intelligent decisions before actual diseases occur. Data mining
is one of the most important techniques for knowledge discovery in the dataset
(KDD) and it can be used for disease prediction and for extracting hidden patterns [6].
There are a lot of databases available for healthcare organizations in the form of
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radiology reports, images, medication profiles, treatment records, signals, patient his-
tory, and pathology report. This type of data can be very complex, heterogeneous,
noisy and uncertain [8].

In this research study, we take a real dataset of cardiac patient’s by Armed Forces
Institute of Cardiology (AFIC), Pakistan. We manually extract the important attribute
of the unstructured dataset and propose a classification model using data mining,
classification algorithms Support Vector Machine (SVM). We classify cardiac patients
according to their conditions into four important classes as given below.

• Class 1: Patients with risk of HF
• Class 2: Patients having no HF symptoms, but structural heart irregularities
• Class 3: Patients having HF symptoms and structural heart irregularities
• Class 4: Patients with critical stage of HF

This study will present a detailed update on modern techniques in the management
and diagnosis of heart failure by classes 1 to 4 that have to appear in the past few years.
On behalf of various cardiac studies, we also present a treatment plan for patients
belonging to different classes of our proposed model. This treatment plan will be very
helpful for patients as well as for medical researchers and cardiologist to overcome the
problem of each class separately. It will also focus on recent research results and
strategies that may give the positive impact on clinical practice.

Section 2 contains the related research studies by different researchers of the same
domain. In Sect. 3, we discuss our proposed classification model in detail. Section 4
contains the conclusion, which provides the overall summary of our research work.

2 Literature Review

Predictive modeling of cardiac disease using electronic health record (EHR) data has
become a very broad research area. The reason behind this is that HF has become the
main cause of death for adults [9]. There are many machine learning strategies available
for classification, such as Logistic Regression (LR), Support Vector Machine (SVM),
Random Forest (RF), Artificial Neural Network (ANN), Naïve Bayes (NB), Decision
Trees (DT) and much more. In [10], the authors take data from the National Health and
Nutrition Examination Survey (NHANES) and applied SVM for classification of dia-
betes patients and find Area under the Curve (AUC) of 83%. RF was applied by [11] for
prediction the chances of depression due to Traumatic Brain Injury (TBI) identification.
Authors of [12] take a dataset from EHR propose a model for detection of HF within the
time period of 6 months before the real heart failure occurrence. They also provide the
performance comparison of SVM, LR, and Boosting.

Data mining, classification strategies have being used for identification and pre-
vention of cardiac diseases. In [13], the authors present a performance comparison on
behalf of accuracy for ANN, SVM, DT, and RIPPER techniques. The results show that
SVM with an accuracy of 84% was the best technique with all of these. An isolated
cardiac detecting system was introduced for prevention of HF by [14], by using mobile
gateways. This system extracted the highly related features and then applied SVM
classifier and finds the accuracy of 87.5%. Authors of [15] take a real dataset from VA
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Medical Center, California and provide the performance comparison of DT, ANN, and
LR for prediction of cardiac disease and ANN show the highest accuracy. In [16]
authors proposed a model to accept different strategies of machine learning to handle
concealed dataset. They applied their model for predicting the repetition of cancer and
give the performance comparison of DT, Cox regression, and NB. [17] Provided a
prediction model to show HF patient’s survival risk by using some common classifi-
cation algorithms such as SVM, RF, DT, and LR. The results of their study show that
LR provides the highest accuracy.

The authors of [21] present a classification system called Clinical Decision Support
System (CDSS) for diagnosis purpose of cardiovascular disease by using four special
classification methodologies (ANN, BN, SVM, and DT). Their system checks the
disease level with an accuracy of more than 94%. An Intelligent Heart Disease Pred-
ication System (IHDPS) was presented by [22], used to extract hidden information and
their relation with HF from a huge dataset of cardiac patients. This is a hybrid system
created by three common data mining strategies: NB, DT, and ANN. They concluded
that NB creates a more effective prediction. Another HF predictive system called
“Intelligent and Effective Heart Attack Prediction System” (IEHAPS) was created by
[23]. They use different methodologies of prediction: ANN, frequent pattern mining,
and clustering. Maximum Frequent Itemset Algorithm (MAFIA) technique was used to
filter most significant patterns and finally, ANN was trained by these patterns for
prediction of heart failure in a very efficient manner.

3 HF Diagnosis and Prediction Model

There are many diseases and several other interrelated factors that may cause of HF for
a normal person. That’s why HF is a very heterogeneous disease and detection and
prediction of this disease also a very tough job. So, data mining has introduced many
algorithms that are being used to develop intelligent prediction models for physicians
and medical practitioners which increase the accuracy of diagnosis of HF. In this study,
we propose a data mining, classification model using real data of cardiac patients.
Figure 1 shows the architectural view of our proposed model. We describe our model
in different phases in detail as discussed below.

3.1 Data Preparation

We take raw data of 500 cardiac patients in the form of their medical reports from
AFIC, Pakistan. We manually extract useful 32 features from these reports with the
close collaboration of cardiologists and medical practitioners. We create a better
understanding of these patient’s medical reports with the help of cardiac specialists and
make sure that these features are enough to get valuable results for our model. This
approach provides a deep knowledge of cardiology and helps to understand the domain
of the problem. These extracted features were stored in MS Excel to create a database.
To make our data structured, we applied machine learning algorithms. Such as, we
applied mapping table for transforming textual data into numeric data.
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3.2 Data Pre-processing

This phase includes several sub-processes such as data cleaning, data reduction, and
data transformation. First, we handle identical, missing and inconsistent values in the
dataset for cleaning purpose by removing and replacing with correct values. Finally,
when we fed this dataset into database of Rapid Miner tool, it again cleans the dataset
and replaced missing values with average value of that attribute by using an operator
called “Replace Missing Value”. “Normalize” operator was applied to cleaned dataset
for standardization of data. This operator normalizes the attribute values of the selected
attributes. Some important selected features are given in Fig. 2. By applying this
strategy, we reduced the complexity of our dataset and it helps to develop a classifi-
cation model with the highest accuracy [18].

3.3 Multi-class SVM Classification Modeling

Data was uploaded in Rapid Miner to develop SVM model. As SVM deal only with
binary data, where our dataset contains multi-class data, so we applied “Class-
Binarization” techniques to transform multi-class data into binary class data [19]. The
dataset was managed into four subsets having individual class labels. Now we have
four different classes’ having the same number of attributes, but the diverse number of
patients. SVM operator randomly takes 70% of the dataset for training. Now put the
unseen 30% testing data into a trained model by “Apply Model” operator and find
some valuable performance measures by applying “Performance” operator. It shows
the results for each class and four separate models were created respectively. Our
resulting attribute was “Result Class” and its categories are; Class 1, Class 2, Class 3
and Class 4.

Fig. 1. Basic flow of proposed approach
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3.4 Result Analysis

Different classification measures were used such as precision, classification error, sen-
sitivity, specificity, F-measure, AUC, and accuracy to get the overall result of our model.
Each class was evaluated individually and finally got overall results as shown in Table 1.
All these resulting attributes are independent of each other, so higher the value of these
attributes give the best performance of our predictionmodel. The result shows that a class
having the highest value of accuracy will be the least value of precision and vice versa, as
explained in [20]. By calculating the overall average result of all four classes we find the
accuracy of the SVM model of 82%. As our dataset is very heterogeneous and have
higher dimensional space, so we prefer SVM to other state-of-the-art classification
models. SVM also gives better results for text classification.

3.5 Knowledge Discovery

On behalf of various cardiac studies and results of our model, we create an important
treatment plan, explain in Fig. 3. Patients of class 1 are very common in our society
because they ignore the risk of HF even they are already under attack of hypertension,

Fig. 2. Selected attributes in proposed model

Table 1. Accuracy measures for SVM models

SVM
model

Precision
(%)

F-Measure
(%)

Sensitivity
(%)

Classifi.
error (%)

AUC
(%)

Accuracy
(%)

Class 1 81.97 88.5 96.15 8.67 96.8 91.33
Class 2 100 3.17 1.61 40.67 51.6 59.33
Class 3 100 8.7 4.55 14 73.8 86
Class 4 91.28 95.44 100 8.67 84.2 91.33
Average 93.3 68.53 50.58 18 76.6 81.99
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and diabetes. So patients with these diseases should never forget the risk of HF. They
should promote their lifestyle to lose their weight and to quit smoking. Class 2 contains
the patients that have some structural irregularities in the cardiac system and have more
chances of HF, so they should be more careful about it. They should follow all
instructions for class 1 patients and also should use b-blockers if they have reduced EF.

Patients of class 3 have symptoms of HF and they should prefer the use of diuretics.
Patients of class 4 are in the most critical form of HF. These patients have preferred to
use of palliative medicine or they are treated with heart transplants. So, this research
study can be very helpful for cardiologists to treat the cardiac disease very efficiently.

Some important result of our study can be defined as:

• Our dataset has 69% male patients, which conclude that the chances of HF are
more in males than females.

• Dataset contains 73% of patients having more than 50 years of age, which means
adults are more affected by this disease.

• We used SVM, a data mining algorithm to propose a classification model that
classifies our data into 4 classes, which are very important for treatment of HF.

4 Conclusion

This research study proposes a framework, in which we used a data set from AFIC,
Pakistan. After applying all the necessary preprocessing steps of data mining we
applied SVM, to classify our dataset into 4 important classes. Our proposed classifi-
cation model gave the accuracy and AUC of 82% and 77% respectively. Our model
with its excellent result is very helpful for medical practitioners to understand the
causes of HF and they can make intelligent decisions to control the conditions of

Fig. 3. Classes in development of HF and their suggested treatment

A Classification Model for Predicting Heart Failure 41



patients on behalf of these results. We also propose a treatment plan of cardiac patients
belonging to different classes of our proposed model. This flowchart is very helpful for
medical practitioners as well as for patients, because by following this plan they can
treat cardiac disease in the best way. Patients of each class should make sure that they
are not moving toward the next more dangerous class and this study will help to do this.
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Abstract. Today with the fast development of digital technologies and advance
communications a gigantic amount of data sets with massive and complex
structures called ‘Big data’ is being produced everyday enormously and expo-
nentially. Again, the arrival of social media, advent of smart homes, offices and
hospitals are connected as Internet of Things (IoT), this influence also a lot to
Big data. According to the study, Big data presents data sets with large mag-
nitude including structured, semi-structured or unstructured data. The study also
presents the new technologies for data analyzing, collecting, fast searching,
proper sharing, exact storing, speedy transferring, hidden pattern visualization
and violations of privacy etc. This paper presents an overview of ins and outs of
Big Data where the content, scope, samples, methods, advantages, challenges
and privacy of Big data have been discussed. The goal of this article is to
provide big data knowledge to the research community for the sake of its many
real life applications such as traffic management, driver monitoring, health care
in hospitals, meteorology and so on.

Keywords: Big data issue � Framework � Analytics � Challenges � Tools

1 Introduction

The ‘Big data’ term has come into the research community more clearly during 2013
and afterwards. Several authors have tried to explain the definition and the possible
issues, technologies, challenges and privacy of big data in a concise way [1–5]. For
example in 2001, Laney et al. have highlighted the challenges and opportunities
generated by increased data through a 3Vs model, i.e., increases in volume, velocity
and variety [6]. In recent years, the world has become so much digitalized and inter-
connected and as a result the amount of data has been exploding. Therefore, to manage
the massive amount of records it requires extremely powerful business intelligence.
The problem may arise even more during data acquisition if the amount of data is too
large and then it may have a confusion level that what data to keep and what to discard
and how to store the data in a reliable way. A clear definition of Big data has been using
for the accumulation of different sort of huge amount of data since last 2–3 years. In
2015, the digital world expanded to 5.6 exabytes (1018 bytes) of data created each day.
This figure is expected to double by every 24 months or so [7]. As a result, storing,
managing, sharing, analyzing and visualizing information via typical database software
tools is not only so difficult but also very hazardous task. Big data can be structured,
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semi-structured and unstructured in nature but it could help in businesses by producing
automated services to target their potential partners, agents or customers.

There are some Big data review articles available in online but most of them have
emphasized on specific area e.g., big data framework, big challenges, big data appli-
cations etc. but almost all of them have failed to provide complete overview of Big data
[2, 8, 9]. In this paper, we have presented a complete overview of Big Data and its
present state-of-the-art. Additionally, we have tried to find out big data important
characteristics, Big data frameworks and analytic, challenges of big data and possible
solutions, big data tools and its applications in famous companies. This article will be
very helpful for new researchers specially data scientist, research institutes and com-
panies to get insights view and latest technologies of big data for their research
planning, business activities and future demand for handling massive amount of data.

2 Materials and Methods

The Big data is relatively a new topic and the amount of research articles published so
far is limited in this area. Around 60 Big data related articles have been collected from
different online sources where IEEE explore, Research Gate and Google Scholar
databases are the privileged sources. Some of the articles were searched using google
Chrome search engine and during the searching period different key words were used
such as ‘big data’, ‘big data issues’, ‘big data challenges’, ‘big data analytics’, ‘recent
trend of big data’ etc. and it was also considered the most recent articles which are
available in online database. In our case we only considered the articles published in
between 2013 to 2016. About 70% of the collected articles were considered for detailed
study through the paper and remaining 30% of the articles are excluded due to simi-
larity with considered articles and less important for the study.

3 Big Data Characteristics

Big data is usually characterized by the three dimensions or 3 V called Volume,
Velocity and Variety [6]. However, other dimensions presented in Fig. 1 such as
variety, validity and value can be at least equally important. According to the study,
additional three dimensions Veracity, Validity and Value have considered and pre-
sented in Fig. 1 with “6 Vs” of big data. The 1st V is Volume which concerns the fact
of amount of generated data that is increasing tremendously in each day. The second V
is Velocity which has come into light due to more and more data and is provided to the
users immediately whenever required for real time processing. Variety is the 3rd V
considered due to the tremendous growth in data sources which are needed for analysis.

Veracity which includes trust in the information received, is often cited as an
important 4th V dimension in addition to big Data. Validity does not only involve
ensuring accurate measurements but also the transparency of assumptions and con-
nections behind the process. Value refers to recent large volumes of data measured in
exabytes, petabytes or higher ranked of data and highly valuable for research institutes
and industries.
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4 Big Data Analytic and Frameworks

In general view, data analytics is one of the major part in Big data environment which
is responsible to simplify complexity of the data and calculation for achieving of
expected pattern of data sets and outcome. As a whole, there are 3 main tasks in Big
data framework which includes initial planning, implementation and evaluation and all
the tasks have 8 layers as described in Fig. 2 [1].

Initialization: The first layer of any Big data framework is the primary planning which
requires new investments for big changes and the changes basically include installation
of a new technological infrastructure and a new way to process and control data [10].
At the beginning it is extremely important to find problems that needs a solution and
decision whether they could be solved using new technologies or just with available
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Fig. 2. Layers of big data analytic task and framework
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software and techniques. These problems could be large volume challenges, real time
processing, predictive analytics, on-demand analytics and so on.
Implementation: The second task is implementation and there are several activities
such as data storage, pre-processing, search retrieval, analysis and visualization. To
overcome the storage capacity problem cloud computing technology has a great
advantage [11, 12] and provides easy access for applications from different corners of
the world. Data analysis is one of the most important steps in implementation where
various preprocessing operations are necessary to address different imperfections in
collected raw data. As the data sources are different multi-source data fusion tech-
nology such as [13–15] could be applied. After that all the data must be pre-processed
to avoid similarity, remove noise and delete unwanted signals [16–20]. For example,
data can have multiple formats as heterogeneous sources are involved. It can also mix
with noises where unnecessary data, errors, outliers etc. are included. Additionally, it
may subsequently necessary to fit requirements of analysis algorithms. Therefore, data
preprocessing includes a wide range of operations such as cleaning, integration,
reduction, normalization, transformation, discretization etc.

When the pre-processing stage is done then the search retrieval is performed to
extract values for further analysis for companies and institutions. Advance analytics is
one of the most efficient approaches which provides algorithms such as descriptive
analytics, inquisitive analytics, predictive and prescriptive analytics to perform com-
plex analytics on either structured or unstructured data. When the analyzing part is
done then the visualization is very important where it guides the analysis process and
presents the summary of the results in a transparent, understandable and meaningful
way. For the simple graphical representation of data, most software packages support
classical charts and dashboards.

Evaluation and Sharing: The third task of the big data framework is evaluation the
outcome and sharing it among the agents [10]. To evaluate a Big data project, it is
necessary to consider a range of diverse data inputs, quality of data and expected
results. To develop procedures for Big Data evaluation, the project first needs to allow
real time stream processing and incremental computation of statistics. There is also
necessity to have parallel processing and exploitation of distributed computing so that
data can be processed in a reasonable amount of time. It is also considering that the
project can easily be integrated with visualization tools. Finally, it should perform
summary indexing to accelerate queries on big datasets to accelerate running queries.

5 Big Data Challenges and Inconsistencies

Context awareness is one of the major analytic challenge that focuses on some portions
of data and which is useful for resource consumption [3]. Another crucial challenge is
visual analysis that how data seems to be for the perception of human vision. Similarly,
data efficiency, correlation between the features of data and contents validation are
notable challenges. Data privacy, security and trust are also major concern among
organizations. When volume of data grows, it is difficult to gain insight into data within
time period. Processing near real time data will always require processing interval in
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order to produce satisfactory output. Transition between structured data- stored in
well-defined tables and unstructured data (images, videos, text) required for analysis
will affect end to end processing of data. Invention of new non-relational technologies
will provide some flexibility in data representation and processing.

In circumstances where big data are collected, aggregated, transformed or repre-
sented inconsistencies invariably find their way into large datasets [21]. This can be
attributed to a number of factors in human behaviors and in decision-making process.
When datasets contain a temporal attribute, data items with conflicting circumstances
may coincide or overlap in time. The time interval relationships between conflicting
data items can result in partial temporal inconsistency. Spatial inconsistencies can be
arisen from the geometric representation of objects, spatial relations between objects or
aggregation of composite objects. As big datasets are increasingly generated from
social media, blogs, emails, crowd-sourced ratings, inconsistencies in unstructured text
and messages become an important research topic. If two texts are referring to the same
event or entity, then they are said to be of co-reference. Event or entity co-referencing
is a necessary condition for text inconsistencies.

6 Big Data Domain, Technology, Tools and Solution

Big Data domain has no boundary including retail application to governmental works.
A big data might be petabyte (1024 terabyte) or Exabyte (1024 petabyte) of data
consisting of billions to trillions of records of millions of people from different sources
like educational institutions, research institutions, medical hospitals, small or multi-
national company data, customer care, weather records, demographical data, social
media records, astronomical data etc. [21]. These massive data sets and its applications
include technologies such Mathematics, Artificial Intelligence Especially Machine
Learning, Data Mining, Cloud Computing, Real Time Data Streaming technology and
so on [21]. Time series analysis is also very useful and of course there are many
visualization technologies that can be used in Big data.

Today most of the renowned companies are using big data tools for their special
needs. For example, Hadoop1 and MongoDB2 are the two best data storage and
management tool used by Google, Amazon and MIT, MTV respectively. For data
cleaning, Stratebi and Platon companies are using DataCleaner3 tool. Teradata4 is
another big data tool for data mining used by Air Canada or cisco. Autodesk company
uses Qubole5 for their data analysis. For big data visualization, Plot.ly6 is one of the
greatest and many renowned companies like Google, Goji, VTT are using this tool. For
the data integration, Pentaho7 is one of the best tool used by CAT, Logitech etc.

1 http://wiki.apache.org/hadoop/PoweredBy#G.
2 https://www.mongodb.com/industries.
3 https://datacleaner.org/testimonials.
4 http://www.teradata.se/customers-list/browse/?LangType=1053&LangSelect=true.
5 https://www.qubole.com/customer/?nabe=5695374637924352:1.
6 https://plot.ly/#trusted-by.
7 http://www.pentaho.com/customers.

48 H. Rahman et al.

http://wiki.apache.org/hadoop/PoweredBy%23G
https://www.mongodb.com/industries
https://datacleaner.org/testimonials
http://www.teradata.se/customers-list/browse/%3fLangType%3d1053%26LangSelect%3dtrue
https://www.qubole.com/customer/?nabe=5695374637924352:1
https://plot.ly/%23trusted-by
http://www.pentaho.com/customers


Python8 is widely used as a Big data language for company like AstraZeneca, Car-
manah etc. As a big data collection tool Import.io9 is pioneer and used by Quid, Nygg,
OpenRise etc. A list of Big data tools used by famous companies are listed in Table 1.

There are thousands of Big data tools both available in the market to buy and also
for free trial for extraction, storage, cleaning, mining, visualizing, analyzing and
integrating. Table 2 shows the most popular big data tools.

7 Conclusion

A general overview and concept of the Big data has been discussed in this article
including Big data 6 V, it’s framework and analytic issues. Additionally, the difference
between big and small data, popular tools, inconsistencies and challenges also have
been reviewed. Due to management and analysis of petabytes and exabytes of data, the
big data management system cooperates and ensures a high level of data quality,
accessibility and helps to locate valuable information in large set of unstructured and

Table 1. Big data tools used by renowned companies

No Big data tools Where it is used

1 Hadoop Google, Amazon, Alibaba, Facebook etc.
2 MongoDB citiGroup, MIT, GOV.UK, ebay, MTV etc.
3 DataCleaner Stratebi, Platon, BestBrains etc.
4 Teradata Air Canada, cisco, Coca-Cola, Coop, Dell, Daimler etc.
5 Qubole Autodesk, Answers.com, Capilary, Quora, Nextdoor, etc.
6 Plot.ly Google, Goji, VTT, U.S. Air Force etc.
7 Pentaho CAT, Nasdaq, Logitech, U.S. Navy etc.
8 Python Forecastwatch.com, AstraZeneca, Carmanah etc.
9 Import.io Quid, Nygg, OpenRise, University of Houston etc.

Table 2. A number of popular big data tools (https://www.import.io/post/all-the-best-big-data-
tools-and-how-to-use-them/).

No Big data area Tools

1 Data Storage and Management Hadoop, Cloudera, MongoDB, Talend
2 Data Cleaning OpenRefine, DataCleaner
3 Data Mining RapidMiner, Teradata, FramedData, Kaggle
4 Data Analysis Qubole, BigML, Statwing
5 Data Visualization Tableau, Silk, CartoDB, Chartio, Plot.ly,
6 Data Integration Blockspring, Pentaho
7 Data Languages R, Python, RegEx, XPath
8 Data Collection Import.io

8 https://www.python.org/about/success/#engineering.
9 https://www.import.io/.

Ins and Outs of Big Data: A Review 49

https://www.import.io/post/all-the-best-big-data-tools-and-how-to-use-them/
https://www.import.io/post/all-the-best-big-data-tools-and-how-to-use-them/
https://www.python.org/about/success/%23engineering
https://www.import.io/


unplanned data. This review of different techniques can be applied to various fields of
engineering, industry and medical science. Some real life applications such as auton-
omous driving, smooth transaction for semi-autonomous driving or driver monitoring
in context of big data analysis will be presented as future work.
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Abstract. This paper is reviewing objective assessments of Parkinson’s disease
(PD) motor symptoms, cardinal, and dyskinesia, using sensor systems. It sur-
veys the manifestation of PD symptoms, sensors that were used for their
detection, types of signals (measures) as well as their signal processing (data
analysis) methods. A summary of this review’s finding is represented in a table
including devices (sensors), measures and methods that were used in each
reviewed motor symptom assessment study. In the gathered studies among
sensors, accelerometers and touch screen devices are the most widely used to
detect PD symptoms and among symptoms, bradykinesia and tremor were found
to be mostly evaluated. In general, machine learning methods are potentially
promising for this. PD is a complex disease that requires continuous monitoring
and multidimensional symptom analysis. Combining existing technologies to
develop new sensor platforms may assist in assessing the overall symptom
profile more accurately to develop useful tools towards supporting better
treatment process.

Keywords: Parkinson’s Disease � Sensors � Objective assessment � Motor
symptoms � Machine learning � Dyskinesia � Bradykinesia � Rigidity � Tremor

1 Introduction

The number of studies using electronic healthcare technologies and sensor systems
assessing the Parkinson’s disease (PD) motor symptoms objectively are increasing. PD
is a progressive neurological disorder characterized by a large number of motor
symptoms that can impact on the function to a variable degree. The four cardinal motor
symptoms of PD comprise of tremor, rigidity, bradykinesia and postural instability. The
primary goal of therapy is to maintain good motor function. Therefore therapeutic
decision making requires accurate, comprehensive and accessible quantification of
symptoms. Electronic sensor-based systems can facilitate remote, long-term and
repeated symptom assessments. They are able to capture the symptom fluctuations
more accurately and also they are effective with patient’s hospitalization costs. This
paper reviews methods and sensor systems to detect, assess and quantify the four
cardinal and dyskinetic motor symptoms. The method for identifying and accessing
resources involved the online databases, Google Scholar, IEEE computer society,
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Springer link (Springer Netherlands) and PubMed central. The evaluation of resources
was based on their relevance to the topic and the year of publication (not older than
2005). Selection of articles is done to have one reference per instrument that was used
to detect all our addressed symptoms. The structure of this article is formed into
sections of PD symptoms, followed by corresponding sensors and instruments, and
computer and statistical methods that were employed for assessments.

2 Parkinson’s Disease Cardinal and Dyskinetic Symptoms

Parkinson’s tremor consists of oscillating movements and appears when a person’s
muscles are relaxed and disappears when the person starts an action. It’s the most
apparent well-known symptom. Rigidity symptoms cause stiffness of the limbs, neck or
trunk and result in inflexibility. Bradykinesia (slow movement) describes the general
reduction of spontaneous movement (abnormal stillness and a decrease in facial
expressivity) and causes difficulties with repetitive movements. It can cause walking
with short and shuffling steps and can also affect the speech. Postural instability
symptom is a trend to be unstable when standing upright, rising from a chair or turning.
And dyskinesia is a difficulty in performing voluntary movements, which often occurs
as a side effect of long-term therapy with levodopa. Dyskinetic movements look like
smooth tics (uncoordinated periodic moves).

3 Sensors, Signals and Measures

Among the developed electronic techniques to measure and analyze the PD’s symp-
toms the common sensors and devices for evaluation are accelerometer, electromyo-
graph (EMG), magnetic tracker system, gyroscope, digitizing tablet, video recording,
motion detector, and depth sensor. In accelerometry, an electromechanical sensor
device is used to measure acceleration forces and capture the movements by converting
it into electrical signals that are proportional to the muscular force producing motion.
Gyroscope is a sensor device used to measure angular velocity (angular rate) which
senses rotational motion and changes in orientation [1]. Accelerometer and gyroscope
are joint in many motion sensing instruments. Electromyography (EMG) is a technique
for evaluating and recording the electrical activity produced by neurologically activated
muscles using Electromyograph that records how fast nerves can send electrical sig-
nals. Digitizing tablet in PD symptom detection is a computer input device used to
digitize patient’s drawing when he/she traces a pre-drawn shape [2] or freely writes or
draws a shape. The position of the tip of the pen (x, y) and the time (milliseconds) are
collected for analysis [3]. Electromagnetic tracker system captures the object’s
movement displacement (x, y, and z) and orientation (pitch, roll, and yaw). Active
optical marker systems are used to capture and record object’s motion. Wired position
markers can be placed on different locations of patient’s body to obtain object’s posture
and movements.
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4 Signal Processing and Analysis

Wavelet transform as a multi-resolution transformation method uses a variable window
size at each level to obtain more information about the sensor signal in the
time-frequency (time-scale) domain. Principal component analysis (PCA) is theoreti-
cally the best linear dimension reduction technique that uses rectangular transformation
to convert the set of observations of possibly correlated variables into a set of values of
linearly uncorrelated variables [3]. It’s the direction to where the most variance exists.
Wavelet transform is usually used with PCA to reduce the number of features to most
important and related ones [3]. Discrete Fourier Transform converts samples of a
function (a signal that varies over time) into the list of coefficients of a finite combi-
nation of complex sinusoids (ordered frequency that has sample value). Fast Fourier
transform converts time (signal) to frequency by decomposing an N point time domain
signal into N signals [4] and Detrended Fluctuation Analysis is a method to determine
self-affection of a signal [5]. Often Spectral Analysis (SA) is used in signal processing
for PD’s motor symptom assessment. The magnitude of an input signal versus a certain
frequency within the full range of the frequency is measured using a spectrum analyzer.
Artificial Intelligence (Visual perception, decision making, image processing, and
classification techniques) enables the development of computer systems to perform
tasks that usually require human intelligence. For image processing, computer vision is
a method to acquire, process and analyze a patient body’s images (like face and body
posture). Machine learning in PD symptom assessment [6] often includes techniques to
assess the magnitude of addressed symptom. Linear discriminant analysis
(LDA) classification method is used to optimally separate populations and reduce the
dimensionality [7]. Non-parametric, generalized and multilayer perceptron analysis are
different alternatives of LDA.

5 Discussion and Conclusion

Table 1 summarizes the research studies that have evaluated the four cardinal PD
motor symptoms. From left to right, it lists the evaluated symptoms, type of the
instruments, calculated measures and employed analytical assessment methods.

Table 1. An overview of research studies articles that objectively assess PD motor symptoms
and dyskinesia (Spectral Analysis is abbreviated as SA, and three dimension as 3-D).

Symptom Instrument Measure Method Reference

Tremor Smartphone (3-D
accelerometer, timer,
finger tappning
sensor)

X and Y coordinates,
Time duration, 3-D
Acceleration

Random forest machine
learning technique, Detrended
analysis

[5], 2015

Pen stylus Acceleration Non parametric [9], 2013
Rigidity Real time wearable

sensor
Acceleration Shank, Ankle, Knee signal SA [10],

2010

(continued)
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Table 1. (continued)

Symptom Instrument Measure Method Reference

Custom made
goniometer

Angular velocity SA of vertical leg acceleration [11],
2010

Stride monitor system Acceleration Extension-flexion-component
analysis

[12],
2008

Isokinetic
dynamometer Biodex
System 3

3-D angular velocity,
Anatomical zero

Spearman correlation [13],
2014

Dyskinesia Digitized tablet
(Spirography)

Velocity of drawing
movements

Standard deviation analysis of
drawing velocity

[2], 2005

Wrist accelerometer Trunk acceleration,
Shank velocity

Support vector Machine
learning

[6], 2012

Wrist-worn inertial
sensor

Median angular
velocity of trunk
Rotation

Linear discriminant analysis [7], 2015

Postural
instability

MTX Xsens sensor
with 3-D
accelerometer and
3-D gyroscope

Acceleration,
Direction and
Distance

Antero-posterior (AP),
Medio-lateral (ML), and
Vertical directions analysis

[14],
2011

Motion detector,
Depth sensor, Vicon,
motion capture system
and Force plate

Ground reaction
force, Body center of
mass, Displacement,
Velocity

Segmental method,
Zero-point-to-zero-point
integration technique

[15],
2014

Digital angular-
velocity transducer

Velocity (pitch, roll,
angle), Time

Linear discriminant analysis,
Anova

[8], 2005

Accelerometer Acceleration Posture contextualization
algorithm

[16],
2014

Tremor and
Dyskinesia

Accelerometer,
Gyroscope, Infrared
camera

Acceleration,
Angular velocity and
time

Genetic Algorithm spectral
classification

[20],
2014

Tremor and
Bradykinesia

Miniature uni-axial
gyroscope

Angular velocity in
roll, yaw and pitch
direction

Biomedical signal processing
(Spectrum Analysis)

[1], 2007

Tremor and
Postural
instability

Accelerometer Mean velocity,
Acceleration range,
Mean acceleration

Hilbert–Huang transformation
of postural parameters

[17],
2011

Bradykinesia
and
Dyskinesia

Digitized tablet (spiral
and tapping)
Pocket PC device

Radius, Time, Mean
speed of correct
proportion of taps

Wavelet transform and
principal component analysis

[3], 2010

Ambulatory
Multichannel
accelerometer, Video
recorder

Acceleration, Body
position, Time,
Gravitational force,
Body segment angel

Direct current component,
Discriminant, variance
(Anova), regression analysis

[18],
2005

Kinetigraph(3-D
accelerometer)

Time period, Wrist
acceleration

Expert system approach [19],
2012

Rigidity,
Bradykinesia
and
Dyskinesia

Digitized tablet with
finger tapping and
Spirography

Speed, Accuracy,
Standard deviation of
radial drawing
velocity

Principal component analysis [4], 2010
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According to Table 1, rigidity and postural instability are mostly evaluated as
single symptoms. However, among articles which research on combined symptoms
assessments, bradykinesia (with tremor, dyskinesia, rigidity, and dyskinesia together) is
mostly studied. Tremor is assessed in some studies as a single symptom, and also
together with each of bradykinesia, dyskinesia, and postural instability symptoms.

A common sensor for symptom detection was the accelerometer that was mostly
used for detecting the tremor, dyskinesia, and postural instability. Digitizing tablet is
used almost for all types of symptoms. Smartphone [5] and Microsoft Kinect (motion
detector, and depth sensor) [15] are the latest devices in the market used for this.
Smartphones (new generation of sensing devices) could expand rapidly with PD motor
symptom assessments. Angular sensor detectors are used to detect rigidity and postural
instability as single symptoms, and they are also used to detect bradykinesia and
dyskinesia together with tremor. Video recording is often required for clinicians’
observational analysis. Wearable sensors (small, available, accurate, including high
time resolution, and flexible with body locations) are preferred for PD since it’s a
progressive chronic disease and symptoms need to be assessed continuously
throughout the day. For this, the mobile applications and wrist watches are more
preferred as they are currently part of almost everyone’s daily accessories. However,
their analysis methods and their validations are important and a question is whether the
devices or clinical ratings will become the gold standard. Machine learning techniques
are potentially good solutions in the development of assessment systems to determine
the effectiveness of drug dosing. Tools that can effectively characterize the severity of
symptoms and can discriminate between bradykinesia and dyskinesia are needed. Some
successful products are Parkinson’s Kinetigraph [18], Kinesia devices [20], and
Rempark [6].
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Abstract. The tsunami of Internet-of-Things and mobile applications
for healthcare is giving hackers an easy way to burrow deeper into our
lives as never before. In this paper we argue that this security disaster
is mainly due to a lack of consideration by the healthcare IT industry
in security and privacy issues. By means of a representative healthcare
mobile app, we analyse the main vulnerabilities that eHealth applications
should deal with in order to protect user data and related privacy.

1 Introduction

In February 2015, 78.8 million of Anthem1 customers were hacked. This has
been the largest healthcare breach so far, and it opened the floodgates on a
landmark year. According to the Office of Civil Rights under Health and Human
Services2, more than 113 million medical records were compromised in 2015. This
security disaster was further validated by Gemalto, whose report on data breach
worldwide for the first half of 2015 [6] showed that the healthcare industry is
taking the lead with 84.4 million total records lost. In this paper we argue that
the main reason behind this alarming situation is that security and privacy are
not seriously taken into account by the healthcare IT industry yet. Security and
privacy are seen only as a patch to be applied in case of discovered information
leakage, never as key design features that should be considered from the very
first system design phase and throughout all the healthcare IT system life cycle.

Contribution of the Paper. In order to provide a concrete example of our argu-
ment, in this paper we perform a security and privacy analysis of one of the
most promising healthcare mobile system under development in Sweden, namely
RAPP (Development of the Recovery Assessments by Phone Points) [7]. RAPP
is a healthcare mobile and Web system for tracking the health of patients post
surgery and assist them with the required care. The portal is accessible through
a Web and mobile application which records patient’s responses to a set of sur-
vey questions related to their recovery process. The responses are sent to the
server which also provides administrative access to the healthcare organization.
The RAPP architecture is very common to all the applications in the health-
care IT domain, which makes RAPP a perfect candidate for our investigation of
1 https://www.anthem.com.
2 https://ocrportal.hhs.gov/ocr/breach/breach report.jsf.
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key security and privacy issues in healthcare mobile applications. However, it’s
important to stress that we are using RAPP as case study only, while the out-
come of the analysis is sufficiently general to be applied to a generic healthcare
mobile system, as the number of recent security and privacy breaches worldwide
prove.

Methodology and Outline of the Paper. We consider a patient Bob who had
surgery and has been relieved from the hospital for recovery at his home. The
hospital has provided him access to the RAPP system with credentials con-
taining his username and password. He has been asked to use the Web based
interface or the application installed in his smartphone. In Sects. 2, 3, 4, 5 and
6, we look into the security implications of this system and how Bob’s privacy
could be compromised due to system vulnerabilities. In Sect. 7 we then sum up,
providing basic security/privacy recommendations for developing healthcare IT
applications.

2 Username and Password

Attack Scenario. An attacker Charlie gets the information that hospital is
using 4 digit usernames and passwords for authentication. He decides to hack
into the system by impersonating some users and sending rogue survey responses
to the hospital administrator, thus interrupting the usual service and causing
unnecessary confusion. His goal could also be a denial of service to the legitimate
users who need service from the hospital. To achieve his goal, he uses a simple
tool from Internet to try all combinations of 4 digit usernames and passwords.

Technical Description. In RAPP, username and password (both 4-digit
numeric strings) are used for authenticating users in the system. Both have
a very small search space of depth 10 and length 4 which makes them vulnerable
to brute force attacks. An online tool GRC [11] estimated that 11 s would be
required to break this password (with 1000 guesses per second) if the attacker
knows the search space. This design choice is very weak from security standpoint.

Recommendations. It is recommended that systems use more complex pass-
words with greater length. The security of the passwords is greatly enhanced by
use of lower and upper case characters and special symbols. A detailed guide
about the password authentication can be found at OWASP Web page [1].

3 User Authentication Workflow

Attack Scenario 1. Bob decides to notify the hospital authorities about his
condition after the surgery. When he tries to log in into the system, he realizes
that he has forgotten his credentials. There seems to be no way for him to retrieve
the forgotten password.

Attack Scenario 2. Bob’s computer crashed all of a sudden due to some techni-
cal problems. He borrows his neighbor Charlie’s laptop to request help from the
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hospital authorities. He logs in into the system and submits the survey response.
He realizes that there is no option to log out from the system. He is not sure if
he should return Charlie’s laptop with his account logged in.

Technical Description. The systems that use password authentication need to
provide a secure mechanism to the user to retrieve passwords via email or phone
in case they forget it. This is important to ensure the uninterrupted service to
the user. Once the user is logged in, he would want to log out from the system
when he is done. The log out functionality ensures that the users can share their
systems with other people which is a quite common use case.

Recommendations. The login page should provide a secure procedure for a
user to retrieve or change his/her username or password, for instance by email
or a security code on the mobile phone. The Web site should have logout func-
tionality which allows users to log out from the system after each session.

4 Network Communication

Attack Scenario. Bob has a wireless Access Point configured in his house
with weak or no security. An attacker Charlie who lives in the next house is
always sniffing neighbors’ wireless network traffic for privacy invasion. Bob opens
the RAPP Website, fills the survey response and submits it. Charlie who was
listening to this traffic using wireshark or similar tools would be able to see all
the communication between Bob and the RAPP server. He could also replay or
modify the contents of the request. In this way, the security and privacy of Bob
is compromised without his awareness.

Technical Description. The RAPP client-server communication is based on
API calls for logging in users and sending survey responses to the server. The
following experiment has been conducted to monitor the traffic between the
end points: an HTTP proxy software, known as Charles proxy [2], has been
installed on the client machine listening to HTTP traffic on port 8070. The
Web browser is configured to forward its HTTP traffic to localhost on port
8070. The target domain is requested by entering the URL in the address bar.
The network requests to the target domain can be seen in the proxy interface
along with header information and responses. It has been found that the client
and server communicate over HTTP protocol. This application level protocol is
inherently insecure because the communication is not encrypted. The attacker
could sniff the traffic and read/modify/replay the contents of the requests and
responses. The username and password are transmitted in clear text. This is a
major privacy leak. Also, since the request is made on HTTP, the server is not
authenticated before starting the communication. This could lead to man in the
middle attack [3].

Recommendations. The communication should be protected by means of the
HTTPS protocol [10], in order to have a secure channel between client and server.
The major goals of the protocol are to authenticate the server and maintain



Why Hackers Love eHealth Applications 61

privacy and integrity of the data exchanged. The server is authenticated by use of
trusted Certificate Authority signed certificates providing resilience against man-
in-the-middle attacks [5]. The confidentiality and integrity of the communication
is achieved by encryption and use of digital signatures. The current standard for
certificate keys for Public Key Infrastructure (PKI) is 2048 [12].

5 Local Storage

Attack Scenario 1. Bob is not feeling well after he got back home from surgery.
He decides to notify his condition to the hospital authorities. He opens the
browser and logs in into the RAPP Web portal. He fills out the survey responses
but does not submit it immediately. Meanwhile, his friend Charlie visits him in
his house. Charlie who is an evil neighbor opens Bob’s computer and accesses
his private information from the browser Local Storage. Bob’s privacy gets com-
promised due to the saved survey responses in the browser Web storage.

Attack Scenario 2. RAPP server gets infected by malicious javascript code.
When Bob loads the Website, the javascript accesses browser’s local Web storage
and redirects Bob to the malicious site. Bob’s private data and authentication
information gets compromised.

Technical Description. The local offline storage in browser (also known as
Web storage) is used by Websites to save some data. This data is accessible to
the user with local privileges. It has been found that the RAPP server stores
the authentication ticket and the survey results in the Web storage. According
to OWASP guidelines, it is recommended not to store any sensitive information
in the local storage [9], as vulnerable to cross site scripting attacks [4].

Recommendations. The patient survey data can be stored in session storage
rather than local storage since this information is not required for persistent use
and is relevant only for the current session. As soon as the browser tab is closed,
the session would be discarded. The auth token should be saved as a cookie
rather than a key value pair in local storage. This because a cookie can be set
with an expiry date, invalidating the user after some time. Though a cookie can
be set forever until the browser cookies are cleared, it still gives more control to
the administrator of the Web site. Moreover, the Web storage can be vulnerable
to cross site scripting attack, thus exposing the auth token or session identifier to
the attacker via malicious javascript. Also, the cookie can be set with HttpOnly
flag which does not allow javascript to access it. Thus, only the target domain
can access the cookie information.

6 Information Gathering

Web Server Fingerprinting. The knowledge of Web server, database, frame-
works, etc..., used by a Web site gives a big advantage to the attacker to exploit
known vulnerabilities in the specific version of the software or take advantage
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of possible misconfigurations. We did 2 simple experiments to highlight how it
is easy to leak information. In the first experiment, we have pinged the RAPP
URL rapp-productiontest.nethouse.solutions. The ping response exposes
the server on which the Web application is hosted. The URL gives information
about the company, location of the server and hosting service provider. In the
second experiment we have configured a Charles proxy on the browser, then
visited the same RAPP URL and monitored the traffic on proxy interface. The
response headers for the request expose information about the Web server, Web
application framework, its version, and several other similar technical details.

Recommendations. The server response headers could be disabled or obfus-
cated to prevent the leakage of important information. The exact steps to dis-
able these headers would depend on the server and framework. For example,
ASP.NET version header could be disabled by turning the flag “enableVersion-
Header” in project’s web.config to “false”. By making these changes in the con-
figuration, the developer could test the Web site again using the tools and make
sure that only the necessary information is sent in the response headers.

Cookie Information. The RAPP admin portal sets the cookie when the hospi-
tal admin logs in into the portal. The authentication cookie is stored with cookie
name as “.ASPXAUTH”. The cookie should not reveal any information related
to how it is generated. Otherwise, it makes it easier for the attacker to exploit
vulnerability of a specific framework.

Recommendations. The cookie should not reveal any other information except
the token. Also, MSDN documentation suggests the usage of “requireSSL” for
forms posting cookie information [8]. The cookie is sent by the browser only to
a secure page that is requested using an HTTPS URL.

Information Leakage. The Web site should not leak any important informa-
tion related to database in the authentication step. Indeed, any specific informa-
tion helps the attacker to deduce more information about the system. In one of
the authentication attempts on RAPP patient Website using admin credentials,
we receive the error message “Only patients can log in to the app”. This mes-
sage provides more information than required. An attacker can deduce that the
credentials might belong to non-patient user roles. The RAPP hospital admin
portal also responds with similar error messages.

Recommendations. All kinds of errors regarding log in failure should convey
only the generic information e.g. “Username or password is incorrect”.

7 Conclusion

The tsunami of Internet of Things and mobile applications for healthcare is not
currently supported by adequate privacy and security measures, as shown by the
increasing number of health data breaches in the last few years. This paper calls
the healthcare IT industry to take security and privacy into serious consideration
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and to raise the stakes against well known security and privacy vulnerabilities.
To show a concrete example of what kind of vulnerabilities an healthcare system
should deal with, we have done a security and privacy analysis of the RAPP
mobile healthcare system. As key outcome of this analysis, there are various
basic principles and recommendations that should be taken into consideration
while developing healthcare applications. We summarise these findings below.

– The user ids and passwords should follow the technical standards in terms of
length, inclusion of special characters etc.

– The user log in and out should be implemented according to the use cases.
– The network communication should take place over HTTPS only.
– The authentication token should be stored safely in the browser.
– The session related information should be stored in the browser session storage.
– The Web server should not leak unnecessary information in the headers or

special requests.

By considering these basic security issues from the very beginning of the
application design and implementation, the final system will result significantly
more secure and trustworthy, reducing the impressive numbers of successful
attacks that have recently involved the healthcare industry.
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Abstract. Remote health monitoring is one of the emerging IoT appli-
cations that has attracted the attention of communication and health sec-
tors in recent years. We enable software defined networking in a wireless
sensor network to provide easy reconfiguration and at run-time network
management. In this way, we devise a multi-objective decision making
approach that is implemented at the network intelligence to find the set
of optimal paths that routes physiological data over a wireless medium.
In this work, the main considered parameters for reliable data commu-
nication are path traffic, path consumed energy, and path length. Using
multi-objective optimization technique within a case study, we find the
best routes that provide reliable data communication.

1 Introduction

The future Internet of Things (IoT) envisions a world populated by connected
devices. Sensor networks are the key enablers for the future IoT applications [4].
One of the main requirements for these systems is to support coexistence of
multiple applications [2]. In a health monitoring application, it is required to
collect various types of measurements from patients. Each sensor or a set of
sensors are supposed to measure body vital signs. For instance, ECG, heart rate
and respiratory rate sensors are responsible for heart monitoring, while another
set of sensors (accelerometer, gyroscope, and Magnetometer) are responsible
for fall detection. Both heart and movement monitoring are very critical for
elderly people. Providing a reliable communication when running concurrent
health applications is of paramount importance.

In this paper, we take advantage of software defined networking (SDN) par-
adigm [6] in order to provide a higher level management and more flexibility
for network reconfiguration. This way, we lift up network management from the
infrastructure level to a higher level that can eventually improve network reliabil-
ity by enabling the network agility. In SDN architecture the controller interacts
with sensor nodes, and intermittently interrupts communication by updating flow
tables based on the information collected from the network. We collect network
and link parameters, and design a multi-objective optimization function running
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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at the controller to construct new flow tables. To be concise, our contributions
include: (i) designing a multi-objective SDN-based WSN, and (ii) primary evalu-
ation of the proposed SDN-based protocol considering a use case.

The paper is organized as follows. Section 2 describes the related works on
some of the existing health monitoring architectures. Section 3 mathematically
formulates our system model. Section 4 evaluates the multi-objective model con-
sidering input values from a case study, and finally, Sect. 5 concludes the paper.

2 Related Works

CodeBlue [7] was designed for emergency medical care, and operates both with
a small number of devices under almost static conditions, such as hospitals, as
well as in ad-hoc deployments at a mass casualty site. This system architecture
is very scalable with self-organising capabilities. CodeBlue supports scalability,
timeliness and security, but it fails in terms of reliability.

The AID-N [3] health monitoring architecture is designed in three layers.
Layer 1 consists of an ad-hoc network for collecting vital signs and running
lightweight algorithms. Layer 2 includes servers that are connected to the Inter-
net to forward information to a central server, located in Layer 3. AID-N is a
real-time system architecture that fails in terms of reliability in LPWNs with
unreliable links and also in networks with high sampling measurements.

The CareNet [5] builds a heterogenous network with two-tier wireless net-
work for data sensing, collection, transmission, and processing. The intra-WBAN
communication uses IEEE 802.15.4 wireless standard, while a multi-hop IEEE
802.11 wireless network provides a high performance backbone structure for
packet routing. CareNet supports intra- and beyond-WBAN communications
with a reasonable reliability, scalability and security. However, CareNet neglects
the real-time issue in critical health monitoring applications.

The MobiHealth [8] system was designed for ambulant patient monitoring
that employs cellular network, while the vital signs of the body are collected
via Bluetooth and ZigBee. Thus this architecture supports both intra- and
beyond-WBAN communication, however, mechanisms for security are not pro-
vided. MobiHealth provides reliability and inter-operability issues, while it fails
in terms of security and data privacy.

3 System Model

In a conventional health monitoring application, the patients are equipped with
a handheld device that collects the physiological data from the body sensor
network. The collected data are then sent to the intended health givers (nurses
and doctors) through a multi-hop network. The SDN controller will issue the
rules at each forwarding nodes to route the data to the destination. We represent
the communication network between the patients and the health givers by using
a directed acyclic graph, N = {D,L}, where the vertices are the communication
devices, D = {d1, d2, d3, · · · , dn−1, dn}, in a network, and the edges are the links
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between devices, L = {ld1d2 , ld2d3 , · · · , ldn−1dn
}. Note that the links between two

communication devices are labeled in order, therefore, ldidj
implies that the link

is directed from device di to device dj .
Sensing devices are indirectly connected to the controller which manages the

network. The controller builds the flow path between the nodes in the network.
A flow path (fdx,dy

) between two devices dx and dy is an ordered pair of links
including all intermediate nodes {dx, dx+1, · · · , dy−1, dy}, and is given by:

fdx,dy
= {ldxdx+1 , ldx+1,dx+2 , · · · , ldy−1dy

} (1)

It is possible to have multiple flow paths between two devices dx, dy. We
denote each flow path as fk

dx,dy
, where, k ∈ {1, 2, · · · , n} and n is the number

of possible paths between the two devices. In order to select the optimal flow
path, we have considered three communication properties of: (i) path traffic, (ii)
path consumed energy and (iii) path length. However, our proposed approach for
optimal path selection can be extended with other objective functions or decision
criteria.

We define the path traffic, ρ(x, y), for any flow path fdx,dy
as the maximum

link traffic, τ(ldidj
), between two neighbor nodes (di, dj) in that flow path. The

link traffic, τ(ldidj
), is defined by the amount of data that is exchanged between

two neighbor nodes (di, dj) during a predefined period of time. Assuming same
packet size Ps in bit, we compute the link traffic as the number of packets Pn that
is transmitted over the link during one second, and thus, τ(ldidj

) = (PnPs) bps.
The maximum data rate supported by the communication link provides a theo-
retical bound on the maximum path traffic at which packets can be transmitted
through a multi-hop path. Hence, the traffic flow must be less than the supported
bandwidth for any link. Assuming a flow path fdx,dy

= {ldx,d1 , ld1,d2 , ld2,dy
}, then

the path traffic, ρ(fdx,dy
), is formulated as follows:

ρ(fdx,dy
) = max(τ(ldxd1), τ(ld1d2), τ(ld2dy

)). (2)

Path consumed energy, ψ(x, y), for any flow path fdx,dy
is defined based on

the maximum node consumed energy, δ, of all nodes in that flow path. The node
consumed energy is the amount of energy that a node has spent. We compute
the node consumed energy by δ(di) = (Ec/Ei) × 100(%), where Ei is the initial
energy level at the device in mAh, and Ec is the amount of energy that is
consumed. In a same way, assuming the flow path fdx,dy

= {ldx,d1 , ld1,d2 , ld2,dy
},

the path consumed energy ψ(fdx,dy
) of the flow path fdx,dy

is computed as:

ψ(fdx,dy
) = max(δ(dx), δ(d1), δ(d2), δ(dy)) (3)

The path length λ(x, y) is defined as the number of hop counts between two
devices dx, dy ∈ D in the flow path fdx,dy

. The hop count is in fact the number
of links in a flow path given by:

λ(fdx,dy
) = |fdx,dy

| (4)
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The performance of a health monitoring system can be assessed with regards
to various communication network criteria such as end-to-end latency and link
reliability. The purpose of the balancing approach presented in this work is to
determine, given a network and a communication pattern, what kind of trade-
off arises between chosen performance metrics when multiple paths are available
between two nodes. In our SDN-based system design, the controller aims to
identify a preferred path between two devices considering the three design criteria
mentioned earlier, namely path traffic, path consumed energy and path length.
Given a set of k paths between two devices, the problem of finding the optimal
path for optimizing the three design criteria is formulated as follows:

minimize: [ρ(fdx,dy
), ψ(fdx,dy

), λ(fdx,dy
)]

where: fdx,dy
= [f1

dx,dy
, f2

dx,dy
, · · · , fk

dx,dy
] (5)

Equation (5) is a multi-objective optimization problem. For a nontrivial
multi-objective optimization problem, generally there exists no single solution
that simultaneously optimizes all objectives. We define objective function set for
a flow path fdx,dy

as:

γ(fdx,dy
) = {ρ(fdx,dy

), ψ(fdx,dy
), λ(fdx,dy

)} (6)

A flow path f∗
dx,dy

is a Pareto optimal or efficient solution iff there is no other
flow path in fdx,dy

, such that:

1. γr(f∗
dx,dy

) ≥ γr(fdx,dy
) where, r = {1, 2, 3}

2. γr(f∗
dx,dy

) > γr(fdx,dy
) at least for one r ∈ {1, 2, 3}

A Pareto optimal solution is obtained when none of the objective functions
can be improved. After finding Pareto solutions of the multi-objective optimiza-
tion problem, it is required to select the final solution as the controller needs to
assign the most preferred solution. This is often a non-trivial task, and certain
priorities such as application requirements should be considered.

4 Case Study

In this section, we apply our approach in a specific case study within a sam-
ple health application in a hospital, where patients’ physiological data must be
collected continuously. The data collection is performed by a number of physio-
logical sensors that form a body area network. The collected data is transmitted
over the wireless channel (potentially through other nodes) to a higher-tier entity
(nurses or doctors) in the system. The generic system model for integrating SDN
within WSNs have been explained in [1].

In this case study, we assume a scenario consisting of 16 patients and four
nurses in a specific department of a hospital1. The patient’s data should be sent
1 According to the “Statista” information, there are 5,627 hospitals and 902,202 beds

in the US, where it concludes that in average there are 160 beds per hospital. In a
sample hospital with 10 departments, there are 16 beds per department. By applying
the nurse-to-patient staffing requirement in the US (1:4), there should be four nurses
per department.
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Fig. 1. Simulated network of a hospital department with 16 patients and four nurses.

Table 1. Energy consumption at each node at time t1, δt1(di).

Node number (i) 1 2 3 4 5 6 7 8

δt1(di) [%] 1 5 18 10 10 15 3 7

Table 2. Traffic level at each link at time t1, τt1(ldidj ).

links (ldidj ) d1d2 d1d3 d2d4 d2d5 d3d4 d3d8 d4d5 d4d8 d5d6 d6d7 d7d8

τt1(ldidj ) [%] 15 15 30 30 20 25 40 50 35 40 30

through a fixed wireless infrastructure to the intended nurse. Figure 1 illustrates
our network scenario, where patient “P” sends the medical information to nurse
“N” in a multi-hop fashion. We explore different paths between P and N. We
apply the graph transversal algorithm to the network, which results in six pos-
sible paths from P to N.

Tables 1 and 2 represent simulation parameters for the given case study at
a particular time instance (t1). We consider that the forwarding nodes employ
IEEE 802.15.4 physical and MAC layers. We also assume that all forwarding
nodes are similar and equipped with two AA-size batteries with a 2000 mAh
capacity. The link traffic indicates the amount of data that is transmitted over
the link connecting two neighbor nodes. Considering the maximum data rate
250 kbps, we compute the link traffic in percentage as di−dj = τ(ldidj

)×100/250
– see Table 2.

Figure 2 shows all the possible paths that connects patient “P” to the nurse
“N” in the scenario depicted in Fig. 1. There exist two Pareto optimal paths among
the six possible paths between the patient and the nurse. The controller can choose
one of the two non-dominated paths based on the application requirement. For
example for delay sensitive measurements, the path with the shortest path length
receives higher priority. However, with a larger set of Pareto optimal paths, select-
ing a particular path requires an additional computation in the controller. Com-
bining multiple objectives (ρ, ψ, λ) into a single-objective scalar function would
be as such computation to find a single Pareto optimal path. In some cases, it is
preferable to have another path as a backup to increase network reliability.
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Fig. 2. Possible paths in (ρ, ψ, λ)-space, the red points indicates Pareto optimal paths.
Selected routes (1-2-5-6-7 and 1-3-8-7) are among the best routes in a multi-objective
function.

5 Conclusion

In this paper, we concentrated on the problem of reliable data communication in
health monitoring applications using wireless sensor networks. Software defined
networking paradigm provides network flexibility and on-the-fly programming
in order to adjust routing path based on network and application requirements.
We considered three main network parameters to select a set of optimal paths at
any given time, including: (i) path traffic that considers local traffic at interme-
diate nodes, (ii) path consumed energy that looks at nodes’ remaining battery
level, and (iii) path length that counts number of hops. We considered a case
study where the concept of optimal path planning is required to be done at the
controller level and applied a multi-objective function to find the Pareto opti-
mal solutions. This way, we found the most suitable paths based on network
parameters at the run time and increase the reliability of data communication.
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Abstract. As Internet of Things (IoT) is entering mainstream, data privacy and
security in information exchange becomes a major concern and a barrier for
potential adopters, especially in healthcare regime. Information from health IoT
devices and services is sensitive and confidential. While many existing works
have proposed enhancements and security prospects for individual devices and
components in IoT ecosystems, they still do not address the underlying chal-
lenge which is the lack of sufficient security within systems. Effective security
has to be built-in, not patched upon. To efficaciously tackle the challenge in
distributed IoT systems, we present a security context framework which applies
adaptive security contexts to properly track data of interest. The proposed
solution can achieve accountability and track information propagation, involv-
ing devices, services and parties who have responsibility and potential legal
liability. This could help leverage not just technical but also policy and legal
aspects to enable health IoT adoption.

Keywords: Security context � Security framework � Internet of things � Cloud
computing � eHealth

1 Introduction

Health and wellness is a key factor to the foundation of human capital, building strong
economy. According to the UN report on the World Population Ageing [1], older
population has been increasing rapidly, especially in more developed countries. There
will be approximately 1,000 million older people in 2020 and double in 2050. The
issue becomes one of the world’s big challenges. Integrating technology, such as
Internet of Things (IoT), into our lives can alleviate this challenge.

As shown in Fig. 1 for an example, a user can utilize existing wearable devices to
monitor health and vital signs, such as blood pressure, heart rate, ventilation, and ECG.
The monitored data will be transferred and stored at a cloud-based platform where
healthcare providers or professionals can analyze and provide recommendations for
users subscribing to the service. As a result, the user can spend their life independently
while still receives personalized and on-demand healthcare service.

This IoT and cloud-based system mostly deals with sensitive and personal infor-
mation. Cybersecurity becomes a crucial factor to effectively utilize technologies
without compromising privacy. Many current IoT [8] and cloud-based solutions are not
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initially designed with security in mind. With existing threats and potential values of
data, effective security cannot be just a surrounding fence like traditional security
perimeter [9]; but it has to be designed within since the beginning.

In this paper, we propose a security context framework for healthcare information.
The proposed framework serves as a security guideline to design the system and as a
validator to evaluate security in existing systems of interest. The proposed security
context should be integrated within the entire data flow since the security strength is
equal to the weakest link of the flow. As illustrated in Fig. 2, if the link between the
device and the gateway is compromised, the data becomes compromised even if the
security in the cloud is strong. Traditional and existing data security models [4, 5] often
concern with access or the implementation of individual device or software component
level. This is insufficient since, if anything happens, we should be able to track the line
of operations to the level of whom is responsible or at stake. Healthcare information
system thus requires stronger security context than other types of system.

Fig. 1. An example of how to utilize internet of thing and cloud computing to provide remote
and personalized healthcare service.

Fig. 2. A data flow example to show how personal health data gets transferred through the
computing chain.
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2 Security Objectives in Healthcare IoT

In order to reap the benefits of IoT technology with nominal security and privacy
concern, a system that is built to manipulate healthcare information needs to satisfy at
least the following security principles:

– Authentication is an act of verifying the truth of the credential or attributes
provided.

– Authorization is a process to specify the access rights to resources. In this case,
resources could be chunks of personal data.

– Accountability is an ability to trace what happens to resources of interest.
– Confidentiality is an act or rules to limit the access to resources of interest.
– Integrity is an assurance that resources of interest are accurate and trustworthy.
– Availability provides reliable access to resources of interest to authorized people.
– Non-repudiation is an implication of complete obligation to a particular contract or

transaction.

3 Security Context Framework for Distributed Healthcare
System

The main idea of our framework is the creation of security context associated with each
resource which, in this case, is a piece of personal health information. When a piece of
information is created, the associated security context should be generated automati-
cally. The initial context is unchangeable after the creation, thereby yielding the
non-repudiation property. However, at each information transfer, a device or a service
can append additional context information in order to generate an audit trail, reflecting
the data usage and path. We define a security context (SC) of a resource or a piece of
information with an identifier X as follows.

Security Context: SCX = {ACL{action}, Audit{action}}. The security context is
essentially a pair of an access control list (ACL) and an audit list (Audit) of actions. An
ACL specifies an action which can be acted upon the piece of information. An Audit list
specifies the past actions that are performed on the information associated with the
context, while an action is defined as follows.

Action: action = <actor, operation>, where an actor is a pair of <PrincipalID,
StakeholderID>. PrincipalID is used to identified a security principal, which can be a
user, an entity, a device, or a software component. This security principal is the one
who initiates the operation on the information. StakeHolderID represents a legal entity
who is responsible for the principal, such as healthcare providers, researchers, or end
users. In other words, a stakeholder is the one who owns or is responsible for the piece
of information. An operation suggests what process is performed on the information.

In practice, when information is propagated from the source through different
devices and services, not only the information but also the associated security context
will be coupled together and transferred. This couple is called a propagation context,
which is formally described as follows.
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Propagation Context: DX = {SCx, information} where SCx is the security context
with identifier X and this security context belongs to the enclosed information.

With our approach, information transfer or exchange among different components
will be in a form of propagation context. To facilitate information propagation and
exchange at scale, both ACL and Audit lists should be immutable and can only be
appended when the information is processed.

For example, when a piece of information is created, the initial security context will
be created. This first security context is then composed of the ACL and audit trail of the
first action, where the actor is a pair of the information owner and the device generating
the information with the creation operation. Concisely, PrincipalIDwill be the device ID
and StakeholderID will be the user ID. As the information travels through the system,
each principal is authenticated and checked against the security context’s ACL to
authorize whether the principal has a sufficient right to access the information. In addi-
tion, the information regarding the devices or entities processing the information during
the transit should be appended to the security context’s Audit list for traceability purpose.

4 Practicality of Deploying Security Context for IoT
Applications and Discussion

In this section, we apply the security context concept proposed in Sect. 3 to verify the
desirable security principles in Sect. 2. Assume that we have a healthcare system
presented in Fig. 3, where user Y uses device D to monitor his health whose data will
be transferred to the cloud through the gateway. Then, user Y views his data through
service B. At the data creation phase, the actor will be <D, Y> and the security
context’s audit list will be {<<D, Y>, Creation>}. When the data arrives at the gateway
which only transfers the data through the cloud, the security context’s audit list would
become {<<D, Y>, Creation>, <<G, Y>, Transfer>}. When the data reaches the cloud
storage service, the security context’s audit list will be {<<D, Y>, Creation}, <<G, Y>,
Transfer>, <<S, C>, Store>}. When the user views his information through service B,
the security context’s audit list will be {<<D, Y>, Creation>, <<G, Y>, Transfer>,
<<S, C>, Store>, <<B, H>, View>}.

Fig. 3. An example of a security context application.
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Once we construct the security context’s audit list, we can consider it along with the
selected technology deployed in the system in order to evaluate the security level of the
given security. For example, we can use blockchain technology [7] as distributed
online ledger in order to satisfy the accountability principle and the non-repudiation
property as well as scalability. Currently, many financial institutions have considered to
use the technology to keep track of online payment transactions.

The proposed security context can be difficult to apply to many current health
monitoring devices since they are not equipped with an identification unit which can
provide authorization to desired users. However, this is not an urgent concern yet. As
long as the device is not sharable, we can associate a device with a user. However, it
will be more secure if device providers incorporate an identification unit within the
device. This can help alleviate an unauthorized use in the case of stolen devices or
misusing devices to give false health data.

5 Related Works

Security and privacy issues have become a growing concern in the field of healthcare
information systems and IoT. FTC report findings [2] suggest that IoT may lead to
unauthorized usage of personal information by tapping into information exchange on
insecure channels or through third party cloud service providers. In addition, a vul-
nerable device may be a potential source for staging attacks to other devices. Previous
work suggests that distributed IoT approach presents unique challenges for access
control due to the lack of certificate infrastructures and the need to balance the technical
constraints on the range of medical devices [3]. Researchers have suggested an
adaptive risk-based framework to be used to evaluate security model implementation
and validate data from different IoT devices [4].

Our work has presented an extended security model for healthcare IoT. One could
view IoT security framework as an extension of existing eHealth security model for
exchanging EHR using cloud-based applications [5]. We propose a unified security
context for medical IoT devices as well as a framework for storage and exchange of
health information in the cloud. The devices also present an additional attack surface
for IoT system as introduced in [6]. The security framework presented in previous
works have largely focused on securing individual layers, devices, platforms, or
applications independently. Our work argues that we should focus on a holistic view of
security, centered on securing the pieces of information and how we should adaptively
secure and track the information usage, while the information is propagating through
various components and devices.

6 Conclusion

In this work, we propose an adaptive security context framework for exchanging health
information in IoT ecosystem. We believe that in order to increase IoT adoption, we
need to fundamentally address the challenge in data privacy and security concerning
information exchange. This means we should be able to properly track and secure the

Security Context Framework for Distributed Healthcare 75



pieces of information generated from healthcare IoT devices, components and services,
in addition to satisfy general security principles. To achieve this, we present an
information-centric approach based on usage of the proposed security context frame-
work. The proposed framework can help ease the privacy and security concern and
increase adoption in healthcare IoT system. The framework also methodically assists
how to design and implement or select appropriate technologies to ensure the desired
level of security in the balance of usability, device limitations, resource constraints and
supporting infrastructures.
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Abstract. This paper presents a mobile game, BitRun that is designed to
interact with Fitbit® data in the generation of the game terrain of an endless
runner mobile app. By authorizing the game to interact with their Fitbit® data, a
user experiences unique and personalized gameplay based on their daily activity.
The aim is to use real-game mechanics to encourage users to stay engaged with
their activity trackers and subsequently create positive behavior change by
rewarding the user in the game for an increase their activity.

Keywords: Wearables � Gamification � Activity trackers � Fitbit® � Quantified
self � Games � mHealth

1 Introduction

Within the last decade, activity tracker and wearable technologies have experienced a
transformation from humble pedometers to devices that can calculate calorie burn, track
sleep, record heart rate, log GPS, classify exercise types, determine elevation, etc.
These devices have gone from bulky clip-on, plastic gadgets to sleek bands that are as
much a fashion statement as a tracking device. The growth of activity tracker bands has
increased by 67.2% from Q1 2015 to Q1 2016 [1]. The market has diversified due to
the introduction of smart watches that both track activity and function as watch that
connects to a mobile device. The proliferation of activity trackers has resulted in over
20% of American adults using some form of wearable technology [2].

This significant adoption of the devices provides an opportunity to harness and
utilize the data to encourage healthy behaviors. Unfortunately, 32% of users stop
wearing the devices within six months, and 50% after one year [3]. Our user experience
suggests that the drop-off is more pronounced and is often within the first three months.
This dramatically reduces the potential for the devices to be used to create initial and
sustained positive behavior change or as a means of tracking surrogate markers for
health. If activity trackers are to be utilized to change behavior or to track long-term
health indicators, a means of keeping users engaged is required. At the same time, it
would be beneficial to address the issue that activity tracker users are normally healthy
and interested in their health [4] and not people who live a sedentary life and therefore
could benefit the most. If trackers are used to change unhealthy behaviors, then a means
to encourage and onboard users who are not already interested in the technology is

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
M.U. Ahmed et al. (Eds.): HealthyIoT 2016, LNICST 187, pp. 77–82, 2016.
DOI: 10.1007/978-3-319-51234-1_12



necessary. A methodology to attract users to activity trackers, keep them engaged and
encourage positive behavior change is required to be able to produce a long-term
impact on health. This paper presents gamification as a means to address the afore-
mentioned issues.

2 Gamification

The term ‘gamification’, first used in 2008, is defined as the use of game design
elements in non-gaming contexts [5]. For example, point systems, competition,
rewards, game mechanics, leaderboards, applying rules of play, etc. From business
sales leaderboards and home chore chart through to collecting friends on Twitter, game
elements have long been used in daily life to encourage productivity, behavior change
and make life fun. The ubiquitous mobile app market provides the perfect opportunity
to use mobile devices for gamification and thus can be attributed to its adoption as a
common household term and rise in gamification within the digital space.

The aim of the project was to create an app that both encourages long-term
engagement with a wearable activity tracker and also promotes healthy behavior
change regarding a user’s activity. In the US, 55.7% of the 2016 population is con-
sidered to be a mobile gamer and this is set to reach 63.7% in 2020 [6]. Due to the
popularity of mobile games and the psychological persuasive nature of video games [7]
a game-first approach was taken to creating a mobile app that utilizes Fitbit®1 [8]
activity tracker data. The idea was to create a more meaningful experience for the
end-user based on their activity data, potentially increasing long-term engagement, and
providing a sustained platform for which positive behavior change can be achieved.
Video games have in the past been noted for their impact on behavior change in a
negative manner [9], however, in recent years there have been a lot of talk about their
use in psychology and positive behavior change [10, 11] although there have been very
little studies to test clinical effectiveness in terms of improving physical activity [12].

Well-established mobile game styles were considered as potential options to gamify
wearable data. The final decision was to proceed with an “endless-runner” style game
for two reasons: a runner game has parallels with the real-world idea of movement
which we are encouraging and more importantly the game mechanics of this game style
lends itself to being associated with activity tracker data for the purposes of gamifi-
cation. The result was to produce the mobile game, BitRun that is a game-first approach
to engaging users with their activity data.

1 Fitbit is a registered trademark and service mark of Fitbit, Inc. BitRun is designed for use with the
Fitbit platform. This product is not put out by Fitbit, and Fitbit does not service or warrant the
functionality of this product.
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3 BitRun: Mobile Game Using Fitbit® Data

BitRun is a mobile game available on iOS AppStore [13] and Google Play store [14]
for use with Fitbit® devices to populate the game terrain a user plays. It is a
runner-game, where the user plays as a ship/object on track with four lanes. A user
moves left or right by tapping on the relevant sides of the mobile screen. The user must
avoid the obstacles (wooden crates, boulders and road-blocks) and collect the golden
rings for extra points. This gameplay is shown in Fig. 1.

The game terrain has a pre-determined length and a user completes the game when
the ship crosses the finish line. The game can be played with or without Fitbit® data. If
the game is played without syncing to a Fitbit® device, the maximum possible score is
25,000 and there is the maximum number of obstacles for the user to avoid and very
few rings to collect. The idea of making the game playable without interacting with
Fitbit® data is to remove any barriers to onboarding a player, giving the game psy-
chology a chance to have an effect and the competitive nature of the player to take over.
When a player authorizes BitRun to interact with their Fitbit® data, a new daily terrain
is generated based on the previous day’s activity. The maximum achievable score will
depend on the user’s level of activity for the previous day. We use the previous day’s
worth of data, as we need a full day of data to generate the game track.

3.1 Beyond Gamification: Associating Activity Data to Terrain
Generation

The game utilizes the following data in the generation of terrain: total number of active
minutes and number of sedate minutes. Sedate minutes translate to obstacles: less sedate
means less obstacles. The idea is to reward being active by making it easier to complete

Fig. 1. BitRun gameplay

BitRun: Gamification of Health Data from Fitbit® Activity Trackers 79



the game. Active minutes are linked to rings: the more active minutes the player has, the
more rings the game will generate, with the saturation point of rings being reached at
100 active minutes. BitRun rewards activity with rings, which are then linked to
additional points and thus higher score if collected. Figure 2 shows the game terrain
generation screen linking active and sedate minutes to the obstacles and rings. The user
also receives a bonus point for each step taken on the previous day. An additional bonus
1,000 points is also awarded to a user for simply authorizing the app to interact with their
Fitbit® data. This decision was taken to encourage people to connect in the first place.
Therefore, the player starts the game 1,000 points more than the number of steps they
walked the previous day. As a result, taking 24,001 steps in one day will be sufficient to
beat the high score of any user who has not connected their wearable device.

3.2 Using the Traditional Leaderboard

Leaderboards feature in both video games and gamification systems. A leaderboard can
activate the social, identity, challenge and feedback elements of an engaging gamifi-
cation experience. Leaderboards are a key element of BitRun and there is both an
in-game leaderboard, shown in Fig. 3 and a web-version of the leaderboard [15] for
sharing on social media. Leaderboards create prestige and thus form a large part in
motivation and engagement. The in-game leaderboard contains global all-time rankings
and monthly rankings. Within a few months of release, it was evident that the
leaderboard was no longer an engagement tool and became a source of demotivation
for many casual users. Qualitative surveys were conducted and user dissatisfaction
around the leaderboard was noted as the main reason for disengaging with the
app. A small number of users with extraordinarily high number of steps had effectively
set a very high entrance level to the leaderboard. This level of activity, in excess of
50,000 daily steps, is not achievable or even realistic for most users. People wanted to
compete with others just like them or at least have a chance of appearing on the

Fig. 2. Terrain, collectables and bonus point generation from Fitbit® data
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leaderboard. These are the users we need to engage, not necessarily the current leaders
who are scoring in excess of 100,000 by walking over 75,000 steps in one day (ap-
proximately 37.5 miles). As a result, monthly leaderboards were introduced. This
effectively resets the points every month and gives people a chance to get on the
leaderboard and compete monthly. Notably, people are playing early in the month to
maximize the opportunity to be number 1 even if it is for a day or two.

4 Conclusions and Future Work

With this project we created a mobile game to engage users with their activity data. The
strategy was to publish the game in the Google Play and iOS app stores as a means to
receive general public feedback on the concept of engagement. So far, the response has
been positive and the feedback on the actual gameplay is that it looks, feels and
responds like a game opposed to a gamified experience, which was our desired out-
come. Our initial results indicated that leaderboards are a large portion of motivation
and that a global overall leaderboard was not enough. Users become quickly dis-
heartened trying to beat a score that was achieved by a user who walked more than
50,000 steps in a day. Therefore, we added a monthly leaderboard, which is effectively
transient and resets each month. Our internal statistics indicate that people like to play
the app throughout the month especially if they have had a particularly active day.
Therefore, we will be introducing more granular leaderboards of weekly and daily to
encourage this concept of retention with our next release.

The longer-term plan is to allow users with different types of wearables compete
against each other rather than stay within the ecosystem of one type of wearable.
People with a Microsoft band will be able to complete with Garmin users and people
who use their phones as an activity tracker can also get involved with the game. This
greatly reduces the barrier to entry for users to gamify their activity data with BitRun.
Finally, BitRun was created as part of a much larger mHealth product of AppAttic’s,

Fig. 3. BitRun in-game leaderboard
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known as MediMerge [16], which is used to collect health and wellness data from
wearables, IoT, apps, and games for clinical review. We are already trialing Medi-
Merge with other wearables and apps as a means of healthcare intervention for res-
piratory conditions. The mHealth strategy for BitRun is to run a pilot clinical trial with
the game being given as an intervention for a specific cohort that would benefit from
being more active. The study will focus on assessing whether BitRun does encourage
positive behavior change to activity and whether this is sustained over a period of time,
using MediMerge as the aggregator of the clinical data for review.
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Abstract. Diabetic Retinopathy is a Diabetes complication and the lead-
ing cause of blindness in the United States. Early detection can be accom-
plished by analysis of images of the retina, generally obtained by expensive
fundus cameras. Recent developments allow the use of mobile ophthalmo-
scopes that can be adapted to smartphones to acquire these images, but
the low computational power of smartphones limits the use of Computer-
Aided Diagnosis systems. In this paper, an approach for automatic retinal
image analysis on a smartphone is proposed, with emphasis on high sensi-
tivity and fast computation. A set of 1200 images from the Messidor data-
basewere analyzed for extractionof features related tovessel segmentation,
presence of exudates and microaneurysms. SVM and k-NN classifier mod-
els were trained with these features, resulting in a sensitivity of 87% and a
specificity of 66%. An analysis of the computational performance validates
the feasibility of using this approach on quad-core smartphones.

Keywords: Diabetic Retinopathy · Decision support system · Vessel
segmentation · Microaneurysms · Exudates · Image processing

1 Introduction

Diabetic Retinopathy is a complication of diabetes caused by general physio-
logical deregulation, and eventually may lead to blindness. The asymptomatic
nature of the disease progression and the very large diabetic population make
the implementation of extensive screening programs particularly challenging.
Notwithstanding, the high effectiveness of treatment in the initial stages con-
tributes to the great clinical value of early detection and motivate the need to
improve the cost-effectiveness of screening programs.

The current gold standard for diagnosis is the acquisition of images of the
retina by a retinal camera and subsequent analysis by a clinical expert. However,
two challenges arise from this approach: retinal cameras are relatively expensive
for wide deployment in various screening sites and are not easily transported
among different screening locations; in addition, the large screening population
poses a significant burden on healthcare systems, due to the necessity of manual
image analysis by a scarce number of experts.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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In order to tackle the first challenge, handheld systems for acquisition of
retinal images, integrating smartphone imaging capabilities with the optical
principles of retinal cameras have been proposed in the literature [1,2], taking
advantage of the significant image quality currently afforded by the smartphone
cameras. Favourable comparisons between the image quality of these approaches
to commercial retinal cameras validate their clinical potential [3].

The use of smartphone cameras as opportunistic sensors, besides significantly
reducing the cost for retinal image acquisition, also allows to exploit the consid-
erable computing power of these devices to perform automatic analysis of the
acquired retinal images.

Extensive research work has been developed for the automatic detection of
Diabetic Retinopathy in images acquired by traditional retinal cameras, but few
address the constraints of running the proposed methods in mobile hardware.
This paper describes a Decision Support System for automatic classification of
retinal images according to the presence of Diabetic Retinopathy, with emphasis
on fast computation and high sensitivity in detecting pathological cases, for use
in mobile devices.

2 Methods

A total of 1200 images from the publicly available Messidor database [4] are
used. The images were acquired by a Topcon TRC NW6 retinograph with a 45◦

field of view and saved in 8-bit color depth uncompressed TIFF format, with a
resolution of 2240 × 1488 pixels, 1440 × 960 pixels and 2304 × 1536 pixels.

The ground truth for this database considers four different Retinopathy
grades: R0 (no Retinopathy signs) and R1, R2 and R3, in ascending order of
severity. Since our goal is to exclude images without signs of Diabetic Retinopa-
thy, all images with grade above R0 were considered as presenting this pathology
- from the 1200 images, 654 present Diabetic Retinopathy and 546 do not.

Classification uses three specific retinal structures detected by image analysis
methods: retinal vessels, microaneurysms and exudates. The proposed methods
are implemented in C++, using the OpenCV library.

From the original input image, the green channel of the RGB color space
is often used for the main processing steps. The reason for this decision is the
superior contrast of this channel, in opposition to the significant oversaturation
of the red channel and undersaturation of the blue channel.

2.1 Vessel Segmentation

A significant increase in the area of vessels is indicative of late stage Diabetic
Retinopathy, where neo-vascularization often occurs.

The first step of this method removes the background variations of the retina,
by subtracting the original green channel image by its median filtered version.
Grayscale morphological operations are then used to evidentiate the vessels: a
top hat transform will subtract the image with a morphological opened version
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of itself. The result is thresholded and small connected components are removed
in order to obtain the final vessel segmentation.

2.2 Microaneurysm Lesions

Microaneurysms appear as small red dots in the retinal images and are the earli-
est sign of Diabetic Retinopathy. Microaneurysms present specific characteristics
in retinal images that are suitable for detection: small size, circular shape and
hypointensity in relation to the background. These features can be leveraged by
image processing methods to evidentiate these structures.

An approach similar to the one proposed by Zhang et al. [5] was employed to
extract microaneurysm regions from the image. An inverted 2D Gaussian kernel
is used to perform template matching in the original green channel image. This
kernel emulates the distribution of intensities of a microaneurysm in a retinal
image and is modeled by the Eq. (1).

F (x, y) = −e
−
(

x2

2σ2
x
+ y2

2σ2
y

)
(1)

In order to account for different microaneurysm sizes, different σ values are
used for the kernel. The result of the template matching is thresholded and
each connected component will constitute a detected microaneurysm. Since the
vessels are the regions of frequent false positives, the vessel mask is used to
exclude those erroneous detections (see Fig. 1).

Fig. 1. Steps of the microaneurysm extractor: (A) Green channel image; (B) Result
of correlation with inverted Gaussian kernel; (C) Candidates obtained by thresholding
the correlation image (marked with black circles).

2.3 Segmentation of Exudate Lesions

Exudates are yellow structures that often appear in the retina as a result of
the progression of Diabetic Retinopathy. Detection of these lesions is performed
using morphological operations. The green channel of the retinal image is initially
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equalized using adaptive histogram equalization and a morphological closing
operation is then applied. A local standard deviation filter is used in the resulting
image - this filter will compute, for each pixel, the standard deviation of the pixel
neighbourhood. The output of the filter is thresholded, and will constitute the
exudates segmentation.

2.4 Classification

The area of detected vessels, the number of detected microaneurysms and the
area of exudates are used as features for the decision support system. Both area
values are normalized in respect to image resolution. Support Vector Machines
(SVM) and k-Nearest Neighbors (k-NN) classifiers are used to classification mod-
els based on the aforementioned features. The SVM classifier uses a Radial Basis
Function (RBF) kernel, with γ = 1.0 and C = 0. The k-NN classifier uses k = 11.

3 Results

The performance of the trained classifier models was evaluated using 10-fold
cross validation, with sensitivity and specificity used as performance metrics.
For the SVM model a sensitivity of 87% and a specificity of 66% is achieved and
for the k-NN model the sensitivity is 83% and the specificity is 64%. The ROC
curve for both classifiers is represented in Fig. 2. An AUC of 0.85 was registered
for the SVM model and a AUC of 0.82 for the k-NN model.
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Fig. 2. Comparison of the ROC curves using SVM and k-NN classifiers.

To assess the feasibility of running the proposed methods on low power
devices, the execution time of each stage was measured. The results are summa-
rized in Table 1. All results were obtained for a smartphone with a Quad Core
2.5 GHz Snapdragon 801 CPU. The running time for the model based prediction
is very low and for that reason was not considered.
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Table 1. Average running time of the image processing methods.

Method Running time (s)

Vessel segmentation 0.32 ± 0.07

Microaneurysm detection 3.02 ± 0.29

Exudates detection 3.46 ± 0.28

4 Discussion

Some studies [6,7] in the literature propose the automatic analysis of images
from the Messidor database considering the four class ground truth for their
results and therefore are not directly comparable. However, the work of Sánchez
et al. [8] and Antal et al. [9] also uses this database with a two class prediction,
considering a Diabetic Retinopathy present/absent classification.

Comparable results are obtained in these studies, in particular a sensitivity
of 92% and a specificity of 50% are reported in [8], while in [10], a sensitivity of
96% and a specificity of 51% are disclosed.

Prasanna et al. [10] reports an average sensitivity of 86% and an AUC of 0.84
for pathology detection in images from the Messidor database, but these results
are relative to only a portion of the database (400 out of the 1200 images) and
it is not clear how the two classes were obtained from the original four class
ground truth.

Execution time has been reported in [8], and for the several stages it is
estimated to be under 3 min, for a desktop computer. In [11], the execution
time is 31 s for an unrooted Galaxy S GT-I9000 device. Our results compare
favorably with these, with a total average running time of under 7 s achieved on
a smartphone. Experimentally, on a computer we found execution time to be 5
to 8 times inferior.

5 Conclusion

An approach for automatic exclusion of pathology-free cases by analyzing the
retinal images, suitable for running in low-powered devices, is described in this
paper. The execution time of the proposed methods is very low, which fits the use
case of mobile applications. The classification results attest its competitiveness
against other solutions with AUC of 0.85, specially considering the low number
of features used.

In future work, we intend to validate the proposed method in images acquired
using the smartphone and an optical adapter.
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Abstract. Ambient Assisted Living (AAL) aims providing a quality of life to
elderly for sustaining their lives without constant supervision. The technology
developments enabled devices with more processing power, longer battery life
and more advanced sensor capabilities. Internet of Things (IoT) is a phenomenon
that allows seamless interconnection of very small devices over Internet; bringing
new opportunities for AAL solutions. AAL systems equipped with IoT devices
will generate vast amount of data in short time, thus a big data problem to
mangle. This study proposes a simulation infrastructure that allows researchers to
create their own AAL scenarios without real devices, and a system architecture to
tackle the big data problem that is inferred by utilization of IoT in AAL systems.
In order to understand feasibility of the architecture we conduct a performance
experiment, in which we increase the number of messages that the system can
handle per second. The resulst of the experiment are promising.

Keywords: Ambient-Assisted Living � Internet of Things � Big data � Kafka �
Complex-event processing � Stream processing

1 Introduction

Internet of Things (IoT) is a new term that implies utilization of a collection of enabling
technologies in a seamless and coherent way for interconnection of “things” in our lives.
When K. Ashton conied the term in 1999 [1], he suggested to interconnect sensors and
actuator devices so that they don’t require the intervention of human beings in order to
cooperate. The devices that are equipped with IoT capabilities can execute the sensing
and acting duties they are predestined to, whilst they cooperate with devices from far
away locations through Internet connection capability. These devices are usually
resource constraint devices which lack enough processing power, and storage space for
running resource-hungry applications, such as processing high volumes of data.

One can notice the time delay between the mass proliferation of the phenomenon
and the first time it was introduced in to the literature. We believe that the reason
behind this delay was the lack of standardization and open-source community support.
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The implementation momentum of the technology has been increasing since the
adoption of standardization efforts in certain technology areas, such as communication
and networking. Constrained Application Protocol (CoAP) [2] is a soon-to-be standard
application layer protocol for Constrained Resource Environments (CoRE) [3]. The
resource constraint devices, which are installed with resource-efficient operating sys-
tems such Contiki-OS, have more support for CoAP-like network protocols.

AAL is devised to improve quality of life for elderly people [5]. Its main purpose is
to enable elderly people to live in their own houses according to their own life styles
while still maintaining their well-being and safety. The utilization of IoT technologies
is an ongoing discussion in the AAL community, because it opens up new opportu-
nities for various and diverse application scenarios [4]. AAL systems generally rely on
powerful backend systems for analyzing data and decision making; and the decisions
that such systems make are as reliable and usable as the real-timeliness of the decisions.
Increasing number of IoT systems in AAL systems will generate mass streams of data
to process in a very short amount of time. Therefore, we need to employ data stream
processing approaches to effectively asses such big data on run time. Real-time data
stream processing has to meet certain criteria in order to retain the real-time properties
of the data. We propose to integrate the complex-event processing technology with
real-time big data stream processing technology such that an architectural framework
will incorporate best features of both technologies to tackle real-time big data pro-
cessing problem in AAL-IoT systems.

2 Background

IoT. IoT describes coherent collaboration of a set of enabling technologies. Those
enabling technologies are ubiquitous communication through IP-based networking,
ambient intelligence through sensor and actuator capabilities, unique identification
through URI based naming services [2]. These concepts impact the proliferation of this
technology tremendously. Ubiquitous communication allows for accessing the things
anytime from anywhere, thus enabling a seamless interoperation between ‘things’.
Ambient intelligence capabilities provide the ‘things’ to capture physical phenomenon
going on around them through sensor features, and enables them to process the data
gathered from their environment. Unique identification feature not only help to
authenticate the devices but also promotes heterogeneity in the manufacturing parties of
those devices.

AAL. Common features of AAL applications are providing health support, safety,
independence, mobility and social interaction. These devices are frequently utilized in
closed loop service model, in which data produced by devices are gathered for
deducing intelligent conclusions for the well-being of the elderly person (e.g.,
reminding to take a pill, to alert closest emergency personnel in case of abrupt changes
in the person’s vital signs). With the introduction of IoT technologies, those devices are
becoming more reliant on service-oriented interfaces, which enable care-givers remo-
tely monitor the person.
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CoAP. CoAP is designed to provide HTTP-like communication paradigm for
resource-constraint devices [2]. It enables communication between endpoints by using
a request/response messaging model. It mainly designed according to RESTful
guidelines, so it supports methods like GET, PUT, POST, and DELETE. Its low
overhead and simplicity make it suitable for constraint resource environments. End-
points behave either as client or a server in a request/response message model. Erbium
[6] is a C implementation of the standard for Contiki-OS [7], and Californium [8] is a
Java implementation for host systems.

CEP (Complex-Event Processing). An event can be described as an occurrence or
action that changes the state, so that we need to take reaction. Complex-events can be
described as a collection of simple events. Simple events constitute complex events
according to various relations, such as timing, location, context, etc. Complex-event
processing helps designers of information systems to make more intelligent decisions
based on simple events occurring in a system. Esper [10] is an open-source imple-
mentation CEP engine, which has a particular programming language to describe
simple events and patterns of relations amongst those so as to generate complex-events.

Stream Processing. Results of processing real-time data might affect operation of
various applications, and such critical information must not be altered, neither can it be
neglected. For example, an alarm generated by a heart-rate monitoring system must be
immediately intercepted and care-givers must be notified at real-time. Kafka [9] is a
log-based stream processing tool that allows processing real-time data in-memory
caches, which allows for very fast processing. It also supports exactly-once processing
paradigm, which guarantees processing a data once and only once in the system. Such
reliable data processing is crucial for AAL systems in order to provide a reliable service
to the elderly people.

3 Improving Awareness Through Stream Processing

Closed-loop service for AAL systems might be sufficient for ultimate well-being of
elderly people. In such a system, the system might remind the patient to take some pill.
On the other hand, if AAL systems are improved with decision making mechanisms,
then human effort and error for acting on certain abnormal conditions would be
improved. In certain situations, simple data coming from individual sensor devices can
be aggregated to make more informed decisions. For example, increased blood pressure
rate and falling data of an elderly might mean that the person is having a heart-attack.
Here, we propose our solution architecture for such health related decision scenarios.

Figure 1 shows three sensors; blood-pressure rate, fall sensor, and body tempera-
ture sensor; which are implemented as applications that run on Contiki-OS [7]. Each
sensor application is loaded onto a mote (a wireless node), and motes are simulated on
Cooja simulation environment [7]. Motes are preinstalled with Erbium CoAP library,
by which each mote acts as a CoAP server for serving its sensor data. CoAP client is
implemented in Java by utilizing Californium open-source library [8]. Border router
enables CoAP clients access to servers through IPv6 based unique addresses. CoAP
protocol facilitates accessing sensor values as services provided in accordance with
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RESTful APIs. This feature of the framework allows us to insert any type of sensor
device produced by any manufacturer, provided that the device implements CoAP
server capabilities as before.

CoAP continuously updates clients with new sensor data at server devices by
OBSERVE method, which allows us to establish a reliable monitoring architecture for
AAL systems. Servers send data to clients in a quadruplet that is composed of {Sen-
sorId, Value, Timestamp, SensorType}. Each sensor might have a particular value range
and period of sending update messages might change as well.

CoAP Client receives the sensor data from servers and relays them to appropriate
Topic in Kafka In-Memory processing system. Having a logging mechanism such as
Kafka improves the reliability of our approach, because Kafka guarantees the pro-
cessing of each data once and only once during its lifetime. Moreover, it performs its
operations in cache so that it improves the temporal performance of the overall system.
As it can be seen from Fig. 1, CoAP client publishes updates to particular topics in
Kafka, and then Esper engine receives those updates through the subscription mech-
anism provided by Kafka. The data published by CoAP client constitute simple events
for the Esper engine.

4 Experiment and Evaluation

In order to understand the performance of proposed solution, we have to conduct an
experiment on a sample IOT system. To achieve this, we increased the number of
message load on the system to assess the system performance.

Complex-events generated by Esper engine represent the emergency actions to be
taken on abnormal situations in well-being of a person. The scenarios we have imple-
mented are fictional: Heart Attack Scenario:When the arteries to the heart get blocked
or rupture, this starts affecting the hearth’s functioning. This prevents the normal cir-
culation of the blood in the body. We identify the symptoms of heart attack as follows:

Fig. 1. Architecture for real-time stream processing of health data.

92 K. İnçki and M.S. Aktaş



(a) Sudden increase in body temperature, (b) Sudden increase in blood rate, (c) Sudden
loss of balance or coordination. Stroke Scenario: One can think of a stroke like the
brain’s version of a heart attack. When arteries to the brain become blocked or rupture,
they start killing brain cells and sometimes causing permanent brain damage and even
paralysis. We identify the symptoms of stoke as follows: (a) Sudden loss of balance or
coordination, (b) Sudden shortness of breath and increase in heart rate. Those scenarios
can be expressed in Esper engine by using EPL format in Table 1 follows.

As it can been seen in Table 1, if the certain collection of simple events collected
from IoT devices are above predefined threshold values, then the system detects the
Complex Events and invokes the relevant procedures.

We performed Load Testing by increasing the message load within a time period to
measure system performance. We increased the number of events per second starting
from 50 msgs to 700 msgs. We measured the latency of the messages in each com-
ponent of the system. Up to 600 messages/second, the components of the system
showed negligible latency (in the order of seconds). However, the results show that
after 600 message load, the latency for the publish-subscribe message bus (Kafka) has
increased to a peak value that was over 400 ms. It was clear that additional Kafka node
should be included into the system to avoid the bottlenecks in message overload. Based
on performance evaluation results, processing overhead of the introduce system was
acceptable for our current system.

These results indicate that the performance overhead is negligible until after 600
msgs/sec on the system. If there is need for message load of 600 msgs/sec we rec-
ommend that there needs to be another Kafka (Publish/Subscribe) node in the system.

Table 1. Formal representation of rules in complex event processing for abnormal health
situations

Rule
ID

Formal Representation Description

Rule
1

ON PATTERN
((((Body_Temperature (s) ̅ > f
TEMPRATURE) ˄ (Blood_rate
(s) ̅ > f BLOOD_RATE) ˄
(HAS_FALLEN node (s) ̅ > f 0))
DO ACTION (invoke
heart_attack_procedure)

If disjunction of Body_Temperature,
Blood_Rate, and the Fallen Status level
exceeds threshold value within a specified
time period s, then we consider this
situation as Heart Attack Situation

Rule
2

ON PATTERN ((Blood_Rate (s) ̅ > f
BLOOD_RATE) ˄ (Noise_Level node
(s) ̅ > f NOISE_LEVEL) ˄
(HAS_FALLEN node (s) ̅ > f 0))
DO ACTION (invoke
stroke_procedure)

If disjunction of Blood_Rate,
Noise_Level and the Fallen Status level
exceeds threshold value within a specified
time period s, then we consider this
situation as Stroke Attack Situation
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5 Conclusion

Real-time processing of sensitive data as health data requires special solutions, as such
a process necessitates a fast and reliable information system to process the data. In this
paper, we proposed an architecture that integrates open-source software for
complex-event processing and stream processing, which promises to seamlessly ana-
lyze real-time data flowing from health sensors from an elderly person. Our experiment
on open-source simulation environment demonstrates the validity of our approach
based on collected data. We believe using such open-source, community supported
software for AAL purposes will promote development of new solution architectures.
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Abstract. Emotions and physical health are strongly related. A first step
towards emotional well-being is to monitor, understand and reflect upon one’s
feelings and emotions. A number of personal emotion-tracking applications are
available today. In this paper we describe an examination of these applications
which indicates that many of the applications do not provide sufficient support
for monitoring a full spectrum of emotional data or for analyzing or using the
data that is provided. To design applications that better support emotional
well-being, the full capabilities of the Internet of Things should be utilized. The
paper concludes with a description of how Internet of Things technologies can
enable the development of systems that can more accurately capture emotional
data and support personal learning in the area of emotional health.

Keywords: Internet of Things � Emotion � Emotion-tracking applications

1 Introduction

Very little research has been conducted on the extension of Internet of Things
(IOT) systems to include emotion detection. Similar to how wearable health tracking
devices connected to the IOT can track physical metrics such as steps and heart rate for
personal use or in a healthcare context, data relating to emotions can also be tracked
using wearable devices, mobile applications, and other sensors as part of the IOT.

Emotions influence health both directly (through physiological responses) and
indirectly through changes in decisions and behavior [1, 2]. Although the majority of
studies on emotions and health have been focused on cardiovascular disease, indicating
that individuals who can better regulate emotions are at a significantly lowered risk for
heart disease [3], there is growing recognition of a more general relationship between
emotions and health [4].

Emotions are complex states, which have neurological, physiological, cognitive,
and behavioral aspects [5]. Emotion-detecting applications have been developed to
sense emotion through voice patterns, facial expressions, physiological sensors (ECG),
and brain wave sensors (EEG). While acknowledging the complex nature of emotion,
some researchers believe that the best way to determine what an individual experi-
encing an emotion actually feels is to use self-reporting [6]. That approach is what we
see in the personal emotion tracking applications available today.
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To understand how personal tracking of emotions is currently enabled and how the
results are used, we examined consumer-focused, personal emotion-tracking applica-
tions. To structure the evaluation, a framework developed to compare personal infor-
matics applications was used [7]. Following this assessment of the current state of
emotion-tracking applications, we discuss additional considerations that should be
addressed in the design of IOT systems that address emotional well- being. The paper
concludes with a discussion of implications for the design and development of
emotion-sensing IOT systems and identification of areas that are particularly in need of
additional research.

2 Analysis of Self-reporting Emotion Apps

To explore existing consumer applications that support self-reporting of emotions,
keywords “happiness”, “emotions”, “mood”, “mood tracker”, and “feelings” were used
to search for apps on Google Play and the App Store. In addition, we searched forums
on the internet where various types of emotion apps were discussed. The selection
criteria was for the application to have as it primary function the ability to track and
individually reflect on emotions. (This excluded, for example, applications used to
track mood as a way of predicting menstrual cycles.)

The search resulted in 92 apps of which 34 were disregarded because they did not
work, required the login associated with a therapy group, turned out not to have
emotion tracking as a primary task or were no longer available. (A complete list of the
applications can be obtained from the authors.) Only one app worked with a separate
hardware sensor (galvanic skin response) but the sensor is no longer available for
purchase so the app was therefore not included in the analysis. It is interesting to note
that very few (only about 30%) of the developers of the applications in this study claim
to be grounded in psychological research or practice.

The remaining 57 apps were installed and analysed according to Ohlin et al.’s [7]
classification system which includes a total of 9 dimensions on which to evaluate the
applications: (1) selection of data to collect, (2) temporality of collection, (3) support
during manual entry, (4) data collection control, (5) form of goal setting, (6) data
analysis control, (7) form of comparison, (8) subject(s) of comparison and (9) appraisal.
The dimensions can be viewed from the perspective of the type of support provided,
and this more parsimonious structure will be used to frame our evaluation of
emotion-tracking applications. Collection support deals with how to support the user to
collect data (dimensions 1–4), while procedural support is about how the app supports
users in their daily use of the app such as by providing notifications to collect data and
by providing encouragement (dimensions 4–7). The third type of support, analysis
support, is about how the users can be supported when analysing and reflecting on the
data (dimension 6–9).
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2.1 Collection Support

Collection support refers to how data is collected and how the collection is made easier
for the users. In most of the apps there are predefined emotions to choose from in form
of symbols and/or words. In some of the apps it is possible to make a selection of a
subset of emotions to use for reporting. Half of the apps also allow for user defined data
through adding free text to describe a feeling. A few apps allow for more cus-
tomization, for example T2 Mood tracker and InFlow.

As mentioned only one of the apps originally identified, EMet – emotional meter,
has support for hardware sensors that could collect emotions continuously. However
this sensor is no longer available so the application was not included in the analysis. All
the other apps collect emotion data as single entries by the users. Only one quarter of
the apps analysed allow the user to edit a previous entry.

To represent emotions most of the apps use emoji of different kinds. A couple of
the apps use an affect grid [8] where you position your emotion in one of four quadrants
depending on whether you feel a pleasant or unpleasant feeling in combination with
high or low arousal.

As the apps rely on solely self-reporting, the users need to be reminded to record an
emotion. Surprisingly, less than half of the apps contains some kind of notification.
How the user is notified or prompted varies. Most of the reminders are simple notifi-
cations in the mobile phone’s notification field. Some apps use widgets that are acti-
vated and prompt the users to record their emotions when opening the phone. It is in
many cases possible to tailor when the notification should show up. Only four apps use
random notifications.

What we can learn from the analysis of the apps in terms of data collection support
is that it is important to represent emotions in a way the individual user finds appro-
priate. The representation must be nuanced and reflect the user’s emotion. A cus-
tomizable combination of words and symbols might be a good way to move forward.
Another aspect to consider is how the representation of the emotions may evolve in line
with the user’s understanding of their own emotions.

2.2 Procedural Support

Procedural support assists in the daily use of the application, aiding in integrating the
application with the user’s lifestyle and achieving desired outcomes. In their evaluation
of general apps for personal informatics (PI), Ohlin et al. [7] identified procedural
support as generally underdeveloped. The same can be said for emotion- tracking apps.
There are only a few attempts to combine activities with emotion tracking. For example
Activity Mood Tracker makes the user track her emotion before and after a pleasant
activity to make the user reflect on the potential change.

Goal setting is considered important in PI, but in the emotion apps goals are
sparsely considered. Moodlytics makes an attempt by letting the user choose a goal for
how long she wants to be happy every day. This kind of goal is very crude in the
context of emotions where it could potentially lead to a more negative state if the goal
is not achieved.
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When it comes to data analysis control none of the apps try to prompt the user to
look back at the reported values. It is completely up to the user if and when to reflect on
the reported emotions.

It is common in PI to compare the results with self and others. In emotion apps it is
mainly oneself that is the subject of comparison. An exception is Emotion Sense. In
Emotion Sense the user has to answer a set of questions that are evaluated and com-
pared to statistics about the general population.

Rather than setting goals as quantifiable measures, there may be better ways to
direct emotion-related activities such as through describing an overall ambition or
desired state. The notifications that exist in the reviewed apps are rather blunt. A more
context-aware approach to providing notifications should be considered. In addition the
users should be prompted to reflect on the day to be able to learn what made them feel
like they did.

2.3 Analysis Support

Analysis support is neglected in most of the apps. The apps display the data in different
ways and in different historical time spans or in calendars, but there is not any support
to interpret the data and guide the user as to what the data may mean. As mentioned
above, Emotion Sense interprets a set of questions and presents it as insight of who you
are, but there is no transparency of how this is done which both leads to a lack of trust
and prevents learning from it.

Sharing data with friends or therapists is quite common in these emotion-tracking
applications. This can be done in different ways and with different mediums such as
e-mail, Twitter, Facebook etc. Most of the interaction and appraisal take place outside
of the app. MoodPanda has taken another direction and has an internal forum where
users can respond to other users’ emotions and give them a virtual hug.

The take away regarding analysis support is that there is a need to visualize a bigger
picture where the user’s emotions are put in context, possibly by comparing with other
users in a clever, non-critical way. There is also a need to help the user interpret the
data. The ability to share the data, if desired, to receive social support is another
important aspect of these applications.

3 Additional Considerations for Emotion-Sensing Apps

The same types of metrics, tracking, and support structures cannot be taken directly
from personal informatics applications and applied without modification to emotion
tracking applications. There are several significant differences between ‘emotion
management’ and typical personal informatics (also called quantified self) applications.
Three of these – levels of abstraction, ethical issues, and goal setting – are discussed
below.
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3.1 Levels of Abstraction in Measuring Emotion

When evaluating emotion, we are not attempting to capture just one measurable
physiological state such as heart rate or one value captured by sensors on a device.
Emotion involves a range of responses from the neurobiological to the behavioral. The
context and other factors specific to the individual may influence the subjective feeling
of the emotion experienced. Thus an individual’s emotional state at any particular
moment reflects and is influenced by a broad range of factors. To truly capture an
emotional state, it may be necessary to combine neurological, physiological, and
contextual data on an on-going basis. Environmental factors such as traffic, temperature
and noise level may contribute to an individual’s emotional state. Location of the user,
the proximity of others, and life events and activities may influence emotion. A simple
periodic self-reporting of emotional state may be useful in tracking how the user feels
over time, but does not address the deeper issues of contributing factors, which may be
necessary to measure as well to provide a complete picture and determine appropriate
actions to take to rectify a problem or make a change in order to improve overall health.

3.2 Privacy and Ethical Issues in Measuring Emotion

While there are certainly privacy issues surrounding the capture and use of typical
personal informatics data such as location and activity level, the risk to the individual is
potentially much greater when we consider capturing data regarding emotional state.
One area is the ability of marketers to target potential customers at a deeply personal
and more vulnerable level. The risk of mis-use of emotion data to manipulate actions
seems to be greater than with other personal tracking metrics.

3.3 Goal Setting for Emotions

Another significant difference between personal informatics health tracking systems
and emotion tracking systems is in the area of goal setting. If an individual wants to
lose weight, for example, it is relatively easy to monitor the two primary components:
input of calories and amount of exercise. If an individual wants to be happier, it is not
clear that there are general quantifiable goals that can be tracked to help meet this
objective. A more context-specific and personalized strategy is needed in order to
support the user to achieve her/his objectives.

It is likely that the strategies necessary to achieve desired changes in emotion [1]
will be more complex than those needed to change more straightforward health
behaviors. Transparency in thoroughly explaining any decisions regarding recom-
mendations would be essential to establish the level of trust that would support such
major initiatives.

4 Conclusion

This paper has provided a very high-level overview of emotion tracking applications. It
is not possible here to provide a thorough discussion of research linking emotion
tracking and health or an in-depth description of the various technologies that support
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emotion tracking. Our examination of existing emotion-tracking applications provides
a baseline from which to move forward in designing applications that support health
through self-tracking of emotions. While there are useful features in some of these
apps, such as the ability to customize the particular data that is recorded and to reach
out to social networks, much more functionality is needed and is in fact possible with
today’s IOT technology. We have sensors that can measure biological and neurological
responses and states continuously, and these can become part of future IOT
emotion-management systems. Via our context-aware IOT networks we can collect
data on a broad array of environmental factors that may influence stress, emotions, and
the ability to respond to them to allow us to design applications that can be not only
context-aware but also emotion-aware.

Additional research is needed to determine the appropriateness of goal setting in the
area of emotional health, and perhaps to find other means to support individuals who
are striving to change their emotional state or response. In addition, tools will be
needed to support the tracking and reporting of emotion data to aid users in the
appropriate interpretation of the data and to create self-learning environments where
not only can users measure their emotional states, but can also determine the best
individualized means to achieve positive results.
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Abstract. In this paper we describe a mobile app for Technology-Enhanced
Emergency Management (TEEM), designed for supporting data recording and
transmission during patient transportation by ambulance. TEEM allows the
travelling personnel to record the most significant patient data, and to send them
to the destination center, where the specialist physician will be notified and
allowed to inspect the data themselves, possibly providing immediate advice.
The exploitation of TEEM also allows to maintain the transportation data over
time, for medico-legal purposes, or to perform a-posteriori analyses. The app is
currently under evaluation at the Neonatal Intensive Care Unit of Alessandria
Children Hospital, Italy.

Keywords: Mobile app � Mobile cloud computing � Data recording � Data
transmission � Emergency patient management

1 Introduction

Patients experiencing a medical emergency (e.g., stroke patients, pre-term born babies,
or accident victims) are normally taken to the closest hospital structure, which might be
insufficiently equipped, in terms of human or instrumental resources, to address their
needs. In these situations, the patient has to be stabilized, and then carried to a larger
and more suitable health care center, where specialized physicians and all necessary
diagnostic/therapeutic devices are available.

During patient transportation by ambulance, a specialist physician (e.g., a neurol-
ogist) is typically not present; assistance is usually provided by paramedics and/or
emergency medicine doctors. The patient is continuously monitored by means of
proper devices available on the ambulance (such as ECG or blood pressure monitor).
However, the monitored data, at least in Italy, are not automatically recorded. There-
fore, they cannot be inspected/analyzed a posteriori. Moreover, they are not accessible
in real time by the specialist physician at the destination reference center.

In this paper, we propose a mobile app for Technology-Enhanced Emergency
Management (TEEM), specifically studied for patient transportation by ambulance.
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TEEM allows the physician or paramedic personnel to record the most significant
patient data (generated by monitoring devices or directly measured), and to immedi-
ately send them to the destination center, where the specialist physician will be notified
and allowed to inspect the data themselves, thus having a more complete understanding
of the patient’s situation already during transportation. In case of need, the physician
will also be able to communicate with the ambulance personnel and supervise the
management of possible critical needs in real time.

TEEM has been designed to be secure, but also extremely user friendly in its
design, since the travelling personnel must not be distracted from more critical tasks
(i.e., patient management).

The exploitation of TEEM will not only support real-time communication, but will
also allow to record the most significant data, maintaining them for medico-legal
purposes, or to perform a-posteriori intra and inter-patient analyses (e.g., for a more
complete patient characterization, or for quality assessment of the medical center).

TEEM has been specifically designed for pre-term born baby transportation, but
could be easily be extended to different application domains as well.

2 Technology-Enhanced Emergency Management
in the Ambulance

The TEEM mobile app, in its current version, has been realized to monitor the
transportation of pre-term born babies. The application domain specificities will be
quickly illustrated in Sect. 2.1. Section 2.2 will then provide the details of the technical
and methodological choices. Section 2.3 will illustrate the main characteristics of the
client side interface, to be used by the ambulance personnel on a smartphone, and
Sect. 2.4 will provide a description of the server side interface, to be used by the
specialist physician at the hospital.

2.1 Pre-term Born Baby Transportation

Pre-term born babies are very often critical patients, who need intensive care. If a baby
is born at an insufficiently equipped hospital, s/he has to be moved to a hospital
equipped with a Neonatal Intensive Care Unit (NICU) [1]. Transportation may also be
required if the baby, possibly already cared at the NICU, needs a specific intervention,
that can be performed only at a larger or more specialized clinical center.

The clinical conditions of the baby to be transported may require ventilation
assistance during the journey. Three different types of mechanical ventilations exist,
each of them requiring specific parameter settings. Different transportation types must
therefore be considered.
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2.2 Related Work

Recently, architectures for storing and analyzing medical data in cloud computing [2]
have been proposed in combination with the usage of mobile devices, which allow to
send/receive data in real time without any particular equipment and/or knowledge. This
new computing paradigm is called Mobile Cloud Computing (MCC) [3]. MCC inte-
grates the cloud computing into the mobile environment and overcomes obstacles
related to the performance (e.g., battery life, storage, and bandwidth), environment
(e.g., heterogeneity, scalability, and availability), and security (e.g., reliability and
privacy) discussed in mobile computing. When adopting MCC, low bandwidth issues
from the mobile communication side, and security, confidentiality and integrity issues
from the cloud computing side have often to be considered. Bandwidth issues have
been dealt with in the approaches in [4, 5], which propose solutions to share the limited
bandwidth among mobile users. As for security/integrity/confidentiality issues, a
classical solution [6] consists of three main components: a mobile device, a web and
storage service and a trusted third party. This third party is in charge of running a
trusted crypto coprocessor which generates a Message Authentication Code (MAC).
Thanks to the MAC, every request from the user to read/write data on cloud storage is
properly authenticated and, at any time, it is possible to validate the integrity of any file,
collection of files or the whole file system stored in the cloud.

2.3 System Architecture

In our system, we have adopted the MCC paradigm. To adopt MCC in our scenario, we
had to address both low bandwidth issues from the mobile communication side, and
security/integrity/confidentiality issues on storing medical data from the cloud com-
puting side. To address bandwidth issues we have resorted on the already cited
approaches in [4, 5], while for security/integrity/confidentiality issues, we have resorted
to the three component architecture described in [6]. The overall system architecture is
illustrated in Fig. 1.

Fig. 1. System architecture.
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2.4 The TEEM App: Client Side

The TEEM app is meant to be exploited in very critical situations, where the user has
higher priorities with respect to data entry. At the same time, key transportation data are
extremely useful for the specialist, and of course need to be correct. Given these goals,
the mobile app has been designed to be very user friendly, very clear, and essential in
its graphical design.

As observed in Sect. 2.1, different types of patients may be transported: those
requiring mechanical ventilation, and those who are able to breathe autonomously. In
order to minimize the number of data to be inserted, and to avoid mistakes, TEEM
immediately asks to select whether the patient has to be ventilated or not. In case of
ventilation, the user will further set the correct ventilation type. In this way, instru-
mental setting data will be required only in the appropriate cases.

Overall, the parameters to be inputted have been selected by our medical collab-
orators, on the basis of domain knowledge.

Every data entry operation has been customized on the basis of the type of data
being inputted, in order to make it as fast and simple as possible, as illustrated in Fig. 2.
The figure presents three different activities of the TEEM app, that allow the user to
input some data for a non-ventilated transportation.

In Fig. 2(a), heart frequency is being inputted. In our application domain, the exact
value of heart frequency is not of interest: only the range needs to be specified. To this
end, a set of pre-defined ranges are shown to the user, who will just have to choose one
of them without digitizing any number. Pre-defined ranges have been defined on the
basis of medical knowledge as well.

(a) (b) (c)

Fig. 2. Snapshots of 3 activities in TEEM.
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In the second activity (Fig. 2(b)), oxygen saturation has to be inserted. The
admissibility range (21%–100%) is reminded to the user, but s/he has then to insert a
specific numeric value. To this end, a numeric keyboard is activated.

It is worth noting that consistency controls are also executed in this case, since, as
observed above, transportation data always need to be correct. If the digitized number
is outside the admissibility range, an error message will appear, in order to allow the
user to introduce the correct value.

Finally, in the third case (Fig. 2(c)), additional textual notes can be inserted. In this
case, an alpha-numeric keyboard with auto-completion is activated.

When data have been sent to the server, the user is notified by a toast message, i.e.,
a notification message that shows for a few seconds and then fades away.

2.5 Server Side

The data inputted by the user through the mobile app interface are then serialized as a
JSON string, which is posted to the server (see Fig. 1). At the server side, data have to
be de-serialized, stored in a database, and shown to the user through a web interface.

The web page is automatically refreshed every five seconds, in order to always
show the most recent data during transportation. Indeed, an updated measurement can
be send several times during the journey.

Data are stored in a database, which maintains all the measured information, for
medico-legal purpose, and constitutes an important knowledge source for the hospital.
Indeed, historical data can also be queried, and shown to the user through the web
interface, for further investigation, or for comparison with different patient cases.

3 Conclusions and Future Work

In this paper we have described TEEM, a mobile app studied to support data com-
munication during patient transportation by ambulance. TEEM allows the ambulance
personnel to insert the most significant patient monitoring data, and immediately send
them to the destination center, thus substituting the extremely incomplete paper log that
is currently deployed. TEEM has been designed to be user-friendly, but also to guar-
antee data entry correctness. Interestingly, we are not aware of any other similar
approach in the field of emergency patient transportation.

TEEM is currently being made available to the personnel of the NICU of
Alessandria Children Hospital, Italy. The NICU has 7 beds, and usually performs more
than 80 transportations a year. After a testing period, TEEM will be revised/enhanced
as needed, and then made available for routine adoption.

In parallel, we are working at the implementation of a second mobile app, directly
interfaced to the monitoring devices of the ambulance. This second app is meant to
automatically send to the hospital server all the data measured by the devices, in real
time. It will complement TEEM (which will still be used to insert non-instrumental
data), and will allow the specialist physician to receive a significant amount of infor-
mation during transportation. This will enable her/him to have a very clear picture of
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the patient’s situation as soon as s/he arrives at the hospital, and thus to immediately
start the proper treatment, without having to re-asses the patient condition, as it cur-
rently happens.
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jiaying.du@mdh.se
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34450 Sarıyer, İstanbul, Turkey

Abstract. New computer input devices in healthcare applications using
small embedded sensors need firmware filters to run smoothly and to
provide a better user experience. Therefore, it has to be investigated
how much delay can be tolerated for signal processing before the users
perceive a delay when using a computer input device. This paper is
aimed to find out a threshold of unperceived delay by performing user
tests with 25 participants. A communication retarder was used to create
delays from 0 to 100 ms between a receiving computer and three different
USB-connected computer input devices. A wired mouse, a wifi mouse
and a head-mounted mouse were used as input devices. The results of
the user tests show that delays up to 50 ms could be tolerated and are
not perceived as delay, or depending on the used device still perceived
as acceptable.

Keywords: Computer mouse · Delay · Embedded systems · Health-
care · Perception · USB

1 Introduction

Developing firmware without hindering users to perform tasks in their ability is
of importance for small wearable sensor systems, especially in healthcare appli-
cations. Early developed gyroscope based computer head mice [1] and similar
systems need filtering and smoothing of sensor data to work properly, as sensors
used in wearable systems are appreciated to be small, light, cheap and usually
have the drawbacks of high sensitivity to environmental disturbances [2,3]. Sig-
nal processing and its resulting delay are main factors on system performance.

In the previous research, system latency has already been seen as a primary
concern in providing real-time interaction for human-computer interfaces [4].
The effect of delay in the quality of video and voice communication [5], in video
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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streaming [6], between visual information and tactile information [7], in hap-
tic environments [8] have been analyzed. Unnoticeable delay of approximately
150 ms for keyboard interactions and up to 195 ms for mouse interactions were
found by detecting changes in a graphical user interface [9].

Moreover, to investigate how long calculations and filters can run in the
firmware of an embedded device, studies have been conducted to find out the
user perception of unperceived, acceptable, disturbing and unacceptable delays.
Previously, research has been performed to investigate the first indicator on how
delay between 0 and 500 ms was perceived by users. With a common computer
mouse, delays up to 150 ms have been demonstrated as acceptable delay, while
delays over 300 ms were regarded as unacceptable and delays between 150 ms and
300 ms were perceived by users as disturbing [10]. The results provided a baseline
on the limit of acceptable delay for data processing in microprocessors, embedded
systems or other similar applications. However, more thoroughly studies are
needed to investigate the interval below 100 ms delay and to consider the effect
of using different USB input devices.

The aim of this paper was to better understand the user’s perception of
delay when using different input computer devices and to find out a more precise
baseline allowing to set a limit for signal processing in small embedded sensor
systems. Therefore, we performed user tests with 25 participants who tested
three different computer input devices with settings of 0 ms, 25 ms, 50 ms, 75 ms
and 100 ms of delay in alternating order for each input device. This paper focuses
on (1) How much delay can be set until users perceive the delay? (2) What
is the difference when using different computer input devices with divergent
sensitivity? (3) Is there a difference between interaction methods, such as hand
movement or head movement?

2 Research Approach

To change the values of delay in a controlled way, the communication retarder
as described in [10] was used to generate delays. Software was developed to
perform a click task for users and to collect user data. A wired computer mouse
with USB cable, an USB wifi mouse and a head-mounted mouse called MultiPos
were connected to the communication retarder called USB-delay. An overview
of the test setup can be seen in Fig. 1.

To collect user feedback and data for evaluations and investigations, user tests
were performed during 2 days with 25 persons, 22 male and 3 female participants,
from the age of 24 to 52 with an average age of 34.7. All participants were daily
computer users without mobility impairment. Most users (22/25) were using a
computer mouse daily. The other 3 users were using a trackpad for daily uses.
Most users had never used a head-mounted mouse before. Only one user tested
a head movement controlled game.

The hardware for our tests, shown in Fig. 1, consisted of a gaming laptop (MSI
MS-16GF) with Windows 10, an in-house developed communication retarder
(USB-delay device), a gaming mousepad (Logitech G240), a wired gaming mouse
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Fig. 1. System overview.

(Logitech M500), a wifi mouse (Packard Bell MORFEOUO) and a MEMS gyro-
scope based head-mounted computer mouse (MultiPos).

At the beginning of each test, the testers were informed about the purpose of
the study, their tasks and the procedure. Each user tested three different devices
for 5 rounds with 5 different delay values. The users’ task was to click on 4
emerging images on the screen with unknown but fixed locations in each round.
As done in the previous research, the order was chosen to start with a neutral
setting of 0 ms, giving the testers a baseline of the mouse sensitivity and time
to adapt to the tests [10]. Then the delay between higher and lower settings
was alternated. In order to gather information about the users’ experiences, a
questionnaire was required to be answered. The perceived level of delay that the
user perceived was asked in the form of choosing a score between four perceived
levels: (1) ‘unacceptable’, (2) ‘disturbing’, (3) ‘acceptable’ and (4) ‘no delay
perceived’. After every round the users rated their experience with the device
at the set delay value. Additionally, data was collected on how long it took the
users to click on the emerging images and if users were able to click the images
through our developed software. The collected data and the feedback from the
users was then analysed with the help of MATLAB.

3 Results and Discussion

The results of our evaluations and the user feedbacks are described statistically in
Fig. 2. Here, the amount of feedback is presented by different sized red points in
combination with a number, reflecting the users’ questionnaire choices. The blue
curve connects the majority levels and shows the main trend of the perceived
results. For the wired mouse the delay of 50 ms can be seen as the threshold
value between ‘no delay perceived’ and ‘acceptable’. In other words, the delays
smaller than 50 ms were not perceived by the users using the wired mouse.
The tests and evaluation also show that the delay perception of the users is
affected by the sensitivity of the USB devices. With a low sensitivity wifi mouse,
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Fig. 2. User perceived feedback. (Color figure online)

Fig. 3. Majority distribution. (Color figure online)

50 ms of delay can still be seen as threshold value, but scored a lower perception
rating between ‘acceptable’ and ‘disturbing’. The head-mounted mouse has more
sensitivity because of a more precise MEMS gyroscope. Here, more users did not
perceive delays up to 50 ms in comparison to the other two devices.

Figure 3 presents the majority distribution of the three different devices used
in this research. The blue curve depicts the results of the wired computer mouse,
while the red one presents for the wifi mouse and the green curve is for the head-
mounted mouse. Almost 100% of the users (24/25) gave the same feedback for
the delay of 0 ms with the wired mouse. In the continuation of the comparison,
more than 50% of the users had similar opinions for the delays of 25 ms, 50 ms,
75 ms and 100 ms, respectively. For the head-mounted mouse, except the delay
of 100 ms, around 60% of the users showed similar perceptions with the delays
of 0 ms, 25 ms, 50 ms and 75 ms. For the wifi mouse, around 50% of the users
perceived similar results with all five delay values. In general, users showed the
most different perceptions with the wifi mouse.

The elapsed time for clicking the four images in each round was recorded in
our software. The data was averaged by images and users. The average clicking
time of the different delays from 0 ms to 100 ms is 1.56 s with the wired mouse,
1.87 s with the wifi mouse and 2.22 s with the head-mounted mouse. The trends
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Fig. 4. Elapsed time. (Color figure online)

of elapsed time for the three different devices are depicted in Fig. 4. The blue
curve presents the results of the wired mouse, the red curve is for the wifi mouse
and the green curve shows the results for the head-mounted device. The elapsed
time to click on the images is increasing as the delay increases. As shown with the
red curve, the users needed more time to click on the images with larger delays.
The green curve shows that it takes more time to click on the images with the
head-mounted mouse. Less elapsed time with the delay of 50 ms reflects that the
users might have adapted to the movements after the first round. However, they
still spend more time as the delay increases afterwards.

Table 1. Overview of missed images during the tests.

Delay (ms) 0 25 50 75 100 Sum

Mouse - 1 1 2 - 4

Wifi mouse 2 5 2 3 3 15

Head mouse 8 19 4 21 24 76

Sum 10 25 7 26 27 95

During the tests 1500 images were clickable in total (25 users × 3 devices/
user × 5 rounds/device × 4 images/round). The images disappeared after 3 s
in case a user could not click on it. Totally 95 missed images were recorded
during the test, 22 for first appearing image, 22 for the second image, 33 for the
third image and 18 for the fourth image. Table 1 shows the number of missed
images with different delay values and devices. As shown in Fig. 4 and Table 1,
generally it took users the most time and the most misses happened when using
the head-mounted mouse, while the least time and misses happened when using
the wired mouse. In general, we can say that the greater the delay is, the more
time to click on the images was needed and the more misses happened.

4 Conclusion

A previous study has shown the effects of USB-delay on a broad delay range
from 0 ms to 500 ms [10]. In this paper, we have further investigated the effects
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of delay in three different computer input devices and provided a more detailed
investigation into how much delay is not perceivable to users. Through user tests
with 25 participants, it was found that a delay up to 50 ms was not perceived as
delay for most tested devices and users. This value provided a threshold value
that we see as a limit for signal processing in embedded systems, especially
body-worn or computational healthcare systems such as head-mounted computer
mice. The sensitivity of a device, previous experiences and what users are used
to, affected their perceptions. These individual differences amongst users could
for example be seen with a simple, less sensitive wifi mouse, as users rated their
experience with lower scores. Using an uncommon and unknown technology of a
MEMS gyroscope based head-mounted computer mouse, users needed more time
to click on appearing images as users needed to move their heads in comparison
to the hand-controlled mice. Nonetheless, the perceived results were even better
with a delay of 50 ms or less, in comparison to computer mice due to the high
sensitivity of the MEMS gyroscope.
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Abstract. For people who live in rural or remote areas, or have a limited
possibility of movement, disease is diagnosed late in the course, which unfor-
tunately often results in death. In order to increase awareness among people and
to reduce mortality rates, telemetry systems play a very important role. This
paper presents the telemetry system for diagnosis of Asthma and COPD
(COPD - Chronic obstructive pulmonary disease, a type of obstructive lung
disease characterized by long-term poor airflow). Developed telemetry system is
implemented using Android, Java, MATLAB and PHP technologies. Classifi-
cation of respiratory diseases is implemented in our previous papers. During the
six months’ period telemetry system was tested on 541 subjects, where 324 were
classified as asthmatics or COPD while 217 were classified as healthy subjects.
Implemented system uses a spirometer connected via Bluetooth with a mobile
phone application for sending data to the server where is installed Expert System
for classification of Asthma and COPD. After the classification process Expert
System is sending a diagnosis to the patient via e-mail.

Keywords: Telemetry � Expert System � Disease � Classification � Asthma �
COPD

1 Introduction

The constant development of information - communication technologies (ICT) [1]
results in increased use of these technologies in everyday medical practice and change
the way of patient care. The combination of intelligent computer systems and mobile
applications allow more involvement of patients in the care of their own health through
interactive exchange of information with trained medical staff. In Europe in the last
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15 years (2000–2015) the number of Internet users increased for 454.2%, and statistics
show that approximately 70.5% of the population in Europe has Internet access [2].
Cisco predicts that by the end of 2016 there will be 10 billion mobile devices worldwide
in use [3]. Surveys carried out in European hospitals in the period 2012–2013 year [4]
and general practitioners (2013) [5] showed that 9% of hospitals offer patients the
possibility of using Internet applications in monitoring their health status. Studies in the
United States in 2012, showed that 39% of the surveyed doctors use Internet and Web
applications to communicate with patients, an increase of 8% as compared to [6]. In
study published by Hardinge et al. [7] patients identified no difficulties in using the
proposed Internet application and were able to use all implemented functions.

According to the World Health Organization (WHO), there are around 600 million
patients with COPD and 344 million patients with asthma today in the world, which is
double than diabetics and it is predicted to 2020, that COPD will become the world’s
third biggest cause of mortality [8], and thus the main growing public health problem.
In recent years, several applications have been proposed to improve and ease the
diagnosis of these diseases. Badnjevic et al. in their papers developed Expert System
for diagnosis of respiratory diseases such as asthma and COPD based on combination
of fuzzy rules and artificial neural network [9]. In papers [10, 11] they presented a
system for diagnosis of asthma based just on fuzzy rules or developed artificial neural
network, where they showed an importance of usage of Expert systems in healthcare
institutions. In all mentioned papers they used spirometry (SPIR)1 and/or Impulse
Oscillometry (IOS) as input measuring parameters. Expert System results are conve-
nient to read and analyze as they are presented in simple forms of texts and figures
[12, 13]. The benefits of telemedicine have been shown in other papers [15], which has
found that the application of the same procedure to each spirometry examination data
and its central processing ensures that all the necessary procedures and checks are
carried out with full compliance to the standards of the medical profession [16].

2 Methodology – Telemetry System

The developed telemetry system consists of mobile application and Expert System.
Telemetry application will interact with the patient through user interface in several
steps. In first step, SPIR test is conducted. Then, measured parameters are stored in
mobile phone in .pdf format. In step 3, symptoms of disease for patients are indicated in
mobile application. After that, measurement results and symptoms indication are
transferred to server. Input vector for Expert System is formed in step 5. After that
classification is performed and in final step test results are sent to user’s mobile phone.
Detailed system architecture and data flow is presented in Fig. 1. Developed telemetry
system is implemented using a combination of technologies which include Android,
Java, Matlab and PHP. Android and Java are used for implementing a simple mobile
application that allows the user to upload the results of a conducted measurements.

1 SPIR - Spirometry (meaning the measuring of breath) is the most common of the pulmonary function
tests (PFTs), measuring lung function, specifically the amount (volume) and/or speed (flow) of air
that can be inhaled and exhaled.
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Expert System for classification of respiratory disease is implemented in Matlab.
PHP programming language is used to parse the uploaded .pdf files and to call Matlab
functions in the background. The input data of developed telemetry system are
spirometry (SPIR) test results and symptoms of disease. For obtaining measurement
result spirometers with communication module (Bluetooth communication module is
used in this paper) must be used in order to get measurement results on used mobile
phone. To obtain usable measurement results, examination protocol must be followed.
To ensure that measured data are in accordance to Expert System input parameters
format, error check is implemented, in the sense that the document with measurement
results contains all necessary data for classification. If the check is successful, the file is
wrapped in an HTTP POST request and sent to address of the server. Expert System is
located on server. In this study, Apache 2.4 Server is used. Once, the input data are
given to Expert System classification based on measurement results and symptoms is
conducted and the results of classification performed by Expert System are sent to user
by email.

A. Expert System
Expert System for classification of respiratory disease consists of Artificial Neural
Network (ANN) and Fuzzy rules. The possible outputs of classification are: Normal
condition, Asthma, COPD and Additional testing needed on the Pulmonary Clinic.
Architecture of Expert System is presented in Fig. 2 [9]. The input data for the
implemented fuzzy rules are values obtained by conducting spirometry (SPIR) test.

Fig. 1. Architecture of implemented telemetry system.

Fig. 2. Architecture of Expert System.
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Based on these data, fuzzy system has the ability to make a preliminary classifi-
cation of the disease, if it is a simple case. Otherwise, outputs of fuzzy systems
represent input vector of ANN. The Expert System was designed based on the rec-
ommendations of Global Initiative for Asthma (GINA) and Global Initiative for
Chronic Obstructive Lung Disease (GOLD) guidelines and based on expert experience
and instructions, gathered from a number of experts in the field of respiratory medicine
and pulmonary functions tests. Expert System was previously validated on more than
1000 patients [9–14].

B. Mobile application
The mobile application is developed for the Android operating system and it was
implemented in Java using Android Studio 2.0 integrated development environment.
The structure is relatively simple, which opens it to development for different mobile
operating systems in the future. An activity diagram representing the application flow is
shown in Fig. 3.

After conducting SPIR test, user stores the measured data in .pdf format on used
mobile phone. Measurement data are transferred from spirometer to mobile phone
using Bluetooth communication. User has the ability to insert symptoms of disease in
order to ensure better classification using Expert System. Data is validated before
sending to the server. When the file is transferred to server, a PHP script activates
which handles the file, first using UNIX pdf to text utility with a preserve layout flag,
which writes the data to a text file. The script then loads the content of the file as a
string, then using regular expressions, parses the measurements and forms an input
vector for the Expert System. The Expert System gives an assessment, as is shown in
Fig. 1. Since PHP cannot interact directly with Matlab, the results are written to

Fig. 3. Application activity diagram
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console output and read by PHP. These results, along with the symptoms and patient
data form a report which is written to an email and sent to the user. The user receives a
confirmation email that his report was successfully uploaded.

3 Results

During the design of the application, usability in accordance with ISO 9126 software
quality model was followed. The developed application has relatively straightforward
design, icons and information assistance. The time needed for installation and setup is
minimum. The main function is sending an email with measurement data and symp-
toms indication from patient in order to establish quick diagnosis of possible respira-
tory disease in real time in remote areas. The entire process that takes part on the server
side, takes on average ten seconds. When compared to the time needed to obtain the
necessary documents to visit a doctor, the application allows the user to quickly
identify his condition, or directs him to a physician to conduct more tests. To validate
the integrated software suite, reports of 541 patients who have previously visited
departments for lungs diseases have been used. There were 25 patients with diagnosed
COPD, 72 patients with asthma and 217 patients treated as a healthy control group.

4 Conclusion

One of the greatest challenges in rural healthcare system is assuring that professional
medical presence is available when and where it is needed. This is difficult for remote
rural healthcare institutions because they are often intractable for those medical pro-
fessionals or those institutions cannot afford or retain these specialty providers. In
today’s healthcare systems telemedicine is reflected through synchronized data
exchange and the advantage of telemedicine/biotelemetry is that recordings of signals
of patients are done under the standard conditions, so that stress does not create
artifacts that distort the typical form of the signal and subsequent diagnosis on the basis
of the recorded signal is more accurate since they are used more realistic signals.

The developed telemetry system described in this paper enables patients living in
remote areas, or patients with limited ability of movement to establish a diagnosis
based on results of spirometry obtained from a simple to use spirometer. This enables
better self-management for patients since they are able to track their health condition
and if needed get adequate professional care.
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Abstract. People suffering Obstructive Sleep Apnea are normally
treated by using a device that provides continuous positive airway pres-
sure. Currently solutions do not rely on any remote assistance and data
gathered from that device are accessible to clinicians only when the
patient goes to the annual visit. In this paper, we propose an IoT-
based system that sends data to the cloud where are analyzed to support
patients with Obstructive Sleep Apnea giving also a suitable feedback to
lung specialists. The work is part of the Spanish project myOSA. Clinical
trials with patients from the Hospital Arnau i Vilanova in Lleida (Spain)
started on July 2016 and will last 6 months.

Keywords: Telemonitoring · Decision support systems · Internet of
Things · eHealth · Obstructive Sleep Apnea · CPAP

1 Introduction

In the last decade, the Internet of Things (IoT) paradigm rapidly grew up gaining
ground in the scenario of modern wireless telecommunications [1]. Its basic idea
is the pervasive presence of a variety of things or objects (e.g., tags, sensors,
actuators, smartphones, everyday objects) that are able to interact with each
other and cooperate with their neighbors to reach common goals. Depending
on the real-world scenario, different solutions to analyse data gathered from
things may be applied. In case of patients’ involvement, self-management tools
[2], decision support systems [7], and recommender systems [4] may work with
data from things to give support to the patients with the main goal of providing
empowerment.

In this paper, we focus on eHealth and propose an IoT-based monitoring sys-
tem aimed at giving automatic remote support to patients suffering Obstructive
Sleep Apnea (OSA) [5], as well as a suitable feedback to lung specialists. In the
literature, some work focused on monitoring patients with OSA relying on IoT
has been proposed [3,6]. Our approach differs in monitoring patients to improve
their adherence to the prescribed therapy. Moreover, as a secondary goal, the
system also provides lung specialists with relevant monitoring information to
enable a better patients’ follow-up.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

M.U. Ahmed et al. (Eds.): HealthyIoT 2016, LNICST 187, pp. 119–124, 2016.

DOI: 10.1007/978-3-319-51234-1 19



120 X. Rafael-Palou et al.

2 The Proposed Solution

Currently in Spain, after a visit with a lung specialist, patients suffering OSA
are treated with a continuous positive airway pressure (CPAP) machine at their
home. CPAP providers guide patients on how to use the device properly and
prescribe them to use the machine at least 4 h daily in order to benefit the
therapy. From that moment on, the adopted medical protocol states the following
visit with the specialist after 6 months and then once a year. Unfortunately,
this extended period of time results in patients not following the recommended
prescription and even abandoning the therapy. In fact, it may happen that,
during a visit, they discover that the patients is using the CPAP less that 4 h or
s/he is not using it at all. To improve patients compliance and better follow-up,
we propose a solution that, connecting the CPAP with Internet and providing
patients with an app in their smartphone, gives support to both patients and
lung specialists. In fact, in so doing, CPAP automatically sends the collected
data to the cloud where are analysed and sent back to the user through the app.

Fig. 1. Main components of the IoT-based system.

Figure 1 shows the high-level architecture of the system with its main com-
ponents: Patient’s home, Hospital, and MyOSA platform. At the Patient’s home
two devices are provided: the CPAP machine connected to Internet and a smart-
phone with the installed app. At the Hospital, lung specialists are provided with
a web application that summarizes relevant information and it is aimed also to
give a support in medical decisions1. Finally, the MyOSA platform is installed
in the cloud and connects all the devices for data exchanging.
1 The corresponding decision support system is out of the scope of this chapter.
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The core of theMyOSA platform is the IntelligentMonitoring System (myOSA
IM) that is composed of a set of intelligent algorithms aimed at identify the adher-
ence level to the therapy by a given patient (Analysis of adherence in the Fig. 1). It
includes also the Recommendation engine aimed at working with that adherence
level to give to the Composer of Recommendations the list of cases that will be
used to build the recommendations. The Composer of recommendations receives
as input the cases from theRecommendation engine and composes the correspond-
ing recommendations. Daily, theRecommendationmanager receives the new mon-
itoring data from the CPAP and puts in communication the Composer of Recom-
mendations with the Recommendation engine, by means of the API, in order to
get the appropriate recommendations. After that, the Recommendation manager
sends those recommendations to the patient’s app.

(a) (b)

Fig. 2. PCA and K-means clustering with k = 3. (Color figure online)

The Analysis of adherence module is aimed at detecting the current user
adherence degree to CPAP therapy given a set of monitoring data. This module
wraps up a predictive model based on unsupervised learning techniques. To build
this model we used data from 4207 patients (980 women) using CPAP in the
Spanish area. Each patient has her/his own profile composed of basic information
(e.g., age, sex, marital status), as well as a set of extra features to provide a better
description of the daily CPAP usage (e.g. number of minutes of usage per day,
maximum number of consecutive days using the CPAP). Once the dataset was
cleaned up, the most relevant features were extracted by means of a principal
component analysis (PCA) on the normalized data. The first 2 components of
the PCA achieved a 0.72 of explained variance ratio. This positive result allowed
to suitably visualize the amount of data with only 2 dimensions. As an example,
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please consider Fig. 2-a where we have projected the whole amount of data on
the 2 PCA dimensions highlighting in different colors users with few, normal and
high consecutive usage of the CPAP machine. After feature reduction, k-means
has been used to divide patients in suitable clusters. K-means models were built
using different numbers of k and the corresponding results compared by using
the silhouette metric. The best results were achieved with k = 3 obtaining a
score of 0.31. With k = 4, k = 5 and k = 10 scores of 0.28, 0.25 and 0.23 were
obtained, respectively. Figure 2-b shows the output of the adopted clustering
technique, with k = 3. Once the best model was selected a post processing
analysis was conducted to map the resulting clusters with adherence profiles.
Table 1 summarizes the results for each cluster. According to the results, Cluster0
was assigned to “Compliant” (more than 4 h of usage, on average), Cluster1 to
“No-compliant” (less than 3 h of usage, on average), and Cluster2 to “Regular”
(in the range of 3–4 h of usage, on average).

Table 1. Results cluster centroids.

Cluster0 Cluster1 Cluster2

MaxUsage (min.) 596.24 357.48 546.59

MinUsage (min.) 223.25 1.57 18.32

AvgUsage (min.) 458.35 198.79 328.42

NumDaysAboveUsage 0.97 0.17 0.77

The Recommendation Engine receives as input from the Analysis of Adher-
ence a case composed of: the PatientID, which is the univocal identifier of the
given patient (e.g., M1234); Adherence, which corresponds to the cluster to which
the patient belongs (e.g., cluster “Compliant” corresponds to high adherence);
Probability that is given by the k-means and indicates the reliability to belong
to the cluster (e.g., 0.8); Period, which corresponds to the number of monitored
days that have been analyzed (e.g., weekly); Gradient, which is the trend corre-
sponding to the evolution of the adherence (e.g., negative); and Evolution that
is the number of hours corresponding to the change in the adherence. With this
information the Recommendation Engine builds a case by relying on a rule-based
approach defined according to the expertise of lung specialists.

3 Current Implementation

The proposed IoT-based myOSA IM is part of the Spanish project myOSA.
CPAP users in Catalonia have been involved in experimentation. The trials just
started and a total of 50 patients will participate in the study.

Once a patient enters the program, s/he is provided with a CPAP to be
installed at home and an app to be installed in her/his smartphone. In particular,
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Table 2. Example of recommendations.

Period biweekly Period quarterly Recommendation

Adherence Gradient Adherence Gradient

C ↑ – – Keep it up but remember to be consistent
Remember that sleep well is very necessary

NC ↓ – – You are not following the guidelines of your
doctor, you must be constant
Do not get discouraged and ask for help if
you need it!

NC ↓ R ↓ It has worsened the use of CPAP lately
It is very important to be consistent
Please contact us if you have questions!

C ↑ NC ↑ You are using more CPAP during the last two
weeks, keep it up
Your body will appreciate it

we use the device Airsense 10 AutoSet by RESMED2 that includes the hardware
needed for storing and transmitting the data. Once a day, the CPAP sends data
to the cloud where are stored and analyzed to identify the level of adherence (i.e.,
the cluster) the patient belongs to. Depending on the adherence (i.e., the clus-
ters), different recommendations are sent. Three kinds of recommendations have
been identified: awards, feedback, and alerts. Awards are given to outstanding
patients when they considerably comply with the adherence. Moreover, awards
are given to empower the patient when they move from an adherence level to a
higher one (e.g., from regular to compliant). Feedback is given anytime patients
need to receive some specific recommendation to improve the use of the CPAP
or to be encouraged to use it more. Alerts are sent when the patient belongs
to the no-compliant cluster and needs to be supported. Alerts may also be sent
when a patient moves from an adherence level to a lower one (e.g., from regular
to no-compliant). Table 2 shows an example of recommendations with the cor-
responding adherence level (C for Compliant, NC for No-Compliant, and R for
Regular) and the gradient (↑ for positive and ↓ for negative).

Apart from recommendations, the app provides to patient the level of adher-
ence; awards; feedback; and alerts, as well as specific information about the
CPAP performance. Finally, through a Web application, lung specialists may
access to the system and take a look to the state of a given patient.

4 Conclusions and Future Work

IoT, as a set of existing and emerging technologies, notions and services,
can provide many solutions to delivery of healthcare systems and services to
empower patients providing better care and remote monitoring. In this context,

2 http://www.resmed.com/us/en/consumer/products/devices/airsense-10-cpap.html.

http://www.resmed.com/us/en/consumer/products/devices/airsense-10-cpap.html
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we presented an IoT-based system aimed at remotely support patients suffering
Obstructive Sleep Apnea.

Clinical trials just started. In the near future we will refine the system improv-
ing the intelligent monitoring system by relying with more data and getting
direct feedback from patients involved in the experiments. According to an iter-
ative co-design approach we will also work together with lung specialists to
improve and extend the set of recommendations.

Acknowledgments. The study was partly funded by the Spanish Ministry of Econ-
omy and Competitiveness in the framework of the call “Collaboration Challenges” in
the State Program for Research, Development and Innovation Oriented to Societal
Challenges (Project myOSA, RTC-2014-3138-1) and the CONNECARE project (grant
agreement no. 689802 - H2020-EU.3.1).
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Abstract. In this paper, we detail an in-home aggregation plateform for
monitoring physiological parameters, and involving two objective physi-
cal sensors (bio-impedanceter and thermometer) and a subjective one
(fatigue level perceived by the patient). This plateform uses modern
IoT-related technologies such as embedded systems (Raspberry Pi and
Arduino) and the MQTT communication protocol. Compared to many
related works, monitoring is enterely achieved using a box as a central
element, while the mobile device (tablet) is only used for controlling the
acquisition procedure using a simple web browser, without any specific
application. An example of a time stamped set of acquired data is shown,
based on the in-home monitoring of healthy volunteers.

Keywords: IoT · Healthcare · Bio-impedancemetry · MQTT · Rasp-
berry Pi · Arduino

1 Introduction

Internet of Things is a new paradigm offering a large number of possibilities,
as underlined in a recent review [1]. In healthcare (see the recent overview [2]),
such a paradigm facilitates the interconnection of medical devices and data, with
various applications such as home tele-monitoring of patients or elderly people
for instance. Many sensors are now available for monitoring many parameters
(e.g. heart rate, blood flow, blood pressure, temperature, muscle contraction,
weight...) with various technologies and distributed software architectures for
communication purposes.

This paper focuses on the conception of an in-home aggregation plateform.
The main contribution regards the detailed description of both hardware and

software aspects of the particular plateform that we developed, including various
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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devices such as tablet, two particular sensors and the coupling of both Raspberry
Pi and Arduino embedded systems. Our purpose is to show how such a plateform
can be developed for specific applications. A part of this contribution regards
the use of the MQTT protocol [3], particularly appropriated for IoT-based appli-
cations although rarely considered in healthcare, as recently underlined [4].

Another part of the contribution concerns the heterogeneous nature of mon-
itored parameters: we consider both two objective parameters (i.e. measured by
sensors) and a subjective one (fatigue level - can be considered as a subjective
sensor). In our opinion, most IoT-based healthcare system focus on physical sen-
sors although, for healthcare, additional subjective parameters such as fatigue
level, pain level, ... may be meaningful from a clinical point of view. In this
paper, note that we also consider a bioimpedancemeter, such a sensor being
rarely considered (e.g. compared to previously mentioned sensors).

Section 2 briefly presents an overview of the developed system, while Sect. 3
focuses on its hardware and software architecture. Section 4 aims at discussing
some aspects of this work.

2 System Overview

Figure 1 provides an overview of the proposed plateform, including a bio-
impedancemeter, a temperature sensor, a mobile device (tablet) and a box for
aggregating data and then posting them to the database using the MQTT com-
munication protocol [3].

The bioimpedancemeter (Z-metrix developed by Bioparhom [5]) allows the
measurement of various physiological parameters (fat mass, lean mass, total
body water, extracellular water, ...).

The temperature sensor is part of the e-health sensor plateform developed by
cooking-hacks [6]. Although the box is conceived to plug 10 sensors (i.e. ECG,
SPO2, EMG, ...), only the temperature sensor is considered in the paper.

The mobile device is used to interacts with the box using a web browser. This
allows to enter parameters that are required to perform measurements (weight
and height in our case, being required for fat mass computation using bioim-
pedancemetry). The mobile device also enables to trigger measurements (i.e.
bioimpedancemetry and temperature), acquired values being finally returned
and rendered. Other information, useful for health state monitoring, can be
entered by the patient, regardless any sensor (subjective sensor mentioned in
the introduction). In our case, this concerns the fatigue level (value ranging
from 0 to 100). Figure 1-bottom-left provides two snap-shots of the web browser,
at the beginning (top) and at the end (bottom) of the acquisition procedure,
with acquired values and a transmission acknowledgement.

All these components (temperature, bioimpedancemeter, mobile device) com-
municate through the central element: the “box”. The box aggregates all data
(measurements from sensors, information entered by the patient such as the
fatigue level) and post them to a distant database (Fig. 1-B) using the MQTT
communication protocol.
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Fig. 1. Overview of the developed aggregation plateform (A) integrated a box (core
element) and several external devices. This plateform communicates with a distant
database (B) using the MQTT communication protocol, the content of which being
rendered to render data within a web browser (D) thanks to web server (C).

A web server (Fig. 1-C) can finally be used to access to information stored
in the database, for rendering purposes. Figure 1-D provides a snapshot of such
rendering (time stamped measurements) thanks to the dedicated web server we
developed.

3 Software and Hardware Architecture

Figure 2 provides a synthetic view of the implemented architecture. Section 3.1
details the composition of box, and Sect. 3.2 concerns the MQTT protocol.

3.1 Aggregation Plateform

In terms of hardware, the box mainly includes a Raspberry Pi and an Arduino
controller together with the Arduino shield developed by Cooking Hacks,



128 A. Jamin et al.

Fig. 2. Architecture overview, including software and hardware components.

for plugging related sensors (in particular the temperature sensor). The bio-
impedancemeter is connected through a wired USB connection. Additional ele-
ments are packaged within the box (not detailed for clarity), such as two wifi don-
gles for communication (with the mobile device and with the database), a battery
and an energy management system, so that the box can work in an autonomous
manner. Note that, as underlined in Sect. 4, communication with sensors and
mobile device can be modified or extended (e.g. both bio-impedancemeter and
mobile device support bluetooth communication).

In terms of software, a web server runs on the Raspberry Pi so that the
mobile device can get connected to the box using a web browser. Figure 2-1
models interactions between the mobile device (web browser) and the web server.
It also models interactions between the web server and underlying sensors (i.e.
acquisition is parameterized and triggered from the web browser as illustrated
by Fig. 1-bottom-left). A REST architecture is considered for web server: each
REST resource corresponds to a specific item (i.e. bioimpedancemetry, temper-
ature, fatigue level), with related specific code, ensuring the separation of con-
cerns and the modularity of the application. Note that the specific code related
to the bioimpedancemetry embeds fat mass computation from electrical values
returned by the sensor. For the temperature sensor, the related REST resource
interacts with the Arduino board managing the acquisition (using the library
developed by Cooking Hacks [6]).

When the acquisition procedure ends, the user triggers (dedicated REST
resource) the post of the data to the distant database using MQTT.

All codes running on the Raspberry Pi are written with the Python lan-
guage (web server, fat mass computation, communication with the Arduino and
database with MQTT), using appropriate libraries.
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3.2 MQTT

The principle and features of the MQTT protocol are described in [3] and has
been recently considered in the context of healthcare [4]. Such a technology is
particularly useful in the field of internet of things. One of the main feature is
the related small code footprint and required network bandwidth.

Such a protocol is based on three elements: the publisher, the subscriber
and the broker. The publisher publishes information on a certain topic, the
subscriber subscribes to (a) topic(s) and receives related published messages.
The intermediate entity is the broker, known by both subscribers and publishers.
Thebroker filters all incomingmessages anddistributes themaccording to the topic
and the subscriptions. Data exchange can be securized thanks to both encryption
and authentication mechanisms, this being crucial for healthcare systems.

In our case, a topic corresponds to a patient (specific patient identifier). When
the acquisition procedure ends, a REST resource triggers the diffusion (Fig. 2-2)
of the acquired data on the related topic to the broker (Fig. 2-3). The subscriber
receives the message (Fig. 2-4) and updates the database (Fig. 2-5).

4 Discussion

This system has been used by healthy volunteers for testing purposes. Acquisi-
tions have been done daily for home during a couple of days. A single distant
computer has been considered for running the broker (Mosquitto), the subscriber
(Python), the database (MongoDB) and webserver (NodeJS): Fig. 1-bottom-
right provides a snap-shot of the monitored data.

Hereafter, we shortly discuss two aspects: the use of a dedicated aggregator
rather than the mobile device, and the ability to integrate additional sensors.

Many recent related works consider a mobile device instead of a dedicated
aggregator [4,7] (the mobile device plays the role of aggregator and communicates
with the distant broker). For instance, in [4] the mobile device acquires data from
ECG and Oxymeter sensors using Bluetooth and a dedicated Android applica-
tion. The mobile device also embeds the code for publishing data using the MQTT
protocol. The advantage of such architecture is that no dedicated box is required,
only a dedicated Android application is needed. In our sense, the main drawback of
such architecture concerns the communication with sensors: although most mobile
devices provide many communication components (e.g. wifi, sim, bluetooth,
nfc, ...), their main limitation concerns the limited number of wired connections.
In our case, as the local server considered in [8], the use of a box offering more
connectivity (in particular wired connection) is therefore a relevant alternative.
This furthermore allows to decouple the personal mobile device of the patient (e.g.
including a GSM connection for general purpose and personal use) from the device
used for health monitoring (e.g. which could provide another GSM connection but
dedicated to health monitoring). Despite connectivity, such an aggregator involves
a dedicated system no only for receiving data but also for performing computa-
tions such as fat mass in our case (possible using personal mobile device but at
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the cost of additional energy consumption). Our proposal has similarities with
the local server presented in [8].

In terms of evolutivity, any new sensor can be integrated within the proposed
plateform by connected the device to the Raspberry Pi either a wired connec-
tion, or a wireless connection (e.g. bluetooth). At software level, this involves
the integration of the corresponding REST resource to web server running on
the Raspberry Pi (binding between the tablet and physical sensor). The mobile
device basically remains a “touch screen” interacting with the box (through the
web browser).

5 Conclusion

This work provides a detailed example of in-home aggregation plateform using
standard modern technologies. Next steps will concern the exploitation of this
system real healthcare applications.
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Abstract. The ‘Smart Mirror’ project introduces non-contact based techno-
logical innovations at our homes where its usage can be as ubiquitous as
‘looking at a mirror’ while providing critical actionable insights thereby leading
to improved care and outcomes. The key objectives is to detect key physio-
logical markers like Heart Rate (HR), Respiration Rate (RR), Inter-beat-interval
(IBI) and Blood Pressure (BP) and also drowsiness using the video input of the
individual standing in front of the mirror and display the results in real-time.
A satisfactory level of accuracy has been attained with respect to the reference
sensors signal.

Keywords: Physiological parameters � Photo plethysmography � Heart rate �
Respiration rate � Inter-beat-interval � Blood pressure and drowsiness

1 Introduction

Non-contact based physiological parameters extraction research was started almost 2
decades before e.g. in 1995 [1] and after a long gap the first successful experiment was
initiated in 2011 by Poh et al. [2] which opens the window of non-contact based health
monitoring system. Thisarticle focuses on design and development of a non-contact
based camera system to detect, track and recognize a human face and provide indi-
viduals’ current state of biological signals. The goal is to display the outcomein
real-timeon a screen. As soon as the system recognizes a person it calculates the users
HR, IBI and RR as well as BP and displays values on the output screen using a text
massage. Also, the proposed system detects eyes and notifies the user about individ-
ual’s drowsiness state. Additionally, the system can work as a personal reminder e.g.,
remind the identified person in a certain time of the dayto take his or her daily med-
icine. To set up the data in the database, the system has an independent web application
for saving new reminders to a persistent database.
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2 Data Collection, Methods and Implementation

There were two different sessions for the data collection and in each session there were
10 test persons (3 Female and 7 male) of different height, weight and skin color. In the
first session, facial video was recorded for all the test persons from approximately 1 m
from the laptop webcam in normal sitting position on a chair without any movement in
constant environmental illumination. Thephysiological parameters were extracted in
offline and saved in an excel file. In the second session, physiological parameters were
extracted in real time considering normal movement of the test person in varying amount
of environmental illumination. In both the session a reference sensor systems called
cStress1 was used for the evaluation of proposed algorithms. The system was developed
in Visual Studio 2015 and the programming language was C++. Additionally, we use
several libraries that help us with implementation details: OpenCV is used for the image
processing and for most of the detection, tracking and recognition algorithms. Boost is
used for providing us with timestamp tool and threadsafe data structures such as circular
buffers. Finally, ptheards library is used for parallel executions.

The system can be divided into three modules, namely input gathering module, face
detection/tracking/recognition module and biological parameters extraction module
which are operated independently in three distinct threads. The face detection/
tracking/recognition module works with the buffer that contains the raw frames and
stores its result in several other buffers for cropped face, eyes and hands detected in the
raw input. Finally, the module for biological extraction itself can be thought of like 3
sub-modules - one for extraction of heart beat, inter-beat interval and respiration rate,
one for blood pressure and one for eye analysis. The first one works with the buffer
containing faces and outputs to a buffer of foreheads, the second one - with the buffer
containing detected eyes and the third one with the buffer containing foreheads and
hands. In this way we achieve parallel execution and thus the frame rate is not reduced
and is at its maximum capacity.

3 Parameters Extraction, Results and Evaluation

Three different physiological parameters such as HR, RR and IBI were extracted in the
first phase in offline considering sitting position using the method used in [3]. In the
second phase, again the parameters were extracted in real time considering normal
movement and environmental illumination variation [4, 5]. A comparative result for
these parameters for a test person is seen in Table 1. For BP, we calculate the pulse
transit time (PTT) between forehead and the palm as Fig. 1(b) like [6].

PTT is calculated from the phase difference of the heartbeat frequency component
of the forehead and palm video streams. However, instead of using a formula for
calculating the blood pressure, we train a three-layer artificial neural network to
determine whether the blood pressure is low, medium or high. In order to have the
artificial neural network well trained, we created learning data set by measuring BP and

1 http://stressmedicin.se/neuro-psykofysilogiska-matsystem/cstress-matsystem/.
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PTT of different people. We feed that data to an artificial neural network (ANN) which
has four input perceptrons. The other three are obtained from the personal information
database - height, weight and age. The ANN has three output perceptrons which
correspond to BP being low, medium or high. We find the one that is triggered the most
and select it as the final result for BP measurement.

For detecting drowsiness we extract six parameters such asPERcentage of eyelid
CLOSure (PERCLOS), maximum closure duration (MCD), blink frequency (BF),
average opening level of the eyes (AOL), opening velocity of the eyes (OV), and
closing velocity (CV) of the eyes are extracted according to [7] and the steps are shown
in Fig. 2.

These measures are combined using Fisher’s linear discriminant functions using a
stepwise method to reduce the correlations and extract an independent index. Here,
fuzzy logic is appliedto determine drowsiness. From the facial cropped image, area of
the both eyes are extracted, then each eye is separately processed in order to decrease
false positive blinks and if person has ticks, it has been ignored. In preprocessing, RGB
image of the eye is first converted to grayscale image, afterwards we apply histogram
equalization on image, so binarization is easily done.

Table 1. Comparative analysis of HR, RR and IBI

Sources HR RR IBI ΔHR ΔRR ΔIBI %ΔHR %ΔRR %ΔIBI

cStress 69.4 18.8 867.5
Only R 82.8 24.5 724.7 13.4 5.7 (142.8) 19.23 30.5 (16.5)
Only G 66.7 24.5 899.4 (2.7) 5.7 31.9 (3.93) 30.3 3.7
Only B 72.2 24.5 831.4 2.7 5.7 (36.1) 3.92 30.5 (4.2)
Mean RGB 69.4 24.5 864.8 (0.1) 5.7 (2.69) (0.1) 30.3 0.3

             
(a)      (b)

Fig. 1. (a) Overview of the image processing steps (b) ROI selection for BP
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4 Conclusion

The ‘Smart Mirror’ application developed to calculate physiological parameters and
analyze the state of drowsiness was largely successful in performing the measurements
in real time with relatively fast response times. The accuracy of the numbers obtained
and verified by comparison with sensor readings was also satisfactory. Implementation
of the improvements identified earlier in the paper would further improve the reliability
of the system. The intent of the ‘Smart Mirror’ application being ubiquity, several
improvements need to be incorporated in order that the system works under differing
environmental conditions in everyday household and workplace scenarios. Possibilities
exist to adapt the system for remote analysis and diagnostics, especially in locations
where medical facilities are not available. Another applications area which may be
explored is the determination of stress levels in the workplace. In conclusion, the
‘Smart Mirror’ application offers an intelligent lifestyle choice to society providing a
means for improving the quality of one’s life.

Acknowledgement. We would like to express our gratitude to all the participants, who give
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Abstract. The E-Care@Home Project aims at providing a comprehen-
sive IoT-based healthcare system, including state-of-the-art communi-
cation protocols and high-level analysis of data from various types of
sensors. With this poster, we present its novel technical infrastructure,
consisting of low-power IPv6 networking, sensors for health monitoring,
and resource-efficient software, that is used to gather data from elderly
patients and their surrounding environment.

1 Introduction

In order to cope with our aging society, a current vision in the area of ICT-
supported independent living of the elderly involves populating the smart home
with connected electronic devices (“things”, such as sensors and actuators) and
linking them to the Internet. The mission of the E-care@home project is to create
such an Internet-of-Things (IoT) infrastructure with the ambition to provide
automated information gathering and processing on top of which e-services for
the elderly residing in their homes can be built [2].

While the things need to communicate, wiring them is, however, unfeasi-
ble, inflexible and costly. Recently, low-power wireless communication has made
tremendous progress. Today, we can network at least tens of stationary, battery-
driven sensors and actuators wirelessly with a lifetime of several years using
low-power IP-based communication stacks [6] on top of the IEEE 802.15.4 stan-
dard. In a smart home for elderly such communication means can be used to
provide a reliable infrastructure consisting of stationary nodes. Stationary nodes
are, however, not enough as monitoring the health condition of elderly people
also requires on-body sensors such as physical activity and weight monitoring,
blood pressure, blood glucose, heart rate, and oxygen saturation. Most of these
sensors do not come with support for IEEE 802.15.4, but use Bluetooth—in
particular Bluetooth Low Energy (BLE). This leads to a hybrid communica-
tion architecture where stationary nodes communicate with each other using
communication protocols on top of the IEEE 802.15.4 standards while on-body
sensors use BLE. For communication between on-body and stationary nodes,
some stationary nodes are also equipped with BLE radios.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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Our healthcare application requires that in some situations, messages from
sensor nodes must be delivered timely and with very high reliability. In the fol-
lowing we explain more about our architecture, which caters to these application
requirements, and provide some initial evaluation results.

2 Architecture

The E-Care@Home software architecture, illustrated in Fig. 1, comprises differ-
ent components that are built to execute in Contiki, an open-source operating
system for the IoT [1]. To be able to meet specific application goals regarding
metrics such as packet delivery rate, energy consumption, latency, and node life-
time, we employ TSCH (Time Slotted Channel Hopping MAC), one of the MAC
protocols of the IEEE802.15.4-2015 standard [3]. At the routing layer, we use
RPL [8], the routing protocol for low-power IPv6 networks standardized by the
IETF ROLL working group.

Table 1 shows some results from our previous work [5], which reveals that
even without centralized scheduling, TSCH achieves end-to-end delivery ratios of
over 99.99 %. Hence, we improve reliability by two orders of magnitude compared
to asynchronous low-power MAC protocols, while achieving a similar latency-
energy balance. Furthermore, we can provide bounds on energy consumption.
One of the challenges in our project is to extend the performance bounds to
end-to-end latency and also include the on-body sensors that use BLE.

Fig. 1. The software architecture of static infrastructure nodes comprises a low-power
IPv6 stack, built on top of TSCH. The application software runs in a virtualized envi-
ronment that provides safe execution.

Another key component of the architecture is a virtual machine, which exe-
cutes bytecode in a safe manner so that application software cannot exceed their
assigned privileges. Inside the virtual machine, the sensing application executes
and communicates sensor samples and system status to a base station using
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Table 1. Performance of Contiki’s 6TiSCH implementation on a 98-node testbed.
RPL + TSCH data collection at a 1-minute packet interval [7].

Delivery ratio Latency Radio duty cycle

Always-on 99.910% 126ms 100.0%

6TiSCH Minimal (3-slot slotframe) 99.870% 349ms 3.1%

6TiSCH with Orchestra Scheduler 99.996% 514ms 1.6%

CoAP and UDP over IPv6. Depending on the type of sensor, the communication
can occur at regular intervals or in response to events. Some health parameters,
such as blood glucose and weight, are measured sparsely; whereas others, such as
electrocardiography and respiratory rate, are measured continuously at specific
time periods [4].

The base station, which collects all incoming messages from the infrastructure
nodes and the on-body nodes, contains a sensor database, which stores all sensor
samples in a structured manner, and which can be used to extract data for
context-aware data processing and reasoning. Another application residing in
the virtual machine is the runtime assurance application, which continuously
monitors the main parts of the system, and ensures that the performance stays
within the guaranteed bounds.

Acknowledgment. This work and the authors are supported by the distributed envi-
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2019.
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Abstract. The increasing ageing population worldwide imposes some
new challenges to the society like the provision of dependable support
while facing a shortage in the numbers of caregivers, increased health
costs and the emergence of new diseases. As such there is a great demand
for technologies that support the independent and safe living of the
elderly and ensuring that they are not socially isolated. Ambient Assisted
Living (AAL) technologies have thus emerged to support the elderly peo-
ple in their daily activities, while removing the need of caregivers being
always physically present in order to look after the elderly. The current
AAL systems are intelligent enough to take critical decisions in emer-
gency situations like a fall, fire or a cardiac arrest, hence the elderly can
live safely and independently. In this abstract, we describe our solution
that aims at integrating all relevant functionalities of an AAL system,
based on feedback collected from representative users. This work is car-
ried out in the European Union project called CAMI (Artificially intel-
ligent ecosystem for self-management and sustainable quality of life in
AAL).

1 Introduction

The independent and safe living of the ageing population worldwide is one of
the major concerns of the present society [1]. Although there are individual-
ized Ambient Assisted Living (AAL) solutions that provide fall detection and
alarms, health-care monitoring and communication to caregivers, home moni-
toring, assisted robotics etc., there are few that can work as integrated solutions
for AAL by delivering all the necessary functionalities, and none that relies on
models that are analyzed for their quality-of-service attributes as well as correct
functionality [2].

Based on the above, we formulate the following research questions: (Q1) How
to integrate the various functionalities of the AAL system in a modular manner,
to ensure flexibility and reuse, along with incorporating user preferences?, and
(Q2) How to provide evidence for quality of service?
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To answer such questions, we have developed CAMI, a fully integrated archi-
tectural solution for Ambient Assisted Living, which incorporates the major
functionalities of AAL systems, like health-data monitoring and sharing, super-
vised physical exercising, fall detection and fall alarms, smart home facilities,
intelligent reminding and activity planning, and multi-modal user interfacing
(graphic and vocal based UI), including the use of a robotic telepresence unit.
The highlight of CAMI is its highly modular architecture, employing both local
and cloud-based processing approaches. It follows a micro-service based app-
roach, using message passing and inter-service communication in order to ensure
flexibility. The CAMI solution will reconcile the increased demand for care in
the current ageing society with limited resources, by supporting an efficient and
sustainable care system. CAMI will be extensively tested and validated with
end-users during our AAL 3-year EU project, which includes partners from 5
countries: Romania, Sweden, Denmark, Switzerland, and Poland [3].

2 Applications of CAMI

CAMI is an integrated solution supporting elderly adults with diabetes, cardiac
diseases and mild cognitive impairments. The integrated CAMI functionalities
are summarized below. (i) Health care monitoring : Health data are collected for
preventive health measurements and monitoring vital signs; (ii) Fall detection:
Fall detection sensors are used to detect falls and raise alarms; (iii) Computer
supervised physical exercises: Advises the user to increase the level of physi-
cal activity; (iv) Personalized, intelligent and dynamic program management :
Medication plans, daily, weekly and monthly program planning compliance
and reminding; (v) Report and communication to health professionals: Health
data communicated to both professional and informal caregivers; (vi) Demand-
oriented, personalized information and services: Accessible through vocal and
gesture-based interfaces.

3 Current Results

During the first year of the CAMI project, we have obtained the following results
that address some of the issues mentioned in Sect. 1:

1. Extensive user involvement:
– Primary (elderly), secondary (caregivers) and tertiary (third party organi-

zations) users are involved throughout the project, from user requirements,
through validation of concepts and functionality, to usability tests and field
trials.

– Shadowing and self-documentation methods have been used to acquire
comprehensive data about the users, including body language, pace and
timing in order to give a full picture of the world from the user’s point of
view. Differences and similarities in user requirements in Poland, Romania
and Denmark are revealed by involving six users from each country. An
important common aspect is the user’s positive attitude towards accepting
and using new technologies.
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– A multinational survey with 105 primary and 58 secondary users has been
performed in Denmark, Romania and Poland. The primary users group is
composed of 49 males and 56 females respondents, i.e., 26 from Denmark,
42 from Romania and 37 from Poland. The secondary users group com-
prises 22 professional caregivers and 36 informal caregivers. The survey
has identified both the requirements and the acceptance of the users for
the CAMI components: (i) social interaction desired by 90% of the respon-
dents, 67% accept Internet for this; (ii) 44% are interested in physical and
cognitive games; (iii) 80% accept a mobile screen and 50–65% accept a
robot.

2. Modular architecture based on open source components and arti-
ficial intelligence:
We have designed a highly modular and configurable architecture based on
micro services, which includes the following units: sensors, data collector,
robotic telepresence, mobile phone, CAMI box containing a voice command
manager, decision support systems, security and privacy modules etc., and
cloud services. Points 1 and 2 address the research question Q1, of the Intro-
duction.

3. Current development:
The development of the CAMI components has started in parallel with the
integration of: (i) Linkwatch, the intelligent platform for medical data collec-
tion and monitoring of patients in their homes (by CNet, Sweden), (ii) Open-
Tele, the open source Danish platform for health monitoring, (iii) Tiago, a
service robot by Pal robotics, and Pepper the emotional robot by SoftBank,
(iv) A multimodal gateway (by Eclexys, Switzerland), etc.

4 Future Work

Planned future work for CAMI includes the architectural modeling in an archi-
tecture description language, and the application of analysis and verification
techniques such as simulation, model checking and statistical model checking
to ensure functional correctness and critical QoS. These contributions target
research question Q2. We will also continue with the development of micro ser-
vices, implementation of interaction episodes, user testing and feedback. We also
envision user premises field trials during the third year of the project.
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Abstract. Driver’s distraction, inattention, sleepiness, stress, etc. are identified
as causal factors of vehicle crashes and accidents. Today, we know that phys-
iological signals are convenient and reliable measures of driver’s impairments.
Heterogeneous sensors are generating vast amount of signals, which need to be
handled and analyzed in a big data scenario. Here, we propose a big data
analytics approach for driver state monitoring using heterogeneous data that are
coming from multiple sources, i.e., physiological signals along with vehicular
data and contextual information. These data are processed and analyzed to aware
impaired vehicle drivers.

1 Introduction

Automotive industries are devoting to develop autonomous vehicle, however, before
achieving that final goal [1], we have to rely on human drivers. Hence, driver state
monitoring in terms of distraction, cognitive load, sleepiness, stress, etc. is essential in
the transportation research area. These states are identified as causal factors of critical
situations that can lead to road accidents and vehicle crashes. These driver impairments
need to be detected and predicted in order to reduce critical situations and road accidents.

In the past years, physiological signals along with vehicular data and contextual
information have become conventional measures in driver impairment research.
Physiological sensors signals, i.e., Electrooculogram (EOG), Electroencephalogram
(EEG), Electromyography (EMG), Electrogastrogram (EGG), etc. become the part of
big data biological process that are both structural and non-structural, and complex to
analyze. Furthermore, vehicular data, e.g., steering wheel movement, lateral position,
break, etc. and contextual data such as driving experience, time of driving, road con-
dition, etc. are also vital measures of driver’s impairments. Besides, in real-time sce-
nario, it requires a trade-off among resources, for handling the stream of sensor data [2].
Moreover, the advancement of technologies such as Internet, cloud computing, sensors,
and wireless networks consequential of generating huge amounts of data stream. Big
data analytics is the process that extract useful geometric and statistical pattern, retrieve
knowledge, and use for decision making by analyzing and understanding the features
of the massive dataset [3, 4]. The challenges in the big data analytics are to manage,
process and transform the extracted structured data [5]. Therefore, we propose a
multilayer approach for physiological big data analytics that can be used for vehicle
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driver monitoring; where usage of machine learning and reasoning with artificial
intelligence can facilitate the challenging tasks of big data analytics [6].

2 Approaches and Methods

A schematic diagram of big data analytics for drivers’ state monitoring, is shown in
Fig. 1. The first layer is the outlier detection and data cleaning layer. Sensor signals can
often be contaminated with noises and need to be cleaned before analyzing. For
example, EEG signals have gained increasing interest in mobile environments [7] such
as vehicle driving, however often contaminated by ocular and muscle artifacts. We
have developed a fully automated EEG artifacts handling algorithm called ARTE
(Automated aRTifacts handling in mobile EEG) [8]. ECG can be cleaned using existing
methods [9]. The next layer processes and creates structural data from the cleaned
signals. Vehicular and physiological signals are time synchronized and resampled;
categorical and quantitative information are retrieved and formatted from contextual
information. Later, features are extracted from all kinds of data and signals, and stored
for the data analytics.

The core module of this approach is the analytics platform. The analytics platform is
the combination of several sub-modules, i.e., decision-making, multimodal decision
support, data analytics, predictive analytics, and context-based reasoning. Decision-
making and data analytics can be achieved using statistical analysis, machine-learning
algorithms. Data mining and machine learning tools and methods can retrieve hidden
patterns in the data and also can be used for knowledge discovery [10, 11]. Deep learning
based approach will provide classification and prediction from the data. Case-based
decision-making is one possible use for the decision-making where previous decision
come useful and will be integrated with the multimodal decision support module.

Aware 
driver

Analytics
PlatformMulti modal decision support

Predictive analyticsData analytics

Context-based reasoning

Decision-making

Structural Data and Feature Extraction  

Physiological 
Signals

EEG

ECG

EOG

EMG

Eye tracking
Contextual 
information

Vehicular 
data

Outlier detection and data cleaning

Fig. 1. Schematic diagram of proposed system
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3 Discussion

Impaired driving due to driver’s mental states, i.e., sleepiness, inattention, cognitive
load, stress, etc. are one of the main researches of Safety driving in the transportation
authorities and automotive industries. Most of the studies of driver’s state monitoring
are based on a single parameter, e.g., heart rate variability, eye tracking, or EEG signal
analysis. Moreover, now a day because of the sensors availability, cloud computing,
and IoT, datasets become huge in volume and also consist of a large variety in char-
acteristics, and data are gathered with high velocity. In our study, we have considered
multimodal approach, where several physiological signals, along with contextual
information and vehicular data can be used to classify driver’s state in real time. Using
adaptable artificial intelligence and machine learning algorithms, knowledge repre-
sentation, reasoning, and information retrieval can be handier and precise. Here, several
sub-modules are combined within the analytics platform, using various machine
learning algorithms that can provide constructive awareness to the impaired drivers.
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Abstract. A wrist worn fall detection system has been developed where the
accelerometer data from an angel sensor is analyzed by a two-layered algorithm
in an android phone. Here, the first layer uses a threshold to find potential falls
and if the thresholds are met, then in the second layer a machine learning i.e.,
k-Nearest Neighbor (k-NN) algorithm analyses the data to differentiate it from
Activities of Daily Living (ADL) in order to filter out false positives. The final
result of this project using the k-NN algorithm provides a classification sensi-
tivity of 96.4%. Here, the acquired sensitivity is 88.1% for the fall detection and
the specificity for ADL is 98.1%.

Keywords: Fall detection � Angel device � k-Nearest Neighbor

1 Introduction

Today fall-related injuries are increasing due to the increasing life expectancy. So, falls
amongst elderly is a major global problem which has an expensive effect in the society.
In a Swedish report from 2013 it has been shown that more than 270,000 fall accidents
happened where patients had to visit the emergency room [1]. Since the risk of fatality
increases by 12% if a person is not found within the first hour after a fall has occurred,
fall detection system that both are accurate and comfortable to wear are urgently needed
[2]. There are several approaches for detecting falls such as Vision based, wearable
devices and other ambient devices [3–5]. In this paper we present a wrist worn fall
detection system using a built-in accelerometer in an Angel (M1)1 sensor device. This
system consist of a bracelet that has several sensors and communicates with a smart
phone with the help of the Bluetooth Low Energy protocol (BLE). We also present an
algorithm using thresholds to detect all potential falls and if a fall is detected on the

1 www.angelsensor.com.
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wrist worn device the buffered data is analyzed using the k-Nearest Neighbor (k-NN)
[6] algorithm on the connected phone to confirm a fall.

2 Data Collection, Data Analysis and Method

The data collection was taken place by 3 male subjects of different age, height and
weight using Angel sensor. A mattress was placed on the floor and a bench of equal
height was placed besides the mattress, the test subjects were told to fall 10 times for
each defined event. All the data from the Angel sensor is saved in a Comma Separated
Variable (CSV) file and the application at the same time gather accelerometer data from
the phone. Initially the raw data is visualized using a MATLAB2 function which shows
that the data from both the phone and Angel sensor follows 3 main phases as shown in
Fig. 1(a). The first phase is rather stable state and falling toward the ground (the
G-force drops before the person hits the ground), in the second phase the person hits
the ground (the G-force gets very high for a short time and then bounces up and down a
few times) and in the third and final phase the person lays still on the ground (the
G-force smooths out and gets close to the gravity on earth 9.807 m/s2). Comparing falls
against walking for instance, which is one of the more common ADL that will happen
during a regular day and it is seen that the pattern is repetitive and the distances
between the lowest point and the highest is further apart from each other.

This knowledge helps when selecting and tuning the algorithms used later on. For
the pattern recognition part of the fall detection system, the machine learning algorithm
k-Nearest Neighbor (k-NN) was chosen due to its somewhat low computational power
in comparison to other techniques such as neural networks etc. The strength of this is
that the system can look at the similarities from other activities that it has been trained
with and then make a classification based on the training data.

Fig. 1. Accelerometer perspective of a fall event

2 “MATLAB Computer Vision Toolbox,” R2013a ed: The MathWorks Inc., pp. Natick,
Massachusetts, United States.
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3 Result and Evaluation

The evaluation is performed by looking at the True Positives (TP) (a fall occurs and
registered), True Negatives (TN) (an ADL is performed and a fall is not registered),
False Positive (FP) (an ADL is performed but the phone registered it as a fall), and
False Negative (FN) (a fall occurred but the phone did not register it as a fall). To
evaluate the sensitivity, the total number of tests were 210, 10 falls per subject for every
case and FN can be divided into two different types; one is Missed Falls (MF) which is
when the threshold algorithm is not finding a fall and the other one is the real FN when
the k-NN classified the fall incorrectly. To evaluate the specificity of the system, 8 test
subjects were told to perform the different scenarios (ADL) as used in the data col-
lection part. Each subject had to do the same activity five times which lead to a total of
160 cases. The result of the evaluation is shown in Table 1.

It is seen from Table 1 that k-NN algorithm is rather effective in differentiating falls
from ADLs. This evaluation shows that the algorithms provide good result without
creating false positives. The accelerometer based techniques shows that the system can
work in a real environment. Devices worn on the waist are likely to add less inter-
ference by sudden movement when they are close to body’s center of gravity. Since the
angel sensor can be used like any ordinary watch it feels less intrusive and more
comfortable to the user. However, it produces more sudden readings which need to be
filtered out using machine learning i.e., K-NN algorithm.

4 Conclusion

Falling angel project aims at detecting fall in elderlies using Angel device with the help
of machine learning on an android mobile phone. It pairs with a nearby Angel sensor
via low energy Bluetooth and the results show a promising 96.4% correct classification
during a fall event in the machine learning part and overall about 88.1% of sensitivity
in fall detection. To our knowledge the application of a threshold algorithm together
with a machine learning i.e., K-NN algorithm using a wrist worn accelerometer that
work independently from the phone data is limited. However, the there are possible
ways to improve the algorithm using experience based learning methods e.g.,
case-based reasoning.

Table 1. The evaluation result

Features Evaluation
Sensitivity with MF Sensitivity k-NN Specificity

No. of cases 160 141 160
TP/TN 141 136 157
FP/FN 19 5 3
Result (%) 88.1% 96.4% 98.1%
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Abstract. By 2020, it is predicted that chronic diseases to be account for
almost three quarters of all deaths. This aging problem contributes greatly to
chronic diseases like Alzheimer’s. The major implications of Alzheimer are
patient safety and care. The aim of this paper is to develop a Telemedicine
system, based on Internet of Things (IoT) technology, for monitoring elderly
individuals suffering from Alzheimer’s. We describe a working prototype that is
able to capture vital signs and deliver the desired data remotely for elderly
staying at home, using wearable ECG wireless sensor. In addition, an Active
wearable Radio Frequency Identification (RFID) wristband, with IR room
locators are used to monitor the whereabouts of the elderly at room level along
with an Android APP tool. This prototype was successfully tested on a number
of patients at King Fahd University of Petroleum and Minerals (KFUPM)
Medical Centre in Saudi Arabia.

Keywords: Telemedicine � RTLS � Electrocardiogram � IoT � RFID

1 Introduction

Demographic trends indicate rapidly aging population throughout the world, particu-
larly in Europe. In many societies the proportion of elderly population (aged 60 years
or over) is expected to double by 2050 [1]. The rise in aging population means a rise of
people with dementia [2]. Telemedicine has the advantage of delivering high quality
remote health care, thus avoiding unnecessary hospitalizations and ensuring prompt
delivery of healthcare [3, 4]. The application of wireless telemedicine can be facilitated
by the utilization of the mobile technology such as RFID [5]. Many systems for
localizing Alzheimer elderly exist at the moment, such as the assisted GPS, which uses
a combined GPS receiver with cellular technology. However, these systems fail to
work in areas with no cellular coverage, such as rural areas. Other researchers use
Indoor positioning using Ekahau Wi-Fi RFID active system. Nevertheless, Ekahau is
complex and needs a complicated system of access points to locate the Elderly [2]. This
paper presents a low cost telemedicine solution for locating Elderly suffering from
Alzheimer at home using active RFID and an Android APP tool without the need of
complicated and highly computational triangulation algorithms.
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2 The Proposed System Architecture

This system architecture aims to provide a telemedicine solution for an elderly suffering
from Alzheimer and staying at home. The elderly may be handicapped. Also relatives,
who might be spread all over the world, would like to be in peace of mind that their
loved ones are taking care of. We integrate a wireless ECG sensor with the proposed
telemedicine system. A number of samples of ECG data are captured from a number of
Elderly professors volunteers. Any deviation of the data taken from its normal range
indicates the onset of arrhythmia and hence requires immediate intervention by medical
experts [6]. In addition, the proposed system has an added value of Real Time Location
System (RTLS) utilizing RFID technology on zone based. It consists of an IR-enabled
433 MHz, an active wearable wrist tags, room locators and readers that enable tracking
of elderly patients suffering from Alzheimer at the accuracy of room level at their own
home or retirement home. We assume that the Elderly home consists of three rooms for
simplicity where each room represents a zone. An IR signal containing a user assigned
location code is transmitted by each room locators. Room locaters are put to cover
specific areas, like rooms, entire floors or closets. When transmitting RF location
payload to a reader, the IR-enabled tags reports specific location data. When the Elderly
moves between rooms, its tag transmits the new location that was received from the
previous room locater.

IR-enabled wearable active tags get ID location data and then synchronize with
room locaters. The active tag range can reach up to 35 feet and suffers far less inter-
ference than passive technology, Fig. 1. An Android APP is developed using JAVA to
help the elderly beloved ones locate him while moving between rooms at home. A TCP
link is established between the reader and the mobile for this purpose. Once the
application is launched it will open a TCP socket and start communication with the
reader. Once the reader scans the tags in its vicinity, the tag ID is associated with a
specific zone where the Elderly is located in by calling a Google map into the APP to
draw three zone circles or the three rooms, Fig. 2. The markers represent the scenario
when more than one Elderly is living at home. If the marker is outside the circle, this
triggers an alarm that the Elderly is wandering outside the safe zone. A successful test
bed was performed in the RFID lab for localization.

Fig. 1. Overall RTLS system architecture
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3 Conclusions

The successful implementation and utilization of a wireless ECG system in KFUPM
clinic has paved the way for establishing a ubiquitous mobile telemedicine system. The
use of telemedicine provides high-quality service and increased efficiency to the
practice of medicine. The use of active RFID & RTLS reduces the caregiver’s burdens
in a closed monitored home environment, helps them to monitor the movement of
elderly suffering from chronic diseases and guarantees the elderly safety. Currently the
wearable ECG sensor and wearable RFID wristband are separate. Ongoing research is
under process to integrate them in the future.

Acknowledgement. The authors would like to acknowledge the support of KFUPM for this
work.
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Abstract. Evaluation of tear volume is important for diagnosing dry eye dis-
ease. At the clinical site, dedicated devices such as Slit-lamp Microscopy or
Meniscometer have been used to quantify tear volume by ophthalmologist.
However, these devices have access only in medical office and therefore have
limited availability for the public. Tear volume changes with environmental,
physical or psychological situation. For that reason, measurement of tear volume
regardless of location, time or circumstances can be beneficial not only for
healthcare professionals but also for patients. If tear volume could be measured
by using smartphone, it is expected that the smartphone could be utilized as an
IoT sensor for the healthcare application. In this study, tear volume measure-
ment system was designed and implemented on smartphone. Further application
for smartphone as an IoT device will be discussed.

Keywords: Smartphone � Tear volume � Dry eye � IoT device

1 Introduction

Dry eye patients have been reported to be increasing due to excessive use of visual
display terminals (VDT), such as smartphones and personal computers. Evaluation of
tear volume is indispensable for diagnosing dry eye but precise measuring is difficult
because of the tiny amount and transparency of tear. Tear volume is considered to be
associated with environmental, physical or psychological situation such as humidity,
VDT work or mental stress. In the clinical site, tear evaluation is performed by shir-
mer’s test, which includes placing filter paper inside lower eyelid, or by tear breakup
time (BUT) measurement, which requires fluorescence instillation [1]. However, these
measurements are invasive and therefore it is difficult to perform evaluation without
any stimulation to the eye during measurement. Non-invasive meniscometer has been
developed for measuring tear meniscus radius (TMR) which reflects tear volume [2, 3];
however, this device has been used only in medical office and therefore has limited
availability for the public. If eye condition could be self-checked and controlled easily
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outside medical office whenever eye dryness or eyestrain is sensed, it could lead to the
prevention of dry eye. Smartphone-based tear volume measurement system could be
utilized as an IoT sensor for the healthcare application. Feasibility study of measuring
TMR using the smartphone has been conducted in our former work [4]. In this study,
tear volume measurement system “Meniscope” was designed and implemented on
smartphone, and whether the system functions as an IoT sensor was tested.

2 Development of Tear Volume Measurement System

Tear meniscus (TM) is a thin strip of tear fluid with concave outer surfaces at the upper
and lower lid margins and contains approximately 75–90% of the overall tear volume.
In meniscometer, parallel black and white lines are projected horizontally to the con-
cave surface of lower TM and reflected image from TM is captured. Then, TMR r is
calculated by concave mirror formula (1) using projected line width t and measured line
width i from detected image as shown in Fig. 1 [2].

r ¼ 2 W i = tð Þ : ð1Þ

Here W, i, and t are working distance between camera and TM surface, measured
line width vertically against TM, and projected line width to TM, respectively.

Following this principle, prototype of smartphone-based meniscometer “Menis-
cope” was developed, where iPhone 6s Plus’s (Apple, Inc.) display played the role of
projector and front camera the role of image detector. Macro lens was used to zoom in
TM and its attachment was made using 3D printer. Magnified image of lower lid was
taken adjacent to the left eye by turning smartphone’s torso sideways so that the display
is located on the left. White, yellow and black moving bands were displayed in the
monitor and reflected image from TM surface was captured. Examinee was told to gaze
at the red fixation point on the display during the measurement. This system has W of
35 mm, t of 18 mm, monitor brightness of maximum, and line velocity of 33 mm/sec,
respectively. TMR was automatically calculated by image processing algorithm
including use of Hough transformation [5] as shown in Fig. 2.

Fig. 1. Diagram of Meniscometry, edited image of [2] (left) and front view of prototype (right)
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3 Meniscope as an IoT Sensor

Preliminary study for 20 human subjects has been in progress for the purpose of
confirming the feasibility of measuring TMR by using this system as an IoT sensor.
A representative example of captured image during TMR calculation is shown in
Fig. 3. We also have developed a system for uploading data to the server. It has
become possible, with the prototype, to check the change in tear volume displayed
graphically in the server, but to apply this system to IoT healthcare device, it would be
necessary to combine tear volume with other data such as heart rhythm or physical
activity.

4 Summary

Smartphone-based tear volume measurement system was developed as an IoT sensor
by applying the principle of meniscometry. One limitation of this system is that it is
difficult to adjust camera to the right position during self-measurement. In the pre-
liminary study, it is expected that diurnal change of TMR will be measured using this
system. The result of the study will be discussed in the conference.

Fig. 2. Flow chart for TMR measurement algorithm.

Fig. 3. A representative example of captured image during calculation of TMR.
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Abstract. Internet of Things is revolutionizing human being daily life with the
emerging of a huge number of connected devices. The potential benefits of
connected things are limitless especially for persons with disabilities. Indeed, the
number of disabled persons in the world today is considerable and their need of
special care and adapted solution is a vital need. In this paper an IoT architecture
for persons with disabilities is proposed and an IoT system dedicated to the
visual impaired persons is implemented ensuring their assistance and security.

Keywords: Internet of things � Persons with disabilities � IoT architecture for
PwD � Connected cane

1 Introduction

Internet connected devices offer a real potential to transform person’s quality of life,
particularly for persons with disabilities. This is also the subject of many researches and
solutions. For instance, [1] propose a solution based on IoT architecture with mobile
and M2M communication to help persons with disabilities to park. Also, [2] present an
approach based on IoT in medical environments to achieve a global connectivity with
the elderly and disable persons, sensors and everything around it to make their life
easier and the clinical process more effective.

Persons with Disabilities have special needs and they require adapted solutions. So,
dedicated solutions shall take in consideration their specific constraint such as mobility,
safety of their connected devices. In this paper, an IoT architecture for persons with
disabilities is proposed and a specific solution is implemented for the visually impaired
persons.

2 IoT Persons with Disabilities Architecture and Components

As shown in Fig. 1, the proposed IoT architecture for persons with disabilities consists
of six layers: Perception Layer, Networking Layer, Middleware Layer, Application
Layer and two vertical layers: Management Layer and Security Layer.

In the Perception layer, devices are equipped with sensors such as temperature,
humidity, etc. It collects data and send it to networking layer. The Networking Layer
transfers the collected data from perception layer to the data processing system through
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a specific medium. The medium can be wired or wireless. Middleware Layer provides
facilities to applications to consume information received from the Networking layer.
And finally the Application Layer, it implements a variety of IoT applications for many
handicaps such as blindness or low vision, deaf, physical disabilities, etc. Management
layer is responsible for the management of the four layers’ components. The second
vertical layer of the proposed architecture is the Security layer.

The components of the PwD IoT architecture, as shown in the Fig. 1, are End
Nodes, Gateway, Cloud and services providers. End nodes are sensor nodes. We
identified three types: active nodes, passive nodes and autonomous nodes. Gateway are
devices that serve as link between the network of End nodes and the IP network.
Because of the mobility of the disabled persons, the gateway can be a Smartphone or an
embedded device in the PwD objects. The cloud contains a management platform of
PwD and database server. Its main objectives are data storage and filtering, which will
be used by web and mobile applications. And finally, services providers which are
PwD Associations and government. The PwD Associations are suppliers of several
web and mobile applications for the PwD and their family members. The government
guarantees the efficient use of collected data to assist its different entities in planning of
dedicated infrastructures such as roads, traffic lights, parking places, etc.

3 Implemented Use Case

The target handicap in this scenario is the blindness. The visually impaired persons face
many challenges in navigating in many environments, which are often designed
without taking them in consideration. In fact, the main used devices in Fig. 2 are
connected cane, staircase beaconing device and connected traffic light. A web appli-
cation is also implemented for visually impaired tracking by their family members. To
receive alerts from the connected things (cane, staircase beaconing device and traffic
light), the users are equipped with a Smartphone.

The connected cane in Fig. 2, is considered as an autonomous node in our intro-
duced architecture. This cane provides several services to the visually impaired:
obstacle detection, GPS tracking and water flanges detection. Obstacle detection is
adaptable on two levels: up or down. Two different sounds are produced for each level.

Fig. 1. IoT PwD architecture proposal and components
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The embedded board (RaspberryPi card) of the cane contains a GPS receiver. If the
visually impaired person is lost, family members, who have the permission, will be able
to find out his location through a mobile application. Finally, in case of cane loss, the
owner can use an implemented Smartphone application to detect its location.

4 Conclusion

This paper proposes an IoT architecture for persons with disabilities and describes its
different layers and components. In this work we also implemented a scenario for the
visually impaired persons. Our work is still in progress as a lot of issues needs to be
resolved related to the energy management and security.
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Abstract. Automated systems for monitoring elderly people in their
home are becoming more and more common. Indeed, an increasing num-
ber of home sensor networks for healthcare can be found in the recent
literature, indicating a clear research direction in smart homes for health-
care. Although the huge amount of sensitive data these systems deal with
and expose to the external world, security and privacy issues are surpris-
ingly not taken into consideration. The aim of this paper is to raise
some key security and privacy issues that home health monitor systems
should face with. The analysis is based on a real world monitoring sensor
network for healthcare built in the context of the eCare@Home project.

1 Introduction

With the development of new technologies such as mobile systems, embed-
ded systems and wireless sensor networks, monitoring systems for healthcare
are getting more and more common [1]. The rationale behind these systems is
that elderly patients require systematic and continuous monitoring in order to
promptly detect anomalous changes in their condition. Generally speaking, sev-
eral wireless communication devices are employed and combined with medical
sensors, to monitor elders from various points of view and according to different
health parameters ([2–4] to mention only a few). However, the vast majority
of the proposed systems are not taking into account what security threats the
installation provides and which measures are needed in order to protect users’
privacy. The security risks associated with such systems, indeed, can represent a
high concern, because of the sensitive information these systems can deal with,
like sleeping patterns, eating habits, heart rate and so on.

Methodology and Contribution of the Paper. In this paper we want to
raise the awareness about the lack of concerns many solution providers show
regarding such risks. To do so, we look at the main security and privacy weak-
nesses of a representative healthcare monitoring system, namely the home sen-
sor network under development in the context of the eCare@Home project. The
eCare@Home system is a made up of a collection of various sensors that monitor
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movements and activities. The aim of this is to measure several attributes of the
tenants and their environment in order to infer various properties concerning the
health of the tenants. This analysis should then be provided in a user friendly for-
mat to care-givers. The motivation behind choosing eCare@Home as case study
is that the architecture of the eCare@Home sensor network is generic enough to
represent the vast majority of health monitoring systems proposed in literature.
In particualar, in this paper we examine the possible ways in which an attacker
could gain access to the eCare@Home system, what could be exploited and how
the system could be changed to prevent such attacks. With this paper we also
aim at providing some key advice to other developments of similar healthcare
monitoring systems that will surely encounter the same security flaws.

Outline of the Paper. Section 2 briefly introduces the system under analysis,
namely the eCare@Home sensor network. Sections 3, 4, 5 focus on the performed
privacy and security analysis, identifying attacks and possible countermeasures.
Finally, Sect. 6 concludes the paper.

2 System Overview

The eCare@Home health monitoring system has currently been developed in a
fully-functional room configured to replicate a real world apartment, containing
a bedroom, a kitchen and a living room. As sketched in Fig. 1, the system consists
of several sensor nodes distributed in the apartment varying from light, pressure
and RFID. These sensors are connected to a small board running Contiki1 which
then connect to a base station over an 802.15.4 network. Once the data has been
transmitted to the base station, it is converted into ROS2 format and passed
onto the internal ROS network within the base station. Collected data is stored
in the base station but in future revisions the aim is to upload such data to a
cloud repository.

Fig. 1. eCare@Home sensor network

1 An OS developed for the Internet-of-Things, http://www.contiki-os.org.
2 Robot Operating System, http://www.ros.org.

http://www.contiki-os.org
http://www.ros.org
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Fig. 2. Data flow diagram of patient data within the boundary of the apartment

To aid in highlighting areas of interest for the security assessment, Fig. 2
shows the data flow diagram concerned to the points of ingress and egress of the
patient data. As mentioned earlier, the security assessment has been limited to
the network within the apartment, as the method of uploading the data to the
cloud has yet to be developed.

3 Wireless Communication

Attack: Wireless Sniffing. An observed vulnerability of the system is the abil-
ity to wirelessly sniff the communication on the 802.15.4 network. An attacker is
able to use readily available equipment to promiscuously sniff the wireless net-
work and gather patient data. This requires the attacker to be within a 10–30 m
(dependent on device) of the location but it is plausible that an attacker could
plant a device such as a repeater to extend the range or a receiver with significant
storage. Both of these methods would allow the attacker to remotely collect the
data without physically being within the 10 m radius. This type of attack could
lead to a breach of patient privacy impacting the confidentiality of the data. It is
noted that this type of attack would be highly targeted as it requires an amount
of physical effort that would produce results on a small number of targets. With
this assumption we can assume that attackers who are aiming to gather large
amounts of data on a wide range of people will not see this as a viable attack.
However due to the minimal amount of skill required to access the information it
could be viable attacker for someone with a more personnel motive against the
victim. It would be possible for an attacker to infer various states from the data
that may be to their benefit. For instance, if someone is attempting to burgle
the property, he can monitor the wireless network to determine if the occupant
is at home or to determine the tenant’s daily schedule in order to plan the best
time for the malicious activity.

Attack: Spoofing of Data. In this attack, the attacker would require a more
detailed knowledge of the system and protocols used but it is still plausible.
It would be possible to inject packets into the network that are not genuine in
an attempt to negatively impact on the patients data for the attackers benefit.
This attack has greater implications when considering the future of healthcare
monitoring systems, when such systems will not only have sensors that read
from the environment but they will also incorporate actuators. These actuators
may come in the form of embedded insulin pumps or pace makers. This means
the security of the system does not just have to protect the confidentiality and
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integrity of the patient’s data but also their life. Even in less severe case such as
actuators for opening doors, there is still a significant increase in risk as soon as
the system can interact with the environment.

Recommendations. As part of Contiki, the introduction of LLSEC provides
link layer security across the 802.15.4 network [5]. This allows for the use of AES
encryption across the network providing an added layer of security from sniffing.
This method also allows for authentication and non-repudiation to protect from
replay attacks. The authentication can be done in two ways, either authentication
with a network-wide key or a pairwise key. The pairwise key is recommended as
if that is discovered it will only affect the communication between one sensor and
the base station where the network-wide key would result in all of the sensor data
being compromised. This is a trade off between ease of deployment and security
though, if the network-wide key is used it would be easier to enrol new devices as
you would not need to setup a new key on the base station. For the encryption
scheme AES 256 would be recommended but due to the low power environment
this system operates in AES 128 would be a sufficient deterrent. Currently NIST
still approve of using AES in CBC mode [6]. Key management for this network
is somewhat difficult to balance, static keys within the network could prove
troublesome as a sensor device could be stolen and have its key extracted from
the flash if it is not made to be tamper proof. This tamper proofing though will
inevitably increase the cost of each sensor. The use of certificates could help
with this, each certificate would be unique to each device and could be revoked
if the device is stolen. The trade off with this method is the increase cost of
computing that is required as part of asymmetric encryption. Using certificates
for authentication and then generating a static key between the two devices
would provide a better level of security for the network. Unfortunately, this
functionality is not currently available in Contiki’s current build.

4 Base Station

Attack: Theft of Patient Data. In this attack, the attacker gains access to the
base station by either remote or physical means and obtains the patients data.
The current system stores all of its recorded patient data on the base station in
clear text. This could result in the data being compromised if the base station is
physically stolen or remotely hacked into. In the case of the base station being
physically stolen the only data that would be obtained would be regarding that
patient, so the return on investment for the attacker would be relatively low.
However if there is a common vulnerability across the base stations then an
exploit could be weaponized and used to easily access a large amount of patient
data. This style of attack could be conducted by a rival company, criminal busi-
ness or government agency as it would require a lot of resources.

Recommendations. It is strongly recommend to move towards and encrypted
storage platform. For instance, data could be stored in an encrypted database
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such as SQLite this would allows for data to be easily written and read from the
database whilst being stored in an encrypted manner. SQLite requires SQLite
Encryption Extension (SEE) [7] to encrypt the entire database so that META
data cannot be extracted. It is recommended to use AES 256 in OFB mode to
provide the highest level of security using this framework. This does not address
the base station being compromised but limits the impact of such a breach by
restricting the attackers access to the information. Key management will be an
essential part of the security of the system, deriving a strong key and storing it.
It is not advised to store the key for the database on the base station but as these
system will be possibly scattered over a large area it may be impractical to store
the keys of site. Having a separate tamper proof key storage device connected
to the base station can be a good option to get the best of both worlds but will
incur an extra financial and maintenance cost.

5 Access Control

Attack: Unauthorized Access of Patient Data. In this scenario the attacker
is an individual who has access to the system but is not authorized to access
the patient data. Throughout the system there is an evident lack of access con-
trol, anyone with access to the base station can access all the data with no
accountability. This is a detrimental to the privacy and confidentiality of the
patients data. In the scenario where the application is deployed in the real world
many people may have access to the base station such as carers, technicians
and field engineers. Many of these people should not have direct access to the
patient’s data. To protect the privacy of the patient the access to the data needs
to restricted so that only care providers and doctors have the rights to. Fur-
thermore, this access should be monitored and logged so that accountability can
provided if legitimate access has been abused. This type of exploitation would
be far more likely to occur at the cloud level of the data storage. An individual
who is allowed to access to patient data could steal a vast quantity of personnel
data to sell to insurance companies or similar parties [8].

Recommendations. The SQLite framework supports access permissions so the
DBMS could help control access to the raw data [9]. This will only be able to
control access to the data that is stored on the base station but could be used to
delegate different levels of access to different users. Logs should be forwarded to
an external server as well as locally being stored so that tampering with them
is discouraged. If the logs a merely contained on the base station there is the
possibility that they will be modified or deleted. This access control and logging
needs to be extended to protect the cloud storage as well. Indeed, the cloud
needs a form of access control system that limits the amount of data the users
of the system have access to. For example, a doctor should not be able to access
all patients data just because he is a doctor, they should be limited to their own
assigned patients. Logs should be stored and analyzed to spot any suspicious
activity such as requesting large bulks of data.
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6 Conclusion

In this paper, we have highlighted some of the basic security and privacy issues
that a healthcare monitoring system should deal with in order to protect users
and their sensitive data. The analysis has not been based on theoretical health-
care frameworks, but on a real-work healthcare monitoring sensor network devel-
oped under the context of the eCare@Home project. The main flaws we have
identified are the lack of encryption on the wireless network used for the sen-
sors, the improper storage of the patient data and the unrestricted access of the
patient data. These flaws are common to the majority of similar systems pro-
posed in the literature so far, as security and privacy are not sufficiently taken
into consideration by the healthcare community.

Key recommendations resulting from the analysis includes: to secure the wire-
less network through available encryption schemes; for both storage and access,
to use an encrypted database that can store the patients data in a secure format
as well as control access to the raw data. This assessment is by no means com-
plete as there might be still various flaws within the system. However, although
these recommendations will not create a fully secure system, they will signifi-
cantly improve the security of the healthcare system. Indeed, most of the attacks
against healthcare systems performed in the recent years have been successful
not because of sophisticated attack strategies, but because of a complete lack
of basic security and privacy protection in the targeted systems. We hope this
paper can be regarded as alarm bells for all the healthcare professionals, by
sending out a clear signal regarding the need to pay greater attention to security
and privacy of future home health monitoring systems.
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Abstract. The paper describes design of a footprint pressure sensor system
using 3M Velostat. The proposed design is intended for on-shoe implant for foot
plantar pressure measurement. The system comprises Velostat based foot
pressure sensors and IMUduino sensor node with Bluetooth communication
towards mobile device running pressure monitoring application. The system
prototype was implemented and used to test Velostat sensor performance. The
proposed design has met all main requirements while providing fully functional
and low cost solution.

Keywords: Velostat � Foot plantar pressure � In-shoe monitoring

1 Introduction

The objective of the paper is to describe a design of an IoT solution for in-shoe
footprint pressure monitoring system using Velostat as a pressure sensor. Advantages
of using shoe implants for pressure monitoring when compared to analysis performed
using pressure platforms and walkways were recognized in the past [1]. There are
developed systems using shoe implants that were customized for a specific research
[2] or were based on commercially available implants [3]. Review of recent research in
gait analysis shows that only 22.5% of research is performed using wearable sensors,
stating that the portable systems based on body sensors are offering promising
approach [4].

The structure of the paper is as follows: Sect. 2 describes application domain of the
system and its requirements, with subsequent design of the system. The Sect. 3 presents
Velostat and volume conductivity as a feature enabling its usage as a pressure sensor.
Section 4 describes application for monitoring pressure changes and shows measure-
ment results testing Velostat performance. Finally, obtained results are discussed and
conclusions and recommendations for the future work are presented.

2 Footprint Pressure System

Feet provide the primary surface of interaction with the environment during locomo-
tion. Thus, it is important to diagnose foot problems at an early stage for injury
prevention, risk management and general wellbeing. One approach to measuring foot
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health, widely used in various applications, is examining foot plantar pressure char-
acteristics. It is, therefore, important that accurate and reliable foot plantar pressure
measurement systems are developed.

Pedobarography is the study of pressure distribution across the plantar surface,
measured dynamically force fields acting between the foot and a supporting surface [5].
The differences in pressure across the plantar surface are the result of the distribution of
the weight on the foot, showing the activity of muscles. In order to analyze the pressure
distribution and foot biomechanics, the foot is divided in sub-segments, and frequently
used sub-segment schematic is described in [6]. Sensor positions are defined to cover
sub-segments of interest, depending on the application domain.

2.1 Application Domain

Typical applications for foot pressure analysis include injury prevention, improvement
in balance control, diagnosing disease, sports performance analysis and also footwear
design [6–10].

Improvement in balance is considered important both in sports and biomedical
applications. Notable applications in sport are soccer balance training and forefoot
loading during running [7]. With respect to healthcare, pressure distributions can be
related to gait instability in the elderly and other balance impaired individuals, and foot
plantar pressure information can be used for improving balance in the elderly [8]. Foot
pressure monitoring can be used also for monitoring physical activities as weight loads
while working [5].

2.2 Requirements for the System

Main requirements for foot wearable pressure monitoring sensor system are: light
weight and small overall size of the sensor, limited cabling, flexible and light shoe
implant, divided in areas for detection of pressure and distribution of weight. Another
important requirement is also a low power supply.

Methods based on wearable sensors indicate importance of features such as pre-
cision, conformability, usability and transportability [4]. Majority of research in
pedobarography is performed using non-wearable sensor solutions, what could be
linked to cost of commercial implant pressure monitoring systems. This leads to
conclusion that an additional important requirement is a low cost of the implemented
system.

2.3 Footprint Pressure System Architecture

The architecture of the footprint pressure system is in compliance with common remote
IoT health monitoring systems architecture. The proposed solution is a subset of the
full architecture including: (1) sensor node: shoe implant made of Velostat and silicone
with IMUduino device for acquisition and communication, and (2) co-ordination node:
smart phone or other portable device with Bluetooth communication capability and
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application for monitoring foot pressure. The system is presented in Fig. 1. The pro-
posed solution can be easily integrated with remote server unit for data storage and
further processing.

Sensor node utilize IMUduino BTLE (r1.0.6) device with the following charac-
teristics: Bluetooth low energy, Atmel MCU with 5 ADC channels, gyroscope
and accelerometer, Arduino programming environment and small dimensions:
41.5 mm � 15.7 mm [11]. The IMUduino sensor node can be easily mounted on the
shoe to acquire foot plantar pressure and movement data.

The IMUduino sensor node is equipped with the five AD channels enabling
simultaneous measurement from five anatomic regions, as: heel, medial forefoot,
central forefoot, lateral forefoot and toes.

3 3M Velostat

3MTM VelostatTM is made of an opaque polyolefin, from the class of polymers, and it is
impregnated with particles of carbon. Its chemical structure shows the current leading
features, due to carbon particles. Physical properties are not dependent on age and
humidity. Due to its polymer characteristics that change electrical resistance when a
mechanical bending, elongation or pressure is applied, opens up the possibility of using
this material in the pressure sensors.

The total resistance of piece of Velostat depends on its size, so it is possible, by
changing the geometry, to modify a total resistance between two points. Increase or
decrease in length, contributes to the increase or decrease of the total resistance, which
directly connects the influence of pressure or stress on the measured resistance or
voltage. Technical and electrical characteristics of the material depend on the thickness
and the total area of which is used as a conductor, which provides the ability to create
tape with different conductivity and thus sensitivity to mechanical changes.

Fig. 1. Footprint pressure system: shoe implant with Velostat sensor (a); IMUduino sensor node
(b); and mobile phone with application for pressure monitoring (c).
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For a successful detection and analysis of the distribution of pressure on the foot,
when using a Velostat, it is necessary to make a segmentation of the feet, or divide the
surface of Velostat in several regions, in order to have independent measurements.

Velostat should be coated with medical silicone, which will provide insulation to
Velostat and allow deformation that will be mapped to Velostat, and therefore react to
changes in pressure in the form of voltage changes.

For the prototype system testing we have used 4 mils thick Velostat (1 mils =
0.0254 mm). We have tested prototype using steel threads and copper ribbons as
conductive pads, and both solutions provided identical results. The sensor prototypes
shown in Fig. 2 that were used for testing Velostat linearity and accuracy, have fol-
lowing geometric features: steel thread: 250 mm with Velostat track 70 mm � 10 mm,
thickness 0.127 mm, and copper ribbon: 65 mm � 8 mm, thickness 0.127 mm with
Velostat track 40 mm x 10 mm, thickness 0.127 mm. Connection to the AD pins of the
IMUduino device were made of steel threads length 200 mm, with negligible
resistance.

4 Pressure Monitoring Application

Application for foot pressure monitoring is implemented for use on Android mobile
device with objective for effortless data acquisition and measurement display. In
addition to communication with IMUduino sensor node via Bluetooth channel, the
application is responsible for communicating data for further usage via Internet.

The graphs in Fig. 3 present measurement results obtained during the system
testing. The monitoring application is used to test linearity and accuracy of the 3M
Velostat based sensors, and change in its performance depending on the wrapper
material. The later tests were aimed to evaluate 3M Velostat performance when coated
with different silicon types. The graphs are presented to illustrate different scenarios
that were used during testing. The analyses included measurements using wrapper
materials of different softness. The graphs in Fig. 3 correspond with the tests using
softer wrapper material resulting in a less smooth pressure measurement curve. The
tests indicated that change in measured value was proportional to change in the true
value.

Fig. 2. Velostat based sensor prototypes: Velostat track (1) with steel thread (2) (left) and
Velostat track (1) with copper ribbon (3) (right).
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5 Conclusion

This paper presents design proposal for a foot pressure monitoring system using
Velostat sensors. Implemented solution includes: 3M Velostat pressure sensor proto-
types, IMUduino sensor node programmed to collect data from the 3M Velostat
pressure sensors and from an inertial measurement unit with accelerometer and gyro-
scope, and mobile phone with Android application for pressure monitoring. The
application is used to test linearity and accuracy of prototype sensors. Achieved results
are demonstrating that the proposed solution is worth further development.

The proposed design has met the requirements related to the dimensions of the
sensors and sensor node, while providing fully functional and low cost solution.

The solution is suitable for several other pressure monitoring health applications,
and in addition to foot plantar pressure we are extending our interest in hand phys-
iotherapy assessment and Kegel exercises. The later application requires only one
measurement point. Different applications will influence sensor design and its wrap-
ping. The future work demands custom development of the sensor node because the
reduced number of measurement points enables more simple design and decreased
dimensions.

References

1. Morris, S., Paradiso, J.: Shoe-integrated sensor system for wireless gait analysis and
real-time feedback. In: Proceedings of IEEE 2nd Joint EMBS and BMES Conference,
pp. 2468–2469 (2002)

2. Martinez-Nova, A.J.C., Cuevas-Garcia, J.C., Pascual-Huerta, J., Sanchez-Rodriguez, R.:
BioFoot® in-shoe system: Normal values and assessment of the reliability and repeatability.
The Foot 17, 190–196 (2007)

Fig. 3. Pressure monitoring graphs illustrating Velostat sensor testing: (control mass - top);
(50% increase - middle) and (50% decrease - bottom).

Design of IoT Solution for Velostat 175



3. Ramanathan, A.K., Kiran, P., Arnold, G.P., Wang, W., Abboud, R.J.: Repeatability of the
Pedar-X1 in-shoe pressure measuring system. Foot Ankle Surg. 16, 70–73 (2010)

4. Muro-de-la-Herran, A., Garcia-Zapirain, B., Mendez-Zorrilla, A.: Gait analysis methods: an
overview of wearable and non-wearable systems. Highlighting Clin. Appl. Sens. 14(2),
3362–3394 (2014)

5. Hellstrom, P., Folke, M., Ekström, M.: Wearable weight estimation system. Proc. Comput.
Sci. 64, 146–152 (2015)

6. Cavanagh, P.R., Rodgers, M.M., Iiboshi, A.: Pressure distribution under symptom-free feet
during barefoot standing. Foot Ankle 7, 262–276 (1987)

7. Petry, V.K.N., Paletta, J.R.J., El-Zayat, B.F., Efe, T., Michel, N.S.D., Skwara, A.: Influence
of a training session on postural stability and foot loading patterns in soccer players.
Orthop. Rev. 8(1), 6360 (2016)

8. Hernandez, M.E., Ashton-Miller, J.A., Alexander, N.B.: Age-related changes in speed and
accuracy during rapid targeted center of pressure movements near the posterior limit of the
base of support. Clin. Biomech. 27(9), 910–916 (2012)

9. Sinclair, M.F., Bosch, K., Rosenbaum, D., Böhm, S.: Pedobarographic analysis following
Ponseti treatment for congenital clubfoot. Clin. Orthop. Relat. Res. 467(5), 1223–1230
(2009)

10. Bennetts, C.J., Owings, T.M., Erdemir, A., Botek, G., Cavanagh, P.R.: Clustering and
classification of regional peak plantar pressures of diabetic feet. J Biomech. 46(1), 19–25
(2012)

11. Femto IMUduino BTLE Catalog. https://femto.io/collections/core/products/imuduino

176 H. Muhedinovic and D. Boskovic

https://femto.io/collections/core/products/imuduino


Test-Retest and Intra-rater Reliability of Using
Inertial Sensors and Its Integration

with Microsoft Kinect™ to Measure Shoulder
Range-of-Motion

Peter Beshara(&), Judy Chen, Pierre Lagadec, and W.R. Walsh

Physiotherapy Department, Prince of Wales Clinical School, Prince of Wales
Hospital, UNSW Australia, High Street, Randwick, Sydney 2031, Australia

{Peter.Beshara,Judy.Chen}@health.nsw.gov.au,

pierre@therealmsystem.com, w.walsh@unsw.edu.au

Abstract. This study determined the intra-rater and test-retest reliability of a
novel motion-tracking system that integrates inertial sensors with Microsoft
Kinect to measure peak shoulder range-of-motion (ROM) angles. Nine healthy
individuals (6 female and 3 male, age: 36.6 ± 13.3) with no shoulder pathology
participated following ethical approval. Participants performed active shoulder
forward flexion and abduction to the end of available range. Repeat testing of
the protocol was completed after 7 days by the same rater. Results demonstrated
excellent intra-rater reliability (ICC = 0.84, 0.93) for shoulder flexion and
modest-excellent intra-rater reliability (ICC = 0.82, 0.52) for shoulder abduc-
tion. A high level of correlation was observed between week 1 and 2 for flexion
and abduction (R = 0.85 – 0.93), expect for left abduction (R = 0.60). In con-
clusion, an inertial system combined with the Kinect is a reliable tool to measure
shoulder ROM and has the potential for future research and clinical application.

Keywords: Inertial sensors � Kinematics � Joint angle tracking � Wearable
devices � Shoulder

1 Introduction

Shoulder range-of-motion (ROM) measurement in clinical settings is an integral
component of physical examination to diagnose, evaluate treatment and quantify
possible changes in people with shoulder pain [1]. Compared to any other joint in the
body, the shoulder has no fixed axis and produces the greatest ROM in the body.
Hence, the reliability of measuring shoulder motion presents a challenge to clinicians.

According to the American Academy of Orthopedic Surgeons, the reported average
in adults is 158° for maximal forward elevation and 170° for maximal abduction [2].
Conventionally, shoulder ROM is measured using goniometry and the reliability varies,
with intra-class coefficients (ICCs) ranging 0.26 to 0.95 [3–5]. Several other methods
have been developed to measure shoulder ROM such as visual estimation [6, 7], still
photography [8, 9] and smart-phone applications [10].
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Advances in miniature devices and technology have led researchers to utilise
wearable inertial sensors to capture human movement. Inertial sensors consisting of
accelerometers, gyroscopes and magnetometers have the capability to measure static
and dynamic acceleration forces, angular velocity and the strength or direction of
geomagnetic or magnetic fields. Inertial sensors have been validated for human joint
angle estimation [11, 12] and measurements have shown promising results for various
shoulder conditions [13–15]. Furthermore, inertial sensors have demonstrated excellent
test-retest reliability (ICC = 0.76) and inter-rater reliability (ICC = 0.84) when mea-
suring elbow flexion in stroke patients [16].

Microsoft Kinect™ (hereafter, simply ‘Kinect’) is a low cost, portable,
motion-sensing device capable of tracking up to six bodies within its field of view. The
device features a depth sensor which provides full-body 3D motion capture capabilities.
Up to 25 joints positions are extracted in three dimensions for each tracked body. As a
markerless system for clinical purposes, it is a favourable alternative to expensive
optical systems inside the laboratory environment. To measure shoulder ROM in
healthy patients, the Kinect has been compared to goniometry [17], photography [18]
and other motion capture systems [19]. One feasibility study with 10 healthy controls
reported the Kinect highly reliable (ICC 0.76 – 0.98) for measuring shoulder angles
when compared to goniometry and a 3D magnetic tracker [20]. Similarly, excellent
agreement between Kinect and goniometry was reported for active shoulder flexion
(ICC = 0.86) and abduction (ICC = 0.93) in patients with adhesive capsulitis [21].

The Realm System (Sydney, Australia) combines 2 wireless inertial sensors worn
on the wrists with an optical sensor (Kinect v2) to estimate human motion. Optical and
inertial data are processed and merged in real-time to produce a full-body kinematic
model of the subject. The integration minimises any weaknesses of both individual
systems by enabling simpler initialisation procedures, a better visualisation of the
estimated angles and better overall precision [22].

However, before such technology can be used routinely, reliability and validity
needs to be reviewed to compare its performance to gold standard. Thus, the aim in this
study was to determine the test-retest and intra-rater reliability of a system that inte-
grates inertial sensors with Kinect v2 to measure human shoulder joint angles.

2 Methods

2.1 Participants

A convenience sample of nine asymptomatic adults with no history of shoulder
pathology (6 female and 3 male, age: 36.6 ± 13.3) performed two shoulder move-
ments according to standardised protocol, together with two raters (A and B). The same
nine participants returned 7 days later to assess intra-rater reliability. The study was
conducted at the outpatient physiotherapy department at Prince of Wales Hospital,
Sydney, Australia. All participants gave their informed consent. The study was
approved by the local Ethics Committee.
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2.2 Raters

Rater A was a physical therapist of nine years, responsible for wrist sensor placement
and initiating the protocol instructions. Rater B was responsible for setting up and
executing the inertial motion tracking system with the Kinect. The same raters were
used for both assessments.

2.3 Study Procedure

To measure shoulder motion, the system uses 2 WAX9 wireless inertial sensor units
(Axivity, UK). The inertial measurement unit (IMU) is a small (23 mm � 32.5 mm �
7.6 mm) 9-axis sensor consisting of a 3-axis gyroscope, a 3-axis accelerometer and a
3-axis magnetometer with a Bluetooth Low Energy (BLE) protocol to wirelessly
transfer inertial data. The sensors must initially be paired to the receiving computer, and
the Bluetooth protocol allows for multiple sensor use. The pairing process allows for
identifying and assigning each sensor to a specific part of the body.

Automatic calibration of the system established that the optical sensor (MS Kinect
v2) was positioned at a height of 1.40 m and presented a tilt of −2.0°. Feet markers
were placed at a distance of 2.50 m from the optical sensor to ensure consistency with
the initial participant placement. Two IMU’s mounted in a wrist band of silicone
material were applied around the wrist using the ulnar styloid as a landmark. All
participants performed two active motions: shoulder flexion and abduction in the
standing position (Fig. 1). Instructions were verbally standardised and participants
were asked to move their arm as far as they could. They repeated each motion 3 times
at a comfortable speed.

Fig. 1. Experimental setup. The measurement of forward flexion and abduction under
instruction from rater.
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2.4 Optical and Inertial Data Fusion

Orientation quaternions are calculated on the IMU sensors’ microchip at an internal
sampling rate of 200 Hz. Joint position data are extracted by the Kinect sensor at a
sampling rate of 30 Hz. Both data sets are merged and fed into a full-body kinematic
model describing a segmental representation of the skeleton using 16 limbs and 20
joints. The current implementation of the kinematic model ignores fingers and toes
segments. The algorithm processing the kinematic model incorporates real-time pre-
dictive analysis which relies on the high sampling rate of the IMUs to compensate for
the low sampling rate of the Kinect v2 sensor and generate missing positional data
when the subject is moving, resulting in the kinematic model being updated at a rate of
100 Hz.

2.5 Calibration and Error Correction

As part of the merging process, optical data from the Kinect v2 sensor is used to further
correct any potential drift in the IMU sensors, using forearms positions and a correction
weighting of 0.1. This also allows for automatically setting the IMUs’ magnetometer
heading which cancels the need for initial calibration of the sensors. Optical calibration
requires calculating the exact height and tilt angle of the Kinect v2 sensor in order to
accurately convert the Kinect’s joint position into the kinematic model’s 3D reference.
Sensor tilt and height can be manually measured and specified in the system config-
uration. Alternatively, the system allows for automatically calculating these by cap-
turing 3 points on the floor plane and generating the transformation matrix between the
detected floor reference system and the kinematic models.

2.6 Shoulder Joint Angle Tracking

The shoulder is part of one of the most complex joints group in the body. The
biomechanical model simplifies this complex joint as a ball-and-socket joint with three
degrees of freedom (DOF). Due to its markerless nature, the motion capture system
extracts the centre of each joint as joint position. Two 3D vectors are extracted from the
kinematic model: !

USE

representing a vector from the shoulder joint center (below the

acromion process) to the elbow joint center (between the medial and lateral epi-
condyles) and !

USR6

representing a vector from the shoulder joint center to R6, defined as

a point on the 6th rib along the midaxillary line of the trunk. The position of point R6 is
derived via projection of the mid spine point of the kinematic model following the
trunk and spine orientation. The shoulder angle @ is defined in real-time as the angle
between the two vectors:

@ ¼ cos�1 USE
��! � USR6

��!
USEk k USR6k k

 !

: ð1Þ
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The shoulder flexion and extension angles are measured as the value of @ while the
subject lifts and lowers his extended arm along the sagittal plane. The shoulder
abduction and adduction angles are measured as the value of @ while the subject lifts
and lowers his extended arm along the coronal plane. The neutral position (or zero
value) is defined as the moving arm being placed along the lateral mid-line of the
humerus in line with the lateral epicondyle.

The position tracking capability of the system has been compared against the gold
standard MicroScribe digitizer device (Solution Technologies, Inc.), for the tracking of
the wrist, elbow and shoulder joints. Several positions were simultaneously tracked
using the system and MicroScribe. Discrepancies were measured by comparing the
norm of the movement vectors between sets of static positions tracked by both sys-
tems. The average difference found between the system’s position tracking and
MicroScribe was 2.35 mm. With the MicroScribe device presenting a standard error of
0.23 mm, this strongly indicates that the system is able to accurately track positions in
space. Dynamic positional tracking accuracy was established by comparing the sys-
tem’s output to the gold-standard multi-camera Vicon motion capture system (Vicon
Motion Systems Ltd.), via a study focusing on dynamic movements. On average, linear
regression results of R = 0.97 were found across all body joints showing strong cor-
relations between the two systems.

2.7 Statistical Analysis

Data analysis was performed with SPSS version 22 for Windows statistical program.
The intra-rater reliability of shoulder flexion and abduction was estimated by using the
intraclass correlation coefficient (ICC) model (3,1). This was used as the investigation
was an intrarater design with a single rater presenting the only rater of interest. An ICC
of � 0.75 was considered as excellent reliability, an ICC of 0.4 – 0.75 was considered
modest reliability, an ICC of <0.4 was considered as poor reliability [23]. Measurement
error was expressed in the standard error of measurement (SEM) and minimal
detectable change (MDC) was calculated to establish absolute reliability.

SEM ¼ SD�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ICC
p

: ð2Þ

MDC ¼ SEM �
ffiffiffi

2
p

� 1:96: ð3Þ

Test-retest reliability was determined from Pearson’s correlation R and the coeffi-
cient of determination R2.

3 Results

3.1 Intra-rater and Test-Retest Reliability

Intra-rater reliability is presented in Table 1. Excellent intra-rater reliability were
observed for right flexion, left flexion and right abduction (ICC = 0.84 – 0.93), but
results were modest for left abduction (ICC = 0.52). Table 2 presents mean and
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standard deviations for week 1 and week 2, R as given by Pearson’s product moment
correlation and the coefficient of determination R2. With the exception of left abduc-
tion, a relatively high correlation was seen between week 1 and week 2 values for left
flexion (R = 0.85), right flexion (R = 0.93) and right abduction (R = 0.89).

4 Discussion

This study demonstrates that an integrated system of optical and inertial sensors can be
a reliable tool to measure ROM of shoulder flexion and abduction. All measurements
demonstrated excellent intra-rater reliability expect for left abduction. This can most
likely be explained by a general inconsistency in abduction measures observed by the
raters. Flexion measures were relatively consistent between and within participants,
while abduction was less consistent, predominantly when healthy participants didn’t
reach peak abduction before lowering their arms. Hence inconsistent measures may be
due to an experimental limitation rather than equipment- related error. This study has
its limitations as we had a small sample size and did not assess inter-rater reliability,
therefore, restricting its applications in clinical settings between observers. Addition-
ally, concurrent validity should be established by comparing measurements to other
methods such as goniometry. As a preliminary step to assess the reliability of the
Realm System, all participants were healthy, therefore future results need to be repli-
cated in populations of interest, such as those with shoulder pain. This is currently
being investigated by the authors of this paper in a clinical randomised control trial for
patients awaiting shoulder surgery. In conclusion, the Realm System is reliable to
measure shoulder joint angles. Advancements in hardware technology; the miniaturi-
sation of sensors; user-friendly software with Bluetooth technology and simple
body-worn sensors makes this method desirable for health clinicians.

Table 1. Intra-rater reliability of the realm system (n = 9)

Motion ICC3,1 95% CI SEM MDC

Left flexion 0.84 0.45 – 0.96 1.61 4.47
Right flexion 0.93 0.72 – 0.98 1.16 3.22
Left abduction 0.52 −0.17 – 0.87 2.16 5.99
Right abduction 0.85 0.47 – 0.96 2.45 6.80

Table 2. Mean and standard deviation at Week 1 and Week 2, Pearson’s R and coefficient of
determination R2 for both flexion and abduction.

Motion Week 1 Mean ± SD (°) Week 2 Mean ± SD (°) R R2

Left flexion 175.80 ± 4.03 176.55 ± 3.50 0.85 0.73
Right flexion 176.10 ± 4.39 174.42 ± 4.15 0.93 0.86
Left abduction 175.05 ± 3.12 174.46 ± 5.46 0.60 0.36
Right abduction 173.72 ± 6.33 174.91 ± 4.64 0.89 0.80
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