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Preface

The incorporation of information and communication technologies within vehicles and
transportation infrastructure will revolutionize the way we travel. The enabling tech-
nologies are intended to realize the frameworks that will spur an array of applications and
use cases in the domain of road safety, traffic efficiency, and driver's assistance. These
applications will allow for the dissemination and gathering of useful information among
vehicles and between transportation infrastructure and vehicles in pursuance of assisting
people to travel safely and comfortably. Although transportation systems are evolving
toward intelligent transportation systems, they face critical challenges and need to be
addressed to emerge as intelligent vehicular technologies. Therefore, the European Alli-
ance for Innovation (EAI) has taken a step toward the realization of future intelligent
vehicular technologies by hosting both the academic and the industrial research com-
munities at the Future 5V conference in Porto, Portugal. Future 5V is an annual inter-
national conference organized by the EAI (European Alliance for Innovation) and co-
sponsored by Springer. The central theme of the conference is focused on sharing with the
research community new paradigms and proposals for future intelligent vehicular tech-
nologies, which are considered to be the key research area in the intelligent transportation
systems. Future 5V welcomes research articles in the field of vehicular networks/com-
munications covering theory and practice in the aforementioned field of study.

Future 5V 2016 hosted the “Internet of Things (IoT) Meets Big Data and Cloud
Computing (IoT-BC)” workshop, which further extended the domain of the conference
and attracted more researchers worldwide. The IoT is the next wave in the era of
computing outside the realm of traditional desktop. The IoT ecosystem includes any form
of technology that can connect to the Internet. This means connected cars, wearables,
TVs, smartphones, fitness equipment, robots, ATMs, vending machines, and all of the
vertical applications, security and professional services, analytics, and platforms that
come with them. The presence of embedded sensor nodes and the assignment of IP
addresses make these physical objects smart enough to interact and share data. Con-
sidering the fact that millions or perhaps billions of such objects will be connected with
the Internet, the volume of data generated will be enormous. The data generated on an
unprecedented scale may face peculiar security issues, which may not be possible to be
addressed with the existing security mechanisms. The data may be highly redundant and
may require highly efficient analysis tools to extract the useful data. The existing tools for
data analysis and extraction may not suffice this requirement and therefore tools such as
Hadoop and sensor-fitted devices are going to receive a lot of attention. The data gen-
erated by the sheer number of devices in an IoT paradigm would require abundant
memory storage. However, the devices are sensor embedded and as such have restric-
tions on various resources such as computation, storage, available bandwidth and battery
power. As a result, the data need to be stored on distributed clouds. The existing security
schemes incorporated at various clouds may not be efficient for the data of real-world
physical objects because the existing schemes dealing with traditional network data may



not work with data coming from physical objects such as refrigerators, TVs, and fitness
equipment. Hence, lightweight but efficient security algorithms need to be designed for
handling data of such objects on distributed clouds.

The Future 5V 2016 Technical Program Committee comprised more than 30 leading
experts in their field, and was assisted by 20 additional external reviewers originating
from different countries worldwide. Beside the main track, the conference hosted an
international workshop that further extended the scope of the conference and its
exposure to international research community. Future 5V 2016 registered more than 30
attendees and attracted more than 50 paper submissions that were peer reviewed by
independent experts. Professor Jaime Lloret served as the conference keynote speaker
and delivered a talk on “Artificial Intelligence in Vehicular Ad Hoc Networks.” Beside
the keynote talk, the conference hosted a panel discussion session on “Vehicular
Communication and 5G Paradigm” in which more than 35 researchers participated and
thoroughly discussed the existing vehicular communication standards, their potentials
and shortcomings, and the roadmap toward future vehicular communication that is
envisioned in the 5G paradigm.

November 2016 Joaquim Ferreira
Muhammad Alam
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Enforcing Replica Determinism in the Road Side
Units of Fault-Tolerant Vehicular Networks

João Almeida1,2(B), Joaquim Ferreira1,3, Arnaldo S.R. Oliveira1,2,
Paulo Pedreiras1,2, and José Fonseca1,2

1 Instituto de Telecomunicações, Aveiro, Portugal
2 DETI, Universidade de Aveiro, Aveiro, Portugal

3 ESTGA, Universidade de Aveiro, Águeda, Portugal
{jmpa,jjcf,arnaldo.oliveira,pbrp,jaf}@ua.pt

Abstract. This paper presents a strategy to enforce replica determin-
ism in the road-side units (RSUs) of wireless vehicular networks. An
active replication scheme is used to enhance fault-tolerant behaviour in
these RSU nodes, which are responsible for handling channel access and
admission control policies in real-time vehicular communications proto-
cols. The proposed solution guarantees consistency among all RSU repli-
cas, by introducing a dedicated link shared exclusively by these units,
allowing them to implement an atomic commit protocol of the packets
received through the wireless medium. This strategy also has the advan-
tage of reducing packet loss, since only one replica needs to successfully
decode the packet in order for it to become available to the RSU group
of replicas. It should be noticed however that this method increases the
total delay of packet delivery to the upper layers of the communications
protocol, so its impact on the real-time properties of the network needs
to be further evaluated.

Keywords: Vehicular networks · Intelligent transportation systems ·
Real-time communications · Fault-tolerance mechanisms · Active repli-
cation scheme · Replica consistency · Atomic commit protocol

1 Introduction

Cooperative Intelligent Transportation Systems (C-ITS) aim to reduce road acci-
dents, by extending vehicle’s field of view and producing warnings alerts in
case of dangerous traffic situations. In addition, these systems have the goal of
decreasing CO2 emissions, road congestions and energy consumption. Infotain-
ment applications based on C-ITS can also be developed, in order to improve
passenger’s comfort and to provide a better riding and driving experience. Vehic-
ular communications are the main enabling technology supporting these collab-
orative systems, since they allow vehicles to communicate among each others,
to exchange information with the road-side infrastructure and eventually with
pedestrians, cyclists and other objects located close to the roads. This is the

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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4 J. Almeida et al.

essential concept behind Internet of Vehicles (IoV) [8], which constitutes a sub-
group of the future Internet of Things (IoT). In the IoV, at least a significant
percentage of vehicles will be equipped with these communications capabilities,
and will be able for instance to disseminate an accident detection, avoiding fur-
ther chain collisions. Another advantage is that vehicles will be connected with
other networks, for example with the sensors network of the driver’s home, allow-
ing him/her to control the heat or air conditioning systems, the garage door, the
lightning and surveillance systems, etc. before arriving home [7].

Vehicular networks are based on the IEEE WAVE protocol stack in USA and
on the ETSI ITS-G5 in Europe. Both of them rely on the IEEE 802.11 standard
[9] for the physical and medium access control (MAC) layers, the same stan-
dard employed in Wi-Fi technology, but with some different settings, namely
the reduced channel bandwidth (10 MHz instead of 20 MHz) to mitigate the
impacts of multipath and Doppler effects, and the absence of authentication and
association procedures for faster link establishment due to the short connec-
tions in these very dynamic environments. The use of the Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) method, defined in the standard
for managing channel access, resulted in several studies [6,10] reporting multi-
ple problems associated with this mechanism under congested traffic scenarios.
Some of these issues are related with the high number of packet collisions and the
large values for the end-to-end delay. In order to deal with this problem, ETSI
for instance has proposed a Decentralized Congestion Control mechanism that
still relies on the CSMA/CA scheme but enables a fine control of some variables
that directly influence channel occupation, such as receiver sensitivity, transmit
power level, etc. Other works in the literature [5,11] have proposed deterministic
MAC protocols to support real-time wireless communications in these safety-
critical environments. Due to the higher reliability they provide, solutions based
on the support provided by the road-side infrastructure are typically more suit-
able for vehicular scenarios, where the network’s topology changes very quickly.
The reference nodes placed in fixed locations, named road-side units (RSUs),
can handle admission control policies and the whole traffic scheduling from the
on-board units (OBUs) placed inside the vehicles, as suggested in [11]. However,
since in this scheme, the RSUs control all network communications, these nodes
become critically important for the operation of the intelligent traffic system.
As a result, a fault-tolerant vehicular network has been proposed [3], essentially
targeting the role played by these master nodes and aiming to increase depend-
ability of the overall network. An active replication scheme for the RSUs was
deployed [2], enabling fast recovery of the RSU failed node, by using a backup
replica to replace the operation of the primary unit. Nevertheless, in order to
work properly, this mechanism assumes that both the primary and the backup
replicas are synchronized with respect to the information both units hold about
the network. For that to be true, all replicas need to receive and process the
same packets send by all other vehicular nodes. Since the wireless medium is
not totally reliable, even if the replicas are co-located, they may not be able
to decode the same packets without errors. Consequently, this works focus on
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guaranteeing replica consistency by employing an atomic commit protocol to
disseminate all the messages received by both RSU replicas.

2 Dependable Wireless Vehicular Networks

This section provides the background of this work, describing the operation
of a real-time vehicular communications protocol for which a fault-tolerant
infrastructure-based architecture was designed, aiming to improve the depend-
ability attributes of the network. A detailed description of the proposed RSU
replication scheme is provided, for which the replica consistency strategy pre-
sented in this paper was developed.

2.1 Real-Time Vehicular Communications Protocol

A deterministic MAC protocol for infrastructure-based vehicular networks
was proposed in [11]. This protocol, named Vehicular Flexible-Time-Triggered
(V-FTT), is based on a spatial TDMA scheme with a multi-master multi-slave
architecture. A backhauling network interconnects the RSUs (master nodes),
enabling them with a global vision of the road traffic situation. In V-FTT, time is
divided in consecutive Elementary Cycles (ECs) with 50 ms duration, as depicted
in Fig. 1. Each EC is further divided into three main windows. The first interval
(Infrastructure Window) is used by RSUs to transmit warning messages concern-
ing road hazards together with packets containing scheduling information to the
OBUs (slave nodes). These scheduling messages include the time slot assign-
ment for the transmission of OBUs’ packets. After the Infrastructure Window,
there is a congestion based interval named Free Period, during which vehicles
can register with the road infrastructure and nodes non-compliant with V-FTT
protocol can transmit. At the end of each EC (Synchronous OBU Window),
the OBUs send safety messages according to the time slot scheduling previously
disseminated. These packets include information about the vehicle’s state (e.g.
position, speed and orientation) and the perceived environment (e.g. dangerous
traffic situations).

Infrastructure
Window

t

RSU1 ... RSUN

Free Period

... ... OBU1 ... OBUM

Synchronous
OBU Window

Elementary Cycle (EC)

Black
Burst

Fig. 1. V-FTT protocol.
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2.2 Fault-Tolerant Network Architecture

Based on the need to provide strict real-time and dependability requirements for
safety-critical vehicular applications, a fault-tolerant infrastructure-based net-
work architecture was proposed in [3]. Given the key role played by the RSUs
in the admission control and scheduling processes, a fail silence mechanism was
designed [1], ensuring that these units can only fail by not sending any message
to the network. After guaranteeing fail silent behaviour, an active replication
scheme was developed [2], providing low-delay recovery procedure of the failed
RSU nodes. On the OBU side, a medium guardian entity was devised in order
to constrain packet transmission solely for the period inside the time slot pre-
viously allocated for that specific mobile unit. A diagram of the fault-tolerant
architecture comprising these three major mechanisms is depicted in Fig. 2.

2.3 Active RSU Replication Scheme

The active replication scheme proposed in [2] for the RSUs of infrastructure-
based vehicular networks guarantees that in case of failure in the primary unit, a
backup replica will replace its operation within a small time interval (≈ 25 µs).
This way, there is no discontinuity of the traffic scheduling and the real-time
guarantees provided by deterministic MAC protocols such as V-FTT, can still
be delivered. The proposed mechanism works in the following way. The packet
transmission of the backup RSU is always delayed by a small interval in relation
to the primary transmission. In this sense, the backup RSU will sense the wireless
medium and, if it is occupied, it knows that the primary replica is free of error.
Otherwise, if the medium is free, the backup transmits the message, considering
that the primary unit failed to send the message. This is only possible due to

Active
RSU

Backup
RSU Active

RSU

Backup
RSU

IT2S
Platform

IT2S
Platform

Fail Silence
Enforcement Entity

IT2S Gateway

OBU
(V-FTT node)

OBU
(V-FTT node)OBU

(alien node)

IT2S
Platform

Medium
Guardian

Fig. 2. Fault-tolerant vehicular network architecture [2].
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the fail-silent behaviour of the RSU replicas, both in value and time domains.
However, for the correct operation of this replication scheme, it is necessary that
both replicas are synchronized in time, which is ensured by local GPS receivers,
and with respect to the information they hold about the current road traffic
situation, e.g. number and identification of vehicles in the coverage area. This
last premise is not always valid, since due to the unpredictability of the wireless
medium in such dynamic environments, the successfully received messages may
not be the same in both replicas, even considering that they are co-located.
Therefore, a new strategy to ensure replica consistency between the primary
and backup units of each RSU node is proposed in this paper.

3 RSU Replica Determinism

The main goal behind ensuring replica determinism is to guarantee that in case
of failure in one of the replicas, the remaining ones continue to deliver the same
service without causing any inconsistency in the system. For that purpose, all the
replicas need to be synchronized, sharing a consistent view of the environment
in which they operate. In the case of infrastructure-based vehicular communi-
cations, the distinct RSU replicas must hold the same information about the
current state of the road traffic network. For that purpose, they need to suc-
cessfully decode the same packets and process these messages in a deterministic
way. Otherwise, the vehicular network database residing in both replicas could
differ and lead to inconsistent sequences of exchanged messages. Let’s consider
for instance, the situation in which a vehicle transmits a message to register with
the network. Assume that this message is correctly received by the active RSU,
but in the backup unit, there is an error in the decoding process. As a result,
the active node will generate and send a new identification number to this OBU
and will schedule a time slot for this new registered vehicle to transmit in the
next Elementary Cycle. Then, imagine that the active RSU fails, being auto-
matically replaced by the backup unit. In this scenario, the backup replica will
not recognize the messages sent by this new OBU and will not include it in the
future slot assignments, since it was not previously registered in the vehicular
network database of the backup RSU. This situation is unacceptable and cannot
be allowed in the operation of the real-time communications protocol.

In order to solve this problem, this work proposes the introduction of a
dedicated wired link between the active and backup replicas, with the main goal
of ensuring the correct dissemination of all messages successfully received by
at least one of the replicas. This way, it is possible to implement a distributed
atomic commitment of the packets received through the wireless medium without
utilizing additional network resources (e.g. channel bandwidth). Figure 3 shows
the proposed solution, in which correctly decoded packets are delivered to both
replicas by employing an atomic commit protocol.



8 J. Almeida et al.

Active
RSU

Backup
RSU

IT2S Gateway

RSU k

RSU k-1 RSU k+1

OBUsuccessfully
decoded packet

packet
with error

atomic
commit protocol

Fig. 3. Replica consistency strategy in infrastructure-based vehicular networks.

3.1 Distributed Atomic Commitment

In distributed systems, an atomic commitment is traditionally achieved by utiliz-
ing the two-phase or the three-phase commit protocols or some variant of these.
The two-phase commit (2PC) protocol [4, Chap. 7] consists of two communica-
tion phases that are coordinated by one of the participants. Initially, during the
prepare or voting phase, the coordinator sends a VOTE-REQ (i.e., vote request)
message to all other participants. Upon reception of a VOTE-REQ message, the
participant replies with a YES or NO message, depending if it is ready or not to
commit the transaction. If the answer is negative, the participant immediately
aborts the transaction. In the second phase, also known as commit phase, if the
coordinator has received at least one negative reply, it will abort the transac-
tion and send an ABORT message. On the other hand, if the coordinator has
only received affirmative responses from all the participants, it will commit the
transaction and will send a COMMIT message. In both cases (COMMIT or
ABORT), the participants will respond with an acknowledgement message after
having acted accordingly to the received command.

Despite its efficiency, the two-phase commit protocol has a main drawback.
In case of failure of the coordinator during the transition period between the two
phases, all the participants will remain blocked waiting for the decision. In order
to solve this problem, the three-phase commit (3PC) protocol [12] was proposed,
providing a non-blocking solution. In the 3PC protocol, an additional intermedi-
ate phase is introduced between the prepare and commit steps of the two-phase
commit protocol. This extra phase is usually designated as pre-commit and has
the main objective of delaying the final decision until all currently active par-
ticipants are aware of which resolution the coordinator is about to take. In this
scheme, the coordinator sends a PRE-COMMIT message to all participants if
the prepare phase is successful. Then, after another round of acknowledgements,
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the coordinator finally moves to the commit phase. In case of a missing acknowl-
edgement message, the coordinator will abort the transaction. On the other
hand, if a participant does not receive the final COMMIT message after a suc-
cessful pre-commit phase, it will automatically commit the transaction. This
way, the blocking situation that can occur in the two-phase commit protocol
will be avoided by introducing this intermediate phase.

3.2 Atomic Commit Protocol

The distributed atomic commitment protocol proposed in this paper is inspired
in the previously described solutions. However, given the specific characteristics
of the scenario presented in Fig. 3, some aspects of the proposed protocol are
different from the traditional ones. For instance, in the developed RSU replica-
tion scheme there are only two replicas, which means that in each transaction
(corresponding to a packet received through the wireless interface), besides one
coordinator, there is only one participant in the atomic commit protocol. Addi-
tionally, the scenario depicted in Fig. 3 poses an additional challenge, giving the
fact that there are two interfaces by which the RSU replicas can communicate,
i.e. the wireless and the cabled one. Consequently, several situations may occur,
since at a given instant both interfaces can be working perfectly, both can have
failed or one can be running while the other is down. Moreover and in order
to comply with the real-time requirements of vehicular environments, the imple-
mented replication strategy follows a low latency recovery procedure, which leads
to the presence of an active and a backup replica with distinct functional behav-
iours. For example, since the active RSU is the only replica to transmit messages
over the wireless medium, failures in the wireless communications interface of
the backup unit can not be detected by the active one.

Given these circumstances, a careful protocol design must be followed in order
to ensure a reliable and consistent operation of the road-side infrastructure under

Algorithm 1. Active RSU’s algorithm
if packet received through the wireless interface then

# 1 → commit packet information
# 2 → send packet to the backup RSU
# 3 → wait for an acknowledgment message from the backup replica
if timeout expired before acknowledgment message received then

# 4 → stop sending any type of messages to the backup RSU
end if

else if packet received through the dedicated wired link then
# 1 → commit packet information
# 2 → send acknowledgement message to the backup RSU

else if no packet sent to the backup RSU in the last EC period then
# 1 → send keepAlive message

else if no packet received from the backup RSU in the last EC period then
# 1 → inform upper layers about the faulty link/replica

end if
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Algorithm 2. Backup RSU’s algorithm
if packet received through the wireless interface then

# 1 → send packet to the active RSU
# 2 → wait for an acknowledgment message from the active replica
if acknowledgment message received then

# 3 → commit packet information
else if timeout expired before acknowledgment message received then

# 3 → inform upper layers about the faulty link/replica
if active RSU is still transmitting in the wireless interface then

# 4 → stop backup replica operation
else

# 4 → commit packet information
end if

end if
else if packet received through the dedicated wired link then

# 1 → commit packet information
# 2 → send acknowledgement message to the active RSU

else if no packet sent to the active RSU in the last EC period then
# 1 → send keepAlive message

else if no packet received from the active RSU in the last EC period then
# 1 → inform upper layers about the faulty link/replica
if active RSU is still transmitting in the wireless interface then

# 2 → stop backup replica operation
end if

end if

all different fault scenarios. To simplify the design process, it is assumed that
each RSU replica presents fail-silent behaviour not only in the wireless interface
[1], but also in the dedicated wired link. This condition is not guaranteed by
the previously developed RSU architecture, however it can be easily achieved by
implementing a fail silence enforcement entity, similar to the one devised in [1],
for the output traffic of the replica’s cabled connection. This means that only
valid packets will be transmitted within specified time intervals. In addition, it
is also assumed that all packets correctly delivered by the atomic commit pro-
tocol are posteriorly handled in an upper layer of the protocol stack, before the
information contained in the received messages is included in the RSU replica’s
database. In this step, it is verified for instance if there is a duplication of the
packets received both from the wireless interface and the dedicated link between
the replicas. Under perfect circumstances, all the packets would be received
through both interfaces, so it is necessary to discard the duplicated messages.

The operation of the proposed atomic commit protocol, both in the active
and in the backup replicas, is depicted by the Algorithms 1 and 2, respectively.
In the absence of faults, all the packets received through the wireless interfaces
of both replicas will be first committed in the active RSU, in order to avoid
any inconsistency in case of failure of the active replica. Therefore, it should
be noticed that if the active RSU stops working, the backup replica will only
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replace its operation, if it has delivered the same packets to the upper layers of
the protocol stack. This is the reason why in Algorithm1, all the packets received
from both the wireless interface and the dedicated link in the active RSU, are
immediately committed. Then, if the packet was received through the wireless
interface, it will be sent to the backup RSU using the dedicated wired link. The
active RSU will await for an acknowledgement message, that if not arrives within
a maximum time limit (and after some retransmissions), will cause the active
replica to completely stop sending messages to the backup unit. As a result, this
is will force the backup RSU to stop its operation (Algorithm2). In the other
the hand, if the packet was received through the wired link, the active replica
will just reply with an acknowledgement. Moreover and in order to verify the
connectivity status between the replicas when there are no messages transmitted
in the wireless medium, the active replica will transmit a keepAlive message at
least once per Elementary Cycle (EC). On the other hand, if no packet is received
from the backup unit during an entire EC, the active RSU will inform the upper
layers that there is a problem with the wired link or backup replica, information
that will be forwarded to the backhauling network (via IT2S Gateway).

In the backup RSU (Algorithm 2), if a packet is received through the wireless
interface, it will be first sent to the active replica, and it will only be committed
after receiving the acknowledgement message. If this acknowledgement does not
reach the backup unit, the information about the faulty link or replica will be
forwarded to the upper layers. In this case, if the active RSU is still transmitting
in the wireless interface, the backup replica will stop its operation, since the
active unit is free of faults. However, if the wireless interface of the active RSU
is silent, that means the backup is the only replica operating and therefore
it can commit the packet information. When receiving a packet through the
dedicated wired link, the backup RSU will simply deliver it to the upper layers
and send an acknowledgement message to the active replica. The rest of the
algorithm is similar to the one in the active RSU, except for the situation when
no packets are received from the dedicated link during an entire EC. In this
case, the backup replica will verify if the active unit is still transmitting in the
wireless interface and it will stop working under those circumstances, in order
to avoid any inconsistency in the event of a failure in the active RSU.

4 Conclusions and Future Work

In this paper, an atomic commit protocol is proposed in order to enforce replica
determinism between the active and the backup units of an RSU node in
infrastructure-based vehicular networks. The goal of this protocol is to dissemi-
nate the messages exchanged in the wireless medium through a dedicated wired
link connecting both replicas. This way, all the packets received by at least one of
the replicas will be delivered to the upper layers in both units. Given the distinct
roles played by the active and backup replicas, the algorithms running in both
units for the implementation of the atomic commit protocol will be different, as
explained in the paper. As future work, the protocol needs to be implemented
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in a practical vehicular communications system and the timing overhead intro-
duced by the operation of the protocol needs to be evaluated, as well as its
impact in the performance of the real-time vehicular network.
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Abstract. The current wireless standards devised for vehicle communications
are not designed for hard real-time restrictions. In certain scenarios, such as
motorways where a high density of vehicles travelling at high speed is common,
the Medium Access Layer (MAC) of the existing standards is not deterministic
and does not guarantee an upper bound for the delay of communications. This
article discusses several proposals to address this issue and presents a deter-
ministic MAC protocol for infrastructure to vehicle communications: the
vehicular flexible time triggered protocol.

Keywords: Wireless vehicular communications � Real-time � Safety critical

1 Introduction

Recent developments in wireless communications devised for Intelligent Transportation
Systems (ITS) makes possible to implement cooperative applications that can improve
passenger’s safety and comfort as well as traffic management. These networks rely on
every vehicle having an on-board unit (OBU) capable of communication with other
vehicles or with some kind of infrastructure on the road-side, also known as road-side
unit (RSU). Vehicular safety applications have specific characteristics such as small
latencies, as an example the Emergency Electronic Brake Light safety application
requires that maximum latencies are lower than 100 ms. On the other hand, many
multimedia applications require data rates higher than 1 Mbps and QoS support.
The IEEE802.11p standard (which was included in 2012 in the amendment 6 of
IEEE802.11 [1]), along with the IEEE 1609 set of standards was devised to respond to
both the latency and throughput requirements of vehicle applications. Its European
equivalent standard ETSI ITS G5 shares the same goal [2]. Their medium access
control (MAC) layer adopts a carrier sense multiple access with collision avoidance
(CSMA/CA), same as IEEE 802.11a, but with a new additional, non-IP, communication
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protocol, with a low overhead and designed to the simple, single-hop broadcast com-
munication. CSMA/CA is based on a random backoff algorithm in case the medium is
busy, meaning unbounded channel access delays can occur. Adding to that, fairness and
scalability are not guaranteed, since some nodes may have to drop several consecutive
transmission attempts, particularly in high density scenarios when several nodes
simultaneously try to access the medium. Due to that, some nodes might never get
access to the medium before the deadline, whereas other nodes might have few diffi-
culties in accessing the medium. Since there is a limited discrete number of backoff slots,
it might happen for high density networks, that nodes choose the same number of
backoff slots when they sense the medium busy, which might cause a simultaneous
transmission within radio range of each other, causing an impact on scalability. This
happens particularly in high density and high speed scenarios, such as suburban
motorways, for example.

There is the need of a reliable communication infrastructure that can detect safety
events and disseminate safety warnings in a secure manner, while being compliant with
the maximum latencies involved in safety applications. The communication paradigm
can be based on the road side infrastructure (I2V) or to be based on vehicle to vehicle
communication (V2V), also known as ad-hoc networks. Hybrid approaches are also
possible, particularly in scenarios where vehicle density can vary from traffic jam at
certain hours of the day to very few vehicles in the evening. A pure ad-hoc network is
quite difficult to manage, and it is likely that vehicle owners will place more trust in a
vehicle communication network that is managed by the motorway infrastructure, which
can have a global vision of the motorway or at least part of it.

This paper proposes a MAC protocol, based on infrastructure to vehicle commu-
nications, that can support safety applications in vehicular environments with a high
number of vehicles. In Sect. 2 several proposals of MAC protocols that rely on
infrastructure to vehicle communications are presented, and even though they improve
the regular IEEE802.11-2012 MAC protocol, they all suffer from one or several
shortcomings and therefore there is the need for other proposals. In Sect. 3, the V-FTT
protocol is presented and detailed with realistic parameters, proving that it can provide
a bounded delay even in worst-case scenarios. Conclusions and future work directions
are presented in Sect. 4.

2 Medium Access Control (MAC) in Vehicle
to Infrastructure Communications

Most of the MAC protocols are designed to achieve maximum throughput, but
vehicular safety applications require small latencies, high data rates and most important
require a deterministic delay, meaning that it must be possible to compute the
worst-case transmission time. In case a safety application deadline is missed, it might
increase the risk of accident, which is much more troublesome than simply degrading
the communication system performance.

Several proposals that deal with the MAC issues discussed in the previous section
are presented next, with focus on the proposals that use infrastructure-to-vehicle
communications.
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2.1 Proposals to Address MAC Issues in Dense Vehicular Scenarios

This sub-section presents recent proposals that aim to respond to the MAC layer issues
that IEEE802.11-2012 and ETSI G5 suffer in certain scenarios. Böhm and Jonsson [3]
introduced a real-time layer on top of the wireless communication standard, at the time
IEEE802.11p. They create a super frame with a regular Contention Based Period
(CBP) and a Collision Free Phase (CFP). The RSUs assume the responsibility of
scheduling the data traffic. They assign each vehicle an individual priority, based on the
overall traffic density, its geographical position, since some spots are more dangerous
than others, and its proximity to potential hazards. RSUs use a polling mechanism to
request vehicles to send their data, which includes position, speed, etc. The super frame
begins with a beacon mark which is sent by the RSUs. This beacon informs the
duration of the CFP, which can be variable, in order to ensure that all deadlines are met.
After this polling phase, every vehicle must switch to the regular contention period
(CBP), which can be the IEEE 802.11 MAC mechanism described earlier. Since RSUs
need to know exactly which vehicles are inside their communication range, vehicles
must send out connection setup requests whenever they hear the RSU beacon. This
registration process is done in the CBP, which means that in some cases vehicles might
fail to register. Their proposal does not mention how RSU coordinate their beacon
transmissions.

The idea of dividing the transmission time into a contention free period and a
contention based period was already proposed by Tony Mak et al. [4], by suggesting a
change in the 802.11 Point Coordination Function (PCF) mode, in order to adapt it to
vehicle communications. They proposed a control channel, where time is divided in
periodic intervals (also named repetition period). During the contention free period the
RSU poll each vehicle, just as it is done in the IEEE802.11 PCF. The polling list must
be updated regularly, which implies that vehicles must register and deregister them-
selves with the RSUs, using a particular time interval for that purpose. This time
interval is announced in a beacon sent by the RSUs in the contention period, meaning
that there is a risk that the beacon might not be sent if a large number of nodes tries to
access the medium. Knowing that, the authors propose that the beacon is repeated in
order to increase the probability of being sent.

Another interesting protocol that was not thought for vehicle communications is
Self-organizing TDMA (STDMA). This protocol has similarities with the previous
ones: it divides the available time into fixed time slots and organizes them in frames.
STDMA is in fact a system in commercial use for ships for transmission collision
avoidance. The ships listen to the frame and can determine which slots are free or
occupied. Each ship will transmit their position message (the higher the speed, the
higher will be the update rate). In case no slots are free, different ships can occupy
the same slot according to their position, i.e., a ship will transmit in the same slot as the
furthest ship away from itself, in order to reduce interference. STDMA always provides
channel access with a bounded delay, and it is scalable. Proposals were made to adapt
STDMA for V2V communications [5], concluding that such adaptation requires tight
synchronization. The packed drop probability was lower using STDMA than the
regular CSMA/CA [5].
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In all the protocols presented above, there are critical aspects that were not
addressed. The protocols need to be scalable, and there is the need to consider the
presence of vehicles that might not be protocol compliant, particularly the ones who
use the regular IEEE802.11 MAC protocol. Another issue may occur if RSUs trans-
mission range overlap, which might be needed to ease handover process, and if not
considered, it may cause a vehicle to receive different time slots from different RSUs.
In order to address these issues, another MAC protocol is proposed in the next
section: the vehicular flexible time-triggered (V-FTT), adopting a time division mul-
tiple access (TDMA) scheme, where RSUs coordinate themselves to schedule the
vehicle transmissions.

3 Vehicular Flexible Time Triggered Protocol

To deal with infrastructure to vehicle (I2V) communications in scenarios where a large
number of vehicles, that travel at high speed, want to access the medium of commu-
nication within a specific deadline, the Vehicular Flexible Time Triggered protocol
(V-FTT) was proposed in [6], inheriting its properties from the Flexible Time Trig-
gered Protocol, which was originally designed for wired real-time communications [7].
Since it might be expensive to supply an entire motorway with a communication
network consisting of road side units, a concept of safety zone was devised, meaning
that at least the most accident-prone spots of the motorway are covered by RSUs that
implement the V-FTT protocol. The Safety Zone concept is depicted in Fig. 1.

Inside the Safety Zone, the roadside infrastructure has control of the medium and
uses the V-FTT protocol as will be explained next.

3.1 V-FTT Protocol Description

The V-FTT protocol timeline, similarly to the FTT protocol, is divided into elementary
cycles (EC). For the specific case of the V-FTT protocol, the EC consists of three time
windows:

– The Infrastructure Window (IW) – In this window the RSUs broadcast a Trigger
Message (TM) that contains all identifiers of the vehicle on-board units (OBUs) that
will be allowed to transmit safety messages in the next window of OBU trans-
mission, the Synchronous OBU Window. Any safety information must be,

Fig. 1. Safety zone proposal
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however, validated from the infrastructure side, and in case it is confirmed, RSUs
have specific slots after the TM to send warning messages (WM) to all vehicles that
might be affected (protocol enabled and others). The WM have variable duration,
depending on the number of occurred events. Each RSU has a fixed size trans-
mission slot, where it transmits its TM and any WMs needed. It is important to
notice that there is no medium contention during the IW. For that to be possible,
RSUs coordinate their transmissions in the Infrastructure Window so that their
transmissions do not overlap. More details can be found in [6].

– The Synchronous OBU Window (SOW) – it is a variable duration window, in
which OBUs have the opportunity to transmit their vehicle information (position,
speed, etc.) and any safety event (e.g. malfunction or crash warning) based on the
vehicle on-board sensors. For that purpose, they have a fixed size slot (SM), which
was assigned in the previous IW. This means they can transmit without medium
contention. To ensure fairness in medium access, each vehicle is only allowed to
have one transmission slot per SOW.

– The Free Period Window (FP) – This is in fact a contention based window, where
all vehicles that do not follow the V-FTT protocol (non-enabled OBUs) are able to
contend for the medium, usually for transmission of short messages unrelated to
safety. The enabled OBUs are also allowed to contend for the medium but do not
have any transmission guarantees. It is important to guarantee that a FP exist in
most of the EC in order to allow non-enabled vehicles to transmit their information.

Figure 2 presents the Elementary Cycle and its three transmission windows.

The V-FTT protocol fits comfortably on top of the current wireless standards
devised for vehicular communications, IEEE802.11-2012 or ETSI-G5, where in the
first case the duration of the Elementary Cycle matches the duration of the Control
Channel (CCH) Interval (100 ms), and in the latter, it can vary according to the need.

The next sub-section summarizes the proposal validation, that was made by
quantifying several protocol parameters in worst-case scenario.
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3.2 Protocol Parameters

In order to assess the V-FTT applicability to real scenarios using current wireless
communication standards, several protocol parameters need to be quantified [8]. The
maximum range of communication of the IEEE802.11-2012 standard is 1000 m [9],
but 750 m have been proven to be a more cautious figure [10], meaning that the RSU
coverage range Cr is assumed to have a value of 750 m. In order to ease the handover
process in a high speed scenario such as vehicle environment, the overlap of RSU
coverage Or is assumed to be at least 25% of the coverage range [11]. This allows to
determine the overlapping range Or as well as the maximum spacing between RSUs.
The vehicle average length and average spacing are based on [12, 13]. All parameters
are summarized in Table 1.

According to the values shown in Table 1, considering that vehicle average length
(Vlength) is 4,58 m, it is straightforward to compute the maximum number of vehicles
covered by each RSU, which is dependent on the number of lanes of the motorway, as
shown in Eq. (1):

NVRSU ¼ 2� Cr

Vlength þ vspacing
� �� nlanes: ð1Þ

Considering that the Safety Messages (SM) must include several fields such as
message identifiers, time stamps, vehicle data (position, speed, acceleration, etc.) and
safety events warning, it was shown in [6] that its minimum size is 390bit, for
non-encrypted data. Assuming that this SM is transmitted using a similar physical layer
than IEEE-802.11-2012 or ETSI-G5 then for an OFDM 10 MHz channel its trans-
mission duration is dependent on the bit rate used. The maximum available number of

Table 1. Road side units and vehicle parameters.

Parameter acronym Parameter Value (m)

Cr Coverage range … 750
Or Overlapping range 187,5
Sr Maximum spacing between consecutive RSUs 1312,5
Vlength Average vehicle length 4,58
Vspacing Traffic jam average vehicle spacing 10
Vspacing Normal traffic average vehicle spacing 30

Table 2. Maximum number of vehicles covered per lane by an RSU with 750 m of coverage.

Lanes per travel path Normal traffic Traffic jam

1 44 103
4 174 412
5 217 507
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transmission slots for V2I transmission without contention (Synchronous OBU
Window) was computed in [8], for the case the Elementary Cycle matches the value of
the CCH Interval duration in the IEEE802.11-2012 standard, which is 100 ms. Results
are shown in Table 3.

Analysing the value in Table 3 and those of Table 2 it is straightforward to con-
clude that it might be worth to suppress the Free Period in some exceptional cases, only
during a small amount of time, to allow more vehicles to communicate in the SOW.
Another important conclusion is that there is the need of a scheduling mechanism that
can fairly allocate vehicle transmissions in the slots of the OBU window.

4 V-FTT Worst Case Analysis

In order to validate the proposed V-FTT protocol two different scenarios were con-
sidered: normal traffic conditions, where the average distance between vehicles is 30 m,
and traffic jam, where the average distance was considered to be 10 m [13]. A fairness
condition was imposed to the scheduling mechanism of the OBU communications,
meaning that after the RSU attribute a time slot for a specific OBU, its next opportunity
of transmitting without contention will only occur after all other OBUs in the Safety
Zone have had their time slot attribution. An important evaluation parameter is the
worst case delay in what concerns the amount of time that occurs between an event
detection until the last vehicle in the safety zone is warned. This is named tworst.

For the V-FTT protocol the involved times in the process are:

– tV2I – period of time that occurs after a vehicle detects an event until it can effec-
tively transmit that information to an RSU.

– tI2V – period of time that occurs after a RSU schedules a warning message
(WM) until it is effectively transmitted.

In fact, there are other times involved, since the infrastructure must validate the
event detected by an OBU, and must schedule the transmission of a WM. For a worst
case analysis these times are negligible when compared to the other times involved, and
therefore they are not considered.

The worst-case for tV2I occurs when a vehicle detects the event just after its last
transmission in its respective time slot in the SOW, meaning that the vehicle must wait
until its next transmission opportunity. For reasoning purposes, this vehicle is named
emitter vehicle. With the scheduler fairness restrictions, the worst case scenario will
occur when the emitter vehicle is only allowed to transmit after all the remaining

Table 3. Maximum number of transmission slots without contention per Elementary Cycle

Bit rate (Mbps) SOW transmission slots
(no Free Period allowed)

SOW transmission slots
(when FP = 10% of EC)

3 281 251
6 473 424
12 688 618
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vehicles have had their transmission opportunity (at least the vehicles that are present in
the same coverage area of the Safety Zone). Since the number of vehicles can have
large variations, the worst-case is considered to occur when the Safety Zone is fully
populated with vehicles. This number depends on the number of lanes of the motorway,
since more lanes imply that more vehicles can be present. If the number of vehicles
travelling in the Safety Zone exceeds the number of transmissions slots available in the
SOW, it might happen that the emitter OBU must wait for more than one EC for its
transmission opportunity. This is referred as number of waiting elementary cycles wEC

(please refer to Fig. 3). Assuming that scheduling is made in every EC, the emitter
vehicle is at least certain that its transmission slot will occur in the SOW after wEC. It
might occur in the first slot or the last slot of the SOW after wEC, the latest being the
worst-case, which results in the equation shown in (2):

tV2I ¼ SOW þ wEC þ 1ð Þ � E; ð2Þ

where SOW is the duration of the Synchronous OBU Window, and E is the duration of
an Elementary Cycle.

The worst case tV2I value is exemplified in Fig. 3.

As for the case of the downlink time, the RSU always receives vehicle information
in the SOW, meaning it has to wait for the next IW (in the next EC) to transmit any
warning message. The worst case occurs if the information received from the vehicle is
sent in the beginning of the SOW, which means the waiting time will be maximum,
assuming that the validation of the safety event does not interfere with the involved
times here described. It was shown in [8] that the duration of the SOW can vary, with its
maximum value occurring when no free period is allowed. In other words, the maximum
value of tI2V is the full length of an Elementary Cycle (E), minus the duration of the TM
used by the vehicle to convey the safety event information (please refer to (3)).

tI2V ¼ ðE � TMÞ: ð3Þ
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After determining tV2I and tI2V, one might think that tworst is obtained by simply
adding the first two parameters, however those worst uplink and downlink times never
occur simultaneously [8]. Therefore, assuming that the value of the Free Period has
negligible variations from one elementary cycle to the next, and also assuming that the
duration of the EC remains constant during the period of time involved, it can be
proved that tworst is determined by (4):

tworst ¼ wEC þ 2ð Þ � E: ð4Þ

Looking at Eq. (4), it seems that tworst is linearly dependent on the duration of the
Elementary Cycle, and that a reduction on the EC length can provide better results.
However, such measure would reduce the length of SOW and consequently the number
of vehicle transmission slots per EC, which might increase the value of wEC for
scenarios with a high number of vehicles, thus inflating the value of tworst. The values
for tworst are summarized in Table 4.

Analysing Table 4, it can be seen that the worst-case results for the lowest bit rates
do not allow to support some of the safety applications that need to have low latencies.
On the other hand, for the case of the traffic jam scenario, vehicles are not expected to
travel at very high speeds, which can increase the maximum latency allowed for safety
applications. For the highest bit rates, this problem does not occur. Most importantly,
the V-FTT protocol provides a maximum bounded delay even in worst-case scenarios.
A disadvantage of using a wireless communication standard that has a fixed EC (CCH
interval), such as the IEEE802.11-2012, is that it is not possible to reduce the duration
of the EC, which could provide better worst-case values for the cases where the number
of vehicles can be scheduled in one SOW.

5 Conclusions and Future Work

This paper discussed an existing shortcoming in current wireless standards proposed
for vehicle communications: in certain scenarios, such as high speed motorways with a
high number of OBUs, the MAC layers of these standards do not offer a guaranteed
bounded delay, which can pose a problem for the deployment of safety vehicle
applications with low latency needs.

Several proposals to address these shortcomings were discussed, particularly those
based on an infrastructure to vehicle communication, but the lack of RSU coordination

Table 4. Worst case warning time (no FP and fair scheduling, Safety Zone with 4 lanes per
travel path)

Bit rate (Mbps) Normal traffic Traffic jam

3 300 ms 400 ms
6 200 ms 300 ms
12 200 ms 300 ms
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and the fact that most of the proposals do not allow OBUs that are not compliant to
their protocol lead to the proposal of the Vehicular Flexible Time Triggered protocol
(V-FTT), an infrastructure based communication protocol.

In order to demonstrate that the V-FTT protocol has a maximum bounded delay, a
worst-case scenario was defined, in terms of the maximum amount of time that occurs
between an event detection until all vehicles in the safety zone are warned. It was
shown that indeed a bounded delay is obtained, although its value when using the
lowest available bit rate is not enough for some safety applications, which in turn leads
to the conclusion that a scheduling mechanism is needed to reduce the times involved,
while maintaining fairness and scalability of the protocol.

Future work involves testing a real-time scheduler with other parameters, in order
to analyse the V-FTT protocol in different scenarios using different algorithms such as
Earliest Deadline First or rate monotonic scheduling. Simulation will also be used to
compare the behaviour of the V-FTT protocol with the regular MAC layer of IEEE
802.11-2012 and other solutions.
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Abstract. Vehicular Ad-hoc Networks (VANETs) have a significant
potential to enable new applications in the vehicular domain, some of
which addressing traffic safety. In these networks, the Medium Access
Control (MAC) plays an important role in providing an efficient commu-
nication channel. Currently, there are two protocols for ITS, proposed in
the USA (IEEE WAVE) and in Europe (ETSI ITS-G5). Both cases use
the PHY and MAC of IEEE 802.11p, the latter being fully distributed
and based on CSMA/CA, thus still prone to collisions. This has led to
recent proposals for TDMA-based overlay protocols to prevent collisions
but leading to complex synchronization and scalability limitations. In
this paper we propose enhancing IEEE 802.11p with an overlay proto-
col based on Reconfigurable and Adaptive TDMA. We specifically target
multiple concurrent applications such as multiple platoons. Our proposal
separates between the application level, with its own TDMA round and
slots allocated to engaged nodes, e.g., a platoon, and the global level that
manages multiple TDMA rounds in a mutually agnostic manner, thus,
dynamic and scalable. We believe this is the first applications-oriented
MAC protocol proposed for VANETS and we discuss its deployment and
potential advantages in two typical uses cases, namely platooning and
smart intersections.

Keywords: VANET · IEEE 802.11p · TDMA · Admission control

1 Introduction

The impact of increasing road accidents and traffic congestion has motivated the
appearance of Intelligent Transportation Systems (ITS) and associated applica-
tions that aim at improving road efficiency and safety [1]. Vehicular Ad-hoc
Networks (VANETs) are important components of an ITS in which all vehi-
cles are equipped with wireless devices that support collaborative applications,
be it for safety purposes (such as accident alerts) or non-safety (such as Inter-
net access), through direct Vehicle-to-Vehicle (V2V) or Vehicle-to-Infrastructure
(V2I) communication.
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These collaborative applications generally benefit from a more reliable com-
munication channel with less access collisions, lower latency and higher through-
put, properties that call upon an adequate Medium Access Control (MAC)
protocol. Currently, there are two similar but non-interoperable ITS commu-
nication standards, operating in the 5.9 GHz band, namely the IEEE Standard
for Wireless Access in Vehicular Environments (WAVE) and the ETSI Stan-
dard for Intelligent Transport Systems (ITS-G5). At the physical and MAC
layer, both use the IEEE 802.11p protocol to arbitrate access within each of
the channels provided by the standards, both control and service channels.
This protocol relies on the well known CSMA/CA distributed access arbitration
method, with different enhancements on both cases. Nevertheless, IEEE 802.11p
still suffers from chained collisions and poor performance under dense traffic
situations [2,3].

Recently, several MAC protocols that are based on the Time Division Multi-
ple Access (TDMA) technique were proposed to allow vehicles to use the same
frequency channel without, or with less, transmission collisions. This technique
divides time in consecutive non-overlapping slots and allocates each slot to one
vehicle for exclusive channel access. In the specific case of VANETs, vehicle
mobility must be considered since it causes the network topology to change,
particularly regarding number of engaged nodes. Thus, the TDMA mechanism
must also provide dynamic slot assignment [4].

As we will show in the following section, the issue of avoiding collisions at the
MAC layer in an efficient way is still open. Thus, in this paper, we propose a new
MAC overlay protocol for use over IEEE 802.11p. In particular, we aim at improv-
ing the channel quality provided to each well defined set of interacting vehicles, i.e.,
those engaged in a specific collaborative application, using TDMA to reduce access
collisions. Moreover, we propose a mechanism that allows multiple TDMA rounds
to co-exist in time and space, corresponding to concurrent groups of interacting
vehicles, i.e., concurrent collaborative applications. Thus, we aim at providing per
application slots coordination (slots in one TDMA round), together with coordi-
nation of multiple applications (multiple TDMA rounds).

For this purpose, motivated by the work done in [5] we will make use of the
dynamic mechanisms of the Reconfigurable and Adaptive TDMA (RA-TDMA)
protocol, which was developed to provide communications for dynamic teams of
cooperating mobile autonomous robots. With RA-TDMA we can offer a dynamic
fully distributed TDMA framework on top of IEEE 802.11p to combine the
benefits of both TDMA and CSMA/CA paradigms, namely collision reductions
with efficient bandwidth usage. Moreover, the reconfiguration feature of RA-
TDMA can handle the slots coordination per application while the adaptation
feature can handle the co-existence of multiple applications by adjusting the
phases of the respective TDMA rounds.

To the best of our knowledge, this paper puts forward the first proposal
towards an application-oriented TDMA overlay MAC protocol and is organized
as follows. The next section discusses related work. Section 3 introduces the
basics of RA-TDMA. Our proposal is presented and discussed in Sect. 4 while



26 A. Aslam et al.

Sect. 5 presents two illustrative use cases. A concluding Sect. 6 wraps up the
paper and discusses the next steps in our work.

2 Related Work

Several methods are available in the literature for the MAC protocol in VANETs,
particularly in the context of road safety. Generally, MAC protocols are classi-
fied in two broad categories such as contention-based and schedule-based. In
contention-based MAC protocols, each node tries accessing the channel when
it has data to transmit using the CSMA mechanism. IEEE 802.11p, used by
both ITS standards, is a contention-based MAC protocol. In WAVE, it is fur-
ther enhanced with the priority based access scheme of Enhanced Distributed
Channel Access (EDCA). Conversely, in ITS-G5 it is enhanced with Distributed
Congestion Control (DCC) which acts on certain MAC parameters (e.g., trans-
mission frequencies, data rate and power levels). However, both enhancements
do not preclude access collisions and the quality of the channel can be signif-
icantly degraded in the presence of intense localized traffic, particularly of the
same priority class [3,6,7].

Thus, several recent works have proposed using TDMA-based MAC techniques
that either fully eliminate or at least significantly reduce access collisions [1,8]. At
the VANET level, the benefits of these techniques include a fair (equal) access to
the channel for all vehicles, improved reliability of vehicles communications, more
efficient channel utilization due to less collisions, deterministic network access
time under dense traffic and QoS suitable for real-time applications. Among these
techniques, some use centralized traffic scheduling in the Road-Side Units (RSU),
such as V-FTT [9] to achieve superior traffic management capabilities and meet-
ing strict real-time guarantees. Conversely, in this work we follow a fully distrib-
uted approach that does not necessarily require RSUs, even if providing weaker
real-time guarantees, thus leading to lower infrastructure requirements and easier
deployment. Several protocols were proposed in this direction that are particularly
related to our work and which we discuss next.

VeMAC [10] is a contention-free protocol that supports efficient broadcast in
the control channel. This protocol reduces collisions by assigning disjoint sets of
time slots to vehicles moving in opposite directions (Left and Right) and to the
road side unit (RSU).

DMMAC [11], standing for Dedicated Multi-channel MAC protocol, has an
adaptive broadcasting mechanism designed to provide collision-free and delay-
bounded transmissions for safety applications under different traffic conditions.
It divides the control channel into an adaptive broadcast frame that further
consists of time slots and each time slot is reserved by one vehicle for collision
free transmission of safety messages.

DTMAC [12], standing for fully Distributed TDMA-based MAC protocol,
extends VeMAC with a traffic scheduling approach that considers the road dis-
sected into small fixed areas in which the time slots can be reused. Thus, it
contributes to alleviate the scalability limitations of VeMAC by allowing paral-
lel transmission in different areas.
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VeSOMAC [13] aims at achieving fast TDMA slot reconfiguration without
relying on roadside infrastructure for coping with vehicular topology changes.
The allocation scheme is based on a bitmap in-band signaling scheme that carries
information about allocated slots and allows fast slot reconfiguration following
topology changes such as when platoons merge.

STDMA [14] presents a decentralized TDMA scheme aiming at real-time
communication. It uses periodic frames further divided in time slots. When a
vehicle joins the VANET, it first listens to the channel to get information from
other vehicles positions and then performs four different phases, namely ini-
tialization, network entry, first frame, and continuous operation. This approach
reserves slots for the following transmissions to provide exclusive access to the
channel.

All previous approaches consider the communication channel as a global
entity that is partitioned in time slots in different ways. This raises a scalability
issue, limiting the number of vehicles that can engage the VANET. However,
some of the approaches already include mechanism to overcome this limita-
tion, such as DTMAC and STDMA, but both with limited efficiency given their
specific slot reuse techniques. Moreover, all those approaches use complex syn-
chronization mechanisms to virtually avoid slots overlapping and transmissions
collisions. In particular, they do not generally use the underlying CSMA/CA
native MAC in IEEE 802.11p to handle possible asynchronous transmissions.

Conversely, our proposal follows a significantly different approach based on
RA-TDMA [5]. It synchronizes small sets of vehicles, only, i.e., those engaged in
each collaborative application, making them transmit in a round with an ade-
quate period and transmissions separated in time as much as possible. Simulta-
neously, our proposal tolerates asynchronous traffic using the CSMA/CA native
MAC. Moreover, our approach uses a fully distributed adaptive mechanism that
allows multiple synchronized rounds, associated to different collaborative appli-
cations, to coexist intermingled. Such mechanism keeps the rounds out of phase
using a feedback approach based on the detection of mutual interference that
they can occasionally cause to each other. As a result, there is no concept of
slot reuse and the whole channel can be reused up to its capacity. When one
application is within the range of another one, the phase of its round will be
adjusted as needed to avoid the interference. As an application moves away from
another one, its interference ceases and parallel transmission can occur without
any adjustment, leading to a full channel reuse.

To the best of our knowledge, this is a novel approach to the joint man-
agement of a shared channel by multiple concurrent applications that set up a
synchronous set each. Given the full channel reuse and absence of global man-
agement structures, we claim that our approach provides full scalability.

3 RA-TDMA Basics

We will build upon our previous experience with dynamic teams of autonomous
mobile robots making use of the RA-TDMA protocol that was explicitly devel-
oped for that context [5]. Thus, in this section we review its main features.
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RA-TDMA is an overlay protocol that works on top of a native distributed
arbitration mechanism, typically CSMA/CA, such as in IEEE 802.11. The nodes
engaged in the protocol form a team and transmit periodically in a round, with a
predetermined period that meets the application requirements (tup). The round
is divided into a dynamic number of slots according to the current number of
nodes in the team. Figure 1a depicts the structure of two consecutive RA-TDMA
rounds where tr1 represents the beginning of round 1 and ts1,0 represents the
beginning of slot 0 of round 1. The nodes transmit as soon as possible in their
slots, thus separating the transmissions of team nodes in time as much as possi-
ble. The synchronization of all team nodes in a common round is achieved try-
ing to enforce a slot separation between consecutive transmissions, thus without
using clock synchronization (Fig. 1b).

If other nodes are not engaged in the team, or when new nodes try to join
the team, the underlying CSMA/CA arbitration is used to control access to
the channel. This can cause delays in the regular team transmissions. However,
by trying to keep a slot separation between consecutive team transmissions the
protocol incorporates such delays resulting in a phase adjustment of the TDMA
round. This mechanism effectively avoids periodic interference as that caused by
other nodes transmitting periodically with similar periods. Figure 1b shows the
synchronization mechanism where the initial slots are marked with dashed lines.
A delay in node 0 is noticed by node 2 that delays its next slot setting a new
time-frame, marked with full lines. Nodes 1 and 3 are still unaware of this delay
and keep their initial slots. Once node 2 transmits in the adjusted slot, node 1
is made aware of this adjustment and will synchronize. Finally, node 3 will also
synchronize after receiving a packet from node 1.

(a) Structure of TDMA
rounds

(b) slots synchronisation
mechanism

Fig. 1. RA-TDMA round with synchronization mechanism

4 Towards an Application-Oriented VANET MAC

In this paper, we propose using RA-TDMA within the vehicular context to
manage state sharing in the scope of collaborative applications.

In this case, each group of vehicles engaged in one collaborative application,
e.g., a platoon or smart intersection, form a team. RA-TDMA is then used to
manage the periodic transmissions of each vehicle in the team for state shar-
ing, allocating them to different slots in a TDMA round with an application
dependent fixed period.
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As typical in RA-TDMA, the slots will be larger than the nodes communica-
tion requirements, leading to substantial available time between transmissions of
consecutive nodes in the round. These periods of availability are used to tolerate
external traffic, i.e., traffic not engaged in the application, using the underlying
CSMA/CA native MAC.

We propose using these availability periods to support the coexistence of
multiple applications, each with its own TDMA round and considering all other
as external traffic. The phase adaptation embedded in RA-TDMA allows setting
the multiple rounds out of phase without being explicitly aware of each other.
Each application (round) simply feels the delays in its own traffic caused by the
interference of the other rounds.

We conjecture that such coordination of transmissions enhances channel
Quality-of-Service (QoS) in an inherently scalable manner.

4.1 Application-Based Admission Control

One aspect that needs to be addressed when applying RA-TDMA in the scope
of VANETs is Admission Control. In the original RA-TDMA, any robots within
communication reach of the team would automatically be incorporated. How-
ever, with vehicular coordination applications, it is not enough to consider the
vehicles that are within communication range but also other application depen-
dent aspects, such as vehicles position and application capacity. For example, a
platooning application may be limited to control a maximum of 5 vehicles, or a
smart intersection may be set to coordinate a maximum of 20 vehicles. In such
cases, there may be more vehicles within the communication range, thus, those
that must be integrated in the team are those that are in more adequate physi-
cal positions, such as consecutive aligned positions in platoons or those that are
closer to the intersection core in smart intersections.

Therefore, our proposal also includes adding an admission control module
for RA-TDMA that verifies (i) whether the application vehicles capacity is
exhausted and (ii) whether the position of the joining vehicle is compatible with
the application. Moreover, it is likely that vehicles will engage one application
at a time, e.g., only one platoon, or one intersection.

Figure 2 shows a simplified diagram with the Admission Control (AC) decid-
ing whether a given vehicle can be incorporated in the respective application
RA-TDMA round or whether it will be rejected and its transmissions consid-
ered as external traffic and applied directly to the underlying protocol.

Note that this admission control approach does not prevent nodes from trans-
mitting. In fact, when a join request is rejected, the requesting application should
back off and retry later on, if convenient. The vehicle can continue issuing other
joining requests, potentially joining another application. It is also common that
the frequency with which a vehicle shares its state is lower before engaging in an
application (asynchronous scanning phase) and faster once accepted (synchro-
nous collaboration phase).
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Fig. 2. Adding Admission Control (AC) on top of RA-TDMA

5 Illustrative Use Cases

In this section we present two use cases that show how our proposal works in
practice. One is a platooning scenario and another one is a smart intersection.

5.1 Platooning Scenario

In long distance roads, particularly highways, groups of vehicles can coordinate
to travel closely together in a straight line thus improving safety, fuel economy,
driver comfort while reducing traffic congestion. These groups of vehicles travel-
ing together at approximately constant speed and relatively short inter-vehicle
distance are called platoons. These formations have one leader and a number
of followers that is typically bounded. For control purposes, their speeds and
positions are exchanged at a relatively high frequency. A vehicle can only be a
member of one platoon at a time.

Consider that we have a scenario like the one shown in Fig. 3a. Platoon
A consists of three cars in the middle lane that are already engaged in such
collaboration. Meanwhile another vehicle approaches from the tail of the platoon,
with a platoon application enabled. At a certain moment it starts hearing the
platoon messages. At that moment it checks if it is compatible with that platoon
and issues a join request. When this request is received by at least one platoon
member, such member shares the request with the whole platoon and invokes the
admission control that will take a consistent decision. If the on-going platooning
application can accept a fourth vehicle and it is in a compatible position, i.e.,
inline with the platoon and at the tail, at less than a maximum distance, then the
application will reconfigure its round to create a new slot and the new vehicle will
integrate the platoon. If the maximum number of vehicles was four, a fifth vehicle
requesting to join would be rejected from this platoon but it still continuous
transmitting as external traffic.
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Want to join  Want to join  Platoon A  

Platoon B  

(a) Two concurrent pla-
toons

    Platoon B Traffic 

Platoon A Traffic 

(b) Two concurrent RA-
TDMA rounds

Fig. 3. Platooning use case with multiple RA-TDMA rounds

To highlight the position-based feature of our proposed admission control,
consider now the situation in which two vehicles approach platoon A at approx-
imately the same time (Fig. 3a) and request joining. If both requests are con-
sidered together, the admission control should favor the vehicle closer to the
platoon and reject the farther one. If for some reason, e.g., a better antenna,
the last vehicle issues a join request before, the admission control should detect
the large distance to the current platoon tail and reject it, later accepting the
joining request from the closer vehicle.

Finally, when two different platoons meet each other, such as platoons A and
B in Fig. 3a, they check whether they are compatible, i.e., same type of vehicles
on the same lane. If so, if the total number of vehicles is within the capacity of at
least one of the platooning applications and the platoons are sufficiently closer to
each other, both platoons are merged. However, if any of these conditions fails,
the platoons continue separately and their RA-TDMA rounds are interpreted
as external traffic to each other. This is the major feature of our proposal that
grants it full scalability.

5.2 Intersection Scenario

Another useful traffic coordination scenario is that of smart intersections where
the vehicles automatically coordinate to arbitrate access to the shared area,
possibly using an intersection controller as shown in Fig. 4a. The intersection
controller then issues announcing messages that will be detected by the vehicles
within range. These will check whether they are approaching or leaving the inter-
section and, if approaching, issue joining requests to the intersection application.
Again, the admission control feature will check the capacity of the application
and the position of the joining nodes, accepting those that are sufficiently close
to the center of the intersection, only. Moreover, if the capacity limit is reached
and a joining request comes from a vehicle closer to the intersection than another
one already engaged in the application in the same lane, the latter is disengaged
and the request accepted. Similarly, when a vehicle crosses the intersection, it is
disengaged, too, giving room for approaching vehicles.

Finally, when a platoon reaches a smart intersection, the latter gains priority
and the platoon application disengages all its vehicles that will then compete for
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Want to join 

Want to join 

Want to join Want to join 

(a) Smart intersection with
controller

 Traffic close to Intersec on   

External Traffic 

Slot 

(b) Intersection traffic RA-
TDMA round

Fig. 4. Smart intersection use case with an RA-TDMA round

the access to the intersection application. New platoons can then be automati-
cally formed at the exit of an intersection.

6 Conclusion

In VANETs, the design of efficient MAC protocols is an important issue due to
the impact this layer has on the performance of collaborative traffic applications.
In this paper we proposed adding an overlay transmissions coordination protocol
to the MAC layer of current ITS standards, essentially based on IEEE802.11p.
This overlay protocol is based on RA-TDMA, previously developed for dynamic
teams of robots. We use RA-TDMA, enhanced with a position-based admis-
sion control, to coordinate the traffic issued by vehicles engaged in a particular
collaborative application. We use the reconfigurable part of RA-TDMA to auto-
matically create a round with as many slots as active vehicles, keeping their
transmissions as separated in time as possible, thus reducing collisions. How-
ever, RA-TDMA also tolerates external traffic, handled with the CSMA/CA
arbitration of IEEE802.11p.

Particularly, multiple concurrent collaborative applications can now coex-
ist, each with its own RA-TDMA round, seeing the others as external traffic.
The adaptive feature of RA-TDMA allows dephasing the multiple rounds to
minimize interference among each other. This feature simplifies the protocol
management, which is fully distributed, reduces collisions without any global
information and uses minimal configuration thus granting full scalability. To the
best of our knowledge, this is the first proposal for such an application-level
overlay MAC protocol.

In the next steps we will formalize, model and implement the proposed app-
roach, to quantify its benefits.
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Abstract. The vehicular ad hoc network (VANET) capable of wire-
less communication will enhance traffic safety and efficiency. The IEEE
802.11p standards for wireless communication in the US and Europe
use a single shared channel for the periodic broadcast of safety mes-
sages. Coupled with the short contention window and inflexibility in
window size adaptation, the synchronous collisions of periodic messages
are inevitable in a large scale intelligent transportation system (ITS).
To this end, we propose an adaptive contention window design to reduce
synchronous collisions of periodic messages. The proposed design replaces
the aggressive window selection behaviour in the post transmit phase of
IEEE 802.11p with a weighted window selection approach after a success-
ful transmission. The design relies on the local channel state information
to vary contention window size. Moreover, in high density networks, the
design gives prioritized channel access to vehicles experiencing dropped
beacons. The proposed design can be readily incorporated into the IEEE
802.11p standard. The discrete-event simulations show that synchronous
collisions can be reduced significantly to achieve higher message recep-
tion rates as compared to the IEEE 802.11p standard.

Keywords: VANET · Synchronous collisions · ITS · 802.11p ·
Congestion control · Media access control · Contention window ·
Adaptive contention window

1 Introduction

The research in Vehicular Ad hoc Network (VANET) has received much interest
due to its potential to provide drivers not only with safety specific data but
with information useful for traffic efficiency and passenger comfort [1–3]. The
key concept of transmitting such information is the use of wireless communi-
cation technology based on IEEE 802.11p standard [4,5]. The transmission of
safety information messages (i.e. beacons) is frequent and valid for a limited
time period. It implies that the Medium Access Control (MAC) layer specifica-
tion in IEEE 802.11p has to fulfill specific requirements for efficient operation of
Intelligent Transportation System (ITS).
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Due to high frequency of beacons, one crucial requirement is to efficiently
utilize the limited available wireless spectrum for reliable beacon delivery. In
high density vehicular networks, the amount of periodic beacons increase. As a
result, efficient operation of ITS suffers due to synchronous beacon collisions.
The actual reason for synchronous collisions is the unscheduled channel access
mechanism in the IEEE 802.11p [6,7]. In an ad hoc communication setting such
as VANETs, the harmonized channel access becomes difficult due to the limited
size of the contention window and the aggressive binary exponential back-off
(BEB) mechanism. Note that, synchronous beacon collisions can be reduced
by reducing the message transmission frequency. However, most of the safety
applications have strict frequency requirements [8], therefore, reducing message
frequency is not useful for safety applications [9].

It follows that the size of contention window for shared channel access mech-
anism in IEEE 802.11p must be properly adapted in order to bring time diver-
sity in beacon transmissions by multiple vehicles. We argue that the contention
window size adaptation should be based on the underlying channel conditions,
given the variation of vehicular density. Moreover, the design should not incur
transmission delays due to the increase in the contention window size.

Clearly, the objective of this paper is to provide reliable beacon transmission
by minimizing synchronous beacon collisions. In this paper, we propose modifi-
cations at the IEEE 802.11p MAC layer that can potentially minimize beacon
collisions to improve reliability. A weighted contention window selection is pro-
posed, which replaces the standard BEB in the post transmit phase by using the
local channel states. In high density networks, the design also gives prioritized
channel access to vehicles experiencing dropped beacons.

The rest of the paper is organized in sections: In Sect. 2, we give necessary
background on the IEEE 802.11p standard and presents some observations that
lead to the design of the proposed approach. Section 3 describes the proposed
weighted contention window adaptation, its behaviour and the algorithm. The
evaluation is given in Sect. 3.2. Finally, Sect. 5 concludes the paper.

2 Background

This section gives necessary background on beaconing using the IEEE WAVE
networks followed by the transmit power control approaches in the literature.

2.1 The IEEE 802.11p Standard

The IEEE WAVE is a family of standards including, among others: IEEE
1609.1-4 and IEEE 802.11p. The IEEE 802.11p allocates 10 MHz channels each
for the Control Channel (CCH) and the Service Channels (SCH) in a 5.9 GHz
band for safety and non-safety messages simultaneously. The WAVE devices, i.e.
the On-Board Units (OBUs) and the Road Side Units (RSUs), can use both these
channel alternatively by switching their radios to a channel defined by the IEEE
1609.4 standard [10]. The time duration to tune a radio to a particular channel
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is usually set at 50 ms. The CCH is reserved for the safety messages/beacons
and it is used simultaneously by all the WAVE-enabled devices. Accordingly, the
IEEE 1609.4 standard includes separate functions for different types of messages
to be transmitted on the CCH and the SCH.

The most important of these functions is related to the shared channel access
mechanism for transmission of beacons on the CCH as shown in Fig. 1. Every
transmission is preceded by sensing the CCH. If the CCH is sensed as busy, the
transmission is deferred. Otherwise, each transmitting vehicle observes different
waiting times before transmission in order to minimize the chances of collid-
ing with other vehicles. The Distributed Inter-frame Space (DIFS) is a time
interval, which is observed before attempting to transmit on the CCH. On the
other hand, Short Inter-frame Space (SIFS) is representative of a collective time,
which includes the time to process a received as well as a response beacon. The
beacons are immediately transmitted if the medium is found idle for DIFS dura-
tion. If not, the transmitting vehicles select back-off slots from the contention
window. Usually, each back-off represents a 13 μs slot and it is selected with
a uniform random probability from the current contention window. With the
passage of every 13 μs, the back-off decrements by one. When the back-off hits
0, the transmitting vehicle transmits the beacon. If the channel is found busy,
then according to Binary Exponential Back-off (BEB) the contention window
size is doubled for the next back-off slot selection. Obviously, the probability of
synchronous collisions is defined by the size of the contention window.

In the following section, we present some observations about the synchro-
nous collisions in light of the MAC channel access mechanism in IEEE 802.11p
standard.

Fig. 1. The mechanism for shared channel access in IEEE 802.11p including the use
of contention window and the binary exponential backoff.

2.2 Observations About Synchronous Collisions

Periodic beacons are transmitted using the access category V I as shown in
Table 1, which is based on the 802.11e standard [11]. This access category pro-
vides a class of service, which has a minimum contention window size of 8 with
cwmin = 7 and cwmax = 15. The reason for having a small cwmin is to trans-
mit beacons before they expire in order to achieve high mutual awareness. Note
that, the binary exponential back-off increases the window size upon deferred
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transmissions and reduces it to the minimum upon a successful transmission. It
implies that after a successful transmission, the cwmin provides a collision free
domain for only 8 vehicles, which causes a high number of synchronous collisions
at the start of CCH.

It is also worth mentioning that the BEB was designed to improve the relia-
bility of retransmissions in case of collisions. However, retransmission of beacons
in VANETs is not useful due to (1) absence of acknowledgments, and (2) dif-
ficulty in judging beacon collisions, which are inherently broadcast in nature.
Based on this context, the following observations must be incorporated in the
proposed contention window adaptation design to reduce beacon collisions.

Table 1. Contention window sizes defined by the enhanced distributed channel access.

Access category cwinmin cwinmax

Background 15 1023

Best-effort (ACBE) 15 1023

Video (ACV I) 7 15

Voice (ACV O) 3 7

Legacy DCF 15 1023

Less Aggressive BEB. In IEEE 802.11p, a high-level perspective of a trans-
mission success or failure is indicative of the channel state, that is, a deferred
transmission indicates a saturated channel and a subsequent successful transmis-
sion indicates a free channel. In VANETs high channel saturation occurs in dense
networks and the saturation is likely to persist as long as the vehicle remains
a part of the dense network. Therefore, it is safe to say that the channel states
are although highly variable in VANETs (defined by the vehicular density), but
the change in channel states is not abrupt, as depicted by the aggressive BEB in
IEEE 802.11p. Therefore, assuming a constant message frequency, we argue that
a contention window adaptation must be less aggressive (i.e. especially after the
successful transmission) and adaptive towards channel states, in order to mini-
mize synchronous collisions and to enhance reliable delivery of messages.

Beacon Drops at Source. Another observation originates from the effects
of contention window size on the short temporal validity of beacons. That is,
the increase in contention window beyond a certain limit increases the proba-
bility of dropped beacons at the source, and hence increasing the update delays
at the receiver. Also, the exact maximum window size for beaconing is diffi-
cult to determine, because contention window adaptation depends upon several
dynamic and uncontrollable parameters such as transmission frequency, vehic-
ular density, messages in the queue and channel conditions to name but a few.
This notion is significant in adapting the size of contention window up to an
extent, which does not affect dropped beacons.
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3 The Weighted Contention Window Adaptation Design

Clearly, the weighted contention window adaptation introduces a less aggressive
post transmit contention window selection approach by making use of the local
information while making sure that increase in the window size does not affect
dropped beacons at the source.

To ensure that window adaptation is indicative of the evolving channel condi-
tions (i.e. deteriorating or improving over time) and the contention window adap-
tation is not aggressive during the post-transmission stage, the design employs
two main strategies: (a) a channel congestion state metric to predict the evolving
channel condition, and (b) a weighted selection of a suitable post-transmission
contention window size for the next beacon.

We use the channel busy time cbt at the physical layer to capture the evolving
state of the CCH. According to cbt, the channel is considered busy if the received
signal strength is above a certain threshold (i.e. a signal received or collision
detected). We record cbt for the previous synchronization intervals (synch-I) i.e.
for 10 Hz message frequency, we use 5 synch-intervals. Moreover, the cbt for each
synch-I is weighted such that the most recent cbt is weighted higher than the
older ones, as follows.

cbt(t) = w1(cbt)i + w2(cbt)i+1 + ... + wn(cbt)i+(n−1) (1)

In order to map the cbt(t) into meaningful weights for the contention window
size selection, we introduce a middle contention window size (cwmid) besides the
default (cwmin) and (cwmax) such that (cwmin) < (cwmid) < (cwmax). Then
for every successful beacon transmission, the cbt(t) is mapped to a selection
probability associated with a contention window size in the post transmit phase
as follows:

Pcwin(mid) =| 1 − [σt ∗ τ ] | (2)

Pcwin(min) = 1 − [Pcwin(mid)] (3)

The Pcwin(mid) and Pcwin(min) are the probabilities of selecting the middle
size contention window and the minimum windows for some value of cbt(t). The
σt is the inverse of cbt(t) and τ is the threshold of the cbt(t) beyond which
weighted contention window selection is considered applicable. As the cbt(t)
increases beyond a threshold, the probability of selecting back-off from cwinmid

for the next beacon increases. The default IEEE 802.11p BEB is used as long
as the channel conditions remain suitable for transmission. That is, upon a suc-
cessful transmission, the minimum contention window is selected. Moreover, the
dropped beacon at the source also forces the proposed approach to select the
minimum contention window.

cwinpost−tx =

{
cbt > τ, cwin(mid)
cbt < τ |beacondropped, cwin(min)

(4)

The following section further illustrates the behaviour of the proposed
approach.
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Fig. 2. Behaviour of contention window adaptation during different phases of beacon
transmission

3.1 Behaviour at a Microscopic Level

The Fig. 2 illustrates the weighted contention window adaptation mechanism at
the MAC layer during different possible stages of beacon transmission: (a) shows
the view of the normal contention window with the minimum and maximum win-
dow size as defined in IEEE 802.11p standard and the middle contention window
size as set by the proposed approach, (b) shows the probability of selecting the
minimum window or the middle size upon successful transmission at cwinmin,
defined by the weights w1, and w2 respectively, (c) shows the increase in window
size by 2∗ cwincurrent upon a deferred transmission (the increase in window size
is similar to the IEEE 802.11p standard), (d) in case of successful transmission
at a contention window size, which is higher than the cwinmid, the cwinmid is
reset to the current window size and then the weights w1 and w2 are applicable
as in Fig. 2(a), finally in (e) upon dropped beacon at the source, the window size
is set to the minimum window size with the probability 1.

Note that, the selection of back-off from cwin(mid) for a subsequent beacon
after successful transmission has implications on dropped beacons at the source.
That is, continuous transmissions at a higher contention window may result
in longer waiting times in the queue and, as a result, dropped beacons before
transmission. Under such conditions, as soon as a vehicle detects a dropped
beacon, the back-off is immediately initialized to cwinmin to reconcile for the
delay incurred due to the loss of the dropped beacon.

For the sake of logical argument and to highlight the usefulness of the pro-
posed approach, we consider the following example:

Without loss of generality, let’s assume that two vehicle vi and vj have
similar values for cbt, then the probability of simultaneous transmission
by selecting same back-off is given by P (vi = vj). Where vi = s for
s ∈ [all slots in cwmin

∧
cwmid] containing initial and maximum contention



40 S.A.A. Shah et al.

windows sizes of cmin and cmid respectively, then selecting si and sj by vi and
vj respectively are independent events. So, we have Eq. 5.

P (vi = vj) =
cmid∑

x=cdef

P (vi = s | vj = s) (5)

Since, P (vi = s) = P (vj = s) for every slot in the contention window,
therefore it is sufficient to calculate the P (vi = s). Hence, for s ∈ [cwmin : cwmid],
we have the law of total probability:

P (vi = s) = P (vi = s | cwmin).P (cwmin) + P (vi = s | cwmin)

.P (cwmid) =

{
1

|cwmin| .wcwmid
+ 1

|cwmid| .wdef , s ∈ cwmin

0.wcwmid
+ 1

|cwmid| .cwmid, s > cwmin

(6)

Thus, the probability of synchronous collision due to same back-off selection
between two vehicles P (vi = vj) with same cwinmin and cwinmid, is given by:

P (vi = s) =
∑
x

P (vi = x, vj = x) =
∑
a

P (vi = x)2 (7)

The benefit offered by the weighted contention window selection is the prob-
abilistic post-transmission selection of cwinmin, which is a less aggressive app-
roach and minimizes collisions at the start of CCH. In addition, vehicles expe-
riencing high slot utilization can also select back-off from cwinmin with certain
reduced probability. It means that high slot utilization does not always allocate
a large window size and presents an opportunity for vehicles to transmit using
small window size. In addition, to avoid vehicles from continuous transmissions
using a higher window size, the proposed approach uses a dropped beacon as
an indication for very long waiting times at the source. Therefore, to provide
prioritized channel access to account for the dropped beacon, the window size is
initialized to cwinmin for the next beacon transmission.

3.2 Algorithm: Contention Window Adaptation

The algorithm for contention window adaptation is given in Algorithm 1. The
inputs to this algorithm are the beacons from the application layer, transmission
status and the value of cbt. The algorithm gives the probabilities for selecting a
contention window size upon each transmission attempt (cwin(post−tx)). Initially,
the algorithm demarcates the contention window sizes i.e. cwinmin, cwinmid and
cwinmax in line 1. Then the back-off for all beacons arriving from the application
layer is selected using the function Backoff() at line 3. The arguments of this
function are P(cwin(mid) and P(cwin(min)), which specify the probability of select-
ing a post transmit back-off from cwinmid and from cwinmin, respectively. The
line 5 through line 7 records the cbt during the back-off interval and in line 8 the
beacon is transmitted. The algorithm from line 11 through line 25 is significant
in order to record the transmission status and to convert the slot utilization into
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Algorithm 1. Contention Window Adaptation
inputs: beacons, transmission status, cbt(t)
outputs: cwinpost−tx

1: set (cwinmid) | (cwinmin) < (cwinmid) < (cwinmax)
2: for beacons from above do
3: procedure Backoff (Pcwin(mid), Pcwin(min))
4: pick backoff ← [cwinmin − cwinmid]
5: while backoff do
6: record cbt(t) ← equation 1
7: end while
8: transmit
9: end procedure

10: end for
11: if (cwincurrent > cwinmid) then
12: cwinmid = cwincurrent

13: end if
14: switch transmit status do
15: case transmitted
16: calculate cwinpost−tx ← equation 4
17: call Backoff()

18: case deferred
19: set cwincurrent ← ((cwincurrent(vi) + 1) ∗ 2) − 1
20: calculate cwinpost−tx ← equation 4
21: call Backof()

22: case Dropped
23: set Pcwin(min) = 1
24: Pcwin(mid) = 0
25: call Backoff()

meaningful weights that can be used to determine the contention window size
for the next beacon transmission. First of all at line 11, the current contention
window size is checked and if it is greater than the cwinmid, then the cwinmid is
reset to cwincurrent, otherwise, the contention window size demarcation remains
the same as in line 1. The transmission at line 8 may result in a successful trans-
mission, a deferred transmission or a dropped beacon during the back-off. As
such for a successful transmission, the cwin(post−tx) is calculated using Eq. 4.
For deferred transmission, the contention window is increased as specified in
IEEE 802.11p and then cwin(post−tx) is calculated. In either case, the calculated
values for P(cwin(min) and P(cwin(mid) are used to call the Backoff() function at
line 17 and line 21. Finally, if the beacon is dropped during the back-off, the
value of P(cwin(min)) is set to 1 and P(cwin(min)) is set to 0. It indicates that for
the next beacon transmission the back-off at line 4, will be selected from the
cwinmin. This shows the prioritized channel access mechanism to make up for
the previous dropped beacon.
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Fig. 3. Run-time selection
probability of minimum
contention window w.r.t
CBT for the first few sec-
onds of simulation

Fig. 4. Awareness quality
measured as the number
of received beacons in 50
veh/lane/km scenario

Fig. 5. Awareness quality
measured as the number
of received beacons in 30
veh/lane/km scenario

This concludes the specification of the weighted contention window adapta-
tion approach which aims to reduce overall synchronous collisions in the network.
In the next section, we evaluate the proposed approach.

4 Evaluation of Contention Window Adaptation

This section evaluates the weighted contention window approach proposed in this
paper. First, we verify the correct functioning of the proposed design followed
by a comparison with the de facto standard i.e. IEEE 802.11p.

The Veins framework – version 2.1, OMNeT++ – version 4.2.2 and sumo –
version 0.17.0 is used for evaluation. The WAVE application layer is configured to
generate beacons at 10 Hz. The MAC layer is responsible for acquiring channel
states from the physical layer. The simulation scenario consists of the 1 Km
2 way and 4 way highways with varying number of vehicular densities freeway
speeds.

4.1 Results

As aforementioned, when a vehicle transmits a beacon, the proposed approach
monitors the channel states in order to associate a meaningful weight for con-
tention window size selection. Therefore, the implementation of weighted con-
tention window requires modifications at the MAC layer during the post transmit
phase.

The logic behind weighted contention window is to associate probabilities
with minimum and middle contention window sizes with respect to the increas-
ing channel saturation. Therefore, it is important to verify this behaviour for
vehicles in a simulated scenario. We configure a two lane highway which is heav-
ily populated with vehicles that transmit beacons at a high frequency. In Fig. 3,
for increasing vehicular densities, we record the window selection probabilities
for minimum and middle window sizes in the post transmit phase. It could be
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observed that as the channel becomes saturated (here increase in time is rep-
resentative of the increasing number of vehicles or otherwise more congestion),
the probability of middle contention window approaches to 1. Accordingly, the
with the exact same proportions, the minimum window selection probability
approaches to 0. This behaviour verifies the evolution of weights for window
sizes according to the design.

Fig. 6. Comparison of average number
of collisions for varying levels of vehic-
ular densities and window sizes with
cwinmid set at 7

Fig. 7. Comparison of average number of
collisions for varying levels of vehicular
densities and window sizes with cwinmid

set at 15

One way of measuring awareness is to measure the number of received bea-
cons in a network. Clearly, high message reception means a high level of aware-
ness of the local topology. In Figs. 4 and 5, the number of received beacons
from a source vehicle is recorded on different vehicles. The receiving vehicles are
arranged on x-axis with respect to their increasing distances from the source.
By controlling the synchronous collisions, the awareness quality in terms of the
proposed approach increases as compared with the IEEE 802.11p.

High message reception is achieved due to the less aggressive behaviour in
selecting the cwinmin and larger window sizes in the post transmit phase. The
Figs. 6 and 7 shows the average number of collisions. Observe that, significantly
fewer collisions are recorded for the proposed approach as compared with the
IEEE 802.11p. Besides, for higher values of cwinmid, the collisions are further
reduced.

In a highway scenario of 50 vehicles/lane/km in a two lane road, we show the
performance of the proposed approach using overall throughput. In Fig. 8, the
results are compared with the standard IEEE 802.11p. It can be observed that
initially for few seconds the throughput values remain similar. This is because
initially the network has limited vehicles and the probability of selecting the
minimum contention window remains very high. However, as the number of
vehicles increase, the proposed approach starts to select cwinmid in the post-
transmit phase for new beacons. Therefore, as a result of reduced collisions, a
higher throughput can be observed.
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Fig. 8. Comparison of throughput variation of the proposed approach with the stan-
dard 802.11p

5 Conclusion

The stipulated amendments in the WAVE offer little relief to the problem of
synchronous collisions. In this paper, we identified the limitations of the con-
tention window size and the aggressive BEB as main reasons for synchronous
collisions. The proposed contention window adaptation approach is proposed,
which translates the channel busy times into meaningful weights for selecting
the window size in the post transmit phase. After a successful transmission, the
default aggressive behaviour of BEB is replaced such that a higher probabil-
ity of selecting the minimum window is applicable in situations of less channel
saturation and vice verse. Moreover, the window adaptation design also makes
provisions for prioritized channel access to vehicles experiencing dropped bea-
cons. The simulation results clearly demonstrates reliable beacon transmission
as compared to the IEEE 802.11p standard.
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Abstract. Vehicular Adhoc Networks (VANETs) are considered as
a breakthrough technology in providing robust Vehicular communica-
tion that guarantees Road safety and offer interactive set of applica-
tions. VANET faces certain orchestration and management challenges.
Recently, the notion of Centralization of VANET is gaining impor-
tance. In this regard SDN (Software defined Network) is integrated with
VANET to achieve management goals. SDN renders existing VANET
architecture to provide centralized control. Yet for Large-scale VANET,
SDN approach does not outperform due to SPOF (single point of fail-
ure) in SDN. We have proposed decentralized architectural solution that
scales out overall network intelligence into respective local controllers
that result in unprecedented elasticity and resource availability. To make
this approach operational no standard Architectural approach yet exists.
An emerging Model Driven Architecture approach is used that simplifies
VANET development using abstract models. It only subdues VANET
rigidity but also comply with SDN principals. This system is imple-
mented in VEINS framework. Results demonstrate its efficacy for large
scale VANET.

Keywords: Vehicular adhoc network · Software defined network ·
Model driven architecture · VEINS · Highway

1 Introduction

In the recent era of technological uplift, vehicular networking is considered a
promising and enabling technology that helps in realization of a diversification of
vehicle related applications. Intelligent Transportation System (ITS) streamline
such Networks and makes it viable for road traffic safety, emergency manage-
ment, and infotainment [1]. Self-organization of vehicles in conventional VANET
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confronts several Management challenges such as dynamic network topology,
high mobility and unbalanced vehicular traffic. Apart from VANET communi-
cation challenges, standard VANET design and architectural model is always
overlooked. Lack of centralization of control in VANETs has always remained
an intractable issue. Centralization of control enables the network manager to
view the network in global context. The concept of centralized VANET is real-
ized by emerging SDN technology [7]. SDN segregates network intelligence from
infrastructure. SDN adds flexibility in network through programming, which
allows the network stakeholders to adapt VANET according to their needs. Exist-
ing VANET architectures provide state-of- the-art approaches to build proficient
VANETs, but when network size increases, it becomes difficult to manage the
extensive data plane requests. One of such significant factor is Scalability in
SD-VANET (Software defined VANET). The term textitScalability is used to
describe vehicle density for large road networks [6]. Secondly, there is absence
of standard VANET architecture. Both experts handle different level of abstrac-
tions that clearly signifies a communication gap between them. Ultimately, this
gap causes incomplete and inconsistent requirement engineering. These concerns
are better addressed in MDA approach in which the system is broken down
into its abstraction levels [9]. The organization of the paper is summarized as;
Sect. 2 discusses state-of-the-art VANET architectures and provide critical analy-
sis. Section 3 include design requirements and operational mode of distributed
control plane structure of DSDVANET (Decentralized software defined VANET)
and building models based on these requirements, a comprehensive process of
MDA development in DSDVANET are discussed. Section 4 provides the simula-
tion environment where proposed model is deployed. Results are made by taking
parameters from existing VANET models. Section 5 concludes the research by
validating the existing model and its scope for future VANET systems.

2 Literature Work

Initial efforts reveal the advent of various wireless communication standards in
VANET [2]. Different VANET protocol standards and architectures were devel-
oped in European countries. US DOT [10] are taken as initial standardization
effort in ITS. A top-down Information centric architecture is proposed [11] which
provides information enriched VANET applications, using the design concept of
three key features space, time and users. An Integration of Cloud Computing
and Information Centric Networking has been used that deploy mobile cloud
model to VANET, and optimizes data routing and dissemination [12]. Similarly
WiMAX and DSRC capabilities are combined in VANET to provide internet
access to the vehicles in [13]. Cellular network technologies are also leverag-
ing VANETs capabilities. LTE4V2X, offers centralized VANET schemes using
LTE [3]. In [7] SDN is adapted for VANET environments. In this architecture
OpenFlow enabled switch is contained inside vehicle. This architecture provides
different operational modes which are based on degree of control of the Con-
troller. In [14] SDN and Fog Computing are integrated that provides location
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oriented and delay-sensitive services for next generation VANETs. A Vehicu-
lar Cloud [15] consists of traditional and specialized RSUs, using SDN it helps
network in handling multiple data plane requests and minimizes control plane
(CP) overhead. A novel IEA (information exchange architecture) [16] handles
several data e.g. the road traffic flows, vehicle tracking, based on the data for-
warding scheme. In [5] characteristics of the inter-contact time and duration of
contacts for vehicular networks is determined for SDN based VANET. A central-
ized scheduler is installed at RSU by using SDN concepts. In MDSE paradigm a
nominal research work has been done in developing WSN applications [17]. In [4]
MDA principals are used to construct wireless sensor and actuator application,
here MDA partitions network into respective abstraction layers, and each layer
is developed using specific DSML (Domain specific modeling language). We eval-
uate these architectures on the basis of selective parameters to assess their per-
formance using Network QoS as well as Software Quality Attributes. Combined
WiMAX/DSRC VANET and SDN based VANET have inherent. From modeling
perspective most of the Vanet system are built using networking models only
two VANET architectures support software oriented models namely InVanet
and combined WiMAX/DSRC. Combined WiMax/DSRC based VANET can
perform model/code transformations. LTE4V2X and FSDN VANET provides
services for large-evolvable VANETs. From this analysis we deduced that the
aspect of software oriented models are less applied. SDN provides the opportu-
nity to leverage MDSE (Model driven Software Engineering) in VANET context.
It enables in constructing flexible and interpretable models for building Scalable
VANET. A Large-scale VANET system comprises of multiple domains (cities
or regions). A major bottleneck of such network is Scalability, where a single
SDN controller has to manage multiple domains that results in substantial per-
formance degradation [18]. We have introduced an approach to scale-out the
intelligence of such network where each domain has its own local intelligence.
Next section enlightens MDSE role in SDN and VANET domains.

3 Proposed Methodology

Recent research on distributed SDN is conducted in Data centers where network
is scaled out to control billions of data plane requests from various sites across
the globe [22]. Our proposed architecture not only believes on fully decentralized
intelligence but carefully managing distributed controllers by top RC (Root Con-
troller) that have a global network view and supremacy to perform centralized
management. The proposed model is novel from different aspects.

– In existing SDVANETs the RSU are solely assigned to perform Forwarding
tasks. In our proposed architecture RSUs acts as OpenFlow-enabled switches
to implement forwarding rules enforced by the controller.

– MDA principles are combined with SDVANET that add abstraction and flex-
ibility to the network.

– The CP (Control Plane) distribution is made in hierarchical fashion that del-
egates the roles from RC to Domain/Local controller(s) (Fig. 1).
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Fig. 1. Generic structure of forwarding plane.

3.1 Design Requirements

Due to distant positions of both Controller and RSUs there is high probability of
delayed response. For safety related VANET applications time of response is the
key constraint. Hence our design approach is based on Scalability requirement.
We are going to exploit the middle layer that is the CP of the model. Our aim
is to distribute the centralize intelligence into respective local territories termed
as domains. We are examining our proposed approach on a Highway, connecting
several regions (Domains). Each domain has its own centralized controller called
DC (domain controller). The functional distribution is made in such a way that
RC performs the most specialized functions while the generalized functions are
handled by DCs.

DSDVANET Forwarding Plane Requirements: The core element of this
layer is RSU that acts as an intermediary between moving vehicles and DC. RSU
is connected via WAVE interface with the vehicles to provide fast communica-
tion in a single domain. It acts as Wireless OpenFlow-enabled switch (for Data
Plane Communication) as well as Ethernet switches (for CP Communication).
A primary Design requirement of Forwarding/Data plane is to enable Scalability
that allows multiple distant nodes and RSUs to communicate with each other
inside a domain. RSU maintains the Flow entries in the Flow Table (FT). The
structure of OpenFlow enabled RSU is given below. Each flow entry of FT has
some properties such as priority, MatchField, Action, Counters, timeouts etc.
When a vehicle sends packet to the RSU it traverses the Flow Table to lookup
for the Match of the respective flow entry [7]. If a match takes place the packet
is processed otherwise the packet is send to CP that decides respective actions.

DSDVANET Control Plane Requirements: The CP of the Decentralized
SDVANET is extensible as well as the crucial part to design. We partition this
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plane, in order to achieve network wide orchestration goals. CP-Layer1 holds RC
and the subsequent layer holds DC. From the concepts of distributed computing
[8] the CP can be partitioned using two approaches:-

Vertical Partitioning : In this approach there exists a single physical machine
(controller), which is distributed hierarchically [8]. The tasks of the CP are
assigned to different controllers. The lower level controllers(DCs) perform fre-
quent events’ taking place in Data Layer while the upper layer handle global
events.

Horizontal Partitioning : It is a physical distribution setting in which CP is
divided into domains. Each domain has a DC which is responsible for its own
territory. DC manages a disjoint set of OpenFlow-Enabled RSUs (Switches). DCs
communicate with its adjacent to enforce global policies [19]. In our proposed
model the distributed CP takes advantage of both distribution techniquesby
relating their strengths. CP is partitioned into two layers, both hierarchically
and physically. The top layer holds RC. The successive layer holds DCs, which
supervises their own domain/territories. Each DC is connected to RC via dedi-
cated high speed broadband connections. DC access RC, when unexpected events
occur. e.g. when DC fails, network state changes, faulty links/flow tables discov-
ered or DC receives out of domain information.

3.2 Operational Mode of Control Plane

Control Plane: Layer-1 : It contains most specialized modules e.g. Flow Rules
Manager and SDN Repository. DC acknowledges RC about its domain level
activates by sending information such as link State, Vehicle/Nodes Availability,
DC status etc. All this information is gathered for a scheduled time period inside
SDN repository. Moreover it also keeps the network topology patterns as they
kept on changing in VANET. In Forwarding Engine RC configures its submis-
sive controllers (DC) based on Forwarding rules. These rules are developed from
Domain level information. Path Computation Module provides a mathemati-
cal model to generate multi path topology based on efficient VANET routing
schemes. Error Handling troubleshoots SDVANET issues and respond quickly
by providing an optimal solution. The typical Errors handled by this module are
Broken Links, Connectivity deadlocks etc. [21].

Control Plane: Layer-2 : This is an outcome of horizontal scaling of CP. It con-
tains physically distributed DCs. DC holds their respective territories and also
connected with neighboring DCs to maintain consistent network topology. DC
performs the similar tasks of centralized SDN Controller in SDVANET. The
main functionalities of DC are; Domain Network Services and Domain Request
Handling. Domain Network Services: These services are delegated to the DP ele-
ments to augment the network performance by reducing traditional VANET bot-
tlenecks such as dynamic mobility, connectivity loss and Flow Management. DC
serves the frequent events coming from Data plane. The main focus of DC is to
provide high responsiveness and scalable deployment of network devices (RSUs).
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Domain Request Handling : handles the requests coming from Data plane (DP).
The Dispatcher module captures all the DP requests and processes them accord-
ingly. It serves as the entry point to the CP. It gathers and forwards the DP
requests to the Configurator. Configurator is the local agent which acts as a CPU
of the DC. It is a visualization tool that displays the DC load statistics and pro-
vides a summary of Dispatcher-Configurator sessions. It is helpful in estimating
Network performance at domain level. It timely collects the information from
the configurator and identifies the condition of configurator overload (Fig. 2).

Fig. 2. Distributed control plane of Decentralized SDVANET

3.3 Mapping Network Requirements to Models

Preliminary activity of MDA is analyzing the requirements gathered from stake-
holders. Scalability is Mission Statement of this proposed methodology. Next
targeted users are identified. Domain experts are the application developers that
develop application of SDVANET. Network experts perform administrative tasks
e.g. topology configuration, protocol selection, and forwarding rules enforcement.
Communication with CP is possible through an interface layer that holds pro-
tocols such as OpenFlow [23]. PIM Meta Models: is a visual representation of
structural and behavioral details of Decentralized SDVANET modules. A generic
DSML is used (UML) for describing internal and external system behaviors. Log-
ical view of DSDVANET: Model diagram is used for modeling this SDN layered
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system. The stereotypes inside each model (data, control, application) show
the interactions and dependencies between the components. Application Plane
model holds Applications package that handles generic application functionali-
ties which are used in derived application packages in RC (asSimpleServerApp),
and DCs (as CtrlApps), RSU (as WAVEApp)and vehicle (TraCI ) applications
(Fig. 3).

Fig. 3. Model diagram of Decentralized SDVANET

3.4 Defining Classes and Hierarchy

Due to extensive set of network modules, we have covered most significant arti-
facts. Coord class stores the dimensions of each object (vehicle, RSU or obstacle)
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in an ITS Network. It plays a vital role in generating mobility patterns and com-
puting distance in V2V and V2I for effective communication. CtrlBehavior is an
interface which implements various controller modes of operations. Controller
mode of operations are Hub, Forwarding and Switch. Hub class does not contain
any intelligence, it instructs the RSU to flood all packets on all ports. Switch
class learns the mapping of network elements to make easy re-configuration of
RSUs if needed. Forwarding class contains prior knowledge of the whole network.
AnnotationManager is composed of several geometrical classes (Line, Polygon)
used to design virtual network for simulation. It manages the annotations on
OMNET++ canvas. Transformation Rules ensure consistency between models
at PIM with PSM. They are designed by considering the structural details of
the system. In DSDVANET it is difficult to implement the transformation rules
as we have to keep SDN policies consistent with MDA principals.

– Level 1 (Network level): holds Network wide models which describes the overall
data flow. These models are independent of Network. From PIM models of D-
SDVANET such models are Car, RoadsideUnit, DC and RC.

– Level 2 (Domain Level): are the domain VANETs. They depend on Network.
It include SDN elements and Flow Processing models to enforce SDN rules.

– Level 3 (Node Level): It is the lowest level and provides behavioral models of
each vehicle. It holds the models that describe the contextual details of node.
e.g. Channel Selection, Communication links, Protocol Selection and Interface
Modeling. The transformation rule maps the similar elements of the Network
and Domain-level models. It gives a fixed default value to the elements that
newly appear in the Domain-level model. Same Step is repeated while trans-
forming Domain-level to Node-Level. After developing PSM Models, we export
these models to VEINS simulator [22], combined with OpenFlow Extension
[23], to provide SDN facility in VANET.

4 Results and Discussion

After developing PIM Models, we exported the models to respective PSM tool
(i.e. VEINS). In our scenario two cities are connected Peshawar and Islamabad.
The network topology is partitioned into domains. Each domain holds a ping
application that randomly send echo message to any of the 9 domains. On receiv-
ing, echo reply message calculates mean RTT. The total simulation time for this
experiment is 125 s. We have utilized the following metrics to analyze the system
performance.

Mean RTT (Round Trip Time): When a domain sends an echo request message
to its linked domain and receive acknowledgment in form of echo reply message
the time elapsed is taken as RTT. The simulation duration of each run is 30 s. We
calculate RTT for 10 runs per domain and convert it into seconds. Mean RTT
is described with respect to RC location indices. It can be seen that controller
placement at some equidistant location like 4 and 5 provides best results in
the form of least mean RTT for each domain of the network topology. However
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moving towards the edge locations give worst results, that is high RTT. Green
and Blue bars shows steady rise in RTT if RC is placed on the other extreme
end of the network topology however red bars depict a stability of RTT among
all domains (Fig. 4).

Fig. 4. Mean RTT Vs. RC location. (Color figure online)

Gain of Scalability (GoS): For a simulation time interval T, the number of Vehi-
cles served either via V2I/V2V communication is termed as GoS [4]. We have
defined 5 different traffic scenarios in Table 1 for 3 lanes (L1, L2 and L3) of High-
way road. The sender node receives 64 RTTs per domain as each sender node
waits for 2 s to get a reply and after that sends echo to another domain. From
Fig. 5, in Traffic Scenario 1 node density is high as compared to the other roads.
Certainly a reduction in vehicle speeds is observed. However in SDVANET and
DSDVANET cases we observe a slight drop, due to handover between RSU and
Controller. In 2nd and 3rd Scenario VANET faces a descent due to change in
vehicle speed and road length. However SDVANET and DSDVANET maintained
their levels as Topology management in controller keeps the network topology
updated.

Table 1. Different traffic scenarios for M1 motorway

Sr Distance source↔
Destination (km)

Mean vehicle speed
(km/h)

Mean vehicle arrival
rate (vehicle/h)

Mean vehicle
density
(vehicles/km)

Lane1 Lane2 Lane3 Lane1 Lane2 Lane3

1 Peshawar↔Charsada(32) 104 95 36 1163 38 17 24.3

2 Hazro↔Taxila(45) 95.5 96 50 554 42 29 20.6

3 Taxila↔Islamabad(40) 86.8 98 52 898 46 25 21.5

4 Charsada↔RashaKai(31) 70.59 100 62 740 24 20 16.3

5 LahorTehsil↔Hazro(63) 65 100 38 537 35 26 19.7
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Fig. 5. GoS vs Traffic scenarios

5 Conclusion and Future Work

In this research concept of DSDVANET is introduced that reduces scalability
concerns. Practicing MDA approach in VANET domain is found to be useful as
it enable flexible and consistent model development. MDA and SDN both exhibit
several similar features that help in generating consistent architectural models.
MDA extensibility feature helps is building standard VANET architecture. This
scheme is designed for large VANET systems, for limited VANET SDVANET
is suitable. It is validated in real-world Motorway scenario. Results has been
shown that the controller perform effective role in handling DP requests and RC
resolves the issue of VANET failure. In future we will extend application plane
of DSDVANET to deploy non-safety VANET applications.
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Abstract. Due to mobile and dynamic nature of MANETs, congestion
avoidance and control is a challenging issue. Congestion mainly occurs
due to the phenomena where data arrival rate is higher than the transmis-
sion rate of data packets at a particular node. Congestion results in high
packet drop ratio, increased delays and wastage of network resources. In
this paper, we propose data rate adaptation technique to avoid packet
loss. Proposed technique is based on the analysis of queue length of the
forwarding nodes, number of source nodes forwarding data through a
particular forwarding node, and rate of link changes. In the proposed
strategy, queue length of forwarding nodes is communicated periodically
to the neighbor nodes. Keeping in view the queue length of forward-
ing node, the sending node adapts its sending data rate to avoid con-
gestion and to ensure reliable data communication. Results show that
proposed strategy improves network performance as compared to the
static data rate adaptation strategy in terms of packet delivery ratio
upto 15% and reduces packet loss due to interface queue overflow upto
14%, respectively.

1 Introduction

Due to mobility, lack of continues end-to-end connectivity, and dynamic network
topology, reliable data delivery becomes a challenging task in Mobile Ad Hoc
Networks (MANETs). When source node transmits data packets to the destina-
tion, any intermediate node can suffer from congestion due to limited resources.
Congestion will prompt high packet loss, long delays, and wastage of network
resources [1,2]. The reasons for packet loss may be due to node mobility, non-
availability of next hop nodes, interface queue overflow, and so on. As multiple
sources are sending frequent data, queue of forwarding node may overflow causing
packet drops which leads to degradation of the network performance. Therefore,
an efficient congestion control mechanism is of vital significance in networks like
MANETs. Existing conventional congestion control mechanisms are unable to
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cope with the congestion in MANETs due to many inherent challenges like high
node mobility and continuous changes in the topology of network.

Various techniques have been proposed to avoid packet loss, such as adapting
alternate route, routing Using bypass concept, on-demand multicast, and so on.
These schemes find the alternate path in case of congestion at nodes in the
current path. However, run-time calculation of alternate path is overhead in the
aforementioned schemes. Moreover, congestion reports used in alternate route
adaptation techniques may be delayed which can effect the network performance.
Similarly, sending control packets for congestion notification is an itself overhead
for a congested network.

To avoid the packet loss due to interface queue overflow, there is a strong need
of mechanism which adapts the data rate at source nodes based on the run-time
network conditions. In this paper, we propose Data Rate Adaptation Strategy
(DRAS) to avoid packet loss due to interface queue overflow. The proposed
DRAS avoids congestion before it actually happens.

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 describes our proposed technique. Performance evaluation is discussed
in Sect. 4 and finally conclusion and future work is presented in Sect. 5.

2 Related Work

Packet loss due to congestion or queue overflow is a severe problem in MANETs.
Based on the methodology used to avoid congestion, these schemes can be clas-
sified as alternate path based [3–5], data rate adaptation based and pausing
control messages. In this work, we present the data rate adaptation based tech-
niques, as our work is more related with this type of category. In the following,
we discuss these schemes in details.

In [6], authors proposed a technique to control congestion in wireless sen-
sor networks. Their technique calculates rate of sending packets, compare it to
sending rate of parent node and downstream the smaller one. By rate of sending
data, they get mean rate of packet generation of all nodes. They can reduce
this rate if queue of node is full to minimize the congestion which results in
packet loss reduction and hence, increases network performance. In [7] data rate
is increased if 10 consecutive successful transmissions are done and decreased
after 2 consecutive transmission failures. Success and failure is evaluated on the
basis of received ACK packets. This scheme is not taking into account the reason
of transmission failure. In [1,10,11] data rate is adapted for end-to-end conges-
tion control. In end-to-end congestion control mechanism, ACK packets, sent
by destination node, are used to communicate congestion message to the source
nodes. A novel Rate-Based Congestion Control (RBCC) and EXplicit rAte-based
flow ConTrol (EXACT) techniques are proposed, in [1,10] respectively, based on
end-to-end congestion control mechanism. Technique which assists routing nodes
named Explicit.

Another way of providing feedback to source node is explicit congestion noti-
fication (ECN) in header of the packet. Technique proposed in [12,13] are using
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the congestion notifications to avoid packet loss. In these techniques, once the
data has reached, the router calculates the load factor for all the links and con-
gestion region is identified on the basis of load factor. Moreover if calculated load
factor is comparatively higher, then congestion status is updated by overwriting
ECN bits. Technique proposed in [13] uses two ECN bits for improving results.
In this technique, data rate is changed by a static factor. Another technique in
which successful packet transmission and buffer threshold both are considered is
additive increase and multiplicative decrease (AIMD) scheme [14] is proposed.
In this scheme, for every successful packet transmission, data rate is increased
with increasing parameter and continue until buffer threshold is received from
other side and data rate is decreased when packet transmission failed. Failure of
data transmission is measured by not receiving ACK packets. Due to congested
route, delivery of ACK packet might be delayed that cannot represent the actual
status of route.

Queue based data rate adaptation is done in [15–18]. These techniques uses
queue length as a parameter to judge congestion. Probability of accessing the
communication channel is calculated by each node based on the number of unsuc-
cessful transmissions in [18]. In addition, each node receives a hello message
periodically from its neighbors containing the channel access probability, trans-
mission rate and the estimated traffic load. Reinforcement learning is used by
each node to analyze the channel access probability. Thus, previous actions are
used to decide either it is necessary to update the transmission rate or not. Neg-
ative impact of updating the transmission rate unnecessarily is mitigated using
this technique. Furthermore, this technique also take in account the load on each
node calculated by its queue length and then this information is used to decide
whether to increase, decrease or keep its transmission rate. In this paper, no
specific mechanism is discussed about factor by which data rate is increased or
decreased. We assume it a static factor.

To adapt data rate at sender node, a technique is proposed in [15]. This tech-
nique is based on queue length analysis at intermediate nodes. One of the basis
shortcomings of the aforementioned technique is that data rate is adaptation is
fixed and static without analyzing the run-time network conditions.

To summarize, the proposed techniques are based on static data rate adapta-
tion mechanism. Congestion notification messages are used to propagate infor-
mation. Using congestion notification on congested route is an overhead for
the network. To overcome the limitation of proposed techniques, we have pro-
posed congestion avoidance strategy based on the dynamic rate adaptation for
MANETs. Proposed strategy avoids the packet loss caused specifically due to
interface queue (IFQ) overflow by dynamically adapting data rate at intermedi-
ate nodes on the basis of current queue size.

3 Data Rate Adaptation Strategy (DRAS)

Techniques using data rate adaptation at source node with static factor results in
wastage of network resources. To avoid the negative influence of these techniques
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on network, a dynamic and adaptive data rate adaptation strategy is proposed
to avoid packet loss caused due to interface queue overflow in MANETs. In this
scheme, unlike feedback based rate adaptation, data rate is adapted dynamically
by considering the network parameters having significant influence on data rate.
In this paper, we have first identified the network parameters that are critical
in order to adapt the data rate, and analyze their relationship to the network
dynamics. Then, we discuss how such topology parameters affect the data rate.

3.1 Data Rate Adaptation and Network Parameters

In proposed technique we have identified various network parameters that have
significant effect on data rate of nodes. Packet loss caused due to interface queue
overflow is influenced by the factor of mobility, queue length and number of
source nodes. We are using term queue length for consumed buffer space of a
node.

Queue Length: Increased queue length results in high packet loss ratio so data
rate is to be reduced with the increased queue length to avoid packet loss caused
due to interface queue overflow. So, the relation between queue length and data
rate is defined as:

DR ∝ 1
QL

, (1)

where QL represents queue length and DR is data rate.
Queue length is being used as data rate adaptation parameter and varies

between its minimum and maximum values. When queue is empty it has min-
imum value and maximum value denotes to value of queue when queue is full.
On the basis of this maximum and minimum value, following formula helps us
to find optimal rate adaption value at any node N with respect to queue length.

ρ = 1 − QLN

QLmax
, (2)

where QLN is current queue length of node and QLmax is maximum queue size
of a node.

According to above equation, the maximum value of queue length results low-
est rate adaptation factor, i.e. 0, while the minimum value of queue length results
in the higher rate adaptation factor with respect to queue length parameter, i.e.
1, where, DR is data rate and SN is number of source nodes.

Number of Sources: Number of source nodes is another parameter for data
rate adaptation. When there are no source nodes, it has minimum value and a
node has maximum number of source nodes if all one-hop neighbors are sending
data to it. The relation between number of source nodes and data rate adaptation
factor can be written as:

DR ∝ 1
SN

, (3)
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To find the optimal rate adaptation value at node N for avoiding packet loss
caused due to queue overflow with respect to number of source nodes, we use
the following equation:

σ = 1 − SourcesN
nbmax

, (4)

where SourcesN is current number of source nodes of a node N and nbmax is
maximum possible source nodes of a node N .

According to above equation, the maximum value of number of source nodes
results in lowest rate (i.e., 0), while the minimum value of number of source
nodes results in the highest rate adaptation (i.e., 1).

Rate of Link Changes: Number of link changes shows the mobility of network.
High mobility means node has less interaction time to exchange their packets.
So, data rate should be higher that allows node to transfer its messages to other
nodes in less time. This may over burden the queue of receiving nodes that may
results in drop of packets. To avoid this problem, data rate is adopted keeping
queue size of forwarding node in account. Mathematical relation between link
changes and data rate can be written as:

DR ∝ LC, (5)

where DR is data rate and LC is number of link changes.
Number of link changes is an important parameter for data rate adaptation.

LC has minimum value when no node movement. Similarly, a node has maxi-
mum number of link changes if all 1-hop and 2-hop neighbors of that node have
changed their position. The optimal value for data rate adaptation factor with
respect to the link change rate is formulated as follows:

ε =
LCN

NO
, (6)

where LCN is current number of link changes of a node and NO is maximum
possible number of link changes in a particular node’s neighborhood.

According to above equation, the maximum value of number of link changes
results in highest rate adaptation, i.e. 1, while the minimum value of number of
link changes results in the lowest, i.e., 0.

3.2 Mathematical Model

We can combine the equations introduced so far into a mathematical model
to compute data rate adaptation factor � to avoid packet loss caused due to
interface queue overflow. By combining Eqs. 2, 4, and 6, we obtain:

� =
(αρ + βσ + γε)

(α + β + γ)
, where α + β + γ = 3. (7)

In Eq. 7, α, β, and γ are the weights assigned to each data rate adaptation
parameter, discussed previously. As we are considering every parameter equally
important for data rate adaptation, weights assigned to each parameter is equal,
i.e. 1.
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4 Performance Evaluation

In this section, we present the simulation setup, performance metrics, and sim-
ulation results to evaluate the proposed scheme in comparison to the protocol
without rate adaptation mechanism. Proposed technique is evaluated on Net-
work Simulator (NS2). The Optimized Link State Routing (OLSR) protocol is
used as routing protocol. Table 1 shows the simulation parameters.

Table 1. Simulation parameters

Parameter Value

Simulation time 1000 s

Number of nodes 50

Network size 1000 m × 1000 m

Transmission range 250 m

Packet size 512 b

Queue length 50

Mobility model Random way point

Traffic type Constant bit rate (CBR)

Max speed 1–10 m/s

Source-destination pairs 10–50%

Data rate 2–10 packets/sec

We have evaluated our proposed scheme referred as “DRA” in graphs in
comparison to a protocol without any data rate adaptation strategy referred
as “WRA”. The proposed scheme is evaluated under two network performance
parameters, i.e., under varying data rate and node speed.

4.1 Packet Delivery Ratio (PDR)

Figure 1a shows the effect of increasing data rate on PDR. As data rate increases,
chances for packet loss are higher because queues of forwarding node overflows
frequently. So, delivery probability decreases with increased data rate. The WRA
scheme is not adapting any strategy to avoid packet loss, that is why it holds
lower PDR as compared to the DRA scheme. As shown in figure, the DRA
scheme has higher PDR comparatively as in this scheme data rate is adapted
efficiently to avoid packet loss.

Similarly, Fig. 1b shows the effect of node mobility on PDR. Increased mobil-
ity results in frequent forwarding node queues overflow as nodes change their
position frequently and forwarding nodes need to store packets for longer in
their queues. So, the chances of packet loss become higher. As there is no data
rate adaptation technique in the WRA scheme, with increasing mobility there is
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Fig. 1. Effect of data rate and node speed on PDR
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Fig. 2. Effect of data rate and node speed on throughput

more packet loss which cause lower PDR. As shown in Fig. 1b, the DRA scheme
has more PDR as compared to WRA as in this scheme data rate is adapted
efficiently to avoid packet loss.

4.2 Throughput

As data rate increases, throughput is also increasing because increased data rate
means number of packets generated per unit time increases. As shown in Fig. 2a,
WRA shows highest throughput as compared to the DRA scheme because it
sends data with constant data rate without taking congestion in account. If
congestion occurs, WRA do not have any mechanism to deal with such situation.
On the other hand, proposed mechanism adds more parameters and adapts data
rate in a better way. In adaptation phase, DRA is not utilizing whole bandwidth
of the channel which results in decreased throughput that is why throughput in
DRA scheme is slightly lower as compared to the WRA scheme.

Similarly, for increasing node mobility means nodes are mobile and change
their position frequently. Forwarding nodes do not find the destination node
and unable to deliver packets frequently that is why throughput decreases with
increasing node mobility as shown in Fig. 2b. WRA shows highest throughput as
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compared to the DRA scheme because it sends data with constant data rate with-
out taking congestion into the account. Due to data rate adaptation mechanism
in the DRA scheme, the data rate is decreased at the source node to avoid packet
loss causing under utilization of the channel bandwidth, hence lower throughput
in this case.

4.3 End-to-End Delay

End-to-end delay increases with increased number of packet loss as packet loss
results in large number of re-transmissions, hence increases end-to-end delay. In
WRA scheme, as packet loss is high, so they result in long end-to-end delays as
shown in Fig. 3a. Proposed scheme reduces delivery delay because data rate is
efficiently adapted which low packet loss. Moreover, as DRA scheme is adapting
data rate to avoid packet loss which means smaller number of packets in network
will be communicated, hence avoid congestion. As congestion is avoided, so end-
to-end delay also decreases in proposed scheme due to smaller number of re-
transmissions for lost packets.

Similalry, Fig. 3b shows the impact of mobility of average end-to-end delay.
Due to high mobility, data is not delivered to distant nodes. Where as, data is
delivered speedily to nearer nodes that is why end-to-end delay decreases with
increased mobility. Proposed scheme reduces delivery delay as compared to the
WRA scheme as shown in Fig. 3b because data rate is efficiently adapted which
reduces packet loss. Hence, large number of re transmissions are not required
which effects end-to-end delay positively.
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Fig. 3. Effect of data rate and node speed on end-to-end delay

4.4 Packet Loss

As shown in Fig. 4a packet loss due to interface queue overflow increases with
the increased data rate because queues of forwarding node overflow due to high
data rate. Moreover, Fig. 4a shows that packet loss in WRA scheme are higher
as this scheme does not consider any strategy to avoid packet loss. But on the
other hand, DRA scheme adapts data rate efficiently by considering mobility
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Fig. 4. Effect of data rate and node speed on packet loss

factor and number of source nodes along with queue length which causes smaller
packet loss in proposed scheme.

To analyze the impact of node mobility on packet loss, Fig. 4b packet loss
with increasing node mobility. For increasing node mobility, forwarding node
queues are overflow as nodes change their position frequently and forwarding
nodes need to store packets for longer in their queues. Moreover, Fig. 4b shows
that packet loss in WRA scheme are higher as this scheme does not consider any
strategy to avoid packet loss. But on the other hand, the DRA scheme adapts
data rate efficiently based on multiple network factors to avoid packet loss.

5 Conclusion and Future Work

In this paper, we proposed a technique to adapt data rate of the sender node
based on the run time network conditions around forwarding nodes using dif-
ferent network dynamics. Proposed technique is based on the analysis of queue
length of the forwarding nodes. We have simulated our proposed technique in
NS-2 and achieved better results in terms of packet delivery ratio and average
end-to-end delay in comparison to the static rate adaptation technique.

As currently, the data rate is adapted at source nodes by shifting the con-
gestion effect immediately from forwarding nodes to the source node. In future,
we plan to adapt the data rate at intermediate nodes based on the mentioned
parameters by buffering the data packets in queues up to bearable threshold, and
then gradually shift the effect of rate adaptation to the source nodes. We also
plan to evaluate the proposed scheme in VANETs scenario to under different
performance metrics to check the compatibility and scalability of the proposed
scheme in high dynamic environment.

Acknowledgment. The work reported in this paper has been partially supported by
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Abstract. In recent years, the automotive industry is equipping vehicles with
sophisticated, and often, expensive systems for driving assistance. However, this
vehicular technology is more focused on facilitating the driving and not in
monitoring the driver. This paper presents a low-cost vehicle driver assistance
system for monitoring the drivers activity that intends to prevent an accident.
The system consists of 4 sensors that monitor physical parameters and driver
position. From these values, the system generates a series of acoustic signals to
alert the vehicle driver and avoiding an accident. Finally the system is tested to
verify its proper operation.

Keywords: Low-cost sensors � Vehicular technology � Driver assistance
system � Fatigue episodes � Distraction detection � Sensing system

1 Introduction

As years go by, vehicular technology has been improving to satisfy the needs of its
users. Most of this technology is based on acquiring data to improve the performance
of the car and enhance its safety. To do this, cameras, sensors and Global Positioning
System (GPS) technology are used. These devices are employed on active and passive
safety systems [1] such as Antilock Brake System (ABS), Electronic Stability Control
(ESP), power steering, airbags or seatbelts.

As it is shown in the annual report on road casualties provided by the Spanish
Government [2], the number of victims in traffic accidents has decreased since 1989.
The decrease of victims has happened even when the number of cars in the country has
increased. One of the main reasons of the decrease in mortality is the usage of different
kind of sensors that increase the safety of the car. Many of these sensors are created to
alert the vehicle driver of an imminent collision [3].

Despite the decrease of traffic fatalities, the number of deaths in traffic accidents is
quite disturbing. In 2014, the number of deaths caused by traffic accidents in Spain was
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1.688 people [4]. Many deaths are caused by the intake of toxic substances such as
alcohol or drugs. Even prescription drugs may generate side effects that affect driving.
Fatigue can be caused by the aforementioned substances and sleep deprivation, hot
weather or driving long distances, among others.

Fatigue presents a wide range of symptoms [5]. The driver’s vision turns blurry and
the blinking rate gets higher. It also affects the behavior causing anxiety and making the
driver more irritable. Fatigue increases the number of movements the driver does to
accommodate as well as other type of movements such as tapping the wheel. Finally,
Fatigue increases the time the driver takes to react in a dangerous situation. For this
reason, it is important to have systems able to detect the aforementioned symptoms.
This can help to increase the driver’s safety, but most of the currently developed
solutions are focused on eye movement and face detection [6].

This paper presents a low-cost vehicle driver assistance system to detect episodes of
fatigue and distraction in drivers.

The rest of the paper is organized as follows. Section 2 presents the related work.
Section 3 explains the system operation and presents the algorithm used to detect and
classify the alarm level. This section also shows the system tests. Finally, Sect. 4
presents the conclusion and future work.

2 Related Work

We can find lots of previous works about how to monitor and study fatigue in drivers
and sleepiness while driving. This section shows some of these works.

In general, these works can be divided into two groups. On the one hand, we find
proposals based on facial recognition. Sigari et al. [7] present an interesting review of
driver face monitoring systems for fatigue and distraction detection where the general
structure of these systems is discussed.

Kutila et al. [8] describes a facility for monitoring the distraction of a driver and
presents some early evaluation results. They present a module that is able to detect the
driver’s visual and cognitive workload by fusing stereo vision and lane tracking data,
running both rule–based and support-vector machine (SVM) classification methods.
The module has been tested with data from a truck and a passenger car. The results
show over 80% success in detecting visual distraction and a 68–86% success in
detecting cognitive distraction, which are satisfactory results.

Rezaei and Klette [9] present a research that develops optimum values of
Haar-training parameters to create a nested cascade of classifiers for real-time eye status
detection. They present the unique features of their robust training database that sig-
nificantly influenced the detection performance. Their systems have been implemented
and tested in real-world with satisfactory results.

Mbouna et al. [10] present visual analysis of eye state and head pose (HP) for
continuous monitoring of alertness of a vehicle driver. The proposed scheme uses
visual features such as eye index (EI), pupil activity (PA), and HP to extract critical
information on no alertness of a vehicle driver. Using a support vector machine
(SVM) classifies a sequence of video segments into alert or nonalert driving events.
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Their experimental results show that their proposed scheme offers high classification
accuracy with acceptably low errors and false alarms for people of various ethnicity
and gender in real road driving conditions.

Wahlstrom et al. [11] present a project that involves the use of a dashboard
mounted camera to monitor the direction a driver is looking. They accomplish the
project by using the Framework for Processing Video (FPV), developed at the
University of Minnesota by Osama Masoud. Their software uses the relative positions
of the eyes and pupils to make statements about the gaze direction.

Cherrat et al. [12] propose a multifunction system based on intelligent sensors and
cameras. The system is mainly based on learning systems for face recognition based on
advanced algorithms Viola and Jones, PCA and management of drivers profiles based
on preferences to provide the following features: early detection of sleep, uncon-
sciousness and poor driver behavior, security against theft of vehicles, driver comfort
and control and sharing of traffic information in real time between the conductors.

On the other hand, there are some other works that use other techniques to detect
fatigue episodes in drivers. In this sense, we can find works as the one, presented by
Dong et al. [13] who review the state-of-the-art technologies for driver inattention
monitoring such as distraction and fatigue. In their work, authors summarize these
approaches by dividing them into the following five different types of measures:
(1) subjective report measures; (2) driver biological measures; (3) driver physical
measures; (4) driving performance measures; and (5) hybrid measures. Authors think
that the hybrid measures are believed to give more reliable solutions compared with
single driver physical measures or driving performance measures, because the hybrid
measures minimize the number of false alarms and maintain a high recognition rate,
which promote the acceptance of the system.

All of these solutions require powerful systems to process all the generated data.
Our proposal tries to implement a very cheap solution that can be used in any kind of
car. It is based on the measurement of physical parameters and its main task is gen-
erating a fast acoustic alarm to prevent the driver and avoid possible accidents.

3 System Description

When implementing a sensing system able to be used by everybody, we have to
provide low-cost solutions. This section presents the design of our proposal. It is based
on several sensors which are in charge of collecting data from the vehicle driver and
generates alert signals to avoid the driver sleeps and may suffer an accident.

3.1 Overall Explanation

Our low-cost vehicle driver assistance system is based on economic devices and it has
been designed to be used in any kind of car. A simple processing unit is in charge of
collecting data from several sensors. From the gathered data, the system will generate a
kind of alarm in order to prevent the driver.
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As Fig. 1 shows, the car is endowed of various sensors. In this case, we use 2
pressure sensors and 2 temperature sensors installed in the steering wheel (duplicate
system for monitoring both hands). It also includes a proximity sensor based on a LDR
installed in the headrest which will detect if the driver separates the head a considerable
distance to the headrest. If the received light is too big, this could imply that the driver
is starting to get drowsy and can nodding off.

Our Low-cost vehicle driver assistance system contains a buzzer near to the ear
driver that will generate an acoustic alarm in case of detecting a fatigue state and driver
distraction.

Finally, we have installed 2 more elements. The first one is a shock sensor that
detects collisions or sudden braking and a push-button placed on the steering wheel, to
interact with the driver.

The sensors are wired to the electronic board. The system performs the sensors’
sampling every second and stores the results on a micro-SD card for possible
post-processing task, in case of accidents or future studies. The electronic board checks
that the values collected by the sensors remain within the thresholds considered as
normal. When any of these sensors exceeds any of these thresholds, the proposed
algorithm (see Fig. 2) try to define whether it is a false alarm or sensors have registered
a possible situation of the vehicle driver fatigue or distraction.

As algorithm of Fig. 2 shows, the low-cost vehicle driver assistance system is
continuously monitoring the sensors’ activity. When it detects that some sensor has
exceeded the specified thresholds, the system will try to define how many sensors
are recording an anomalous behavior. As a function of this value, the system will
generate a sound of a specific frequency and a pattern. For example, if the system

Presure Sensor and 
Temperature sensor

Buzzer

Processing Unit

shock sensor

Verificator of 
false alarms

Head Posi on sensor 
(Placed on the other side

of  Headrest)

Fig. 1. Sensors placement inside a car.
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detects that the temperature is the only parameter that has exceeded the threshold, the
buzzer will emit a sound of 1 kHz each 2 s. If the system detects that the temperature
and pressure sensor have exceeded their thresholds, the buzzer will emit a sound of
1.5 kHz each seconds. Finally, if all sensors have exceeded their thresholds, the buzzer
will emit a continuous sound of 2 kHz. If a sudden breaking or impact has been
registered the buzzer will also emit a continuous sound of 2 kHz.

To disable the alarm status and return the system to the sensing phase, the system
requires the driver interaction by pushing the button placed on the steering wheel. If
more than one sensor is out of its threshold a double verification will be requested.

3.2 Processing Unit

The system is based on a small electronic board based on the ATmega328 micropro-
cessor. It has 14-pin digital inputs/outputs (6 of them can be used as PWM outputs),
6 analog inputs, a crystal oscillator of 16 MHz. This device can be powered from a
computer via the USB connection or using batteries. Figure 3 shows the processing
unit. Unlike some previous models, this version allows to program the device without
any FTDI USB-to-serial converter. In this case, the Board ONE uses a programmed
Atmega16U2 chip which is used as a USB to serial converter.
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Yes
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alarm

Is
head pos. sensor 
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No

Send to the buzzer:
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Yes

Send to the buzzer:
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will be requested.

Fig. 2. Algorithm used by our low-cost vehicle driver assistance system for detecting fatigue
and distraction episodes and generate the alarms.
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3.3 Sensors Used by the Low-Cost Vehicle Driver Assistance System

The system is basically composed by 4 sensors and 2 actuators. This subsection pre-
sents the main features of each one.

Sensor for Measuring the Pressure of Hands on the Wheel: A Force Sensitive Resistor
(FSR) [14] is a sensor that allows detecting and measuring physical pressure, squeezing
and weight. This sensor is based on a resistor that changes its resistive value (Ω)
depending on the pressure it registers. However, FSRs are not indicated to accurate
measurements because its accuracy can vary up to 10% from sensor to sensor. So, in
our case, the FSR is used to detect a variation that exceeds a threshold. Figure 4a shows
the FSR sensor. The FSR 402 is able to support values of pressure from 0 to 100
Newtons which correspond to a resistance range from Infinite/open circuit (absence of
pressure) to100 KΩ (light pressure). Since its behavior is like a resistor, it can be used
as a part of a resistive voltage divider. In this way, the processing unit will register this
pressure variation as a voltage value. Figure 4b shows the output voltage of this sensor
when it is combined with a resistance of 1 kOhm and a power supply of 3.3 V.

Temperature Sensor: To develop the temperature sensor, it is used a resistance tem-
perature detector (RTD). It is a resistance based on the variation of the resistance of a
conductor with the temperature sensor (See Fig. 5). Their behavior is very simple.
When heating a metal, it is generated a higher thermal agitation that provokes the

Fig. 3. Processing unit used in the design of our low-cost vehicle driver assistance system
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dispersion of more electrons reducing its average speed. This causes that resistance
increase. The behavior of this sensor can be modeled by Eq. 1, where R is the value of
resistance in (Ω), R0 is the resistance at reference temperature T0, Δt is the temperature
deviation with respect to T0 and α is the is the conductor temperature coefficient at
0 °C. This sensor presents a linear behavior in wide temperature ranges.

R ¼ R0ð1þ a � DtÞ: ð1Þ

Head Position Sensor: This sensor is based on a light-dependent resistor (LDR). In
this case, its resistance decreases when increasing incident light intensity. We can use
this sensor combined with other resistance forming a voltage divider. If we use the
LDR placed at the bottom of the voltage divider, it will give us the maximum voltage
when the LDR is in total darkness, because it is having the maximum resistance to the
current flow. In this situation registers the maximum value. However, if the LDR is
placed at the top of the voltage divider, the result is the opposite.

Figure 6 shows the head position sensor and its position on the headrest. The
particularity of this small board is that it allows controlling the sensitivity of this sensor.

Shock Sensor: It is based on the Gaoxin SW-18010P vibration switch and allows
using our system to detect impacts, shocks or shaking. When the sensor detects a jolt,
the sensor generates a low level output signal. Figure 7 shows the module used in
this design. The sensor consists of a terminal that forms a center post and a second
terminal that is a spring that surrounds the center post. If a sudden breaking or impact
with sufficient force is transferred to the sensor, the terminal consisting of the spring
moves and shorts both terminals together. The connection between the terminals is
short but the central unit is able to detect this breakdown voltage. The sensor position is
also important. In our case, it is place in the forward direction of the vehicle (Fig. 1).

Head Posi on 
Sensor

Headrest

Fig. 6. Head position sensor and its position in the headrest
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In order to alert the driver, our low-cost vehicle driver assistance system contains a
buzzer. It is a KY-006 Small passive buzzer module (See Fig. 8). It is composed by a
piezo-resistive element and a resonance box that permit generating audio signals from
1.5 kHz to 2.5 kHz. As Fig. 1 showed, this element is placed near to the driver’s ear. It
is used as an alarm element which is in charge of generating an acoustic alarm to alert
the driver if a fatigue status of distraction is detected. The output frequency can be
configured by programing.

The last important element is a verification system. It is a simple push-button that
requires the driver interaction (Fig. 9). After detecting a dangerous situation, our driver
assistant system will emit an acoustic alarm to alert the driver and prevent he/she sleeps
while driving. In order to restore the system which implies that the driver is paying
attention to the road, the driver has to push this button. After that, the system will go
back to the sensing phase during which it is collecting data.

3.4 System Simulation

Finally, it is interesting to check if the system is able to detect the sensors value and
generate the correct alarms. To check it, we have tested the system during 4 min.
During this time, we have forced the sensors to change their values (See Fig. 10) and to

Fig. 7. Shock sensor Fig. 9. Push-button for
alarm verification

Fig. 8. Buzzer module placed
near to the driver’s ear.

Temperature Threshold

Pressure Threshold

LDR Threshold

Fig. 10. Sensors monitoring
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exceed the correspondent threshold. As we can see in Fig. 11, the low-cost vehicle
driver assistance system is registering the alarm level and as the user pushes the button
to disable the alarm, the alarm level decreases.

4 Conclusion and Future Work

When implementing a sensing systems and we want to offer these systems to as many
people as possible, it is needed to think with low-cost system that allows developing
accurate designs. This paper presents a low-cost vehicle driver assistance system for
detecting fatigue episodes and distraction situations of a vehicle driver.

The system is based on an electronic board that acts as processing unit and 4
sensors (person temperature, pressure on the steering wheel, a light sensor placed on
the headrest and a shock sensor that detect sudden breakings and impacts). The
low-cost vehicle driver assistance system is able of classifying the alarms as a function
of the number of sensors that have registered values out of the thresholds. It also
contains 2 actuators, i.e., a buzzer and a push-button for interacting with the driver.
After generating an alarm the driver has to disable it pushing the button.

This is the initial version of prototype. In future works, we want to include
a small Global Positioning System (GPS) receiver to gather the vehicle position and
a wireless technology module to interact with the smartphones in order to create a
more autonomous system able to generate an emergency call via the smartphone.
Finally, we would like to integrate the system in a more complex and energy efficient
network [15, 16] with the rest of sensors embedded in a car to generate more accurate
responses.

Acknowledgments. This work has been partially supported by the “Programa para la Formación
de Personal Investigador – (FPI-2015-S2-884)” by the “Universitat Politècnica de València”.
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Abstract. Over the last years, there has been a considerable devel-
opment in the field of vehicular communications (VC) so as to satisfy
the requirements of Intelligent Transportation Systems (ITS). Standards
such as IEEE 802.11p and ETSI ITS-G5 enable the so called Vehicular
Ad-Hoc Networks (VANETs). Vehicles can exploit VANETs to exchange
information, such as alerts and awareness information, so as to improve
road safety. However, due to the expected popularity of ITS, VANETs
could be prone to attacks by malicious sources. To prevent this, secu-
rity standards, such as IEEE 1609.2, are being developed for ITS. In
this work, an implementation of the required cryptographic algorithms
and protocols for the transmission of secure messages according to the
IEEE 1609.2 standard is presented. The implemented security protocols
are then integrated into an existing WAVE-based system and tested in a
real scenario to evaluate the performance impact on safety-related com-
munications, in particular, the overhead that is caused by the process to
sign/verify a digital message.

Keywords: Vehicular Communications · Intelligent Transportation
Systems · Security · IEEE 1609.2

1 Introduction

During the past decades, the volume and density of road traffic has increased sig-
nificantly, specially in developing countries such as India and Brazil. According
to [1], in 2010 the number of vehicles in the world has reached to 1.015 billion,
with an approximate ratio of 1:7 cars per person. This significant growth lead to
an increase in number of accidents and traffic injuries, with negative impacts on
the economy and in the quality of people’s lives [2]. In order to tackle this prob-
lem new systems, commonly known as Intelligent Transportation Systems (ITS),
are being developed. In ITS, Dedicated Short Range Communications (DSRC),
on a dedicated spectrum in the 5.9 GHz band, are employed to enable wireless
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017

J. Ferreira and M. Alam (Eds.): Future 5V 2016, LNICST 185, pp. 79–90, 2017.

DOI: 10.1007/978-3-319-51207-5 8



80 D. Duarte et al.

communication between vehicles and infrastructure. New applications can then
be developed to exploit vehicle to vehicle (V2V) [8] and vehicle to infrastructure
(V2I) [9] communications to improve road traffic’s safety and efficiency. To this
end, a group of new standards that specifies and standardizes several aspects
of the aforementioned communications (e.g. physical and medium access control
layers, data structures, security, etc.) has been defined. The most well known
standards are the Wireless Access in Vehicular Environments (WAVE) in the
USA and ETSI ITS-G5 in Europe.

Due to the high popularity and scale that ITS can attain, communications in
vehicular networks, more specifically in Vehicular Ad-Hoc Networks (VANETs),
are expected to be prone to security threats since these could be exploited by
people with malicious intents (e.g. redirect traffic flow and spread false informa-
tion etc.). Eavesdropping, message manipulation and replay attacks are examples
of attacks that may target a VANET. Hence, an architecture, a set of interfaces
and services that enable secure V2V and V2I wireless communications are also
included in WAVE and ETSI ITS-G5 group of standards [3].

Security objectives and solutions are well defined for computer-based archi-
tectures in general but for vehicular environments the approach needs to be dif-
ferent due to its distinct properties and requirements [5]. For example, robust-
ness and time constraints in VC are demanding. Vital functions for driving
and/or alerts sent by other vehicles must be correctly processed in real-time;
delays or errors might lead to vehicle malfunctions, bad driving decisions, or
other occurrences that could cause physical damages and injuries. The small
embedded computers found in vehicles may not have the necessary memory and
performance for cryptographic operations without affecting the aforementioned
functions. Moreover, since a car typically has a life-time of at least 10 years,
an upgrade of the computational resources may not be possible and thus, it is
important to assure all security requirements for cars’ life time-frame. This work
aims to assess the requirements of such security mechanisms for vehicular envi-
ronments as well as to evaluate the performance impact that such mechanisms
may induce in communications. To that end, a software implementation of the
IEEE P1609.2 [5], the current security standard embedded in WAVE, will be
presented and evaluated in a real world scenario.

This paper is structured as follows. Section 2 provides a brief overview of main
features of the IEEE 1609.2 standard. Section 3 presents the software implemen-
tation of IEEE 1609.2 algorithms. Section 4 presents the integration of the imple-
mented software algorithms into an existing WAVE-based framework. In Sect. 5
experimental scenarios to evaluate the performance of the implementation are
described and the results presented. The paper concludes with the discussion of
the obtained results in Sect. 6.

2 IEEE 1609.2 Brief Overview

Our implementation is based on the IEEE security standard 1609.2 D17 [6].
The required algorithms that the standard forces to be used in order to provide
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adequate security are the public key algorithms based on elliptic curves. The only
symmetric algorithm that the standard refers is the AES-128 to be used with
the ECIES public key algorithm. Therefore the standard leads to the following
specification in terms of security algorithms:

– Digital Signatures using ECC over prime fields, ECDSA with NIST Fp curves;
– Encryption using ECC, ECIES;
– Hash Algorithms - SHA-1 and SHA-256;
– Symmetric scheme AES.

The ECDSA should support a 224-bit and a 256-bit key, the ECIES a 256-bit
and the AES a 128-bit key implementation. The standard also refers the creation
of specific certificates called WAVE-Certificates which are more compact for
performance reasons. Although this is the most recent standard for security in
VC it is very poor regarding its content. Most of the topics are still open, such as
how certificates should be shared among elements on the road and which are the
secure protocols to correctly use with the ECIES and AES algorithms. The main
focus of this standard is to allow authenticity by using the ECDSA algorithm.

3 IEEE 1609.2 Implementation

3.1 System Architecture

In this section, a software implementation of the security services is proposed.
C programming language was chosen due to its performance and available open-
source libraries. OpenSSL [4] was picked as the auxiliary library to implement the
security services and the cryptography engine since it is a free and open-source
c/c++ library tailored for cryptographic operations and algorithms.

The implementation architecture was divided into 3 main modules: one to
handle all the secure protocols, another responsible for the cryptographic algo-
rithms and finally, one containing all the secure keys and manufacture values.
The module that deals with security protocols handles requests and interprets
the responses from the cryptography engine. It is also responsible for the requests
to the locally stored keys and provides them to the cryptographic engine. This
module is the interface between higher layers (e.g. applications) and the process
of securing data. The private and public keys, along with certificates, are stored
in the module that contains all the manufacture values and secure keys. In
addition to these 3 modules, a Global Positioning System (GPS) module was
used to support the application by providing location and time information.
The proposed security model is based on the conceptual security model referred
in [7] which is illustrated in Fig. 1. The engine which performs all the crypto-
graphic algorithms was implemented with the OpenSSL library and it is capable
of performing Elliptic Curve Digital Signature Algorithm (ECDSA) 224 and 256,
ECIES, Hash algorithms, certificate generation and verification.



82 D. Duarte et al.

Fig. 1. Security model

Software Resources: The following set of software and libraries were used in
the implementation.

Hash Table: A hash table is an abstraction of a common array in which contents
can be accessed using keys instead of indexes. These tables allow unordered data
to be searched and accessed very quickly.

Serialization: Serialization is the process of transforming data structures into
a buffer of data, suitable for storage or transmission (the reverse process is also
possible). This serialization mechanism is used to process structures and packets
defined by the 1609.2 standard.

Sockets: When the connection between two programs or two machines is needed,
the use of a mechanism called sockets can be used. Sockets will be used to
interconnect certain software processes as well as the security module with the
existing WAVE-based system.

GPSd: The GPSd is a daemon for GPS devices which interacts with various
GPS brand devices through Universal Serial Bus (USB) serial interface enabling
users to easily interact with different GPS devices and obtain GPS information.
The GPSd is used in this implementation in order to get the time stamp and
location to be inserted in the 1609.2 secure packet.

Cryptographic Material: The keys and certificates that should be inserted
into the On Board Unit (OBU) are referred as crypto-material and are stored
in manufacture time. We assumed to have a fully Public-Key Infrastructure
(PKI) deployed, thus, algorithms to share certificates and manage certificate-
revocations were not considered. Each car has a 224-bit and a 256-bit key-pair
length and a certificate which can be chosen depending on the required algo-
rithm. Thus, in this implementation, each vehicle contains the following crypto-
material:
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– A private and public key associated with the vehicle;
– A certificate containing the vehicle public key;
– The certificates that belong to all other cars.

Certificate hashes are included in the transmitted messages so as to avoid
including the entire certificate. The SHA-256 is the chosen algorithm to perform
this operation, but instead of adding the entire hash (256 bit) to the packet only
the 8 less significant bytes are added [6]. Each car also contains a table of hashes,
identifying all the stored certificates and its corresponding hash.

Data Flow: The way the signature generation/verification process works is
defined by several services that handle multiple protocols. Different types of mes-
sages are going to be signed depending on the type of information that is going
to be sent over the network. Each time a connection is requested to the security
services, the flow of data is different depending on whether the request is to sign
or to verify a message. The program starts by trying to establish a connection to
the GPSd Daemon and after it is connected it creates a client/server connection
with the facilities layer. Then the system awaits the reception of a message. As
soon as it is received, its contents are analysed and a process to verify or sign
the message is performed. The message is then returned to the facilities layer
and the system stays again waiting for new messages. The process to create the
signature generation or signature verification of a message is detailed in Fig. 2.
There are two important functions defined by the IEEE 1609.2 Standard [6],

Fig. 2. Messages’ signature generation and verification process
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the WME SEC SIGN DATA and the WME SEC VERIFY DATA, which are
responsible to handle the protocols to sign or verify the messages correctly.
These functions access the GPS data and retrieve the keys.

3.2 ECDSA Implementation

The ECDSA algorithm was implemented in C programming language using the
OpenSSL library.

Open-SSL API: In this section, the OpenSSL library which performs the
required cryptographic algorithm with the specific curves is explained.

Key Generation: The key generation process is not ECDSA specific and it is
generated in the following way [4]:

Algorithm 1. ECDSA Key generation
EC KEY *eckey = EC KEY new;
if (eckey == NULL) then

{Handle Error}
else

EC GROUP *ecgroup = EC GROUP new by curve name(int nid);
if ecgroup == NULL then

{Handle Error}
else

int set group status=EC KEY set group(eckey,ecgroup); /*Return 1 for suc-
cess*/
if set group status != 1 then

{Handle Error}
else

int gen status = EC KEY generate key(eckey); /* Return 1 for success*/
if gen status != 1 then

{Handle Error}
end if

end if
end if

end if

The NID value that is assigned in the function EC GROUP is the name of the
curve that is used to create the Elliptic Curve Group, which in this case are the
NIST prime curves defined respectively by the following names: NID secp224r1
and NID secp256k1 [4]. The EC KEY *eckey is a structure that is composed
of parameters that define the type of key generated along with the private and
public key. It’s structure is defined bellow, and when the EC KEY new(*void)
is called; it is created the following way:
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– eckey→ version = 1;
– eckey → group=NULL;
– eckey → pub key=NULL;
– eckey → priv key=NULL;
– eckey → enc flag=0;

– eckey → references=1;

– eckey → method data=NULL;

– eckey → conv form=POINT

CONVERSION UNCOMPRESSED;

Signature Generation: For the signature generation, considering that the pri-
vate key is already generated, and apart from the data processing, it is only
needed to call the following Open-SSL function:

Algorithm 2. ECDSA Signature Generation
ECDSA SIG * = ECDSA do sign(const unsigned char *dgst, int dgst len, EC KEY
*eckey);

This function has as return value the signature that was generated for the
input data, with twice the size of the key length used in the ECDSA algorithm.

Signature Verification: The verification of a signature is composed of several
steps that must be taken into consideration to make a verification with OpenSSL:

Algorithm 3. ECDSA Signature Verification
EVP PKEY pk = EVP PKEY new();
EC KEY publickey;
pk = X509 get pubkey( X509 );
publickey = EVP PKEY get1 EC KEY(pk);
int ECDSA do verify(const unsigned char dgst, int dgst len, const ECDSA SIG sig,
EC KEY eckey);
EVP PKEY free(pk);
EC KEY free(publickey);

The return value from the ECDSA do verify function determines if the veri-
fication was a success (return value = 1), failure (return value = 0) or an error
occurred (return value = −1).

Certificates: The IEEE 1609.2 Standard defines the WAVE-Certificates which
are a special type of certificates for Vehicular Communications. As PKI was
not implemented, the standard certificates generated using OpenSSL were used.
The used certificates are encoded in a specific format (X.509) and their size
can vary, depending on the key length used for the public key algorithm, on
the size of identification and on some optional values. In this implementation,
the certificates had approximately 956-bytes which are too big when compared
to the expected WAVE Certificate size of about 120-bytes [5]. An application
to generate private and public keys together with the respective certificate was
implemented separately to support the main application that makes use of this
cryptographic material.
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3.3 Implementation of Secure Protocols

So far the cryptographic engine supported by OpenSSL libraries is able to per-
form all the required algorithms from the standard. As already mentioned, a
cryptographic engine is not enough if it is not strongly supported by interface
protocols. The IEEE 1609.2 D17 Draft Standard defines these protocols to use
with the ECDSA algorithm. These protocols are handled by the Wave Manage-
ment Entity (WME), which is responsible for the handling of data from higher
layers. The WME also makes requests to the security module to ask for secure
data. Secured data is sent over the network within a secure packet structure
defined by IEEE 1609.2. Its structure is composed of multiple sub-structures
as it is shown in Fig. 3. Figure 4 illustrates the implemented protocols for the
signature generation and verification.

Fig. 3. 1609.2 secure packet struct

4 Integration with WSMP and Facilities Layer

After the security services have been developed there was the need to integrate
this work with other applications such as the WAVE Short Message Protocol
(WSMP) and the facilities layer in order to have a full system working. Sockets
were used to interconnect the different applications and create an architecture
capable of generating messages, secure them and communicate through the Ded-
icated Short Range Communications (DSRC) platform IT2S developed in the
IT (Telecommunications Institute) in the scope of the FP7 project ICSI.

A Cooperative Awareness Message (CAM) message is generated by the facil-
ities module with all the information gathered from the vehicle: speed, location,
direction and all types of valuable information. This message is sent to the secu-
rity services which receives the message and digitally signs its content with its
private-key. After the message gets secured in the format of a 1609.2 packet, it
is sent back to the facilities module which forwards its content to the WSMP.
The WSMP generates the WSM packet and puts in its data field the 1609.2
packet received from the facilities module. This packet is then transmitted over
the DSRC platform.
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Fig. 4. Signature generation and verification protocol

Table 1. Flow detection and mitigation time

Specification Personal laptop Raspberry-Pi

CPU Intl. Pentium 1.46 GHz 700 MHz Low Power

Instruction-Set 32-bits 32-bits

Memory 3 GB 512 MB SDRAM

OS Ubuntu 12.04 Arch-Linux

5 Experimental Evaluation

This section presents a experimental performance analysis of the implemented
architecture. The main focus of these experiments was to benchmark the overall
system that provides authenticity with ECDSA. In the first approach, the system
was benchmarked in a laptop and later in a Raspberry-Pi which was the option
as the on-board computer for a real vehicular communication system. The choice
to use two computers in the experiments was to clearly understand how much
computational power might be needed to achieve a good performance of the
system. Table 1 provides hardware and software comparison between the two
used machines. The following set of experiments were carried out:
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– ECDSA algorithm timing analysis on Laptop with increasing random payload;
– ECDSA algorithm timing analysis on Raspberry-Pi with increasing random payload;
– Security Implementation timing analysis on Laptop with CAM Messages as payload;

– Security Implementation timing analysis on Raspberry-Pi with CAM Messages as

payload.

5.1 ECDSA Timing Performance Analysis

For the analysis of the execution times regarding the ECDSA algorithm, an
application capable of signing and verifying messages without all the overhead
caused by the security services was developed. In order to calculate the execution
time of the algorithm to be evaluated, a processor tick timer was inserted in the
code to count the number of ticks that each function runs. Then the execution
of the code was analysed for the ECDSA NIST curve P224 and P256 with the
payload varying from 10-bytes to 2000-bytes. Within each payload, the code runs
1000 times in order to calculate the mean execution time for the given payload
size. The payload was randomly generated, containing only alpha-numeric values.
In Table 2 summary of the mean execution time for both key algorithms and
computers is presented.

Table 2. Experiment results for ECDSA 224 and 256

Computer Algorithm Sign [ms] Signature/s Verify [ms] Verifications/s

Laptop ECDSA P256 2.339 411 2.8676 349

Laptop ECDSA P224 1.8958 527 2.222 450

Raspberry-Pi ECDSA P256 11.3833 88 13.3581 75

Raspberry-Pi ECDSA P224 8.7552 114 10.2238 98

It is important to mention that all these values only represent timings of
the OpenSSL signature generation and verification functions. For the OpenSSL
functions to sign and verify, an ECDSA signature or verification requires that
a key-pair must be previously generated or loaded and a hash function must
be applied to the payload. These values do not represent the overall system
execution times but they were taken to benchmark the OpenSSL library.

5.2 Integration of CAM, WSMP and Security

Here we present an analysis of timings with integration of WSMP, the facili-
ties application and security. This step is important to better understand how
the system handles the increase payload, the time for the whole process, the
signature generation, the signature verification, loading the certificates and the
hashing of data. We used a real testbed having all the defined modules inte-
grated and transmitting the CAM messages at the rate of 10 Hz. Ten thousand
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messages were sent at this rate to analyse the system performance. Two differ-
ent size of messages were generated, one with 53 bytes and another one with 67
bytes. In Fig. 5, a comparison between signing and verifying for both messages
is presented. The mean time to sign and to verify a message regardless of the
size (53 or 67 bytes) is 3:8504 ms and 4:4157 ms respectively. Figure 5 shows that
the times to perform a signature generation and verification are very high with
the following mean times: signature generation: 21:7615 ms and signature veri-
fication: 25:3628 ms, considering both the 53 and 67 byte payload of the CAM
message (Fig. 6).

Fig. 5. CAM timings obtained on laptop

Fig. 6. CAM timings obtained on Raspberry Pi
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6 Conclusions

The main focus of this work was to analyse the requirements and how much effort
has to be applied to provide the adequate security requirements for a vehicular
network. The proposed software implementation was based on the IEEE 1609.2
TM/D17 standard and the entire system was evaluated in a real world scenario.
Performance tests show that the system is capable of performing 223 and 39
signature verifications per second when running on a conventional laptop or
Raspberry-Pi respectively. Since in WAVE, cars are typically beaconing at 10 Hz,
the maximum number of cars in the neighbourhood possible to verify are 22 using
laptop and 4 usingRaspBerry-Pi respectively.However in realworld scenarios, spe-
cially in highway and congestion scenarios, the number of vehicles in a given area
can reach to hundreds. Thus, it can be concluded that the performance of a pure
software implementation of security services is insufficient for real world use-cases.
As future work, the study of other algorithms besides the ones referred in the IEEE
1609.2 TM/D17 Standard should be analysed. Also a hardware solution based on
FPGA could be developed to perform some of the arithmetic operations required
by the cryptographic algorithms. The hardware module can be integrated with the
OpenSSL library allowing some hard operations to be performed on hardware.

Acknowledgment. This work was funded by the European Union’s Seventh Frame-
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Abstract. In this paper, we evaluate the performance of spatial diver-
sity techniques in the scope of vehicular communications, using a IEEE
802.11p multi-antenna flexible and modular implementation. The analy-
sis is based on the well-known Selection Combining (SC) and Equal
Gain Combining (EGC) algorithms. The results obtained indicate that
employing these techniques improves the system’s resilience against the
fast fading multipath effect that characterizes dynamic wireless channels.
The measurements performed reveal that up to 32% more frames can be
decoded when compared to a single antenna system within a Non Line of
Sight (NLOS) scenario. We also examine the influence of the modulation
type used on the performance of the diversity combining scheme.

Keywords: SIMO · IEEE 802.11p · Vehicular communications

1 Introduction

Vehicular communications have raised interest in the last few years and are
currently under intense research and development worldwide. They follow the
Dedicated Short Range Communication (DSRC) paradigm and enable a wide
range of applications for Intelligent Transportation Systems (ITS), such as road
safety, traffic efficiency, real-time traffic information, entertainment and comfort
[1]. The communication between wireless nodes in a ITS scenario could be either
vehicle to infrastructure (V2I) [2] or vehicle-to-vehicle (V2V) and are based on
the IEEE 802.11:2012 - amendment 6, also know as IEEE 802.11p standard [3]
for Wireless Access in Vehicular Environments (WAVE). In the United States
a 75 MHz bandwidth has been allocated for DSRC in the range from 5.850 to
5.925 GHz, whereas in the European Union 50 MHz has been allocated ranging
from 5.855 to 5.905 GHz.

The vehicular environment is highly dynamic and complex due to the large
number of moving vehicles and the fast change of the surrounding area. This
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leads to a situation where Radio Frequency (RF) signals can bounce off several
obstacles. This scattering implies that many copies of the signal may arrive to
the receiver, having travelled along many different paths. When these copies
combine, they may add constructively, giving a good overall signal, or destruc-
tively, mostly canceling the received signal. This fast fading multi-path effect of
the channel is highly frequency selective. This means that some frequencies in a
10 MHz 802.11p channel may be wiped out while others are unaffected. On the
other hand the typical vehicular communication suffers from high Doppler shifts
due to the relative movement of the nodes [4].

One of the main purposes of vehicular communications is to support safety-
related applications. Typically these services demand a robust, very low latency
and high-reliable communication system between the involved nodes. This could
be a challenge taking into account the problems already mentioned. One way to
overcome the fast fading multi-path effect, without violating the standard, is the
use of multiple antennas at the receiver, improving the system reliability. In this
paper we focus on the study and evaluation of diversity techniques and its impact
on communication reliability using the IT2S IEEE 802.11p platform. IT2S is
a modular, flexible and multiradio FPGA (Field-programmable Gate Array)
based platform designed at IT-Aveiro for research and development on vehicular
communications. The flexibility of the IT2S platform, permitted by its modular
design, consisting in independent blocks for the RF, baseband PHY and upper
layers software, allow us to easily modify the Physical Layer (PHY) in order to
include several diversity methods in the reception side. In the context of this
work we evaluate the performance of Selection Combining (SC) and Equal Gain
Combining (EGC) versus single antenna based on laboratory measurements.

The reminder of this paper is structured as follows: the next section gives a
short overview of relevant related work. Section 3 describes the diversity methods
used in this work. The technical implementation is described in Sect. 4. Section 5
gives an overview concerning the testbed setup. The measurements results are
presented in Sect. 6. In the last section we draw the conclusions and some outlines
for future work.

2 Related Work

Nuckelt et al. [4] performed a series of simulations based on several V2V and
V2I scenarios. They applied three different diversity techniques: SC, EGC and
Maximum Ratio Combining (MRC) with up to four antennas at the receiver.
The channel and the 802.11p PHY layer were both modeled in MATLAB. The
obtained results shown a slightly improvement for SC and significant increased
performance for EGC and MRC with MRC outperforming all other combining
techniques. However, the study performed in this work is based on simulations
with short packets of 100 bytes, limiting its generality and scope. It would be
interesting to analyze the system’s performance with bigger frame sizes and
different modulations schemes, as well as performing the validation of the results
in practice, in order to evaluate the techniques in a real world scenarios.
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Real-World measurements can be found in [5,6], where the authors carried
out some measurement campaigns with real V2V and V2I scenarios. Several
different approaches for diversity schemes have been applied in this work, par-
ticularly SC, EGC and MRC. The analysis of the results reveals a better perfor-
mance of EGC and MRC when compared to SC. Although in [5] the performance
of EGC and MRC was very similar. The technical solution implemented for the
diversity schemes is very similar to the one described in this paper. However, it
yields a very complex and bulky hardware support when compared to our own
hardware platforms. On the other hand, in [5], only the automatic gain control
(AGC), time and frequency synchronization were implemented in the FPGA.
The rest of the forward processing modules were programmed in a digital signal
processor (DSP) which results in a high latency system. In contrast, our solu-
tion includes all the processing modules that are completely implemented in the
FPGA, thus reducing the overall system’s latency.

In this work, we present a different approach by applying receive diversity
techniques directly to the IT2S modular and compact IEEE 802.11p multi-radio
platform which has been adapted for that purpose. Starting from a complete
PHY implementation for single antenna we were able to perform the modifica-
tions needed in order to achieve receive diversity for different data rates. In fact,
the IT2S multi-radio capabilities allow its use in different communication scenar-
ios, namely in simultaneous multichannel communications (as defined in ETSI
ITS G5 standards) using single antenna and independent PHYs, as well as in
the exploration of diversity techniques using multiple antenna configurations, as
discussed in this paper. These capabilities make the IT2S platform adaptable to
different communication scenarios depending on the required throughput, signal
strength, distance range, etc.

3 Overview of the Diversity Techniques

In this section we provide a short overview about the applied receive diversity
schemes.

The main goal of receiving antenna diversity is to take advantage of multiple
versions of the transmitted signal that travelled along independently faded paths,
and combine them into a single improved signal. Typically we can find in the
literature [7] three methods for diversity: spatial, time and frequency diversity.
Within the scope of this analysis, we focus on signal diversity obtained by spatial
separation of the receiver antennas. So a system called Single-Input Multiple-
Output (SIMO) is used to achieve spatial diversity.

The simplest diversity method commonly used is to choose the receiver’s
antenna with the strongest signal. This method, called Selection Combining
(SC), improves reliability, because both signals are unlikely to be simultane-
ously weak. It is also easily implemented in hardware due to its low complexity.
However, it wastes the received power at the antenna that was not selected. This
particular method should not be considered as a true SIMO system because, in
fact, only one antenna is used each time a received frame is processed. A potential
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better method uses the incoming independently faded signals from both antennas
in order to combine them coherently, resulting in a single signal with improved
Signal to-Noise Ratio (SNR). According to [6] a linear diversity combiner with
two antennas could be defined by

Yn,k = αy
(ch0)
n,k + βy

(ch1)
n,k (1)

where α and β are the weighting factors, which in our case are set to one thus
leading to a method called Equal Gain Combining (EGC). y

(i)
n,k represents the

received data at antenna (i) at time n and subcarrier index k. This technique
requires two dedicated RF frontends for each antenna which increases the hard-
ware complexity and power consumption but yields better performance than SC.

4 Implementation of the Diversity Techniques

In this section, we give a detailed description on the system architecture imple-
mented in a FPGA for both diversity schemes evaluated.

4.1 Selection Combining

The Fig. 1 depicts the complete block diagram for the SC method solution. All
the blocks represented are implemented in the FPGA except the RF frontends.
This solution is a quick and simplified adaptation of the existing reception (RX)
chain for single antenna. Obviously this model can be further optimized in terms
of resources, but for a simple proof of concept it works perfectly well for the SC
analysis. The incoming frame is initially processed by both RF front ends. During
the firsts short training sequences of the preamble, the Received Signal Strength
Indication (RSSI) is measured for each branch and fed to the corresponding AGC

Fig. 1. Selection combining block diagram.
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module. At the same time a comparator checks both RSSI values and chooses
the higher one. Finally the output of the comparator forces the multiplexer to
link the selected RX chain branch with the Lower MAC block for further frame
processing. This simple process is repeated for each received frame.

4.2 Equal Gain Combining

The Fig. 2 shows the block diagram of the RX chain used for the EGC technique
with two antennas. All the blocks included in this diagram are implemented in
the FPGA. Once again this solution is a modification of the existing RX chain
for a single antenna. In the first block time and frequency synchronization is per-
formed individually by both branches. Then the received time-domain signal is
transformed back to the frequency-domain using a 64-point Fast Fourier Trans-
form (FFT). At this point the resulting samples of each branch are delayed until
they are perfectly aligned with respect to the start of an OFDM symbol. The
equalizer performs the channel estimation based in the long training sequences
in order to determine the equalization factors: phase and amplitude. Then the
subcarrier samples are phase compensated [5] by the equalizer in both branches,
according to

ŷ
(ch0)
n,k = y

(ch0)
n,k exp(−jargH

(ch0)
k ) (2)

ŷ
(ch1)
n,k = y

(ch1)
n,k exp(−jargH

(ch1)
k ) (3)

where H
(i)
k represent the equalization factors at antenna (i) and subcarrier index

k. This operation ensures that the samples are suited to be combined coherently.
Note that the amplitude compensation is only performed in the next step.

The following block is the Diversity Combiner. This module combines the
two branches based on

Ŷn,k = (|H(ch0)
k | + |H(ch1)

k |)(ŷ(ch0)
n,k + ŷ

(ch1)
n,k ) (4)

Fig. 2. Equal Gain Combining block diagram.
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resulting in a single set of sub-carrier samples per OFDM symbol. The Demaper
converts the I/Q vectors back to a bit stream. After de-interleaving, the binary
sequence is decoded by a forward error correction block based on the Viterbi’s
algorithm. Finally the data is descrambled in order to retrieve the original frame.

5 Experimental Setup

In this section we present a summary of the testbed environment. The IEEE
802.11p hardware platforms used in our measurements includes two 5.9 GHz
custom made RF frontends, two 10 bit AD/DA (Analog to Digital and Dig-
ital to Analog converter) processors and a FPGA module fitted in a Xilinx
Spartan-6 XCSLX150-2CSG484C. The digital baseband PHY was modelled
in VHDL (VHSIC Hardware Description Language) and implemented in the
FPGA. The platforms were totally developed from scratch and are compliant
with the 802.11p standard. We have full access to both analog and digital PHY
layers, which represents a great advantage and flexibility over closed black box
commercial solutions.

The Fig. 3 depicts the block diagram of the used multiradio platform. In this
architecture the PHY layer is divided in two sub-layers: digital PHY and analog
PHY. In this context the digital PHY sub-layer is implemented in the FPGA
module. Apart from processing the transmitted and received data frames, the
FPGA module is also responsible for managing the configuration, control and
communication of both AD/DA processors and RF modules. It also provides
interface with the GPS (Global Positioning System) module and includes a Uni-
versal Serial Bus (USB) interface for connecting the upper layers running in a
single board computer. The GPS module provides location and time synchro-
nization.

Fig. 3. Complete block diagram of the multi-radio hardware platform.
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The AD/DA processor is an integrated converter and defines the interface
between the digital and analog PHY sub layers. It is responsible for converting
the OFDM modulated baseband signals from the digital domain to the analog
domain (and vice versa). This processor also includes two auxiliary ADC (Ana-
log to Digital Converter) channels in order to sample signals such as RSSI or the
Power Amplifier (PA) emitted power (both signals generated by the RF mod-
ule) for monitoring and control purposes. The RF module implements the analog
PHY sub-layer according to the IEEE 802.11p standard for the 5.9 GHz class C
wireless communication band. The module’s main task aims to convert the I/Q
components of the OFDM signals from baseband to radio frequency (and vice
versa) and perform its transmission (or reception) to the medium. This custom
module incorporates all the key components (transceiver, filters, PA, RF switch,
etc.) for proper operation over the 5.9 GHz range. For these measurements and
tests we used two hardware platforms, each one connected to a Raspberry PI
via USB. The Raspberry PI is a small single board computer running one appli-
cation with configurable parameters for transmission and the other one was
programmed to act as a sniffer, collecting the detected and correctly decoded
802.11p packets. The transmitter was equipped with only one RF module while
the receiver included two RF modules for diversity tests. In the laboratory room
the distance between transmitter and receiver was about 7 m. The transmitter’s
antenna was placed right behind a set of metal cabinets, in a configuration of
Non Line of Sight (NLOS) relatively to the position of the receiver’s antennas
(refer to Fig. 4). This setup creates a richly environment of scattered replicas
of the transmitted signal which can be exploited by the diversity techniques.
The set of antennas used were monopoles suited for the 5.9 GHz operation band.
The distance between the two receiver’s antennas was about 50 cm. Furthermore
the equipment was tuned in the 172 channel which corresponds to a center fre-
quency of 5.86 GHz. For all the measurements the constant transmitted power
programmed was about 3 dBm. The transmit power was calibrated in order to
obtain a Packet Error Ratio (PER) close to 50 single antenna in NLOS configu-
ration. Thus, in this mode, we can more easily highlight the performance of the
spatial diversity schemes under test in this work. At each transmission trial we

Fig. 4. Testbed setup layout.
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sent a thousand packets of 1004 bytes, including the SIGNAL field, SERVICE
bits, MAC header and payload. At the receiver side we measured the number of
successfully decoded frames per trial.

6 Experimental Results

The Fig. 5 represents the number of successfully decoded packets obtained for a
single antenna receiver within NLOS and Line of Sight (LOS) regimes. In this
particular test we sent 1000 frames at 6 Mbits/s for different transmitted power
values in a laboratory environment. The results for LOS regime indicate a perfect
reception rate, except for slightly performance decrease at −3 dBm resulting
in a PER of 4.8%. On the other hand in the NLOS regime we can observe a
perfect reception rate above 9.8 dBm. Bellow this value there is an important
performance degradation in terms of received frames. This is precisely the point
were we can enable and take advantage of the receive diversity techniques.

Fig. 5. Single antenna measurements results.

The values in Fig. 5 depicts the average value of 10 measurement runs per-
formed for each parameter setting. Three modulation schemes have been chosen
for this performance evaluation: BPSK with coding rate 1/2 (3 Mbits/s), QPSK
with coding rate 1/2 (6 Mbits/s) and 16-QAM with coding rate 1/2 (12 Mbits/s).
For each transmission run 1000 frames of 1004 bytes were transmitted and the
corresponding number of successfully decoded frames at the receiver was mea-
sured. According to the chart of Fig. 6, a moderate performance improvement
can be observed for all modulations of the SC scheme compared to the sin-
gle antenna configuration (named antenna ch0). In fact, we observed during the
tests that the SC system often opted by the antenna ch1, discarding the signal at
antenna ch0. This behavior clearly shows that antenna ch1 constantly picked-up
a stronger signal than antenna ch0, within this particular testbed configuration.
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Fig. 6. Multiple antenna measurements results.

In the best scenario, which corresponds to 3 Mbits/s, the SC technique was able
to decode up to 11% more frames than the single antenna setup. Results for
EGC scheme indicate a significantly increased performance, especially for 3 and
6 Mbits/s, when compared with the single antenna. This is an expected result
because the EGC technique takes advantage of the signals from both antennas
in order to combine them into a single signal with improved SNR, thus leading
to an increased number of successfully decoded frames. In this case the EGC
scheme was able to decode up to 32% more frames when compared to the single
antenna results for 3 Mbits/s.

Another interesting observation on the results is that the overall number
of decoded frames decreases with the increase of the data rate. In particular
at 12 Mbits/s (16-QAM) which denotes only a slightly performance improve-
ment for SC and EGC modes. This can be explained by the fact that higher
modulations are more sensitive to the fast fading multi-path effect in NLOS
configuration resulting in a higher Error Vector Magnitude (EVM) that cannot
be significantly compensated by the diversity techniques employed in this work.
So, in this testbed setup, SC and EGC performed better at lower modulations
schemes.

7 Conclusions and Future Work

In this paper we presented the evaluation of two different spatial diversity com-
bining techniques. SC and EGC were implemented in our IEEE 802.11p IT2S
platforms. Several laboratory measurements have been carried out in order to
analyze the resulting performance gain of these techniques when compared with
the single antenna setup. The presented results show that the system perfor-
mance is improved if SC or EGC are applied. More specifically we have shown
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that with the use of SC, up to 11% more packets can be decoded. EGC per-
formed even better, with up to 32% more frames decoded compared to a single
antenna for 3 Mbits/s, resulting in a more robust and reliable communication
system. We also shown that the performance of the spatial diversity schemes
applied depends on the type of modulation used.

For future work we will take into consideration the use of MRC diversity
technique, where the factors α and β (in Eq. 1) are weighted according to the
SNR estimated for each branch. We also intend to carry out some real world
experiments with moving vehicles, equipped with our platforms, at different
speeds within V2V and V2I scenarios. We will consider several environments
such as open space (LOS), tunnel and city with different traffic conditions.
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Abstract. This paper presents the wireless power transfer (WPT) technology
based on inductive coupling and the design challenges of a hybrid energy
harvester (EH) circuit as a promising solution to promote the energy efficiency
of the electric vehicles (EVs). The design methodologies of ultra-low power
electronic module based on low leakage conditioning and processing device are
details based on nanoscale transistor technology so that the WPT and hybrid EH
can be implemented for self-powered devices in EVs.

Keywords: Adaptive back-gate biasing � Electric vehicles � Energy harvester �
Ultralow power design � Wireless power transfer

1 Introduction

The share of electronic component by the high integration of more sensors and actu-
ators in the EVs is fast growing and plays a decisive role not only in satisfying primary
customer wishes for better driving safety (vehicle stability in windy or rainy envi-
ronment) and comfort such as entertainment applications (i.e. music, video), but at the
same time to achieve better electric energy economy [1]. Moreover, the contribution of
numerous digital, analog, and mixed signal processing transceivers as well as the
high-integration of electronic control units (ECUs), high definition screens makes the
embedded devices much more energy hungry in EVs [2–4]. Many of these functions
has to be designed and implemented considering the wireless data exchange between
electronic components and the optimizing the energy consumption to prolong the EV’s
battery autonomy.

The wireless power transfer (WPT) technology and energy harvesting present the
effective solution to energy-efficient EVs to stay competitive in the market share [2–5].
The WPT based on inductive coupling mechanisms and the design principles for green
EVs based on self-powered micro-electro-mechanical systems (MEMS) and their
implementation in a most cost-effective way play an important role in order to improve
energy efficiency and reduce greenhouse gas emissions in the sustainable transport
sector [4–6]. The remains of this manuscript is organized as follows. Section 2
describes the inductive coupling mechanism and its performance in promoting not only
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the WPT for powering the EV’s sensor or actuator but also communication between
vehicle’s wireless sensor networks. Section 3 presents low static power design tech-
niques through back-gate biasing design methodologies enabled by the new nanoscale
transistor technology without sacrificing chip’s speed while detailing the back-gate
biasing mechanisms and effects and presenting the fundamental techniques to reduce
leakage power. Finally, conclusions are drawn in Sect. 4.

2 Wireless Power and Data Transmission

2.1 Inductive and Radiative Coupling

Self-powered electronic devices (i.e. processors, sensors, and actuator) are free of
cables and have freedom mobility during charging and usage. The device’s charging
use the WPT principle which is based on a magnetic resonance coupling. Inductively
coupled systems are based upon a transformer-type coupling between the primary and
the secondary coils (antenna). For instance, radio frequency identification (RFID) is a
wireless communication technology based on the WPT principle of mutual induction
used for in-vehicle communication but can be used also for near field communication
between close vehicles or for localization purpose [5] as shown in Fig. 1.

The RFID device of the first car is self-powered by the received electromagnetic
wave and is capable of communicating data with reader of the second car that mod-
ulates the RF signal that is coming from the reader. The power consumption on the
reader is minimized because there is no RF section embedded in the chip and the
information is communicated through load modulations [4, 5]. The RFID and induc-
tively coupled devices may be modelled, as a first approximation by the circuit shown
in Fig. 2 where L1 and L2 represent the inductance of the transmitter and receiver
antenna, respectively. R1 and R2 are the antenna’s coil resistances. The current con-
sumption of the data memory is modeled by the load resistor RL. A time varying

Wireless 
Transmitter 
(Reader @ 
13,56 MHz)

Car 1 Car 2

Chip

Communication between car 1 and 2 through an intermediate vehicles

Battery-free 
Contactless Sensor 

Data Transmission

Energy and data transmission

Fig. 1. Inductive coupling for wireless power and data communication between vehicles.
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modulated magnetic field in the coil L1 induces voltage u2ðtÞ in the coil loop L2 due to
mutual inductance M. The flow of current creates an additional voltage drop across the
coil resistance R2.

Under sinusoidal RF approximation, the induced voltage in the receiver coil:

U2 jxð Þ ¼ jxMI1ðjxÞ
1þ jxL2 þR2ð Þ

RL

ð1Þ

The voltage u2ðtÞ induced in the receiver coil is used to provide the power supply to
the data memory (microchip). In order to significantly improve the WPT efficiency, an
additional capacitor C2 is connected in parallel with the receiver’s coil L2 to form a
resonant circuit at frequency of the RFID system (i.e. fRES ¼ 13:56MHz). The required
capacitance for the capacitor C2 is found by taking into account the parasitic capaci-
tance Cp (e.g. C2 ¼ 1=x2L2 � Cp). Thus obtaining the relationship between voltage u2
and the magnetic coupling of transmitter coil and transponder coil [5].

U2ðjxÞ ¼ jxk
ffiffiffiffiffiffiffiffiffiffi
L1L2

p
I1 jxð Þ

1þ jxL2 þR2ð Þ 1
RL

þ jxC2

� � ð2Þ

AC

R1 R2

L 2L 1 RLC2

M

 e1(t)  e2(t)

i1 i2

 u2(t)

Fig. 2. Equivalent circuit diagram for magnetically coupled conductor loops

13.56 MHz

Fig. 3. Magnitude of the received voltage versus frequency. A transponder coil with a parallel
capacitor (continuous line) (dashed-line: coil without a resonant capacitance).
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2.2 Wireless Power Transfer

A wireless charging system enable EVs to be continuously charged with unlimited
driving range. As shown in Fig. 4(a), WPT is used to wirelessly transmit large electric
currents between metal coils of the high way and the EVs [2, 6]. The variable capacitor
bank in the power transmitter and receiver in used to ensure the maximum WPT at the
resonance frequency. Design cost to develop all electric highway will be increased with
many transmitters in a given length of the track. Several transmitter coils can be
connected to a single power converter in parallel. Figure 4(b) shows equivalent circuit
considering various nearby transmitters which are separately powered [1].

Kirchhoff circuit laws allow establishing this system of linear equation that can be
determined with respect to the unknown currents vector and to determine the power
transfer efficiency (PTE) [1].

Zt1 0 . . . 0 Xt1r

0 Zt2 . . . 0 Xt2r

0 0 . .
.

Ztn Xtnr

Xrt1 Xrt2 . . . Xrt3 Zr þRLð Þ

2

6664

3

7775

It1
It2
Itn
Ir

2

64

3

75 ¼
Vt1
Vt2
Vtn
0

2

64

3

75 ð3Þ

PTE ¼ Pout

Pin
¼ RL Irj j2

Rt1 It1j j2 þRt2 It2j j2 þRtn Itnj j2 þ Rr þRLð Þ Irj j2 ð4Þ

The self-impedances, Zk ¼ Rk þ jðxLk � 1=xCkÞ, of transmitter k 2 ðt1; t2; . . .; tnÞ
or the receiver (r) coils are composed of the inductance, Lk , the resistance Rk of the coil,
and the capacitance, Ck . Xjk ¼ Xkj ¼ jxMjk where Mjk ¼ Mkj is the mutual inductance
between kth coil and jth coil, k and j 2 t1; t2; . . .; tn; rf g.

2.3 Hybrid Energy Harvester

EH is an appealing and promising solution to improve the energy-efficiency of EVs.
The hybrid EH focus on the electronic design of an ultra-low power (ULP) embedded

rectifier
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Fig. 4. (a) Magnetic fields (red) continuously and wirelessly charge EVs. (b) Equivalent circuit
of EV charging considering separated powered n transmitters. (Color figure online)
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devices to be powered from renewable and multiple energy sources (e.g. solar, thermal,
vibration, RF signals). Firstly, ambient RF signals become widely and frequently
present over an increasing range of frequencies and power levels, including mobile
telephones, mobile base stations, and television/radio broadcast stations, especially in
highly populated urban areas that harvest hundreds of microwatts that will potentially
enable users to provide self-powered devices based in scavenged RF signals [7]. For
instance, Powercast demonstrated ambient RF energy harvesting at 1.5 miles
(*2.4 km) from a 5 kW AM radio station [8, 9]. While the amount of the harvested
RF energy source is appropriate to bias small sensor, it is insufficient to fulfil the ECU
energy requirements. Therefore, additional renewable energy in conjunction with
harvested RF energy is needed to be integrated in the hybrid EH. This will lead to
significantly save the electric energy and prolong the autonomy of the battery [9].
Harvesting energy from vibration use piezoelectric materials to convert mechanical
strain into useable electrical energy. The piezoelectric transducer used in conjunction
with a power conditioning circuit, which converts the AC output to a regulated DC
output. Heat can also be easily harvested in EV. The thermoelectric generators trans-
ducer, due to the high temperature gradient and allied materials, capture waste heat in
vehicles and convert it to electricity needed to power wireless sensors and transmit data
or to charge batteries that run ECU.

The architecture of the adaptive multisource EH is shown in Fig. 5. This ECU of
the power management module enable the multisource energy monitoring and provide
control capability that will be applied to the shared maximum power point tracking
(MPPT) circuit, which dynamically adjusts the operational parameters of the energy
conversion devices in response to the variations of energy sources so that the output
power is maximized. The rectifier circuit in the RF and vibration EH is used to convert
the alternate output current at millimetre wave frequency and low frequency, respec-
tively, into DC. In addition, a battery is used for storing a possible energy surplus.

Data
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Information decoding

RF-DCDSP (Reconfigurable)
+

MPPT
(Maximum Power 
Point Tracking )

Vibration

Solar and 
Thermal

AC-DC
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Fig. 5. Efficient Vehicle hybrid harvesting circuit
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Although traditional devices are battery powered that are replaced every 3 to 5
years, electronic systems in energy-efficient EVs can be self-powered such as light
adjustment systems and tire pressure monitoring systems (TPMS). For instance,
MEMS-based piezoelectric EH devices is used to generate enough power (40 µW)
based on the vibration’s energy captured from the wheels when the car is in motion.
This energy is converted to voltage that powers both the pressure sensor and the
wireless communications circuitry to bias the TPMS.

Designing EVs electronic devices using ULP operation is important to prolong the
battery lifetime. Legacy battery technology is finite and has not evolved at the same
rate as the ultra-low power and high-speed very large scale integration for chips design,
which is driven by Moore’s law. Therefore, as EVs become more sophisticated, an
energy trap is emerging where power demand starts to vastly exceed actual power
supply. This provides an impetus for EVs stakeholders to envisage new technologies to
drive future energy-efficient EVs for longer and sustainable periods of time [8].

3 Ultra-Low Power and High-Speed Chip Design

Wireless charging by means of hybrid EH and WPT requires an improved performance
of low-leakage electronics design and energy storage devices in order to continuously
decrease in the power consumption of electronic components. Since, the leakage
current strongly depends on the threshold voltage, VTH , different VTH transistors can be
used for speed and power tradeoff [10].

3.1 Downscaling Challenges in Bulk Technology

Transistor dimensions have been downscaled to reduce the cost, minimizing the capac-
itance. Moreover, the Vdd and VTH tend to be scaled by same factor to limit current
degradation. Also, the short channel effects (SCE) have a direct impact on the VTH which
has resulted in an exponential increase the contribution of the off-state leakage current in
the total power dissipation of a bulk CMOS system as shown in Fig. 6a [11]. These
consequences have moved the bulk technology to a power constrained condition.

(a) (b)

Vin Vout

Dynamic current 

Subthreshold 

Short-
circuit 
current 

Vdd

Leakage 
current 

Gate 

Fig. 6. (a) Ratio of active, leakage powers, and the gate delay over the CMOS technology [11].
(b) The dynamic and static (leakage) currents associated with a CMOS device.
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The CMOS power consumption can be divided into three components. The
dynamic and short-circuit power are consumed while the input switches. The static
leakage power is consumed due to the transistor’s sub-threshold, gate and diode
junction’s currents while the input is kept constant as shown in Fig. 6b.

Ptotal ¼ a � C � V2 � fclk þVdd � Isc þVdd � ILeakage ð5Þ

The first and second terms in (5) refer to the dynamic power which represents the
switching and short circuit power, Psw, Psc, respectively. Psw is determined by the
activity factor, a which is the the fraction of the circuit that is switching under the
supply voltage Vdd , the clock speed, fclk, and the equivalent switching capacitance,
C. Psc is consumed when both the pull up and pull down network of the logic gate
circuit partially conduct as illustrated in Fig. 6b. The VTH is a fundamental parameter in
circuit design and testing. The transistor sub-threshold output current, IDS, which is
important to keep it very small in order to minimize the standby (i.e. sleep) mode.
Moreover, the drain current increases exponentially on the VGS [10, 12].

IDS;sub / exp
q:VGS

n:K:T

� �
ð6Þ

where K is the Boltzmann constant, T is the absolute temperature, q is the electron
charge, and the sub-threshold slop n depends on the capacitance of the CMOS tech-
nology. It is worth to note that a higher ION maximizes the circuit speed because it
reduces the charging time of the pad capacitances. This higher ION can be achieved by a
lower VTH . However, lowering VTH increases exponentially the leakage current. This is
the tradeoff between speed and power that the designer should balance [11, 13].

3.2 New Transistor Technology

The transistor VTH can be controlled by the potential of the body terminal contact [12].

VTH ¼ VTH0 þ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2/F þVSBj j

p
�

ffiffiffiffiffiffiffiffiffiffiffi
2/Fj j

p� �
ð7Þ

where c is the body effect coefficient, /F is the Fermi potential, and VTH0 is the zero
threshold voltage while source-bulk bias is equal to 0 (VSB = 0). c describes the
changes (e.g. shifting) in the VTH by varying the VSB voltage. It can be consider as a
second gate and is sometimes referred to as the “back gate” that helps to determine how
fast the transistor turns on and off. Strong c enables a variety of effective body biasing
techniques that were effectively used in older process generations. However, body
effect has diminished with Bulk nanoscale transistor [12]. From transistor architecture
and materials perspectives, breakthroughs were needed to reduce the SCE and the
leakage currents in sub-28 nm bulk CMOS technology process and to decrease
the capacitance factor. The Fin-type field-effect transistors (FinFET) and fully depleted
silicon-on-insulator (FDSOI) technology provides the promising new transistor tech-
nology to do back-gate biasing effects. In addition, the SCE in an ultra-thin body
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FDSOI MOSFET can be suppressed by thinning down the silicon body and buried
oxide (BOX) thickness that lead to a double-gate device structure on SOI substrate.
This Ultra-thin body and BOX (UTBB) FDSOI transistor architecture has a stronger c
than conventional transistors and therefore enables effective VTH management through
body biasing. It is worth to note also that double-gate transistor structures such as the
vertical (3D) FinFET are more challenging to manufacture than the planar (2D)
FD-SOI MOSFET structure as shown in Fig. 3 [12, 13]. The range of back-gate biasing
in UTBB FDSOI is quite wider (i.e. �3V\VSB\3V) by a factor of 10 compared to
the bulk technology (i.e. �300mV\VSB\300mV) due to the transistor structure as
shown in Fig. 7. Back-biasing consists of applying a voltage just under the BOX target
of the UTTB FDSOI transistors that changes the electrostatic control of the transistors
and shifts their VTH , as shown in Fig. 8, to speed up the switch at the expense of
increased leakage current or reduce it at the expense of speed degradation [12].

3.3 Multiple Threshold Biasing

The multiple threshold biasing technique employs the low-VTH transistors to design the
logic gates for which the switching speed is essential, and the high-VTH transistors (also
called sleep transistors) to effectively isolate the logic gates in the standby state and
reduce the leakage dissipation. The generic circuit structure of the multiple threshold
design circuit is offered in Fig. 9b. The sleep transistors are controlled by the sleep
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Fig. 7. Structure of different transistor technology: (a) Conventional Planar Bulk Transistor,
(b) Planar Single-or double Gate FDSOI, (c) Vertical Multiple-Gate FinFET SOI [12].
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Fig. 8. Shifting effects on the VTH introduced by the back-gate biasing n-channel UTTB FDSOI.
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signal. During the active mode, the sleep signal is enabled, causing both high-VTH

transistors to turn on and provide a virtual power and ground to the low-VTH logic.
When the circuit is inactive, sleep signal is disabled which forces both high-VTH

transistors to cut-off and disconnect the power lines from the low-VTH logic. This
results in a very low leakage current from power to ground when the circuit is in
standby mode.

3.4 Adaptive and Dynamic Back-Gate Biasing

Adaptive body bias is a valuable tool for overcoming systematic manufacturing vari-
ation, which is usually manifested in the handled devices as leakage or timing variation
between chips. This undesirable current can be controlled adaptively through a
body-bias circuit generator that is connected to the back-gate of the low-VTH SOI
nMOS and pMOS transistors as shown in Fig. 10. This dynamic control enable to
dynamic shift of VTH during its operation, rather than setting the body bias just once
either during design or at production test, in order to either lower the VTH when needing
more speed, or raise it when running at lower speeds to optimize the leakage power.
Consequently, dynamic body bias can be used to compensate the process variation
related to the temperature, aging effects, and to efficiently manage power modes [14].

High VTH devices
Low VTH devices

low VTH logic

sleep

sleep

virtual Vdd

High
VTH
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High
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Fig. 9. (a) Dual-VTH partitioning and (b) Multiple threshold design scheme [13].
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Fig. 10. Adaptive biasing scheme of low-VTH and low-VDD UTTB FSOI Inverter.
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During the active mode the transistors circuit of Fig. 6 work as conventional
CMOS transistors without back-gate biasing. As the circuit enters to the standby state,
the back-gate bias control circuit generates a lower VSB;n for the SOI nMOS transistor
and a higher VSB;p for the SOI pMOS transistor. As a result, the magnitudes of the
respective threshold voltages VTH;p and VTH;p both increase in the standby mode due to
the back-gate effect. Therefore, the leakage power dissipation in the standby state can
be significantly reduced with this circuit design technique.

4 Conclusions

Highly resonant inductive coupling mechanism enable the wireless power and data
connectivity between EVs that are becoming more connected and autonomous. Con-
structing an automated highway system and infrastructure where wirelessly EVs are
charged and using a hybrid EH integrating multiple renewable energy sources will
make the EVs more energy-efficient and will improve the flow of traffic by introducing
more self-powered sensors and actuator while lowering greenhouse gas emissions and
prolonging the battery lifetime of EVs.

Competitive energy-efficient EVs requires an improved performance of low-leakage
electronics design in order to continuously decrease in the power consumption of
electronic components. Therefore, the recent progress in nanoscale technology by
investigating the FinFET and the UTBB FDSOI revive the ability of higher back-gate
bias effect by enabling wider range of back voltage to adjust the VTH according to the
circuit specifications. Also, it brings a significant improvement in terms of speed,
dynamic power saving and flexibility to static leakage power management design
techniques for energy efficiency optimization during early silicon stage design or at the
post-silicon stage by tuning the chip’s bias for process compensation.
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Abstract. World is emerging into global village with the support of
internet connectivity. With the help of this connectivity, it also made
everyone subject of being compromised. Many organizations’ confiden-
tial data and numerous online services become victim of cyber-attacks.
Different researches and innovations have been made for making network
secure but commercial routers limit them to deploy custom security algo-
rithms in real network. Recently, researchers succeed to innovate a novel
protocol OpenFlow in Software Defined Networks. Taking advantage of
this innovation we utilized OpenFlow to analyze real-time traffic, detect
DDoS attack and mitigate attack. In this paper, we proposed a method-
ology to automatically detect different type of DDoS attacks within few
seconds of occurrence using sampling techniques for continuous monitor-
ing site-wide traffic and block attacking source with the help of OpenFlow
protocol.

Keywords: DDoS · SDN · OpenFlow · sFlow · Security

1 Introduction

Many network applications, now-a-days are real time in nature. In a real time
application, a good response time (efficient) and high latency rate of users
requests are expected. Meeting the users expectations and needs of efficient
response time is a major issue to be addressed in real time networks, where
the traffic rate is also high, but it becomes really difficult to maintain a reason-
able traffic flow in such applications when the unwanted software attacks are
thrown to the system. These unwanted attacks make a network system slow or
sometimes totally unavailable for its intended users. Our research objective is to
address this Distributed Denial of Service (DDoS) problem in Software Defined
Network (SDN) architecture.

Software Defined Network (SDN) has emerged in last two decades since 1990.
Researchers were eager to make network programmable. In start, from 1990 to
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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2000, many small functions/scripts were developed to automate the network.
From 2000 to 2007, researchers focused on separating control plane and data
plane. In 2006, Martin Casado, PhD student at Stanford University in Silicon
Valley developed something called Ethan. Later on, Stanford and University of
California, Berkeley did a joint research and standardize protocol with the name
of OpenFlow [1].

OpenFlow is an open standard that enables researchers to run experimental
protocols in the campus networks. OpenFlow is used at commercial level and
implemented by different vendors. It is embedded in different Ethernet switches,
routers and wireless access points. It provides a research platform to run exper-
iments without exposing the networks internal details. OpenFlow facilitates the
researchers to innovate routing and switching protocols in networks. OpenFlow
commercially being utilized in many applications like virtual machine mobility,
high security networks and next generation IP based mobile networks [2].

2 Literature Review

Yao et al., proposed Virtual Source Address Validation Edge (VAVE), a method
for securing network from spoofed IPs. They propose the use of OpenFlow
devices rather than SAVI devices [3]. They pointed out that SAVI devices are
good to detect spoofed IPs but each SAVI device is working independently with-
out collaborating or using other device knowledge because they cannot com-
municate with each other, eventually which cause recalculation on each device
again and again. In their solution, they were used OpenFlow devices with central
controller and form a perimeter, when packets enter to perimeter, first Open-
Flow device apply validation filters on packet using NOX controller, remaining
all just used that information. Shin et al., proposed CloudWatcher, another net-
work security solution that differ from VAVE. They proposed a simple scripting
language to help network operators in defining policies. In this design, OpenFlow
controller does not have any security module; instead they used other appliance
for network security such as intrusion detection system. In this system, Open-
Flow captures incoming network packets and forwards them to security appli-
ances that inspect all of them [3]. Instead of OpenFlow controller, Kumar et al.,
proposed an OpenFlow switch for intrusion detection by adding two more tables
for attacker IP (IDS IP) and signatures of malicious attacks. First they look into
IDS IP table, if they found packet IP there then they simply drop the packet.
If match is not found they look into IDS signatures table for checking its packet
malicious or not. If packet found malicious they add it to IDS IP table for future
use [4]. This solution greatly helps in: (1) Real-time packet inspection and vali-
dation, (2) Real-time attack mitigation, (3) Secure and intelligent network. On
the other hand, this solution also impacts on: (1) Number of packets processing
per second, (2) Traffic flow per second, (3) Cause bottle-neck in the network, (4)
Significant impact on network performance.

Li et al. proposed DrawBridge, based on the assumption that if customer’s
controller can communicate with ISP controller. This enables customers to
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subscribe for ISP’s traffic engineering service. Customer express its traffic engi-
neering policies to DrawBridge controller in ISP, the DrawBridge controller fur-
ther pushes these policies to SDN switches deployed in ISP network to filter
traffic or another DrawBridge controller in the ISP upstream [6]. They preferred
to throttle traffic rather than block attacking node and also suggest to install
rules on ISP hosted OpenFlow controller. They are throttling traffic using Open-
Flow protocol instead of dropping useless traffic. By this way useless traffic will
be still coming in network and will be making resources busy in useless work.
Based on same assumptions as DrawBridge, Sahay et al. proposed autonomic
DDoS mitigation using software defined network. They proposed that DDoS
mitigation can be autonomous application, as a service which can be consumed
by customer network and multiple ISP networks. Both customer and ISP should
have their own DDoS detection engine, can alert each other about attacks and
use middle box mitigation application [7]. They proposed a novel change in the
framework; this can greatly reduce the effort of developing mitigation application
individually. But there will be chances of one-point failure.

Mousavi, researched on attack detection using controller rather than network
because OpenFlow controller is back bone of SDN architecture. If someone tar-
gets OpenFlow controller by spoofed IP packets, then controller resources will
be consumed by spoofed IP, it may cause out of service and by this way SDN
architecture can be collapsed easily. He proposed entropy based light weight solu-
tion in the controller by just adding two code functions. But he does not focus
on network. If someone attack all hosts in the network then this system will
not be able to detect attack [8]. Mehdi et al., proposed traffic anomaly detec-
tion on SDN environment. They used multiple anomaly detection algorithms
for validating their suitability in small office/home office environment. Author
suggests that the decentralized control of distributed low-end network devices
using OpenFlow, can efficiently detect network anomalies and limit network
security problems. They left mitigation of detected network anomalies on their
future work [9].

Braga et al., proposed a light weight DDoS flooding attack detection using
NOX/ OpenFlow. They used Self Organizing Map (artificial intelligence) algo-
rithm for dynamically identifying DDoS attack [10]. Proposals for secure SDN
are not limited. Shin et al., focused on solution for developing and deploying com-
plex OpenFlow security applications in much easier and rapid way [11]. Phaal et
al., demonstrates commercially available network monitoring tool sFlow; which
is helpful for monitoring traffic in data network containing switches and routers.
sFlow uses sampling techniques for continuous monitoring site-wide traffic for
high speed switched and routed network [12]. Rehman et al., has proposed a
flow monitoring tool OF@TIEN for network wide traffic visibility using sFlow
monitoring tool. SDN flow monitoring application gets slice flow definitions from
OpenFlow controller, loads them into sFlow-RT, fetches summary statistics and
feeds them to Graphite real-time charting tool. Our monitoring system also
enables us to monitor GRE tunnels which are used to isolate traffic of tenant
networks [13].
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Looking at all above identified limitations, we have experimented an archi-
tecture with a combination of OpenFlow Northbound API, Kinetic (OpenFlow)
Controller and sFlow (efficient network monitoring tool) with much higher net-
work traffic up to 130,000 packets per seconds.

3 Proposed Solution

We propose real time traffic monitoring mechanism entering to customer net-
work from ISP provider or internet exchange (IX). It monitors the statistics of
traffic, passing through OpenFlow enabled switches, checks for anomalies and
only forwards those packets which are from authentic users. If any malicious user
found, it blocks the source and make it inaccessible for all.

Our proposed solution for DDoS attacks detection and their mitigation is
based on: (1) Separation of network monitoring, attack detection and attack
mitigation, (2) Compatibility with any OpenFlow-enabled switches, (3) Efficient
network monitoring for attack detection, (4) Real-time attack detection, (5)
Real-time attack mitigation, (6) Scalability with varying traffic.

4 Architecture Overview

Our system comprises of three major components as shown in Fig. 1.

Fig. 1. DDOS mitigation solution using sflow-rt and OpenFlow.
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4.1 Network Monitor

This module is responsible for real-time network monitoring and managing sta-
tistics which are prerequisite of DDoS detection. We used sFlow-RT as traffic
statistics collector and analytics engine. It receives a continuous stream of data
grams from network devices and converts them into actionable metrics that are
accessible through REST APIs. REST APIs makes it easy for each application
to configure flows, retrieve metrics, set thresholds, and receive notifications.

We have utilized sFlow-rt REST API for implementing sampling technique to
continuous monitor site-wide traffic for high speed switched and routed network.
DDoS mitigation application registers flows and specify threshold for generating
alerts from sFlow-rt analytics engine using following curl commands described
in Sect. 4.3.

4.2 Network State Manager

This module is responsible for managing traffic flows over the network and miti-
gating the identified attack. We have chosen Kinetic (OpenFlow) Controller due
to its concise, intuitive way of expressing dynamic network policies. This is an
event driven OpenFlow controller that allows to dynamically changing network
behavior based on various types of network events. Kinetic controller manages
network state based on Finite State Machine (FSM) mechanism, which gives a
concise logical understanding for making the policies [14]. We have specified two
network states and two policies i.e. Infected, Not Infected, identity and drop
respectively. Infected or not infected specifies, whether source of coming request
is infected or not and should we treat this packet as normal or simply drop
because it’s from infected source as shown in Fig. 2.

Fig. 2. Finite state machine (FSM) of network.
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4.3 DDoS Mitigation Application

This module has a key responsibility for real-time DDoS detection and its real-
time mitigation. This module communicates with both sFlow and Kinetic Con-
troller using their REST APIs. It registers flows and threshold in sFlow-rt using
its REST API. Multiple flows can be registered for different types of attacks
with their corresponding thresholds. sFlow-rt generates events if traffic meets
specified threshold. This module update network by passing Kinetic Controller
about host and their status. Kinetic Controller drops all the packets coming from
that specific host. Our system is implemented in python with the combination of
node.js using JavaScript. Following steps demonstrates REST commands used
to monitor and control the network:-

Define Flows

Curl -H "Content-Type:application/json" -X PUT --data "{keys:’

ipsource,ipdestination’, value:’frames’, filter:’sourcegroup=

external&destinationgroup=internal’}"http://localhost:8008/

flow/incoming/json

Define Thresholds

curl -H "Content-Type:application/json" -X PUT --data "{metric:’

incoming’,value:1000}"http://localhost:8008/threshold/incoming/json

Receive Threshold Event

[{"agent":"10.0.0.50","dataSource":"4","eventID":5,"metric":"

incoming","threshold":1000,"thresholdID":"incoming","timestamp

":1357169369479,"value": 1531.149418835524 }]

Monitor Flow

[{"agent":"10.0.0.50", "dataSource":"4", "metricName":

"incoming", "metricValue":1582.93965044338071, "topKeys":

[{"key": "192.168.1.1, 10.0.0.50","updateTime":1357169662500,

"value":1582.93965044338071}, {"key": "192.168.1.4,10.0.0.50",

"updateTime":1357169665500,"value": 46.552918457198984 } ],

"updateTime": 1357169665500 }]

Deploy Control

../pyretic/pyretic/kinetic/json_sender.py -n infected l infected --flow=’

{srcip=10.0.0.50}’ -a 127.0.0.1 -p 50001

5 Results

In this experiment we are using Ping Flood attack to elaborate execution of
our system. First, we had built a virtual network topology; having one switch
with three hosts (i.e. h1, h2, h3). Then we flood h2 with Ping Flood (100,000
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packets per second), sFlow-RT Fig. 3 shows that ping flood attack generates
around 80,000 packets per second traffic rate.

Then we started our mitigation application in mininet and again generate
Ping Flood attack, sFlow-RT quickly detected ping flood attack and notified
the mitigation application. The mitigation application cross verified attack with
specified threshold and sent notification to Kinetic controller.

Kinetic controller pushes rule to Open vSwitch using OpenFlow which
instantly starts dropping packets. Figure 4 shows, our system quickly detected
when traffic exceeds specified threshold and immediately mitigated attack in the
tenth part of second rather than reaching a peak of 80,000 packets per second.
Attack is limited to a peak of 550 packets per second. We choose 500 packets

Fig. 3. Network on attack without presence of our application.

Fig. 4. Attack detection and mitigation in presence of our application.
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per second threshold for demonstration purpose. This can be changed as per
network traffic flow.

Attack detection time is inversely proportional to attack flow size and directly
proportional to threshold. Attack mitigation is independent of threshold and
attack size. It is responsible for blocking attacking source within a second. In
addition, we have applied multiple control functions in parallel based, on the
sFlow data feed, to detect multiple types of DDoS attacks such as Ping Flood,
SYN and Ping of Death. The Table 1 summarizes detection and mitigation time
vs. flow size of our experiment:

Table 1. Flow detection and mitigation time

Flow size(packets per second) Threshold Detection and mitigation time (s)

10 100 100–120

100 100 85–90

150 100 23–25

200 100 18–20

1000 1000 1.819–2.017

10000 1000 0.753–1.149

The detection times shown in Table 1 with different sampling values are
shown in Table 2.

Table 2. sFlow sampling statistics

Link speed Large flow Sampling rate Polling interval

10 Mbit/s ≥ 1 Mbit/s 1-in-10 20 s

100 Mbit/s ≥ 10 Mbit/s 1-in-100 20 s

1 Gbit/s ≥ 100 Mbit/s 1-in-1,000 20 s

10 Gbit/s ≥ 1 Gbit/s 1-in-10,000 20 s

40 Gbit/s ≥ 4 Gbit/s 1-in-40,000 20 s

100 Gbit/s ≥ 10 Gbit/s 1-in-100,000 20 s

6 Discussion and Comparison

There are various kinds of DDoS attacks; Ping Flood, Ping of Death and SYN
Flood are most famous attacks in recent history. Many researchers have worked
on different ways to identify DDoS attacks but most of them keep their focus on
just attack detection rather than mitigating the attack source as well. Mitigation
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of attack source is also as important as its identification. Mostly they have
focused on the attack detection without Worrying about the performance of
the network [3–6].

Table 3. Comparison with literature work

Impact on
performance

Ping
flood

Ping of
death

SYN
flood

Spoofed
IPs

Attack
mitigation

VAVE [3] - ✗ ✗ ✗ � ✗

CloudWatcher [4] � - - - - ✗

Kumar et. al extended
OpenFlow switch [5]

� � � ✗ ✗ �

DrawBridge [6] - - - - ✗ �
Autonomic DDoS
mitigation [7]

- � � � - �

Light weight DDoS
flooding attack
detection [10]

✗ � � � ✗ ✗

FRESCO framework
[11]

- - - - - -

Mehdi et al. anomaly
detection module [9]

� � � ✗ ✗ ✗

Early detection of
DDoS [8]

� ✗ ✗ ✗ � ✗

Proposed system ✗ � � � ✗ �

Braga et al., proposed a novel solution for identifying network anomalies
using self-organizing map but didn’t focus on attack mitigation [10]. FRESCO
provided a full development framework for developing network security applica-
tions which can be easily deployed over OpenFlow enabled network [11]. Mehdi
et al. also proposed a solution using different algorithms using OpenFlow. They
monitor and process each packet for identifying whether it is malicious or not?
This approach processes 600 packets per second [9]. If someone attacks whole
network, then controller will not be able to detect the attack effectively as shown
in Table 3.

Our System monitors network asynchronously and gather all traffic statistics
using sFlow-RT. Our system identifies three most famous DDoS attacks; Ping
Flood, Ping of Death and SYN Flood on real time with performance varying
from 80,000-130,000 packets per second.

7 Conclusion

In this paper, we have evaluated Software Defined Network (SDN) for mitigating
a huge network threat by DDoS attacks using OpenFlow protocol. Our study
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demonstrated that entire network monitoring - on periodic basis including tenth
of thousands of flows - does not scale for high traffic environment. Moreover,
using this technique a small medium flood attack may cause denial of service.
We proposed a solution which: (1) reduces data gathering overhead by using sam-
pling technique implemented through sFlow protocol, (2) detects anomalies using
sFlow-rt analytics engine events, handled in most efficient JavaScript language
(3) mitigates anomalies using OpenFlow protocol. We have offloaded OpenFlow
for network monitoring with sFlow-rt, it have/leaves impact on network traffic
speed. Our system performance is not only comparable with that of OpenFlow
technique for low traffic rate but also reliable for high traffic networks as well.
Our Proposed and implemented system handles real time traffic more efficiently
than the prevailing techniques.
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Abstract. The vehicular cloud computing (VCC) is an emerging technology
that changed the vehicular communication and underlying traffic management
applications. The underutilized resources of vehicles can be shared with other
vehicles over the VANET to manage the road traffic more efficiently. The cloud
computing and its capability of integrating and sharing resources, plays potential
role in the development of traffic management systems (TMSs). This paper
reviews the VCC based traffic management solutions to analyze the role of VCC
in road traffic management. Particularly, an analysis of VANET based and VCC
based TMSs is presented. To explore, the VANET infrastructure and services, a
comparison of VCC based TMSs is provided. A taxonomy of vehicular clouds is
presented, in order to identify and differentiate the type of vehicular cloud’s
integration. Potential future challenges and their solutions in respect of emerging
technologies are also discussed. The VCC is envision to play an important role
in further development of intelligence transportation system.

Keywords: VANET � Vehicular cloud computing � Traffic management
systems � Traffic flow control

1 Introduction

The Vehicular ad hoc network (VANET) [1, 2] is a subset of MANET. But VANET
behaves differently because VANET has different properties like known routes, high
speed and mobility [1–5]. VANET enables vehicles to communicate and share data
wirelessly. The increasing number of vehicles on the road increasing the traffic load on
transportation infrastructure, thus, making the driving unsafe and uncomfortable. The
existing transportation system need to be modified, in order to make traffic safe [3] and
efficient. It means new traffic management solutions are required to handle the
challenge.

Usually, when congestion happens, the road infrastructure seems too small to
handle the larger demand. Nowadays, the vehicle manufacturers wish to provide all
capabilities to improve road safety and infotainment services. In order to provide these
services, intelligent transportation systems (ITS) [4–6] support different traffic appli-
cations. These applications includes traffic safety, non-safety and flow efficiency
applications. VANET support these traffic applications and it is main part of ITS.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
J. Ferreira and M. Alam (Eds.): Future 5V 2016, LNICST 185, pp. 123–131, 2017.
DOI: 10.1007/978-3-319-51207-5_12



The vehicle manufacturers, research communities and government authorities are
making their efforts toward creating a standardized platform for vehicular communi-
cations. Consortium are formed, by multinational companies to increase efforts to
tackle the problem of traffic management.

It is worth mentioning that recent improvements in software, hardware and com-
munication technologies empower the design and development of cloud computing
technology. The capability of cloud computing like dynamic resource integration and
sharing, plays an important role in the development of emerging TMSs. The improved
data and resource sharing among vehicles leads to VCC. VCC provides access to the
dynamically configurable and integrated vehicular underutilized resources. This make
the numbers of new applications based on VCC to be developed in order to provide
various services to the drivers and passengers [6]. The VCC gives birth to a new pool
of services which is a paradigm shift in the development of vehicular TMSs. This
influences the development of new TMS potentially. An analysis of the role of VCC is
provided in Sect. 3.

Now, various resources of vehicles are available to the end users [7]. The traffic
data processed over data centers or over remote server, to provide information back to
vehicles and passengers to control the movement of vehicles. Communications in
VANET are generally classified into vehicle-to-vehicle (V2V) and vehicle-to-
Infrastructure (V2I) communication. Vehicle communicate with other vehicles and
Road Side Units (RSU). RSUs are intelligent devices, process data and send infor-
mation to other RSUs as well. Our contributions in this paper includes;

• Reviewing emerging VANET traffic management applications
• Services and infrastructure based analysis of VCC based traffic applications
• A basic taxonomy of vehicular clouds
• Potential future challenges and issues

The rest of the paper is organized as follows. The review of VANET based TMSs
and comparative analysis are described in Sect. 2. The analysis of VCC based traffic
management systems, vehicular cloud’s taxonomy and comparison are discussed in
Sect. 3. Section 4 gives the future challenges of traffic management and finally the
conclusion is drawn in Sect. 5.

2 Traffic Management Based on VANET

The VANET is the fundamental part of ITS which transforms the way of driving on the
road. Today, driving on the road is more secure, safe and comfortable. Many efforts are
made to reach these objectives, however, VANET’s drawbacks such as high mobility of
the vehicle and security issue does not allow researchers to meet these objectives [36].
The mobile internet and social networking in vehicles brings people and drivers more
close to each other. Today, cars and vehicles are furnished with communication,
computing and sensing devices, and universal networks such as internet. The driving
experience is more enjoyable, comfortable, safe and environmental friendly than past
but there are a lot of new paradigms to explore. The on board computing abilities, the
vehicles are furnished with, are not fully utilized by the applications mentioned above.
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The TMSs are broadly divided into three categories V2V (infrastructure-less), V2I
(infrastructure-based) and Hybrid. Further, on the basis of control strategy TMSs are
categorized as adaptive and predictive. Table 1 shows the classification of recent TMSs.

TMSs make use of few common schemes like traffic estimation (density), historic
traffic information, future predictions, and more recent schemes like platooning
(grouping). The traditional traffic lights uses static time limits at the traffic signal inter-
sections. The dynamically traffic lights can be developed based on the number of vehicles
in a lane and by giving priority to emergency vehicle to surpass the signal quickly [23].

In order to cater broadcasting storm, traffic information has to be limited in detail
[24]. This can be done by exploiting V2V communication, by apply data aggregation
techniques to limit bandwidth use and maintain scalability. To avoid the overlapping of
aggregates for the same area, there must be a scheme. A better aggregation scheme
exploit V2V communication more effectively. One of the solutions is formation of
groups of connected vehicles (clusters) [25]. The formation of cluster should be done
intelligently that avoids collision among clusters. The most appropriate V2V scheme
must calculates and detects the level of congestion in distributed way without the
support of any infrastructure and additional information [8]. The adaptive broadcasting
scheme should be utilized which gives awareness to at micro level. The congestion
quantification is good for low VANET penetration rate.

ITS provide several features like Multi-input and multi-output capability which can
be utilized to form multi-objective function. Such, multi-objective function take mul-
tiple parameters to provide congestion control, vehicle re-routing and planning. As the
system uses the feedback information measured from the real-time vehicular traffic, it
works in a closed loop manner. Factors such as vehicle velocity, vehicle position and
distance between vehicles as well as between vehicles and RSUs greatly affect the
performance of TMSs. These factors also affect the reliability and delay of links.

3 Vehicular Cloud Computing in TMSs

An important property of cloud computing is that no investment is needed because
instead of buying, resources and services are rented on demand. Vehicular cloud
computing services of a particular cloud are dependent on the purpose for which the

Table 1. Classification of TMSs

VANET infrastructure Traffic flow control strategy
Adaptive Predictive

Use a control strategy that
adapts changes based on
actual traffic demands

Use data analytics to determine
potential future locations of
congestion and traffic flow

V2V [8–10] [11]
V2I [12, 13] [14–16]
Hybrid [17–19] [20–22]
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cloud is formed [26, 27]. Generally, vehicular clouds provide services [28] such as
platform as a Service (PaaS), Infrastructure as a Service (IaaS), Software as a Service
(SaaS), Application as a Service (AaaS), and storage as a service (STaaS). The
explanation of these services is already there in literature like [26–29].

Vehicles can subscribe cloud provided services on demand. By connecting OBUs
through wireless networks such as 3G/4G-LTE and Wi-Fi networks, users can obtain
almost unlimited computing power and storage from the cloud. The VCC improves the
collection, processing and dissemination of traffic related data. VCC integrates and
coordinates the available vehicular resources and enables the road traffic management
in better way. Which reduces risk of life, cost and time.

3.1 Taxonomy of Vehicular Clouds

The vehicular clouds have different types. On the basis of purpose for which a TMS
form a cloud, the vehicular clouds are classified into two main classes named as V2V
clouds and V2I clouds as shown in Fig. 1. The classification is done on the basis of
services for which cloud is to be formed, infrastructure used and involvement of third
party clouds (Internet and other commercial clouds).

V2V Clouds. V2V clouds are formed by exploiting V2V type of communication
infrastructure (DSRC). Dynamic clouds are formed by vehicles on the roads or in the
parking lot, for typical service needed by underlying TMS. Like vehicles on the road

Fig. 1. Taxonomy of vehicular clouds
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form cloud to know the status of each other and to make intelligent decision regarding
rout planning. Same as the vehicles in the parking lot provide storage and processing
services named as static cloud.

These type of clouds rely on V2V communication infrastructure. Vehicular sensor
clouds are formed for the purpose of vehicle or road traffic monitoring. The sensors
within the vehicle gets vehicle related data, other vehicles in the cloud can take these
services. For example a vehicle for behind the intersection can send query to the
camera of a vehicle which is nearer to the intersection to get a real time picture of
intersection. These type of services can be given through vehicular sensor clouds by
utilizing sensors those are associated with vehicles.

V2I Clouds. In this type of vehicular clouds, the vehicles make use of road side
infrastructural communication networks. These communication networks include
DSRC, WIFI, 3G/LTE. If vehicles in cloud rely on RSUs for control information then
the cloud called as V2R clouds and if vehicles in cloud rely on 3G/LTE networks then
the cloud called as V2Cellular cloud. Both of these cloud types have their own pros and
cons and it depends on the purpose for which clouds are being formed. As for larger
geographical area the V2Celluar clouds are useful and for smaller coverage area V2R
clouds are better. RSUs, intersections and special entry points are often equipped with
traffic monitoring sensors, radars and cameras.

These sensor can work together to form a cloud to share real time information with
TIS and vehicles. These type of clouds are known as road side vehicular sensor clouds.
The services like participatory sensing and cooperative sensing are the main purpose of
these clouds.

The identified types of vehicular clouds collaborate and integrates with each other
in order to provide different services to users. Cloud cooperation and collaboration is
emerging concept which may lead to new type of services.

3.2 Comparative Study of VCC Based TMSs

A comparison of some VCC based TMSs is presented in Table 2. Comparison is made
on the basis of whether the TMSs is using V2V or V2I infrastructure, mitigating traffic
congestion or providing flow control and type of services offered.

In “PaaS “the vehicular clouds provides a platform for other related services like
content downloading and sharing. This also provides platform for traffic management
authorities to have access to all of the vehicles on the road. Other service like “StaaS”
VCC enable us to have access to huge storage capacity which is distributed over large
number of vehicles. For “CaaS” the VCC utilize processing power of vehicles and
distribute data processing among number of vehicles participating in the cloud.

As explained in cloud taxonomy section multiple clouds cooperate with each other
in order to share services among them. For example a V2V cloud collaborate with
Internet cloud in order to have access to internet based remote server (traffic infor-
mation system). These services are analyzed and a comparison is provided in Table 2.
It is clear from the Table 2 that the trend is towards more internet cloud independency
and not all the TMSs are really mitigating traffic congestion but just claiming.
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TMSs are mostly relying on V2I infrastructure then V2V and on both infrastructures as
well. All of the TMSs are claiming and providing PaaS and STaaS is not providing by
all. The emerging services like cloud cooperative sensing as a service (CSaaS) are not
common in recent known VCC based TMSs. Few of them is providing CSaaS only
which is in the form of participatory type of sensing and it is not fully cooperative.

4 Traffic Management Challenges and Solutions

Few of the main challenges are discussed in following paragraphs. These challenges
are not yet handled properly.

Resource Management: One of the important solutions to overcome these problems
is to allocate the accurate amount of resources at right time as compared to the
pre-allocation of resources. There is a need of the real time traffic related information.
The VCC can help in finding the appropriate solution by using the available resource of
vehicle without waiting for officials and DMCs.

Infrastructural Support in Evacuation: The VCC can provide infrastructural sup-
port during disaster and emergency situations. The disaster management authority can
utilize VCC for evacuation. VCC provides the efficient information related to time,
place and the availability of necessary resources such as food, water, shelter etc. The
vehicles participating in the evacuation procedure forms vehicular cloud and coordi-
nates with the rescue response teams.

Road Safety and Warning: If there is an incident/event occurs on the road then the
vehicle inform/warn nearby vehicle and so on to the vehicular cloud regarding speed,
location and direction of the incident/event. This early information or warning is very
helpful for the vehicles so that they may decide/re-rout for the rest of the journey.

Intersection Congestion Management: Most of the time vehicles must have to, pass
through the intersections. Because where there is a congested and highly populated
area, there is a greater possibility of shopping malls, hospitals, schools and other

Table 2. Comparison of VCC based TMS’s proposals and prototypes

TMS
article

V2I V2V Traffic
flow control

PaaS STaaS CaaS CSaaS

[29] yes yes yes yes yes yes yes
[30] yes yes yes yes yes yes no
[31] yes no yes yes yes no
[32] yes yes yes yes yes no
[33] yes yes yes yes no yes yes
[34] yes yes no yes no yes yes
[35] yes yes yes yes yes yes no
[36] yes yes yes yes yes no no
[37] yes yes yes yes no yes yes
[38] yes yes yes yes yes yes yes
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frequently visiting buildings. The VCC can play a role in intersection management.
The latest updated information on the vehicular cloud can provide an efficient solution
to the drivers. This early information or warning is very helpful for the vehicles so that
they may decide/re-route for the rest of the journey.

Communication Challenges: The communication among vehicles, vehicles to RSUs
and vehicle to cloud (e.g. internet cloud) is critical. The vehicle’s decisions related to
safety and comfort depends on successful communication. The probability of suc-
cessful communication depends on various factors like spectrum congestion, cost of
internet use and on type of technology being used for communication.

Incorporation of IoVs: The impact of new technological advancements in the field of
VANET, cloud computing and IoVs has not yet been fully realized. There is much
need of the integration of such technologies to cope the challenges of the traffic
congestion and transportation. Furthermore, how to balance the computations among
local vehicles, vehicular clouds and Internet cloud so as to achieve different goals by
IoVs. Future is of internet of things (IoTs) and big data, therefore the vehicular cloud
cooperation is an intermediator in this paradigms shift. The devices and services col-
laboration among multiple clouds can be done by fully realizing the IoVs.

5 Conclusion

The VCC have great potential to change our lives on the road, by utilizing and sharing
resources of vehicles with other vehicles to manage the traffic during congestion.
The VCC provides an efficient enhancement to the message dissemination, traffic
management and congestion control. The comparative analysis of VANET and VCC
based TMSs is provided to show the purpose oriented scope of vehicular clouds and
their use in road traffic management. The future challenges and their solution in terms
of vehicular cloud cooperation is predicted. The VCC is envision to play an important
role in further development of intelligence transportation system. The VCC and its
emerging form of IoVs has great potential to derive the autonomous vehicles more
efficiently.
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Abstract. The world is now heading towards an era shaped by things that able
to act and interact through Internet. Despite of many IoT devices suffer from
limitations regarding to storage, processing capability, and communication, IoT
plays a major role providing a new set of applications and services. Cloud
computing provides a supplement solution for IoT limitation. Integration of IoT
and Cloud Computing is considered a new direction that both scientist and
business are seeking for bringing new applications and benefits to existing
applications and services. Moreover, the fast development of mobile devices
produces powerful devices that are able to play many roles, creating better IoT
scenarios. In this paper; we propose a new MCloud IoT architecture that works
on an IoT environment, which is composed by mobile devices such as smart
phones, tablets, and smart sensors. MCloud IoT architecture is designed to
deliver the applications and services demanded by end users. Moreover, we have
included a layered communication model for devices’ communication. In our
design we have taken into account the system performance and to provide QoS.
We also analyze the benefits of our design. This new architecture provides a
revolutionary vision that meets the future expectations of cloud systems.

Keywords: IoT � Cloud computing � Cloud of things � Cloud IoT architecture �
Mobile devices

1 Introduction

The world is heading towards a new era (anything, anytime, anywhere) shaped by the
Internet and things that have the ability to act and react through data [1]. This leads to
massive transformation of almost every aspect in people’s lives; the ways they act,
learn, communicate, create new things, etc. Moreover, this evolution produces new
technologies and paradigms which open even more opportunities and chances to pave
the way to the shifting towards the smart things and services.

Internet of Things (IoT) paradigm is one of the key building block of this era, in
this paradigm real objects called ‘things’ are smart enough to connect each other and to
other systems and then to Internet. IoT provide many applications and services in
addition of enabling ubiquitous computing. But things have some limitations in matter
of storage and process capacity in complex computation [2].
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Cloud computing is a technology that provides virtually infinite resources for data
storage and processing. Cloud computing provides this through several services such as
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a
Service (SaaS) where end customers can choose easily the service to satisfy their needs
[3]. Recently, there are appearing many task scheduling algorithms for cloud envi-
ronments [4], which allow them to have high performance. Moreover, there are also
appearing cloud systems to provide live video streaming [5].

IoT and Cloud computing are attracting a lot of attention despite of the differences
between them. Many researchers believe that they are complementary and that may
lead to new application scenarios in addition to improve the current ones. This line of
researches toward the integration of IoT and Cloud computing have been referred as
Cloud of Things.

Cloud of Things is a new paradigm which integrates IoT and Cloud Computing. It
provides the features of ubiquitous IoT applications and services, and can be applied to
smart homes, smart cities, health care, smart logistic, etc., in order to facilitate the end
user life. It allows reaching anything anywhere at anytime, without taking care of
where to store their data and how to perform any operation with no matter about the
requirements of processing capacity or resources thanks to Cloud Computing. Cloud of
Things should easily be able deliver IoT services, introduce specific performance, and
QoS requirements to meet users demands.

The number of connected devices (especially smart mobile devices) is increasing
continuously. In addition, they are massively spreading around the world. This number
exceeds more than 10 billion and it is expected to reach 24 billion in 2020. That will
lead to generate massive amount of data too. These data will require efficient ways to
gather, store, process and extract knowledge from it. However, Cloud of Things using
mobile phones is in its early stage, which means that a lot of work and research should
be done to address different issues and challenges.

This paper aims to develop a new MCould IoT architecture; that works on IoT
environment, which is composed of mobile devices such as smart phones, tablets, smart
sensors, to deliver the application and services demanded by end users. In our design
we have taken into account the system performance and to provide QoS.

This paper is structured as follows. Section 2 describes the related works. Section 3
presents the proposed MCloud IoT architecture. Section 4 describes the difference
between our MCloud IoT proposal and a regular Cloud for IoT. We conclude this paper
in Sect. 5.

2 Related Work

There are few works published about Cloud IoT. Some works address the integration of
IoT and Cloud computing, but they still do not provide any detailed system or a
standard solution to the challenges and issues of the area. Next, we describe the related
works we have found.

In [6], authors present a Smart Gateway based communication plus Fog computing
to offer smart communication with little computation overhead on core network. They
handle real-time and delay sensitive applications by trimming and pre-processing the
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data before sending it to the cloud. Based on the tests performed of various perfor-
mance parameters they believe that their proposed architecture will deliver a rich
portfolio of services.

The authors of [7] proposed an architecture for Cloud of Things for sensing as a
Service. The aim of the authors was to perform an in-network distributed processing
system and an efficiently set up virtual sensor network on the top of a subset of the
pre-selected IoT devices in order to provide a global platform for data analysis and
decision making. Their proposed algorithms can realize virtual sensor networks with
minimal physical resources, low complexity, and reduced communication overhead.

In [8], a conceptual platform and the defined key characteristics of Fog computing
are presented. It is considered the appropriate platform for a number of critical IoT,
where services and applications are handled at the edge of the network.

A Cloud provisioning model is proposed in [9]. It is an architecture designed to
leverage from bridging Clouds with the IoT to meet user needs according to some
guaranteed service levels. It also introduces things as infrastructure for Cloud like
exploitation. Authors tried to address the ideas of the intersections between them where
heterogeneous resources should be combined and abstracted according to tailored
thing-like semantics paving the way for innovative and value-added services.

In [10], authors implement and test the behavior of a health monitoring system in
the context of clouds and IoT. They introduced SimIoT toolkit with the utilization of
short range and wireless communication devices to meet dynamic information pro-
cessing where IoT devices schedule requests for services in private clouds.

The authors of [11] proposed an architecture model for medical information using
IoT and cloud computing integration through the combination of technology moni-
toring and management information system of a hospital. Moreover, an effective
algorithm is proposed for the medical monitoring application. The proposed remote
monitoring cloud platform architecture model has been evaluated through an experi-
mental analysis and simulation.

In [12], authors propose a smart gateway communication system for Cloud IoT
architecture. The study aims to enhance service provisioning to the user and efficient
utilization of resources using a smart gateway that performs several tasks such as data
trimming and pre-processing before sending them to the cloud. In addition, they use
Fog computing to alleviate the burden of the cloud. The paper also shows that normal
communication can be made in real-time for delay sensitive applications.

The architecture proposed in [13] provides a simple, energy efficient, flexible, and
secure scheme for a smart house based on Cloud of Things (CoT). The proposal
ensures the security to transfer data through the proposed mechanism for smart
housing. They consider different types of devices and their capabilities, the scalability
of the smart house and the energy consumption.

In [14], a Model Driven Architecture (MDA) is used to develop Software as a
Service (SaaS) to facilitate the mobile applications development by relieving devel-
opers from technical details.

The work shown in [15] aims to provide efficient access controls and sharing
controls with slight virtualization overhead for a cloud of things architecture. Authors
propose an Evolvable Cloud of things (ECO) middleware that makes use of a
lease-based sharing control mechanism for enabling logical isolation and efficient
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sharing between multi-tenant applications through virtualization. The validation of the
system performance confirmed that it reduces the effort and complexities when
implementing and developing applications. The system also provides and effective
sharing with a little virtualization overhead.

Along the reviewed related literature we have not seen any designed system that
integrates mobile IoT devices and cloud computing.

3 MCloud IoT Architecture

Integration of IoT and Cloud computing is considered a new direction that both sci-
entist and business seeking for and interest about to bring new applications and benefits
to existing applications and services. Nowadays there are many powerful mobile
devices (smart phones tablets, and even sensors) acting as things in Internet [16]. They
gather data from the surrounding environment and store them locally or remotely for
further processing. They exist in any environment, composing one of the best IoT
scenarios. These devices can offer different services such as storage resource, a pro-
cessing capability, a gateway to other network and/or Internet. On the other hand, the
fact of having a cloud for the data and services of these devices include many con-
straints, which brings the need of research for providing Cloud IoT solutions based on
the idea of those mobile devices to create a cloud.

The proposed MCloud of Things architecture allows mobile users to create their
own cloud using a Cloud IoT application which implements the cloud agent in their
devices. Then the users will be able to access the shared resources in the cloud such as
storage, run some tasks, with certain specifications, virtually on any other mobile
devices in IoT environment as shown in Fig. 1.

Fig. 1. Overview of MCloud IoT architecture.
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3.1 Conceptual Layers View of MCloud IoT Architecture

The conceptual view of the proposed MCloud IoT architecture structure form 3 main
layers as shown in Fig. 2:

• Infrastructure layer that handles the heterogeneity of the mobile devices;
• The middleware layer that is responsible of managing the resources of the cloud

(virtualizes the resources, determines the roles of each device, extracts the resources
of the tracking the status). It also contains the cloud agent which responsible of
arranging the service such as resource identification resource discovery, transform
the data into generic form to store it into the cloud and/or deliver it to other devices
through the cloud. The application layer that contains the MCloud IoT application.
It is the interface with the new cloud or other IoT application and services that will
used by the devices participating into the MCloud IoT, such as resource allocation,
perform processing, or deliver new services.

MCloud IoT architecture will help in managing IoT resources, allowing delivering
new services to end user; for example providing the services from different devices and
environment into the cloud will simplify the service delivery in IoT environment
because in this case it will have an ubiquitous access for the users and it will extend the
usage of the service into larger section of user.

The future rely on mobile devices as a key element to access, control, store, and
mange different data through large set of applications that serve wide range of people
needs. So, it will be a promising line to work more in the capabilities of these devices.

Users require more and more storage to store their data, more processing capacity to
perform complex task. They want to be online everywhere at anytime. In order to
achieve this expectation, new architectures and mechanisms are required.

MCloud IoT Applica on

Abstrac on and Management 
Virtualiza on

Mobile Devices

MCloud IoT
Applica on and 
Services layer 

MCloud IoT
Middleware 

layer

MCloud IoT
Infrastructure layer

MCloud IoT protocol

Fig. 2. Conceptual layers view of cloud IoT architecture.
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A closer look into the IoT architecture layers is illustrated in Fig. 3. Things layer is
the lowest layer and it represents different objects that perceive data from the sur-
rounding environment such as mobile devices, sensors, objects with RFID tag,…

Connectivity layer: it is similar to network layer in OSI model. It includes a
gateway to transfer the collected data into next layer through variety of wireless
technologies and communication protocols such as Wifi, NFC, and Bluetooth. Thus, it
has one interface connected to the things network and another to Internet.

Middleware layer: it provides an abstraction for the underlying infrastructure,
dealing with different issue according to the heterogeneity, it responsible of service
management such as service identification and discovery, tacking the status of the
devices. It also handles the context management of the data.

Service layer: its purpose is to provide cloud services to the data such as storage of
data, perform information processing and take decisions. In addition to that, it protects
the data using suitable security mechanisms. It passes the output to the next layer.

Application layer: it presents the final form of data. It can process the data for large
number of applications in different areas such as smart home, health care, etc.

3.2 MCloud IoT Architecture Components and Functionalities

The new MCloud IoT architecture works on IoT scenario considering mobile devices
as things of that environment. We call it Mobile Cloud IoT or MCloud IoT.

The components for new MCloud IoT architecture are shown in Fig. 4:

Fig. 3. IoT architecture
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• The MCloud IoT application: it is a mobile application installed into the mobile
devices such as smart phones, tablets, laptops; it represents an interface to the
MCloud IoT middleware.

• The MCloud IoT middleware: it is responsible of providing the abstraction and
management through a number of modules describes as follow:
– The Node manager module: responsible of determining the device role

(master, resource provider, gateway), status (active or not), type of communi-
cation protocol.

– The cloud service module: it is in charge of the identification of the resource
such as resource discovery, resource allocation, storage resource, computing
resource, communications resource, and other services defined by cloud users.

– The cloud management module: it is responsible of monitoring the resources,
cloud services and other components.

• The MCloud IoT device layer: it is responsible of determining the connected
devices capacities such as CPU, RAM, and storage.

The proposed architecture is created in a form of wireless ad hoc network, thus, the
users should install the MCloud IoT application to be able to implement the proposed
architecture and then use it. The application implements the proposed protocol that
allows the device to join the cloud and thus discover the services and resources pro-
vided on it, after that, it can choose the suitable service based on its needs.

The new MCloud IoT platform also allows the participation of devices to connect
to other networks and transfer the data to/from them, even if one device doesn’t have a
direct gateway to that network. The MCloud IoT will assign one of the devices to act as
a gateway for the request device. The new architecture will help in developing new
application scenarios that benefit of the capabilities of mobile devices.

Fig. 4. MCloud IoT architecture components
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There are number of issues that may face the proposed architecture and it has to
take into account developing it. These issues such as the heterogeneity of devices,
protocol support, how this kind of cloud will interact with other existing clouds,
resource allocation, resource identification, security and privacy, reliability, QoS pro-
visioning will examine and cover in the development of the MCloud IoT architecture.

4 MCloud IoT Vs Regular Cloud for IoT

While a regular Cloud for IoT is a Cloud created by servers placed in Internet which
store data from the things and provide services to them, a MCloud IoT is a cloud
formed by the mobile devices acting as things in Internet. These concepts provide clear
differences between their features and the environments where they can be more useful.
In Table 1, we provide the main differences. We can observe that MClould IoT will
benefit to those systems where the latency and jitter are critical.

It is well known that the most critical issues in cloud computing are its high delay
and jitter values [17, 18]. E.g. there are several works [19] that show the average delay
for some cloud gaming systems (between 135–240 ms. in some cases and between
400–500 ms. in others), but some well-known cloud providers provide quite higher
latency values (e.g. measures shown in [17] range between 2.52 and 8.59 s).

Several measurements in IoT systems show that their latency is quite lower. E.g. In
[20], all topologies measured have lower average latency than 400 ms, and in [21],
authors measured median end-to-end latency between 500–700 ms. So we can consider
them as the worst values. Moreover, it is expected that 5G will benefit IoT since its
purpose is to provide an average latency of 1 ms.

In order to compare the latency time in MCloud IoT and regular Cloud for IoT, for
comparison purposes, we split the latency of the Round Trip Time (RTT) as the
Network Delay (ND) plus the Processing Delay (PD). Other delays (OD) like data
gathering delay and frame transmission delay are equal in both cases or close to zero.
The equation is as follows:

Table 1. Comparison between MCloud IoT and regular cloud for IoT

MCloud IoT Regular cloud for IoT

Computing capacity Regular Very high
Energy/battery Few Very high
Storage Regular Very high
Bandwidth Regular (the bottleneck is the

“things” connection)
Regular (the bottleneck is the
“things” connection)

Latency Low High
Jitter Low High
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RTT ¼ NDþPDþOD ð1Þ

Although the processing delay is lower in the servers provided by a cloud com-
puting service provider than in the mobile devices, we observe in works shown before
that the difference of the network latency is quite higher. Taking into account the
processing delay at different bandwidths given by Cisco at [22], servers process the
information in an order of microseconds, while mobile devices process the data in an
order of milliseconds. Figure 5 shows the latency of the compared systems when the
packet sizes have 64 Bytes (there are few gathered IoT data per second). We can see
that regular Cloud for IoT have higher values than MCloud for IoT. Just the best case
of regular cloud for IoT has RTT values in the range of MCloud IoT.

5 Conclusion

The integration of IOT and cloud computing is an opening research line and there are
some good architectures had been proposed for Cloud IoT. However, they didn’t meet
the future needs for ubiquitous computing. This paper propose a new MCloud IoT
architecture where the things are the mobile devices with ability to build their private
cloud taking advantages from their available resources to overcome IOT traditional
limitations. Additionally, they are capable to communicate with the neighbor clouds
and/or clouds in the internet.

To Implement this architecture a communication protocol will be needed and it is
planned as our next step toward illustrate the data flow in the architecture. Combined
together with the new architecture the heterogeneity issues will be overcome to enable
easy delivering of IOT applications and services in certain scenarios. Moreover, in
future work we will add certificate algorithms to secure the system [23, 24].
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Abstract. The Internet of Things (IoT) is a broad vision that incor-
porate real-wold devices from everyday life. These objects coordinate
with each other to share the information gathered from phenomena of
interest. IoT is a broad term and has attain popularity with the integra-
tion of Cloud Computing and Big Data. The partnership among these
technologies is revolutionizing the world in which we live and interact
with different devices. On the down side, there are lot of speculations
and forecasts about the scale of IoT products expected to be available
in the market. Most of the products are vendor-specific and as such are
not interoperable. They lack a unified standard and are not compatible
with each other. Another major issue with these products is the lack
of secured features. Albeit, IoT devices are resource-rich, however, they
are not capable to communicate in absence of embedded sensor nodes.
The presence of resource-constrained sensors in the core of each IoT
device make it resource-starving and as such require extremely light-
weight but secured algorithms to combat various attacks and malevo-
lent entities from spreading their malicious data. In this paper we aim
to propose an extremely lightweight mutual handshaking algorithm for
authentication. The proposed scheme verifies the identity of each partic-
ipating device because establishing communication. Our scheme is based
on client-server interaction model using Constrained Application Proto-
col (CoAP). A 4-byte header, extremely lightweight parsing complexity
and JSON based payload encryption make it a lightweight scheme for
IoT objects. The proposed scheme can be used as an alternative to DTLS
schemes, the one common nowadays for IoT objects.

Keywords: Internet of Things · Constrained application protocol ·
Mutual authentication · Resource-observation

1 Introduction

Technological advances in Micro-Electro-Mechanical- Systems (MEMS) and
wireless communication has formed a solid foundation for sensor-embedded
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Internet of Things (IoT) [2]. The basic aim of IoT is to incorporate real-world
physical objects by using unique addressing schemes [1]. CISCO has estimated
that the number of such objects interconnected with each other and with Inter-
net will surpass 50 billion by 20201. These objects would be enabled to capture,
compute and control the events, also known as phenomena of interest, occurring
in the real-world [3]. Eventually, this fascinating concept of IoT will lead us to
IoE, i.e., Internet of Everything, in which data, systems, objects and interacting
processes will be part of it.

Integration of physical objects with the Internet is a challenging task. Secu-
rity provisioning, an issue faced by the physical devices is of particular concern.
This is because each physical object connecting with the Internet has distinguish-
ing features and requirements. Without identity verification, a malevolent entity
can easily gain access to a network and perform various malicious and harmful
activities. Such malicious activities may include conveying falsified health read-
ings to the doctors residing in distant locations, activation of fake fire alarms
in an organization are few of the example in this context. Although, these secu-
rity threats are highly vulnerable in nature and behavioral, however, very little
have been done to secure the inter-connecting physical objects and their end-
products. Because of that, the end-products of IoT available in the market are
prone to a wide range of security breaches. As a result, Internet of Things (IoT)
will eventually leads us to IoV, i.e., Internet of Vulnerabilities.

This paper aims to address the above issues by designing an extremely light-
weight but highly secured and robust authentication scheme. The goal of our
proposed scheme is to verify the identities of communicating objects in the IoT
paradigm. Our proposed scheme works on the application layer of any physi-
cal object and uses a well-known Internet of Things (IoT) protocol, known as
Constrained Application Protocol (CoAP) [7] for the network operation. This
paper has two major objectives. It first authenticates the identities of the phys-
ical objects inter-connecting with each other. Each physical object, in a role of
a client, communicate with a given server for authentication. Authentication is
mutual because both the client and server mutually authenticate the identities
of each other. Unless both entities are authenticated, a connection, i.e., a session
will not establish between them. Once authentication is successful, the clients
are eligible to observe the resources at a given server. Each server resides a set
of resources which can only be observe by a legitimate client, i.e., the one which
has been authenticated successfully. Each client has the ability to specify certain
conditions to the server for resource observation. Such conditional specification
not only enable a client but also the server to conserve their limited resources.
Resources are only observe once the condition for observing a resource are ful-
filled at the server end. These two objectives are vital for any robust and secured
communication system. Conditional resource observation is highly essential in
these networks because each object has its own requirement for data observa-
tion, data rate, memory availability and sleeping schedule. The latter attribute
is because of the embedded sensor node at the core of each physical object. In

1 http://www.cisco.com/web/solutions/trends/iot/indepth.html.
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our proposed scheme, data flow between a client and a server only commences
once a successful session is authorized.

The rest of this paper is organized as follows. In Sect. 2, related work is
presented followed by the proposed scheme in Sect. 3. Experimental work and
analysis are provided in Sect. 4. The paper in concluded and future research
directions and gaps are discussed in Sect. 5.

2 Related Work

In this section, we present related work on mutual authentication and resource
observation in the Internet of Things (IoT) paradigm. Today, the Internet of
present is mainly based on REpresentational State Transfer (REST) architecture.
The said architecture uses HTTP protocol [4] for its operation. HTTP, on the
other hand, is a resource-consuming protocol which require ample amount of
storage and computational resources. The real-world physical objects in an IoT
paradigm are highly resource-starving due to the underlying embedded sensor
nodes and as such lack the support for HTTP protocol. For the provisioning
of RESTful services in any resource-constrained network, Internet Engineering
Task Force (IETF) has come with an extremely lightweight protocol, known as
Constrained Application Protocol (CoAP). This protocol is a lightweight version
of HTTP, however, it is not an alternative of the latter. Our previous work
on secure communication and architecture for wireless sensor networks can be
studied in [5,6].

CoAP was designed in view of limited resources of the objects. This proto-
col allows the exchange of messages between resource-starving physical objects
over resource-limited communication networks [7]. In the communication con-
text, resource-starving objects are miniature devices which lack the support
for processing speed, power, storage, available bandwidth and data rate. Such
devices are often built using an 8-bit or 16-bit micro-controllers. In some case, the
micro-controllers have an upper bound of 32-bit. Unlike conventional networks,
the resource-limited networks lack the support for a fully functional TCP/IP
stack. IPv6 over Low-power Wireless Personal Area Network (6LoWPAN) is a
well-known example of such networks. Instead of TCP, CoAP uses UDP at trans-
port layer for flow control and session initiation and work alike HTTP to match
requests with corresponding responses. Similar to web, IP addresses and port
numbers are used to locate a resource residing on a given serve. Various REST-
ful URIs are used to provide access to the resources. Methods such as GET,
POST, DELETE and PUT are used in similar fashion to HTTP. CoAP is not
a replacement of HTTP protocol, however, it uses a small subset of commands
and context of HTTP to optimize for Machine-to-Machine (M2M) exchanges.
CoAP can be considered as a method for accessing and invoking various REST-
ful services exposed by physical objects, also known as Things, over a physical
network. CoAP supports four different types of messages and their specification
are defined in the CoAP-draft [7].
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1. CON: CON represents a confirmable message which requires a valid response.
The said response can either be positive or a negative acknowledgement. If
in case, an acknowledgment is not received by the sender, the request is
re-transmitted until all such attempts for transmission are exhausted. The
re-transmissions attempts increase in a non-linear, exponential fashion.

2. NON: NON represents a non-confirmable message and is used for unreliable
transmission such as a request for sensor readings which are observed peri-
odically. In such transmission, if one reading value is missed, there is little
impact on the overall reading. NON messages are not acknowledged and the
response is mostly NON as well.

3. ACK: ACK represents a valid acknowledgement and is either piggybacked
in the response or send as a separate message. ACK is sent in response to a
CON message and contains information about an observed data. If ACK is
lost, the response need to be send again with the same ACK by the server.

4. RST: RST generally represents a negative acknowledgement and is used when
the server wakes up from sleep mode and lose the context of the previous state.

In the Internet of Things paradigm, the resources residing on a given server
need to be observed in a secured manner. A wide range of security challenges
faced by IP-enabled real-world physical objects are highlighted in [8]. In view
of these challenges, extremely lightweight, robust and secured protocols need
to be designed to meet the requirement of resource-starving sensor-embedded
objects communicating over resource-constrained networks. Despite the presence
of sensor nodes at the core of each object, the wide-range of security protocols
available in literature for Wireless Sensor Networks (WSNs) are not applicable
to these objects [9]. This is due to the fact that sensor-embedded physical objects
have their own unique attributes and characteristics and as such does not suit
the available protocols for WSNs. Any designed protocol for IoT need to be
lightweight as well in view of the underlying resource-constrained sensor nodes
in each object.

An RSA-based encryption algorithm for the IoT objects was proposed in
[10]. The proposed scheme used a pair-wise key, i.e., a public key and a private
key. The proposed scheme is, however, highly resource-consuming and require
heavyweight and resource-intensive cryptographic suites. As a result, it does
not meet the demands of resource-starving objects. A server-based certificate
validation protocol was proposed in [11]. The said protocol enables one or more
clients to delegate certificate validation to an entrusted server. However, the pro-
posed protocol increases communication overhead and as such does not fit to the
requirement of resource-constrained objects of an IoT. Certificate validation and
PKI are well-known cryptographic and authentication schemes in the Internet.
However, for the IoT, these schemes are highly complex in terms of computa-
tion, storage and as such require proper configuration to suit the objects inter-
acting in an IoT requirement. Implementation of key-pair approaches restricts
miniature sensor-embedded objects from utilizing these schemes. Data-gram
Transport Layer Security protocol (DTLS) is an obvious choice for IoT objects
because CoAP protocol uses UDP as a default and resource-saving scheme [12].
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However, DTLS with full PKI is not an optimal choice for IoT objects. A sym-
metric key encryption scheme was proposed by [13] for authentication. The pro-
posed scheme uses a single pre-shared secret for establishing a communication
session. Although, the proposed scheme reduces energy consumption and com-
putational resources, however, it has not been validated via experimental results.

In light of the aforementioned discussion, we propose an extremely light-
weight authentication approach which uses a single key for authentication. Our
scheme incurs very small overhead and is sufficiently simple in terms of com-
putation and resource utilization. A 4-way handshaking approach is adopted to
authenticate the interested clients and servers. Upon successful authentication,
each client registers itself with the server to observe a resource, temperature
readings in our case. Malicious clients are prevented to observer resources and
from establishing connections with a server. Each client is restricted only to a
single connection for fair utilization of resources.

3 CoAP-Based Request-Response Interaction Algorithm

In this section, a brief overview of our CoAP-based 4-way handshake mechanism
for authentication is presented. It is important to note that our scheme and
CoAP are not two separate protocols. Instead, we use our own security patch
embedded in CoAP for authentication purpose to tackle various attacks.

Similar to any other communication network, resource preservation is a chal-
lenging task and is of utmost importance. Data fabrication by malicious entities
and its spread over a network will jeopardize the traffic flow of the whole net-
work. As a result of data fabrication, each object in the network will end up
with large number of copies of the malicious data. Not only the client, but the
server is also vulnerable to be compromised by a malevolent entity. Therefore, it
is mandatory to authenticate the integrity and identity of both the parties, i.e.,
the client and the server.

In light of the above discussion, we have proposed a lightweight algorithm
which uses the underlying operational model of CoAP. The proposed scheme can
be use as a lightweight alternative to DTLS because its simple to implement,
flexible in terms of complexity and infrastructure. Each client and a server chal-
lenge for mutual authentication using the exchange of four simple handshake
messages. Each message comprise of 256 bits. The only exception is the first
message, i.e., initial session initiation request. The small size of messages incur
small overhead during the authentication procedure and causes less burden to
the IoT objects. We have used Advanced Encryption Standard 128 bits, i.e.,
AES-128 for authentication and encryption. The four phases of our authentica-
tion schemes are Session Negotiation, Server Challenge, Client Challenge and
Response, and Server Response.

Before session negotiation phase, each client shares with a server a 128 bit
preshared secret Yi. This is a pre-requisite phase which takes place well before
any authentication commences. Each object has a unique identity (ID) associated
with it which enables a server to look-up for that ID in its table. Yi is known
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only to the client and the server as it is pre-distributed before any authentication
commences. The first phase, i.e., the session initiation or negotiation, is validated
once a match is found by the server in the table. If the ID of a client is not present,
the server will not proceed to session initiation. Figure 1 shows the Key-ID pairs
in the table maintained by the server.

Fig. 1. Pre-shared secrets and IDs in server table

ID matching with the table only allows the server and a client to commu-
nicate with each other to exchange a session key. The actual authentication
is completed only using the four handshake messages as shown in Fig. 2. The
handshake procedure is explained in details in the following four phases.

Fig. 2. Four-way authentication handshake

Session Negotiation. After a successful match of pre-shared secret, the actual
authentication starts using the four-way handshake mechanism, i.e., four phases.
In the first phase, a session is negotiated between the client and a server. Each
client sends a request message to the server. This message is CON and the
method is POST. The purpose of this message is to create a resource at the
server. Each message contains a token which is used to correlate the CON request
with a matching response (ACK). Also, each message has its own ID, to uniquely
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identify it. Each client has the ability to maintain and monitor a buffer, which
contains all transmitted request, i.e., CON messages to the server. If an ACK is
not received within the specified duration, the CON message is re-transmitted.
A CON message is also re-transmitted if the message timeouts. As shown in the
Fig. 2, the session negotiation message also carries two options, i.e., Auth and
the Auth-Msg-Type. URI is also present in the message which directs the client
request towards a given resource. Here, in Fig. 2, /authorize is a resource residing
at the server. In our scheme, the resource is temperature readings captured by
a given server. The value of Auth = true, Auth-Msg-Type = 0 and /authorize
is an indication to a server that the request is for session negotiation.

Server Challenge. Upon reception of session negotiation request at the server
end, Object ID, is retrieved from the message payload. It enables a server to find a
matching Yi which is associated with a given client. If a match is found, then the
server responds back with a payload which is encrypted using Advanced Encryp-
tion Algorithm (AES-128 bit). A pseudo-random number, a nonce (nonceServer),
and potential session key Ks are generated. All these parameters are of 128 bits.
The nonce, on the other hand, is used only once by the server in the entire authen-
tication mechanism. Using these parameters, the server generates an encrypted
payload. An XOR operation is performed on Ks and Yi. Then, the resultant is
appended with nonceServer and is encrypted with Yi. All these steps formulate
Eq. 1.

Epayload = AES{Yi, (Yi XOR Ks|nonceServer)} (1)

In this equation, Epayload is the resultant encrypted payload generated by
the server as a challenge which need to be decrypted by a given client. Only a
legitimate client can decrypt the payload by using the appropriate pre-shared
secret.

Client Response and Challenge. When the client receive the encrypted pay-
load, i.e., the result of server challenge, it needs to decrypt the said payload
for the retrieval of Ks. If successful, the client will have the original Ks and
nonceServer. To decrypt the payload of server challenge, each client uses its
unique Yi, which is known only to a given client. Successful decryption of server
challenge means that the given client has been able to authenticate itself. As
our proposed scheme is based on mutual authentication, hence, the server also
need to be authenticated. To do so, each client generates its own challenge, an
encrypted payload, similar to the server challenge. For this, each client generates
an encrypted payload of its own by using XOR operation as before. NonceServer

and Yi are used as the two parameters for an XOR operation. The resultant
of this operation is then appended to nonceclient and encrypted with Ks. The
detailed operation is shown in Eq. 2.

Epayload = AES{Ks, (nonceServer XOR Yi|nonceClient)} (2)

Here, Epaylaod is an encrypted payload generated by the client and
nonceClient is a pseudo-random number, similar to nonceServer, however, it is
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generated by the client. Similar to nonceServer, nonceClient is generated and
used only once in an authentication process. During this phase, Auth = true
and Auth-Msg-Type = 1 literally means that the server should realize that this
request is different than session negotiation and it means that the encrypted pay-
load in a server challenge was successfully deciphered by the client. At this point,
the potential session key, Ks has been securely transmitted to the given client.

Server Response. In this final phase, the server retrieves the encrypted payload
from the client challenge. Upon observing nonceServer in a client response, the
server knows that the given client has been successful to authenticate itself.
Now, the server also needs to decrypt the payload by retrieving nonceClient

from it. Upon successful decryption, the server creates a payload and embed the
nonceClient in it and appends Ks with it. This encrypted payload is encrypted
with Yi as shown in Eq. 3.

ESP = AES{Yi, (nonceClient|Ks)} (3)

The client has already authenticated itself. So, the server changes the status
of the temperature resource to Authenticated. Now, the encrypted payload is
being transmitted to the given client. When the client receives it, it decryptes it
and observe nonceClient in it. By observing nonceClient in the encrypted payload,
the client realizes that the server has also authenticated itself. With this phase,
both parties are mutually authenticated, are they are now ready to exchange
data between themselves.

In our proposed scheme, we have created our own Options similar to the one
CoAP uses. The formats of these two options, Auth and Auth-Msg-Type, are
shown below in Fig. 3.

Fig. 3. Option formats

At this point of time, our proposed scheme only emphasis on authentication.
We are still working on the actual exchange of data. For this we will specify
various conditions for the exchange of data. Without successful authentication,
any exchange of data is meaningless.

4 Experimental Evaluation

In this section, we have discussed the initial evaluation of our scheme. Before
the initiation of communication, client-server authenticates each other by val-
idating their IDs. For authentication and conditional resource observation, we
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have applied an open source library, i.e. CoAPSharp. This library consist of
basic CoAP protocol and offers normal resource observation. Therefore, we have
modified the existing protocol with our authentication scheme and application
specific conditional options.

In the implementation phase, we did our evaluations on the emulators first,
and then confirmed and implemented on the NetDuino Plus 2 boards. A temper-
ature sensor, Dellas DS1820 was embedded on the NetDuino Plus 2 Board. The
NetDuino board in the role of a server provides conditional specific resources
to four different clients in our proposed scheme. Each NetDuino Plus 2 board
control an application, as discussed in the previous section. Hence, our test-bed
is made-up of a total of five boards, a server and four client NetDuino boards.

Prior to setup a conditional resource observation relationship the client-server
must authenticate each other. Figure 4 shows a successful authentication of this
communication. In this figure, the server key is the potential session key which
needs to be securely and successfully transmitted to each client. Upon successful
decryption, the authentication process is completed. Here, the client key is the
pre-shared secret key associated with each client.

Fig. 4. Successful authentication response

Figure 5 shows an unsuccessful authentication response. Here, the client is
unable to decrypt the session key. Therefore, the client is banned from registering
with the server for the resource observation. Failure to decrypt the session key
eliminates various types of attacks in an IoT environment.

Fig. 5. Unsuccessful authentication response

In Fig. 6, the status of various physical devices registered with the server for
conditional resource observation is depicted.
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Fig. 6. Conditional resource observation

Here, each device relies on the temperature readings of the server. We have
different and specific condition for the announcement of various messages to the
server. Each device remains in a particular state (ON/OFF) and switches its
state once a particular condition is fulfilled. Different conditions specified for
our experimental results are already explained in the previous section. Here, 0
represents OFF and 1 represents ON state.

In the above figure, we have provided the preliminary results. Currently,
we are conducting extensive mathematical and experimental evaluation of our
proposed scheme against the DTLS and PKI in terms of various performance
metrics like the latency, packet loss, throughput, data rate, and average battery
power consumption.

5 Conclusion

In an Internet of Things (IoT), not much efforts have been made for securing
the IoT products available in the market. A large number of such products are
reaching to the market, however, most of these products lack security features.
Because, each object of an IoT has its own peculiar characters and has different
attributes, the existing secured solutions available for the Internet are not feasi-
ble for apply to them. The presence of embedded sensors in each object does not
mean that secured solution for WSNs are applicable to these networks because,
of their own unique and distinguishing underlying hardware and software pro-
totypes.

Our algorithm is highly efficient against key fabrication, resource exhaus-
tion, eavesdropping and DoS attacks. However, it may not be efficient against
Sybil attack [14]. But again, no secured solution in research can tackle all type
of attacks. Despite the buzz and hype surrounding around Internet of Things,
secured features will always remain a major concern for their products and
objects due to their unique features and foremost we do not know what a real-
world object will behave when it is connected with Internet. Such challenges
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encourage academia and industry to explore in-depth and come up with various
innovative solutions to tackle security loophole and vulnerabilities faced by these
objects.
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Abstract. Vehicular Ad-hoc Networks (VANETs) combine intelligent vehicles
on highways aim to solve many transportation problems. The performance of
VANETs is affected by many parameters due to highly dynamic structure. We
assessed the performance of VANETs over different highway’s scenarios and
investigated that under which circumstances the performance will be better and
vice versa. We adopted our experiments in infrastructure environment, where
the road side units (RSUs) are connected with cloud server. The RSU periodi-
cally gathers spatial-temporal information and upload it to cloud, which could
help the drivers to predict the status of road before journey. The experiments
carried on two types of highway’s scenarios: varying vehicles densities and
simulation time. The simulation result shows that selected performance metrics
(throughput, E2E delay and packet loss) greatly affect in both scenarios. The
simulation time within the interval 200 to 500 is an optimal choice during
simulation experiments. The throughput and packet loss increases with increase
in vehicle density. The end-to-end delay has an inverse relation with vehicle
density. The highway scenarios are generated by SUMO and the actual simu-
lation is done by NS2.

Keywords: Cloud computing � Network simulator � Vehicle density �
VANET � Performance analysis � Throughput � Packet loss � End-to-end delay

1 Introduction

The adoption of Vehicular Ad-hoc Networks (VANETs) across industry has increased
due to advancements in ad-hoc wireless technology. Vehicular ad hoc networks
(VANETs) are classified as an application of mobile ad hoc network (MANET) that has
the potential to solve many Intelligent Transportation System (ITS) problems. Recently
VANETs have emerged to turn the attention of researchers in the field of wireless and
mobile communications. VANET differs from MANET by architecture, challenges,
characteristics and applications. A VANET has some particular features despite being a
special case of MANET and presenting some similar characteristics as well [1].
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VANETs can be widely used in safety, traffic information, and other commercial
applications such as a road side restaurant advertisement, digital entertainment, etc.
[2, 3]. Based on VANETS, Intelligent Transportation System (ITS) [4] is very efficient
to improve safety, and reduce transportation times and fuel consumption. In literature,
VANETs have two operational modes such as V2I (vehicle to infrastructure) and V2V
(vehicle to vehicle). In V2I mode, the vehicles communicate through a central base
station called Road Side Unite (RSU) which collects data periodically and send it to the
cloud server for traffic management, road safety and decision making. While in V2V,
vehicles are independently communicating with each other. Figure 1 shows the
architecture of V2V and V2I.

The high mobile structure of VANET is a challenging task. The existing mobility
models are not too dynamic to maintain the highway topology. To get control over the
randomize topology structure of VANETs, Vehicle should be enough intelligent to
maintain its status. For a consistent and efficient VANET topology, we need two things,
a good mobility model that keep track of each vehicle at each moment and second a
strong routing algorithm. Routing is the selection of optimal routes for forwarding
packets [5]. In this work, we considered a highway of 1 km long for vehicles having
RSUs which are further connected with cloud server. The highway mobility model is
designed by a prominent simulation framework called Sumo (Simulation of urban
mobility) [6]. The highway mobility model is converted to NS2 executable form by
MOVE (Mobility Model Generator for Vehicular Networks) [7].

The routing algorithm used in highway simulation is Ad-hoc on Demand Distance
Vector (AODV). AODV is a reactive protocol, which discovers routes on demand.
AODV can be used in many types’ scenarios such as unicast, multicast and broadcast
[8]. The different types of control messages used in AODV are Route Request (RREQ),
Route Reply (RREP) and Route Error (RERR) [9]. Ahmad et al. [9] assessed the
performance of OLSR protocol in MANET using different scenarios and performance

Fig. 1. V2V and V2I operation structure
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parameters. We took their work as a motivation and adopted the same scenario cases
and performance parameters in VANET Cloud computing. We assessed the perfor-
mance of AODV protocol in VANET by varying highway topologies and using the
same parameters as that of Ahmad et al. [9].

We measured throughput, packet loss and End-to-End delay under different high-
way scenarios and concluded that the given parameters significantly effect by
increasing vehicles density. The simulation time after 500 s doesn’t significantly affect
the performance of highway’s vehicles. The statistics of all performance parameters are
uploaded to the cloud for efficient traffic planning.

The rest of the paper is organized as follows: Sect. 2 describes the existing work,
Sect. 3 having simulation results and discussion, and finally in Sect. 4, we concluded
our work.

2 Literature Overview

Das et al. in [10] evaluated the performance comparison of various adhoc routing
protocols i.e. LARI, AODV and DSR in terms of Packet Delivery Ratio for VANETs.
The performance of these protocols is studied with varying node speeds and traffic
density. As a result, the LARI protocol outperforms than AODV and DSR when the
network is sparsely populated. The successful delivery of the message was nearly
99.52% in LARI protocol.

The authors in [11] evaluated the performance of reacting protocols namely,
AODV and DSR on highly dense and mobile network based on different parameters i.e.
Throughput, End-to-end delay and Packet Delivery Ratio. They compared the per-
formance of their selected protocols with newly developed protocol DYMO.

Their simulation shown, that the overall throughput of DYMO is much better than
the other two protocols and also end-to-end delay was lowest, when compared with the
other (AODV, DSR). However packet delivery ratio of AODV was better than DYMO
and DSR. Perdana et al. in [12] evaluated the performance of PUMA routing protocol
using Manhattan Mobility Model with effect of Nakagami fading distribution in
VANET. The performance was analyzed by varying the traffic parameters in the
Manhattan mobility model from low to high traffic condition. At the end, they con-
cluded that Nakagami fading and Manhattan mobility model affected the Quality of
Service (QoS) in VANET. In [13] the authors analyzed the performance of AODV and
GPSR routing protocols in VANET in different scenarios under different traffic con-
ditions with respect to Packet Delivery Ratio (PDR) and average End-to-End Delay
(E2ED). Their simulation results showed that AODV performs better with respect to
PDR and GPSR outperforms AODV with respect to E2ED. Also, the performance of
both the routing protocols depends on scenario and traffic’s type.

Shaheen et al. [14] examined two routing protocols (AODV and DSR) over two
different scenarios (dense and sparse). Both protocols are measured using different
performance metrics such as Packet Delivery ratio (PDR), Throughput, End-to-End
Delay. According to their simulation results, AODV outperformed than DSR in case of
dense scenario, while the DSR protocol is better than AODV, when the network
scenario was sparsely populated. Ahmad et al. [9] studies the most prominent and
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widely used protocol i.e. Optimized Link State Routing (OLSR) for MANETS. Their
paper presents the performance evaluation of OLSR protocol for TCP and UDP traffic
patterns by varying parameters like node density, node speed and pause time. The
performance of OLSR has been assessed in terms of performance metrics, such as
packet loss, end-to-end delay and throughput under different network scenarios. The
results prove that, TCP performs considerably well in terms of throughput, end to end
delay and packet loss in different node density and mobility scenarios, while UDP is
better in case of pause time.

In this paper, we considered one kilometer long highway and assessed the per-
formance of ad-hoc on demand distance vector (AODV) using the same parameters
used in [10]. Our simulation is adopted in real life highway scenario, where the per-
formance is analyzed under different simulation time and vehicle’s density. Also the
vehicular cloud computing technology is embedded in experiments to minimize traffic
congestion, accidents, travel time and environmental pollution. Further our previous
work on performance improvement is available [15–19].

3 Simulation Results and Discussions

This is section having information about the simulation environment, tools and results
along with discussion. In short, the simulation is carried out on a long highway of
length 1 km having vehicles vary from 10 to 100. The ad-hoc on demand distance
vector (AODV) works on the top of each vehicle to trace packet transmission. The
vehicles will be equipped with communication, computing and sensing devices, and the
universal networks will make the internet available during travelling. Thus, the driving
experience will be more enjoyable, comfortable, safe and environmental friendly. The
performance parameter for assessment VANETs robustness under varies vehicle den-
sities and simulation times are throughput, packet loss, and end-to-end delay.

3.1 Simulation Environment

The high dynamic nature of VANET faces many challenges in real adaptation. The
instance change in topological structure of VANET is a big challenge for all existing
mobility model [16]. We used three different tools for our experiments. The combo of
Sumo and Move are used for designing an operational highway of ongoing vehicles.
On the other hand, NS2 is used for actual performance assessment under different
scenarios. All the sensed data of highway’s vehicles are collected through RSUs, which
are further uploaded to the cloud for driver decision making. In this paper we have used
Network Simulator version 2 (NS-2) is one of the prominent simulators used to sim-
ulate VANETs routing protocols in different scenarios. Manhattan Grid model is
adopted in simulation for the movement of nodes [17]. This mobility model is used by
NS2.35 to simulate realistic vehicle movement. The simulation parameters for highway
traffic design are given in Table 1. We have used Simulation of Urban Mobility
(SUMO) [6] is an open source, highly portable, microscopic road traffic simulation
package designed to handle large road networks and the Mobility Model Generator for
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Vehicular Networks (MOVE) was recently introduced to make ease of Sumo usage [7].
It is a simple parser for the SUMO and enhances SUMO’s complex configuration with
a nice and efficient GUI. The simulation parameters are given in Table 2.

3.1.1 Network Simulator
Network Simulator (NS-2) is one of the prominent simulators used to simulate
VANETs routing protocols in different scenarios. Manhattan Grid model is adopted in
simulation for the movement of nodes [17]. This mobility model is used to simulate
realistic vehicle movement. The simulation parameters are given in Table 2.

3.2 VANETs Performance Analysis on Highway’s Vehicles

In this section, we evaluated the performance VANETs over highway with respect to
different vehicle density and Simulation time. The performance is assessed by three
performance parameters such as throughput, delay, and packet loss. The simulation
environment is considered according to Tables 1 and 2.

3.2.1 Simulation Time Impact on Highway’s Vehicles
In order to assess the simulation time impact on highway’s vehicles, we kept the speed
and vehicle density constant to 100 km/h and 50 Veh/km vehicles respectively.

Table 1. Highway scenario parameters

Parameter Value

Simulator Sumo 0.12.3, Move v2.9
Mobility model Manhattan grid
Simulation time 200, 400, 600, 800, 1000
Highway length 1 km
Number of junctions 3
Number of nodes 10–100
Vehicle’s min speed 100 km/h
Vehicle’s max speed 120 km/h
Number of lanes 2
Traffic lights 3

Table 2. Simulation conditions

Simulation conditions Value

Traffic type UDP
Number of nodes 100
Routing protocol AODV
Mac protocol IEEE 802.11p
Packet size 1000
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3.2.1.1 Throughput vs Simulation Time

The line graph in Fig. 2 shows that throughput increase with increase in simulation
time. Hence we concluded that for an optimal simulation experiments, we have to keep
the simulation time in the interval 500 to 1000 s.

A small simulation time causes unrealistic performance, because all the nodes are
not participating in short simulation run. Figure 2 also depicts that after a specific
simulation interval, the throughput remains constant as shown in simulation time 800
and 1000 s.

3.2.1.2 End-to-End Delay vs Simulation Time

The end-to-end delay in a short simulation run seems quite long duration as shown in
Fig. 2. In short, we can say that, delay and simulation time are indirectly proportion to
each other. The end to end delay remains constant after specific simulation run time as
shown in Fig. 2.

3.2.1.3 Packet Loss vs Simulation Time

The packet loss has directly proportional relation with simulation time as shown in
Fig. 3. But after getting a specific simulation time run, we will experience constant
packet loss rate. From Figs. 1, 2, 3, and 4, we concluded that we should keep a
moderate simulation time for experiments. Small simulation duration causes to
un-realistic results, while too long just waste of time.

Fig. 2. Simulation time impact on throughput
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3.2.2 Vehicle Density Impact on Highway’s Vehicle
Vehicle density refers to number of nodes passing through per unit highway’s length.
In this section, we analyzed the vehicle density impact on highway’s vehicles by using
throughput, delay and packet loss.

3.2.2.1 Throughput vs Vehicle’s Density

The average throughput increases with vehicle density as shown in Fig. 5. We kept
10% of the vehicles as traffic agents on highway. Hence with increase in vehicle’s
density the traffic agents also increases and over all throughput increases.

Fig. 3. Simulation time impact on E2E

Fig. 4. Simulation time impact on packet loss
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3.2.2.2 End-to-End Delay vs Vehicle’s Density

The relationship between delay and density is not very clear as depicts in Fig. 6. It has
some exponential up and down, which shows that position of communicated nodes also
effect the performance.

3.2.2.3 Packet Loss vs Vehicle’s Density

The increase of vehicle’s density on highway degrades the performance of packet
delivery as shown in Fig. 7. The high packet drop in Fig. 7 is a notification of traffic jam.

Fig. 5. Vehicle density impact on throughput

Fig. 6. Vehicle density impact on E2E
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4 Conclusion

In this paper, we analyzed the performance of VANET using different highway’s traffic
scenarios in cloud computing. From simulation results, we concluded that, Simulation
time has significant affect on VANETs performance. A moderate simulation time will
be an optimal choice for good results. In a short time interval, all the nodes will not
participate in the simulation, which will affect the results. Similarly keeping to much
long time has no impact, because after a specific time, the values of all performance
parameters become constant. The throughput and packet loss are directly proportional
to vehicle density. The throughput and packet loss in a congested condition are sig-
nificantly more than normal traffic. The relation between End-to-End delay and vehicle
density is ambiguous as it has some variability which affects the performance. Our
design framework will provide an intermediate platform in the form of cloud server,
which could provide the ongoing status of highway.
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Abstract. Sensor network is a network of autonomous devices that con-
sist of sensors which are spatially distributed to sense the physical envi-
ronment for certain parameters like temperature, humidity and pollu-
tion etc. There are various applications of sensor network, like volcanic
eruption, inventory tracking system, military surveillance, homes and
industrial automation and automobiles. Different sensors use for specific
purpose such as temperature sensor, humidity sensor, light sensor, ultra-
sonic and multimedia sensor, and all these sensors are used for their
own task. In this system, we use ultrasonic sensor for defense and secu-
rity purpose. The ultrasonic sensor constantly transmits ultrasonic sound
(Transmitter) which on striking with an obstacle bounces back and that
bounced wave is also received by sensor (Receiver) and from this reflec-
tion the distance between sensor and obstacle is calculated. So when a
person come close to dangerous area like electric field, river side and
explosive material, the system will detect the person and will sound an
alarm to inform the authorities. The proposed scheme is implemented
and the generated results validates its functionalities.

Keywords: Internet of things · Security · Surveillance · Wireless sensor
networks

1 Introduction

The “IoT” heralds the connection of a nearly countless number of devices to the
internet thus promising accessibility, boundless scalability, amplified productiv-
ity and a surplus of additional paybacks [1]. Current real-world deployments
of large-scale IoT systems are not limited to some well-bounded application
domains. Sensor networks is one of the key network that will play a vital role
to achieve the desired goals. Sensor networks uses in various areas because of
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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their unique characteristic that ranges from low level like mobile sensor (use in
mobiles for call) to high level applications as nuclear plant monitoring. In sensor
networks we deploy sensors in a field that is to be monitored for various para-
meter like temperature, humidity, pollution, light etc. the deployment criteria
depends on application, it may be random or pre-planned [2]. The deployment in
any hostile environment and in large geographical areas is usually random while
in normal situation or limited areas we use pre-planned deployment technique.

Life of every human being is precious and the safety is a challenge for us. But
the safety can be achieved by the use of various technological applications that
do exist in this modern world. One of the techniques is through the deployment
of sensor network. Therefore, we use ultrasonic sensor as a source of measuring
the distance between human and the network. When a person approaches to
define threshold the network will give a signal (alarm) to avoid the danger area.
In this paper, the deployment of our network nodes are pre-planned as we have
to monitor a specific area. The network can be deployed to any environment
which can cause harm or threat to human life like electric field, border crossing,
and huge water sides.

The reminder of this paper is structured as follows: the next section gives a
short overview of relevant related work. Section 3 describes the proposed scheme.
The implementation is described in Sect. 4. Section 5 gives an overview concern-
ing the tests setup and the measurements results. In the last section, we draw
the conclusions and some outlines for future work.

2 Related Work

We can find a number of related works focusing on the surveillance system using
sensors networks such as a detail survey on multi-media can found it [3], a detail
work on the energy efficient servilance system in [4]. The Australian Defense
Force has IMAP and JMAP to perform planning prior to the deployment of
forces, but there is a knowledge gap for on-ground forces during the execution of
an operation [5]. Multi-agent based sensor systems can provide on-ground forces
with a significant amount of real-time information that can be used to modify
planning due to changed conditions. The issue with such sensor systems is the
degree to which they are vulnerable to attack by opposing forces. This paper
explores the types of attack that could be successful and proposes defense that
could be put in place to circumvent or minimize the effect of an attack.

In [6], the authors state that it is practically impossible to construct a truly
secure information system. Communications are secure if transmitted messages
can be neither affected nor understood by an adversary, likewise, information
operations are secure if information cannot be damaged, destroyed, or acquired
by an adversary. They go on to define software challenges for a future combat
system including (but not limited to) network security and accessibility; fault
tolerance; and information analysis and summary of large data streams from
the network. Further, author in [8] claim that most software is insecure. This
could be because, as [9] have observed, security requirements are often omitted
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from requirements specifications altogether. This has been noted as being par-
ticularly problematic in other safety-critical domains such as automotive control
software [10].

Fig. 1. Proposed system overview

In terms of the problem domain (military operations), wireless sensors of var-
ious types can be distributed on ground before a battle, whilst being connected
to autonomous software agents in a multi-agent system to give an on-field tac-
tical advantage, provided that the communications between the sensors cannot
be subverted. A public key infrastructure is an obvious solution to the integrity
problem, however issues of secure storage for the private key and over-the-air
transmission of either public or private keys will still prove problematic. The
issue of key management is perhaps further complicated by the ever-decreasing
cost of the hardware required to conduct a brute-force attack [11].

3 Proposed Scheme

Our proposed model is focusing on the defense and security of individuals rather
than a team. As stated, the basic application is to comfort and ease in life
of general public as it can be installed in almost all places with low-cost and
operation facilities. The previous work in this field were about high level security
i.e. on state level surveillance but our model will provide the security in our
routine work. In this model, we define an threshold and permitted area, where
if someone tries to get into that particular area the alarm system will invoke the
security officials as well as the individuals living or staying in that particular
area on that particular time.

The proposed algorithm for the scheme is working on the principle that when
the sound signal is generated by ultrasonic sensor and it echo back receive by the
receiver of ultrasonic sensor and send to micro controller, the micro controller
calculate the time. The time at which sound is produced and which it is received
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are also recorded. The distance is calculated on the bases of this time. The
formula for the distance is

D =
time inµ sec

73.746

2
inches (1)

Fig. 2. An HC-SR04 type ultrasonic sensor

Using the above distance formula, we calculate threshold “t” value, where
as for t < 24 in., it will display warning massage to the base station and will
sound an alarm. An overview of the proposed system is presented in the Fig. 1.
The figure shows that sensor network is integrated with the home sub-network
and that is further connected with the home networks. Inside home, wireless
and wireless networks can be used to connect with the external networks. For
instance, if the users want to save the events in a server they can use the in-house
networks to store the activities in the server.

4 Implementation

This section overviews the variety of hardware and software used to implemented
the proposed scheme and generating results.

4.1 Ultrasonic Sensor

This type of sensors generates high frequency sound waves and evaluates the
echo which is received back by the sensor. The frequency of sound wave is about
20 KHz or above. The time interval between sending the signal and receiving the
echo determines the distance of object. Figure 2 depicts the sensor that has been
used in the tests.
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Fig. 3. Micro-controller chip used.

Fig. 4. Proposed system overview

4.2 Micro Controller

A micro controller is a small computer as it has a single IC. The micro controller
has its own processor core, memory. The function of micro controller is to process
the data (Fig. 3).

4.3 Bread Board and Jumper Wires

A bread board is used for making an experimental model of an electric circuit.
As micro controller can support only a few devices therefore we use bread board
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Fig. 5. Output in normal condition

Fig. 6. Output at the time of intruder detection

to connect multiple devices with the micro controller through jumper wires for
initial test at laboratory level.

4.4 Software

We have used the open source Arduino Integrated Development Environment
(IDE). The open-source Arduino Software (IDE) makes it easy to write code
and upload it to the board. It can run on Windows, Mac OS X, and Linux.
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5 Installation of Tools and Results

As stated earlier, the different devices are interconnected with micro controller
through bread board. The connection was provided by jumper wires. The micro
controller is further connected to laptop to display the result. The system is
shown in Fig. 4.

When the network is in off state, it does not sense any movement and does
not generate any data or information. Initially, the system is tested for normal
condition and the situation when there is someone near the in vicinity. In normal
condition, the system will sense the data through sensors; the micro controller
will process it and will pass the output to the base station. The micro controller
processes the data (calculate the distance) and take a decision on the calculated
data. In normal condition when the threshold is not reach network will not take
any action. As depicted in Fig. 5, the system shows the result of detection at
various distances from the system.

When the defined threshold is reached i.e. the distance between network
and intruder is less than defined threshold the system will sound an alarm and
lights will start blinking and the message shall be displayed as “danger area” as
depicted in Fig. 6. It should be noted that based on the scenario and application,
we can change the defined threshold.

6 Conclusions and Future Work

In this paper, we presented a scheme based on sensor networks for surveillance
system. In a nut-shell, the presented system is based on sensor network which use
ultrasonic sensor and it take decisions based on sensed data at define threshold.
The proposed system is implemented and validated. In future, we are committed
to use the ultrasonic sensor in other applications as auto door’s opening, and
home automation.
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Abstract. In this paper we have discussed the approaches and complexity of
big data analytics issues in the perspective of cloud computing. Big data and
cloud computing are novel methods of distributing computational resources.
Currently big data and cloud computing has engrossed romantic behavior, which
needs handling huge quantity of data quickly and securely. In the modern era the
size of data is dramatically increasing due to cloud computing technology,
which poses various challenges with the variety, security, and size of data.
Cloud computing is the newest and the main kind of distributed computing
systems and it wraps most of their features. It has already been broadly
employed for its huge merits and its capability to handle large amount of data
like workflows and big data applications. We have identified some gaps in
technology, its challenges, limitation, and applications of big data and cloud
computing from theoretical perspective. Moreover, this paper give recommen-
dations to the researchers on future direction sand suggests different solutions to
the challenges and limitations.

Keywords: Big data � Cloud computing � Cloud data � Security

1 Introduction

The advancement in science and technology has made the globe as a small town and as
a result a huge amount of data is produced and stored daily. Extracting precise and
relevant information from this data is very challenging and helpful in business com-
petition. Various data mining solutions that extract structured and unstructured data is
main key for organizations to gain insights from company private data as well as huge
amounts of publicaly available data. The capability of validating customer private
information such as product preferences, likes and dislikes etc. with the data obtained
from tweets, blogs, feedback, product evaluations, and information available on social
networks opens a broad variety of potentials for organizations to know the require-
ments of their clientele, forecast their needs, demands, and efficiently utilize the
resources. This standard is being popularly known as Big Data. In other words, the big
data is described as a dataset whose volume is afar the processing capability of classical
databases or systems. Four essentials are highlighted in the description of big data that
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are capture, store, manage, and analyses [2]. The focal point of the four essentials is the
final phase, the big data analytics that is repeatedly pulling out information from a huge
quantity of data. It can be seen as the drawing out or handing out of the enormous data
and helpful facts can be regained from the large dataset [3]. The conventional technique
for analyzing data is laid on the arithmetical models of the problems first and then looks
if data vigorous the models. With the increase of the diversity of sensible data, these
arithmetical models might be unproductive in resolving problems. The pattern must
move from the model-driven to the data-driven techniques. The data-driven technique
spotting on forecasting what is happening and also ponders on what is occurring right
now and getting prepared for the potential events.

Cloud computing has been transfiguring the Information Technology industry by
giving litheness to the way Information Technology is utilized, allowing organizations
to pay only for the services and resources they employ. In an attempt to lessen IT assets
and running cost, from small to large size are using Clouds to offer the wherewithal
needed to run their applications. Clouds differ considerably in their precise technolo-
gies and implementation, but frequently give infrastructure, platform, and software
resources as services. The most frequently stated benefits of Clouds include offering
resources in a pay-as-you-go fashion, enhanced accessibility and flexibility, and fee
decrease. Clouds can avoid organizations from costs for preserving peak-provisioned
IT assets that they are improbable to utilize the majority of the time. Even as at first
glimpse the price suggestion of Clouds as a podium to perform analytics is strong, there
are numerous issues that require trouncing to craft Clouds a perfect platform for
scalable analytics. In cloud computation, usually many computers are being used to
lodge all the users’ requirements on instantaneous base. So an enormous facts and/or
figures have to be transmitted from one place to another place for implementation of
some programs based on the necessities of memory, processor, disk space etc. espe-
cially in big data Cloud computing network have some attractive manners like servers
are clustered as sub-network within the network. The arrangement can be shaped to
specific arrangement techniques. Cloud computing usually has two kinds of connec-
tion, i.e. direct and indirect. Peer-to-peer data movement is handling by direct con-
nections while observing system holds all the situations in the network using indirect
connections. Fetching huge amount of data is hard as there are many barriers to
conquer. The first barrier is handling the gigantic quantity of data rapidly. The size of
data influences the performance of cloud network. The big data analytics also expe-
riences from problems where the huge amount of data will be executed in a short time
with a sensibly good performance.

The rest of this paper is organized as follows. In Sect. 2, challenges and issues is
presented followed by the discussion in Sect. 3. The paper in concluded and future
research directions and gaps are discussed in Sect. 4.

2 Challenges and Opportunities

With any kind of advancement in technology, cloud computing ought to be thoroughly
assessed prior to its extensive adoption. A small number of researches have scientifi-
cally considered cloud computing affect on information technology by classifying it as
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challenges of cloud computing and its opportunities. In this paper we assess the
opportunities and challenges from the following perspective; with opportunity and
challenges [6–8].

1. Management as a challenge in Big Data and Cloud Computing
a. Less expenses on Information Technology infrastructure

i. Lack of trust by health care professionals
b. Computing resources available on demand

i. Organizational inertia
c. Payment of use on a short-term basis as needed

i. Loss of governance
2. Technology as a challenge in Big Data and Cloud Computing

a. Reduction of IT maintenance burdens
i. Uncertain provider’s compliance

b. Scalability and flexibility of infrastructure
i. Resource exhaustion issues
ii. Unpredictable performance

c. Benefits for green computation
i. Secure Data
ii. Restricted access on data transfer
iii. Faults in hefty distributed cloud computing

3. Security as a challenge in Big Data and Cloud Computing
a. No resource constraints on protecting data

i. Non-centralized collapse
b. Secure data by placing its various copies at different locations

i. Public administration problems
c. Vigorously leveled protective assets intensification pliability

i. Meager key encryption
4. Legal as a challenge in Big Data and Cloud Computing

a. Supplier’s promises to guard consumer’s information/privacy
i. Privilege abuse

b. Mature strategies/technologies for enabling the erection of reliance policies by
nonprofit groups
i. Data jurisdiction issues

c. Development of rules by government regarding information/privacy security
i. Privacy issues

5. Scalability as a challenge in Big Data and Cloud Computing
a. Distributed data storage systems

i. Relational Database Management Systems are not supported by cloud
technologies

6. Availability as a challenge in Big Data and Cloud Computing
a. Data is accessible from everywhere

i. deliver high-quality services
ii. data integrity and security
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7. Transformation as a challenge in Big Data and Cloud Computing
a. Structured and Unstructured data

i. In unstructured data, data need to saved in a distributed databases prior to
processing

8. Heterogeneity is a challenge in Big Data and Cloud Computing
a. Data from multiple sources

i. users can save data three formats, i.e. structured format, semi-structured
format, or unstructured format

9. Privacy as a challenge in Big Data and Cloud Computing
a. Personal details are one click away

i. Personal details are exposed to scrutiny,
ii. Profiling, stealing, and loss of control issues

10. Governance is a Challenge in Big Data and Cloud Computing
a. Use of standards

i. Applications that use huge amounts of data obtained from outside sources.

3 Discussion

The key limitations and challenges in big data and cloud computing are the amount of
data and the storage capacity, accessing and fetching the data. Cloud computing usually
uses direct and indirect connections. Small amount of data on direct connections have
no issues however when the amount of data increases then fetching large dataset has
different hurdles to overcome. The first hurdle is the amount of data which ultimately
affect processing on data. The big data analytics experiences from problems where the
huge amount of data will be executed in a short time with a sensibly good performance.
Another hurdle is the frequency of changes in the data content. As the data is constantly
growing so efficient and intelligent algorithms are need to be modified. Likewise,
another hurdle is the diversity of data, i.e. various types’ data coming from various
sources. Sometimes various types of formless data require to be pre-processed to
semi-formed and/or well formed data before final processing. In some situations,
several goals need to be attained concurrently in large datasets. Mainstream conven-
tional techniques can only produce good result with constant and various algorithms,
and need to do a sequence of disconnect runs to assure different goals [7, 8]. With the
advancements in various communication fields such as intelligent transportation sys-
tems [9], Internet of Things (IOT), Software defined networks, there is requirement for
more study to break the multi-goals problems with less constraint.

The concept of cloud computing shift the computing power and data storage away
from computer into the cloud, here are the potential benefits of cloud computing using
swarm intelligence for big data. It helps to overcome processing limitations of normal
systems with high amount of data storage, and power consumption. It also increases
security level for data through a centralized monitoring and maintenance of software.
Similarly, the power of the cloud computing can be seen in E-commerce and
E-marketing where huge amount of data is produced. For example, use of the cloud
technology in business allows us to efficiently utilize resources which reduce business
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cost. Thus it will charm enterprise’s kernel competitive control and finally complete
goods and services trading.

Further, we give detail discussion of the challenges and opportunity discussed in
previous section, i.e. management, technology, security, legality, scalability, avail-
ability, transformation, heterogeneity, privacy, and governance.

1. Management
The principle advantage of cloud computing is its low cost due to its quick
deployment and maintenance. This ability shows that due to change in demand
organizations are not required to change infrastructures. Similarly a cultural con-
frontation; to share information and changing conventional ways of working is a
general administration challenge to accept cloud technology.

2. Technology
Smaller organizations typically do not have internal IT staff. Hence, removing the
new information technology infrastructure and maintenance burdens can eliminate
lots of barriers. Similarly, cloud computing has advantages for so-called green
computing—the more efficient use of computer resources to help the environment
and promote energy saving. However, the main issues are resource exhaustion,
unpredictability of performance, data lock-in, data transfer bottlenecks, and bugs in
large-scale distributed cloud systems.

3. Security
Possibly the toughest antagonism to cloud technology implementation in an
organization is data security. Most cloud suppliers put users’ information in various
locations which makes profile redundant and less secure. These includes hacker
attacks, network breaks, natural disasters, separation failure, public management
interface, poor encryption key management, and privilege abuse.

4. Legality
Data and privacy protection are necessary for gaining consumer faith required for
cloud technology to utilize its complete prospective. If the supplier implements
enhanced and efficient rules and practice, consumer will easily evaluate the asso-
ciated risks they face. However, the use of cloud technology may pose various
legal issues like contract law, intellectual property rights, data jurisdiction, and
privacy.

5. Scalability
The capability of memory to grip growing sums of information in a suitable way.
Scalable dispersed data storage systems is a vital element of cloud infrastructures.
However, due to the lack of cloud computing features to support RDBMS asso-
ciated with enterprise solutions has made RDBMS less attractive for the deploy-
ment of large-scale applications in the cloud.

6. Availability
It is the resources of a system available to the clients on demand by an authoritative
person. In a cloud computing, a major problem regarding cloud service providers is
the accessibility of data saved in the cloud. However, the increase in number of
cloud users may cause quality of services, and most important issue is the private
and secret information on cloud has security threats.
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7. Transformation
Altering the data into an appropriate format for investigation is a hindrance in the
implementation of big data. Due to different types of data formats, big data can be
changed into an analysis workflow is different for structured and unstructured data.

8. Heterogeneity
Data from multiple sources are generally of different types and representation
forms and significantly interconnected; they have incompatible formats and are
inconsistently represented, i.e. users can store data in structured, semi-structured, or
unstructured format. However, unstructured data are inappropriate because they
have a complex format that is difficult to represent in rows and columns.

9. Privacy
Privacy apprehensions carry on hampering those clients who outsource personal
data into cloud. This apprehension has turned into severe issues with the
improvement of big data mining and analytics, which need personal information to
produce relevant results, such as personalized and location-based service. How-
ever, if Information of an individual is leaked which will gives rise to concerns on
profiling, stealing, and loss of control.

10. Governance
The exercise of control and authority over data related rules of law, transparency,
and accountabilities of individuals and information systems to achieve business
objectives. However, policies, principles, and frameworks that strike stability
between risk and value in the face of increasing data size and deliver better and
faster data management technology can create huge challenges.

4 Conclusion

In this paper we have mentioned a few important challenges and issues in big data and
cloud computing. We discussed cloud computing will grow and with the age of big
data, and have elaborated some of the key challenges existing in the field of cloud
computing. With the existing tool and techniques it is not sufficient to adhere all the
challenges relating to big volume of data. It is not feasible to provide better data quality
with the existing technology and again privacy is big problem with cloud data. Pro-
cessing streaming data need some novel algorithms and some efficient tools. Again
from privacy point of view hashing is not possible for data with volume of data.
Confidentiality challenge for data can be addressed by developing any novel algorithms
for key management and key exchange.
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Abstract. The Internet of Things (IoT) is a concept which expands the extent of
internet by integrating a physical object to discover them into contributing
bodies. This novel idea allows a physical gadget to embody itself in the digital
world. There are a bunch of conjectures and opportunistic future of the IoT
devices. However, most of them are vendor specific and requires a cohesive
standard, which delivers their flawless assimilation and interoperable operations.
Another key issue is the need of highly secure features in these devices and their
equivalent products. Majority of these devices are resource constrained and not
able to sustain computationally intricate and resource overwhelming secure
algorithms. In this paper, we present a survey of various applications which have
been made possible by IoT. Furthermore, the challenges faced by these networks.

Keywords: Internet of things � IETF � CoRE � CoAP

1 Introduction

Twenty first century has revolutionized the world of technology. Size of internet has
been increasing rapidly with integration of miniaturized embedded devices into the
internet world. Automation systems, personal gadgets, smart grid, cell phones and
many other devices collaborate with each other and share valuable information about
physical world. Internet is moving from traditional workstation and laptops to small
embedded devices. We are moving from internet to Internet of Things (IoT) [1] by
incorporating a sheer number of physical devices into internet. These objects contain
miniature sensor nodes at their core which inherits all the limitations of Wireless Sensor
Networks. IoT extends internet beyond personal computers, work stations to the world
of physical objects. A broad range of appliances are now connecting to internet and
provides valuable information. In internet, humans are the main source of generating
information ranging from sending emails, capturing videos to messaging and browsing
are some to mention. However, in IoT of the future, there will be millions and trillions
of smart objects which will collect information, process it and communicate it. IoT
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relies of a set of distinct technologies which collaborate with each other. The major
technologies behind this vision of IoT are Identification, sensing, embedded processing
and communication are some to mention [2]. Radio Frequency Identification (RFID)
tags are attached to physical world objects which contain data about those objects.
These small tags are not capable to sense the environment but have the ability to collect
data about a product. Internet of Things would not have been possible without them
as they provide each object a unique identification to be recognized on the internet. On
the other hand, sensor networks are capable to sense the environment based on
unique identification provided by RFID tags and can also monitor their location, energy
and other parameters. Once data is being sensed, partial processing take place at
each object which is further transmitted for various operations to extract valuable
information from it.

The Internet Engineering Task Force (IETF) shaped a working group called
Constrained RESTful Environment Group (CoRE) group. This group was given the job
to define a method to use a large number of tiny, resource limited, low-power devices,
that can exchange information over lossy- networks. This group described a set of
regulations that is termed as Constrained Application Protocol (CoAP) [3]. CoAP is an
application-layer protocol that is created to permit information exchange between
resource-limited gadgets over resource limited networks [4]. Resource limited devices
are tiny devices which have low processing power, memory, and speed. These devices
mostly manufactured with 8-bit microcontrollers. CoAP protocol runs over UDP and
cannot use TCP. IPv6 over Low-Power Wireless Personal Area Network (6LoWPAN)
is an example of such a constrained network configuration setup [5]. CoAP has similar
to HTTP-like request and response paradigm where devices can interact by sending a
request and receiving a response. CoAP is very similar to HTTP; it is evident that it has
been intended for easy web integration. CoAP does not replace HTTP; instead, it
implements a small subset of widely accepted and implemented HTTP practices and
optimizes them for M2 M message exchange. Think of CoAP as a method to access
and invoke REST fu l services exposed by “Things” over a network [6]. Some good
survey and research on intelligent transportation and its application in Internet of
Things can be studied [12–14].

In this paper, we discuss the applications of IoT and the wide range of challenges
faced by these networks. The applications of IoT are restricted by various challenges
faced by these networks at various layers. The rest of the paper is organized as follows.
In Sect. 2, potential applications are discussed. In Sect. 3, various challenges faced by
these networks are discussed. Finally, the paper is concluded and future research
directions are provided in Sect. 4.

2 Applications of Inter of Things

The IoT allows us to use technology to improve our reassure, efficiency utilizes our
energies, and easily performs the tasks that utilize our home and work life and give us
greater control over our lives. Here, we discuss various applications of an IoT.
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2.1 Connected Home

A connected home can mean dissimilar things to different people, but it is basically a
home with one or more gadgets linked together so that the homeowner can organize,
modify and check their environment. If the IoT is basically helping our lives com-
fortable and easier and more linked, then the connotations for a truly Connected Home
are game-changing.

2.2 Wearable

This technology covers a verity of devices that monitors, record, and give response on
you/your environment. In other words, wearable are divided in two categories:

2.2.1 Fitness and Environment
Fitness ribbons and wristwatches are capable to monitor and send data based on your
daily activities such step counting, heart rate and temperature.

2.2.2 Health
These wearable devices can monitor vital health factors such as O2 saturation, heart
beat etc, and can transmit any information outside of a planned range to the patient and
to his doctor.

2.3 Industrial IoT

The IoT has thoughtful solution to automate an industry with wireless and
infrastructure-less connectivity using sensor networks, M2 M communications, and
conventional industrial automation can be made efficient and more effective.

2.4 Smart Grid

A smart grid is collection of internet capable devices that could measures
power/energy, water or natural gas utilization of a town/building. With smart grid we
can save labor cost as well as actual and accurate information and demands of the users.

2.5 Transportation

CoAP protocol is used for tracking the vehicle by fetching the GPS coordinates of the
vehicle position at a specific point of time. It monitors the speed of the vehicle by
fetching the reading of the accelerometer of the vehicle. A simple symmetric hand-
shaking for various states of the vehicle (Fast moving, slow moving and Rest) is
investigated. The overhead incurred during the communication and handshaking is
quiet low which suits the requirement of energy constrained devices.

These are just a subset of applications. There are many other applications of IoT.
The scope and nature of IoT provides a wide range of opportunities for various
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applications. Currently, a wide range of research is being conducted to investigate the
applications of CoAP and various other IoT protocols for physical objects of daily life.

3 Challenges Faced by Inter of Things

Internet of Things consists of a bunch of physical devices connected with each other.
The devices themselves are resource-rich; however, they will not be able to commu-
nicate with each other in absence of sensor nodes. The presence of sensor nodes at the
core of each physical device makes the device intelligent and enables it to identity itself
in the digital world. These sensor nodes are resource-constrained and as a result classify
the device as resource-constrained as well [7]. Resource-constrained devices vary from
one another in term of space code, RAM and other specifications which affects their
capabilities to support HTTP protocol. Resource-constrained devices having
10 KBytes of RAM and about 100 Kbytes of ROM are not capable to support HTTP
(Class 1 devices) while those having 50 Kbytes of RAM and around 250 Kbytes of
ROM support HTTP (Class 2 devices) [9]. However, HTTP requires considerable
amount of code space and ROM along with high energy in processing, so Class 1
devices refrain from adapting HTTP. As a result, extremely lightweight protocols such
as CoAP need to be developed to make them feasible for IoT. The protocols need to
adjust the battery power of each object so that they can operate for months and years
for as little as 1 W.

Another challenging issue for IoT is interoperability [8]. As IoT incorporate a series
of devices, hence, interoperability between various devices is a serious issue. Most of
these objects have their own underlying hardware and software platforms and as a
result, they are not able to communicate with each other. As a result, a common and
unified standard for various technologies is required. The use of such a standard will
provide seaming-less operations.

The devices require a scalable application layer for interoperable communication.
Moreover, a common programming model is required, which will enable programmers
to focus only on application development rather than the hassle of worrying about
underlying platform architecture. In [15], the authors proposed an innovative solution
to cope with these challenges by curbing the installation of application code on the
embedded systems. Rather, they suggest that application code should run on the cloud
and only firmware and network stack will be nested in the core of each embedded
device. Running applications on cloud will serve two major purposes: ample memory
space availability on the nodes and most importantly, developer will not have to worry
about the hardware architecture [8]. The latter will help to develop applications on
cloud which will enhances communication between heterogeneous nodes irrespective
of any programming language. RESTful operations will be performed on the nodes to
communicate with the hardware and perform various operations. Cloud operation will
enhances communication between nodes from different manufacturers and will provide
an interoperable communication between them. Now a NetDuino board will not require
a custom protocol to communicate with TMote or Berkeley mote as everything is
running on the code. Only Firmware and RESTful operations (PUT, DELETE, GET,
and POST) will all that be implemented on the node. Application code is shifted to
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cloud. In-network data processing consume considerable amount of a node resources,
these operation will also need to be shifted to a powerful devices in order to ease the
burden on these nodes [2].

The Quality of Service (QoS) provisioning in an IoT framework is another chal-
lenging issue which needs to be addressed. To provide QoS, two parameters are of high
importance: Reliability and Timely delivery of data. Reliability is provided by trans-
mitting CON messages (message type in CoAP) which need to be acknowledged.
When a sender transmits a CON message to the server for resource observation (re-
sources such as temperature etc. resides on a server), it waits for an acknowledgement
by using Stop-and-Wait retransmission algorithm. In Resource observation, timeliness
is maintained by using “Observe” option. This option enables the subscriber/listener to
sequence the notification.

In resource observation, an observer registers itself with a resource residing on a
server [10]. The subject (server) notify each observer when the state of the resource
changes. This reduces the number of transmission flowing in the network which in turn
improves the efficiency, reliability, energy consumption, bandwidth utilization and
other QoS metrics of the network. Resource observation provides reliability by
exchanging CON messages which need to be acknowledged. As far as timeline
requirement is concerned, the Observe option helps the observers in sequencing the
resources. Though, this option helps the subscribers/observers to check the validity of
the notifications. However, it does not guarantee timely delivery of notification (car-
rying resources) to the observers. This will have severe consequences in real time
application where a minor delay in notification will make it useless [11].

The presence of diverse range of devices at the core of IoT poses various security
threats. Integrating everyday objects into the internet require various communication
models. This requirement is likely to add some very ingenious and innovative mali-
cious models [16]. It is of utmost importance that such models should be prevented or
at least mitigating options should be in place to tackle their undesirable effects. To
develop a secure solution in the internet of things context is much more difficult due to
varying and unpredictable nature of objects, many of whom are to be connected for the
first time in the internet. It is very important to understand the characteristics and
features of things and underlying embedded technologies to combat various malicious
models. Existing security and lightweight cryptographic algorithms are to be assessed
and adapted in the internet of things environment. However, such profiling of these
protocols and algorithms might not necessarily comply with their domain of applica-
tions and might results in undesirable outcomes. Any protocol or algorithm has their
intended domain of applications and specification. Modification of protocol features
might deviate from its original use of intend as many internet-based protocols were not
designed for internet of things objects. Recent work can found in [10].

Heterogeneity plays a vital role in infrastructure protection. Highly constrained
sensor nodes scattered in a battle field require a robust communication channel to
communicate with cellular and wireless devices like Smartphone. Cryptographic
algorithms are required to secure communication between these entities. However, due
to battery power nature of these devices, the algorithms need to be computationally
simple and fast efficient. AES algorithm might suit a small subset of IoT devices;
however, they might not be suitable for extremely constrained RFID tags. Symmetric
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algorithms are the best options rather than asymmetric algorithms as they are com-
putationally simple and suit these tags etc [9, 10]. IoT devices need to use the existing
internet standards to communicate with each other. However, all of them are not
resource oriented. Hence existing security protocols need to be adapted and modified.
In short, the challenges faced by IoT are summarized as follows:

• Sensing a complex environment: Innovative ways to sense and deliver information
from the physical world to the cloud

• Connectivity: Variety of wired and wireless connectivity standards are required to
enable different applications needs.

• Power is critical: Many IoT applications need to run for years over batteries and
reduce the overall energy consumption.

• Security is Vita l: Protecting user’s privacy and manufacturers IP, detecting and
blocking malicious activities.

• IoT is complex: IoT application development needs to be easy for all developers,
not just to exports.

• Cloud is important: IoT applications require end-to-end solutions including cloud
services.

4 Conclusion

Internet of things incorporates a wide range of devices. The presence of miniature
sensor nodes at the core of each device provides seamless and interoperable commu-
nication. Although, a wide range of applications exist, however, communication is still
at risk in these applications. These networks face various challenges which need to be
addressed in order to broaden the scope of IoT. These networks have the potential to
enable communication between devices, which were not previously connected with the
internet.
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Abstract. Cloud Computing is getting reputation as the standard approach for
designing and organizing software applications over the internet, especially for
distributed and e-commerce applications. In recent times, Cloud Computing has
emerged as a new opportunity that how software and other resources can be
provided to the consumers as a service. However, applying the existing tradi-
tional software engineering life cycle models to cloud computing, we identify
some inadequacies like they do not concentrate on engineering activities, they
lack the fundamental description of cloud services using traditional requirement
engineering process, they do not deal with proper modeling, and they suffer
from good development and testing processes. We propose a cloud computing
life cycle model (CCDLC) for development of cloud to deal with the mentioned
deficiencies faced in the existing traditional life cycle models.

Keywords: Cloud computing � Software engineering � Life cycle model �
Process model

1 Introduction

The need to access data from any location transformedWorldWideWeb into an intelligent
web which can display quarried data from any location. As the time pass the technologies
have improved and need increased day by day. So the experts feel that there is need of
some more improved version of business oriented model where hardware, software, tools
and applications provided to customer on lease, which can be accessible across the globe
via internet. Now this idea of experts and companies implemented through cloud com-
puting where users can get hardware software, tools and applications on lease. Cloud
computing has brought the innovative period of potential computing, change a huge
branch of IT trade, redesign the buy and use, and get significant consideration worldwide
and local society of IT, national and intercontinental organizations [3, 5].

Cloud computing benefits software engineering concepts like agility, availability
and cost efficiency. These need to be well engineered for cloud platforms using the
software engineering methodologies particularly modeling the cloud aspects to provide
logical tested solution prior to implementation to improve the quality. The models
assist in representing the problem and its solution (logically) in a methodical mode.
They also demonstrate the precise details for different viewpoints and at various stages
of development [2]. The goals of modeling and design of cloud paradigm, are to
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support all the activities of cloud modeling and design to fit into an overall
model-based development from both business and IT perspectives. Unfortunately, there
is not yet a consensus on the right set of process models.

The rest of the paper is organized as follow: Sect. 2 illustrates the detail background
with regard to the development of the cloud, Sect. 3 introduces the proposed cloud
computing development life cycle model, and finally Sect. 4 includes the conclusion.

2 Motivation and Background

Software models have been directing the practice in the domain of software engi-
neering. The process model is actually a set of logically associated activities whose
implementation guides to the construction of a specific software product [6]. There are
frequently precise specifications and in order to obtain them there may be need to
combine different cloud services [6].

Generally, we can have two possible ways to utilize the software engineering in the
paradigm of cloud computing; (i) to improve the software development methods to
suite designing software applications for the cloud (ii) the utilization of cloud to
support the process of software development [1]. Cloud computing benefits software
engineering concepts like agility, availability and cost efficiency. These need to be well
engineered for cloud platforms using the software engineering methodologies partic-
ularly modeling the cloud aspects to provide logical tested solution prior to imple-
mentation to improve the quality. Modeling of cloud computing can be used to
generate code and offer code generation as a service which is the attractive and
demanding activity [4].

There is a huge anxiety that what type of service and requirements of the organi-
zation should be moved to the cloud and this migration may take place based on the
QoS [8, 9]. To identify and categorize the services of being provided by the cloud, the
services should be ranked [11]. The scalability of the cloud should also be kept in mind
and should be a very obvious part of the cloud development process because the nodes
which are part of the cloud may be located in different regions of the world [10]. The
Service Level Agreement (SLA) is also a major activity involved in the cloud com-
puting paradigm, thus a proper management of the SLA is also important [12].

The cloud development is a very sensitive issue in terms of its flexible nature. The
development of cloud should be taken into consideration throughout the entire life
cycle f the cloud development. Global Software Development could be one of the ideal
techniques to utilize for the development of cloud computing [13, 14]. Risk mitigation,
monitoring and management activity could play a vital role in the development of
cloud.

3 Cloud Computing Development Life Cycle Model (CCDLC)

This section includes the detail description of the proposed life cycle model. Software
development model can be different for cloud computing than traditional development
because cloud need to consider services to internal consumptions as well as external
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users. The target market of developing cloud application is small and most of them are
not fully aware of the development life cycle on cloud computing. The services to
external users the development life cycle can be different because it is integrated with
internal consumption of cloud service.

There is need to integrate other significant processes with SDLC, because during
cloud development there is need of other processes such as feasibility analysis, risk
management, security and privacy checks, scalability, efficiency, SLA and other QoS
factors. Therefore, we propose, a specific life cycle model for the cloud development
which tackle the above mentioned characteristics of the cloud computing. The abstract
description of the proposed life cycle model is depicted in Fig. 1. The figure highlights
and visualizes the overall proposed model and depicts all the phases which are pro-
posed as part of the proposed model. The detailed description of each and every phases
of the proposed cloud computing life cycle model (CCDLC) is given below:

Fig. 1. Proposed cloud computing development life cycle model (CCDLC)
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3.1 Feasibility Analysis and Modeling

This phase is about the decision making by the organization to migrate cloud paradigm.
Now a days the cloud computing has become the most demanding paradigm and every
organization is moving to the cloud. There are a number of reasons for the reputation
such as extreme scalability, accessibility and the reduction in the IT cost. However,
several organizations still get it tough to migrate their application to the cloud. The
complexity of migrating to cloud could be because of different reasons. Therefore, the
first step we propose in the proposed model is to clearly take a clear decision to migrate
to the cloud. The decision should be based on obvious advantages and pros.

3.2 Risk Modeling and Management

Once the decision is made to migrate to the cloud by organization, and then the risk
modeling and its mitigation and management should be taken into account. Risk is the
opportunity that an incident will happen and unfavorably influence the results. This
phase plays an important role in the overall designing of the cloud. Cloud may affect by
a number of risks such as security risks, privacy issue, technical risks, social risks, and
accessibility issues. Therefore, these issues are needed to be identified and mitigated
properly before going to develop cloud.

3.3 Extended Traditional Software Development Life Cycle (SDLC)

The traditional SDLC include requirement, design, development, validation, and
deployment. In the cloud development, these phases are taken into account with some
modifications and extensions. The detail description of these phases is given below:

3.3.1 Agile Requirement Engineering
The traditional requirement engineering process can be extended in the way to con-
tinuously manage the requirements with the agility. The requirement phase includes the
identification and elicitation of the cloud services; it may include the subscription to an
existing service in the cloud, developing in-house service using the cloud environment,
or outsourcing service.

3.3.2 Modeling and Design Using UML Extension Mechanism
Architecture and design is the next phase of traditional generic SDLC. In this phase the
proper architecture (the logical solution) of the system is built and mapped to the
requirement. Unified Modeling Language (UML) can be extended to model the cloud
aspects in the overall process of the cloud development.

3.3.3 Development with GSD Techniques
The next phase of traditional SDLC is the development. The cloud development is a
very challenging and complex task. The traditional SDLC development phase may
extend to Global Software Development (GSD) to achieve the required services
according the specifications. Now days, we are practicing an explosion of cloud
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computing as a novel and innovative generation of the internet. Every organization is
migrating to the cloud. Therefore, the development of the applications should be taken
into consideration with the experience and skills of international experts using the GSD
techniques.

3.3.4 Scalable Testing
The next phase of traditional SDLC is the testing. In this phase the developed systems
is tested, verified and validated thoroughly. As the cloud is a complex distributed
system, therefore, the traditional tasting techniques will be extended to have scalable
testing methods and tools to validate and test the cloud services. The scalable testing
may include automated testing procedure and automated tools to test the services
automatically.

3.3.5 Deployment with Persistency
Deployment is the very last phase of traditional SDLC. Traditional deployment is one
big bang activity which is taken place at the end of the development. Cloud is a
complex distributed system, therefore, it requires a proper continues deployment
process in the form of persistent deployment. Persistent deployment is a kind of
extension to continue integration whose purpose is to minimize the load time between
the development and deployment. To get the persistent deployment the development
squad relies on infrastructure that mechanize and appliance a variety of steps leading up
to deployment.

3.4 Assuring Scalability

The capability to scale on demand is the greatest benefit of cloud computing. When
taking into consideration the variety of advantages of cloud, scaling on-demand is one
of the all time great advantage in the cloud computing paradigm. Thus, after the
development of the cloud, the cloud should assure the scalability and it should be
scalable to provide the services on demand at any stage. This scaling facility should be
auto by the vendor.

3.5 Security and Privacy Checks

Security and privacy have consistently been a big issue in IT applications. In the cloud
computing paradigm, it becomes principally severe because the services situated in
diverse locations across the globe. Security and privacy are the two major features of
user’s anxiety in the cloud computing. Therefore, the security and privacy should be
handled properly after the development and deployment of the cloud.

3.6 Service Level Agreement (SLA)

Security and privacy have consistently been a big issue in IT applications. In the cloud
computing paradigm, it becomes principally severe because the services situated in
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diverse locations across the globe. Security and privacy are the two major features of
user’s anxiety in the cloud computing. Therefore, the security and privacy should be
handled properly after the development and deployment of the cloud.

3.7 Quality of Service (QoS) Management

Due to the numerous use of cloud computing, the QoS of cloud computing has turn out
to be a significant and necessary matter as there are numerous open issues which
required to be resolved associated to the trust in cloud computing paradigm. QoS
management involves guaranteeing the level of service along with all its attributes such
as availability, performance and reliability. In this phase proper QoS modeling
approaches are needed to be used assure and manage the QoS.

4 Conclusion

Cloud computing development life cycle (CCDLC) model is proposed for the
designing and developing of cloud from both vendor and consumer perspectives. The
proposed model overcomes the shortcomings and deficiencies found in the traditional
existing software engineering process models. The proposed process model includes
the modifications and extension of the traditional SDLC and other important processes.
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Abstract. The modern era of technology makes technology an integrated part
of our lives. The information and communication technology ICTs and infor-
mation technology has diverse impacts on the human lives both in positive and
negative aspects. The modern emerging trends in the technology and their
impact on the human race encourage researchers to develop new enhanced
techniques. The researchers proposed the concept of e-government to use the
information technology and information and communication technology
(ICT) and web-services to encourage the involvement of different stakeholders
in the development and enhancement of government procedures. The electronic
government directorate of Pakistan under the supervision of Ministry of Infor-
mation approves an e-government plan. This paper provides an insight into the
importance of search functionality in the e-government websites of Pakistan.
A survey is conducted to evaluate the importance of search functionality and
effective use of search functionality to improve the effectiveness, efficiency and
satisfaction of the websites.

Keywords: E-government � Search functionality in e-government � Effective
use of search functionality

1 Introduction

The basic definition of an E-Government is “The employment of the Internet and the
world-wide-web for delivering government information and services to the citizens”
[1]. Electronic government can also be stated as “The utilization of Information
Technology (IT), Information and Communication Technologies (ICTs), and other
web-based telecommunication technologies to improve and/or enhance on the effi-
ciency and effectiveness of service delivery in the public sector” [2]. E-government
encourages the involvement of different stakeholders in the development of state and
community as well as develops the governance process better [3].

Network society theorists’ states in various studies that activities and social
structures in societies are increasingly centers around network largely on information
and communication technologies (ICTs) [4–6]. Though most governments hesitates in
taking up new technologies. The current practices of public administrations become
increasingly complex, have to harmonize activities the developing stakeholders in the
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public domain. The management and processing of huge amount of information seems
like a silo, insular culture, slow decision making and information dispersion of the old
model appears to be not suited for the advance information dissemination and corpo-
ration, legitimacy and trust professed by the citizens and eventually affects efficiency
and proficiency [7].

Since the middle of 1990s, the e-government and ICT become the ideal solutions for
the traditional public administration problems. Researchers are of opinion that intensive
use of technology could increase the efficiency of public administration operational
rules, abridges organizational procedures [8], citizen’s involvement to be increased [9]
and transparent and accountable government activities could be legislate [10]. High
expectations requires an exploration to evaluate the limit to which public administration
and procedures can integrate ICTs in their basic activities. It is fascinating to validate
whether governments are becoming suppler, transparent and considers citizen’s pref-
erences, and transition towards new form of administrative organization might be
considered as a virtual state [11] or as a network administration [12].

The government of Pakistan announced its first e-government strategy in 2005 for
five years. The E-Government Directorate revised the strategic planning based on the
consideration of past years, new realities and current conditions. The E-Government
strategic plan is approved for three years in July 2012 [13]. Salient feature of this strategic
plan is human resource development, top-level owner-ship, comprehensive planning,
priority on high impact projects, interoperability of applications, security of government
information, timely availability of funds and software development. The Government of
Pakistan aims to spend Rs.4.6 billion on the information technology in the form of
e-government, infrastructure and human resource development. The e-government is
gaining fame in recent years. It is observed that over the past few years, almost every
ministry is moving towards the e-government. This allows the citizens of Pakistan to have
an easy access to rules, regulations, legislations and laws. The e-government sector is in
its initial stages having many short comings. Apart from many other limitations, these
government sector websites do not address the issue the intelligent information retrieval.

This paper is organized in section; in Sect. 2 literature review is provided, Sect. 3
provide the evaluation of effective use search functionality and Sect. 4 provides with
the conclusion.

2 Literature Review

The traditional web applications do not address the features and usage context of
mobile applications. In the paper [18], authors highlight the issues of user interface
operability and their impact on the evaluation on the mobile applications usability.
An ISO 25010 based quality model called 2Q2U is offered to assess and improve the
MobileApp usability. 2Q2U addresses the quality attribute (1) quality, (2) quality in
use, (3) actual usability and (4) user experience. They looked as the mobile app usage
context and impact on app design. In combination with 2Q2U a new framework for the
quality is proposed in [19]. SIQinU (strategy to improve quality in use) aims to
improve the quality. The propose strategy is used for the evaluation of radio WebApps
for user’s hedonic and pragmatic needs.
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A framework is presented [20] to evaluate Hindi and Punjabi websites on the basis
of external quality attributes based on ISO/IEC 25010-11 standard. The proposed
framework includes visual and automated observations. In their research proposal, 290
websites from academic, newspaper and government domains will be selected to
evaluate on the basis of designed framework.

Abbasi et al. in [21] presents the ISO 25010 user interface aesthetics (UIA) from
product quality (PQ) and quality in use (QIU) perspectives. In the said ISO standard,
aesthetics is categorized as sub-characteristics of usability. While designing, it is
important to design and evaluate aesthetics from user’s perspective as well as from the
product design perspective. The proposed approached is used to evaluate local Chinese
websites.

The web portals as discussed in [22] provide wide range of applications, infor-
mation and services. The quality in use, as important perspective of ISO/IEC 25010
standard is used as base to define a quality model for the web portals.

Stefani in [23] defines the B2C-specific quality assessment model for web metrics.
Three dimensions based on end-user interaction categories, internal specifications of
metrics and sub-characteristics of quality in light of ISO9126.

Jayakumar [24] evaluates the websites quality on the basis of accuracy, feasibility,
usability and Website quality Assessment model (WQAM). The quality metrics are
evaluated through the questionnaire sample. The feedback is used to identify the areas
in the website requires improvement. On the basis of the feedback, new e-learning
framework is proposed to incorporate the findings. High-level structure based on
characteristics, sub-characteristics and main three dimensions attributes (content, ser-
vice and technical quality) is suggested for the comparison, evaluation and improve-
ment of websites [25].

The independency between the six quality attributes of ISO/IEC9126 is confirmed
in the paper [26]. Customer satisfaction is quantitatively measured on the basis of these
quality attributes. A prediction model is presented to assess the total customer satis-
faction based on the inherit characteristics of the product. Based on these quality
attributes “three dimensional integrated value model [27] ” model is proposed to dis-
play the total quality of the system visually. The entire quality of the system can be
measured and compared using integration meter of the evaluation of the system pre-
sented through solid volume cubic vectors of the characteristics.

3 Results

The intended context of use of the e-government websites is describe in this section. This
section describes the participants who took part in the quality in use evaluation process.

3.1 Effectiveness in Use

The data for the Effectiveness in use was collected using the usability test, observa-
tions, retrospective think aloud (RTA) and post evaluation questionnaire. The results
for effectiveness were recorded for all the eight websites during the task performance
phase. The mean, median and mode values for each websites is shown in Table 1.
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The analysis of the Fig. 1 showed that measures for the website of FBR are greater
than all other websites. This shows that users find it easy to complete the assigned tasks
with less errors and least help from the evaluator. The results indicated that users hadmore
difficulty in completing the tasks, made mistakes and required frequent help from the
evaluator while using other websites. The Fig. 1 show that users faced great difficulty in
finding the desired results while using the Official Gateway to Government of Pakistan.

The lower scores show poor performance of the users. The user response for
Official Gateway to Government of Pakistan and Federal Education Institute

Table 1. Results for effective in use

Sr. No. Websites Mean %age completion
rate

User response

Mean Median Mode Mean Median Mode

1. FBR 70% 67% 60% 2.355 2 2
2. Ministry of Defence 56.66% 49% 50% 2.5 1 2
3. Federal education Institute

Directorate
46.66% 35% 40% 1.3 1 1

4. Ministry of Finance 63.33% 55% 50% 2 2 2
5. Ministry of Professional and

Technical Training
53.33% 60% 45% 2.3 1 2

6. Ministry of Planning,
Development and Reform

46.67% 38% 48% 3 1 2

7. Official Gateway to Government
of Pakistan

40% 25% 35% 1.3 2 1

8. Ministry of Science and
Technology

54% 56% 45% 2 2 2

Note: all task complete = 100%, each task with error = 10% deduction, help from evaluator = 5%
deduction User Response: 1 = strongly not agree, 2 = disagree, 3 = neutral/somewhat agree,
4 = agree, 5 = strongly agree

Fig. 1. Comparative analysis of effectiveness in use for the websites
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Directorate is least. The analysis of the results shows users were not or somewhat
satisfied with their task performance as shown in Fig. 2.

3.2 Efficiency in Use

The mean time taken to complete the accurately completed task is measures using the
usability test and observations. The mean, median and mode values measures through
the post evaluation satisfaction questionnaire for each websites is shown in Table 2.

Fig. 2. Effective in use: user response

Table 2. Efficiency in use

Sr. No Websites Mean efficiency User response
Mean %age
task rate (%age)

Time %age /
Time

Mean Median Mode

1. FBR 70% 1.25 m 56% 2.473 1 2
2. Ministry of Defence 56.66% 1.5 m 37.77% 2.7 2 2
3. Federal education

Institute Directorate
46.66% 2.5 m 19% 1 1 1

4. Ministry of Finance 63.33% 2.5 m 25.33% 2.1 1 2
5. Ministry of Professional

and Technical Training
53.33% 1.25 m 42.66% 1 2 1

6. Ministry of Planning,
Development and reform

46.67% 1.5 m 31.11% 2 2 2

7. Official Gateway to
Government of Pakistan

40% 2.5 m 16% 2.3 1 2

8. Ministry of Science and
Technology

54% 1.12 m 48.21% 1 1 1

Note: Mean %age task rate (%age) is used from the Table 4.1, Time is calculated in minutes
using stop watch, User Response: 1 = strongly not agree, 2 = disagree, 3 = neutral/somewhat
agree, 4 = agree, 5 = strongly agree
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The comparative analysis of the results shown as bar graph in Fig. 3. The analysis
of the results shows that the efficiency rate of the selected websites were not high.
These websites do not provide functions that access users in finding the desired results
within specified time. Other factor that affect the efficiency was the organization of the
data on these websites. Users found it difficult to memorize these websites for later use.
The website of FBR presented the partial search functionality helped in achieving high
efficiency rate. On the other hand Official Gateway to Government of Pakistan and
Federal Education Institute Directorate had the least efficiency rates.

The high scale indicate the greater satisfaction achieved obtained by completing
tasks in limited/ minimum time. The users did not feel satisfied after achieving the
goals shown in the Fig. 4.

Fig. 3. Efficiency

Fig. 4. Efficiency: user response
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3.3 Satisfaction in Use

Satisfaction is accomplished by the achieving the pragmatic goals. Satisfaction in use in
measured in terms of satisfaction, likability, trust, pleasure and comfort obtained while
using the system. The response showed users were not felt accomplished after
achieving the tasks. The pragmatic goal did not fulfilled and users faced number of
difficulties in achieving the goals (Fig. 5).

4 Conclusion

For the survey eight different websites were selected. The criteria for the selection was
(1) information on the website, (2) number of pages, (3) website layout, (4) importance
of data and (5) amount of data on the website. These factors has great impact on the
learnability, cognitive learning, though process, likability, pleasure, comfort and trust
of the users on these websites. An important factor that contribute to poor performance
is lack of search feature in those websites. The tasks for the survey were organized in
such a way that participants were asked to use the websites for 20–30 min to get
familiar with the features of the websites. After the said time period, different tasks
were assigned to them. Most tasks were designed to find a particular data present on
these websites. The users found it hard to memorize the provided information leads to
poor performance in completing the task accurately within the allocated time period.
The satisfaction in use directly associated with the effectiveness in use and efficiency in
use. If the user fails to complete the tasks accurately without external help within the
specified time leads to poor satisfaction results. The trust, comfort, pleasure, likability
and satisfaction are associated with the pragmatic goals of the users. The users faced

Fig. 5. Satisfaction in use
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difficulty in using these websites, find it hard to achieve the desired goals. The results
shows that users had to explore the websites multiple times before reaching to the
destination. Due to lack of search feature, user’s performance degraded. The partici-
pants did not perform their tasks with effectiveness and efficiently. Once the tasks not
completed effectively and efficiently, user satisfaction, trust, comfort and pleasure had
not achieved. The users faced difficulty in using these websites, find it hard to achieve
the desired goals. The results shows that users had to explore the websites multiple
times before reaching to the destination.
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Abstract. In this paper we have given a new idea of bringing automation to the
Big data. This paper basically focused on the three core topics in automaton for
Big data. Automation machines are used in today world to automate certain
applied sciences ideas, into computational models. Mealy, Moore & Markov
Probabilistic Modeling are one of those used to accomplish the said task. In
particular we have focused on transducer and features in MATLAB and
implication of system General Knowledge are focused in this paper.

Keywords: Markov model � Probability � Hidden-Markov model � Finite state
machine � Process control � Finite state automaton � Big data

1 Introduction

A mathematical framework for the modeling, trying out and diagnosis of sequential
machines is developed. A completely standard system model is used in which a
transition gadget is represented as a sequential system, probably with state and output
unit one-of-a-kind from the ones of the best system. A deterministic finite automaton,
called observer, describes the technique by way of which one profits information from
the statement of the responses to test sequences. It generalizes the paintings of Henie on
distinguishing and homing sequences, through modeling all of the possible conclusions
that might be drawn from gazing the circuit beneath take a look at. A nondeterministic
acceptor is derived from the observer; it accepts diagnosing sequences and can also be
used to generate test sequences. We then accomplice possibilities with this nondeter-
ministic acceptor which, collectively with a stochastic supply of enter symbols, pro-
vides a probabilistic prognosis. As a selected utility we do not forget the checking out
and prognosis of random-get right of entry to reminiscences via random take a look at
sequences. The model in [1] generalizes the paintings by means on the calculation of
the period of a random check collection required to assure that the chance of detection
of a fault exceeds a prescribed threshold [2].
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2 Moore Machine Background

The interesting records of the way finite automata have become a branch of laptop
technological know-how illustrates its wide range of programs. the first humans to
don’t forget the concept of a finite-nation device protected a team of biologists, psy-
chologists, mathematicians, engineers and some of the first laptop scientists. They all
shared a common interest: to model the human concept procedure, whether within the
brain or in a laptop. Warren McCulloch and Walter Pitts, neurophysiologists, were the
first to present an outline of finite automata in 1943. Their paper, entitled, “A Logical
Calculus Immanent in apprehensive hobby”, made great contributions to the look at of
neural network concept, concept of automata, the concept of computation and cyber-
netics. Later, two laptop scientists, G.H. Mealy and E.F. Moore, generalized the
concept to a great deal greater effective machines in separate papers, posted in
1955-fifty six. The finite-state- machines, the Mealy system and the Moore gadget, are
named in recognition of their paintings, while the Mealy system determines its outputs
thru the present day state and the center, the Moore device’s output is based upon the
modern nation alone.

2.1 Moore Machine Introduction

Moore machine is an FSM whose outputs depend on only the present state. A limited
state machine (FSM) or limited robotic (FSA, plural: automata), or basically a country
system, is a numerical version of calculation used to define both laptop applications and
consecutive motive circuits. It is taken into consideration as a unique device that may
be in considered one of a constrained variety of states. The device is in one and
simplest nation without delay; the state- its miles in at any given time is called the
existing nation. It could change starting with one state- then onto the following whilst
began with the aid of an activating occasion or situation; that is called a flow.
A selected FSM is characterized by using a rundown of its states, and the activating
situation for every circulation. The behavior of country machines may be visible in
numerous devices in reducing edge society that perform a foreordained arrangement of
activities depending upon a succession of occasions with which they’re displayed.
trustworthy instances are sweet machines, which apportion items when the great fea-
sible blend of cash is kept, lifts, which drop riders off at top floors earlier than hap-
pening, pastime lighting, which alternate grouping whilst automobiles are maintaining
up, and blend locks, which require the contribution of mix numbers in the perfect
request. Restrained nation machines can reveal a big number of problems, amongst
which might be digital configuration computerization, correspondence convention plan,
dialect parsing and different building programs. The FSM memory is restrained through
the quantity of states.

Moore gadget is an FSM whose outputs rely upon handiest the existing nation [6].
A Moore device may be defined by means of a 6 tupple (Q, Σ, O, δ, X, q0) where

• Q is a finite set of states.
• Σ is a finite set of symbols referred to as the enter alphabet.
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• Is a finite set of symbols known as the output alphabet?
• δ is the input transition function where δ: Q × Σ → Q
• X is the output transition characteristic wherein X: Q × Σ → O
• Q0 is the preliminary country from where any enter is processed (q0 2 Q).

The crucial distinction is that there may be no arrangement of definite states, and
that the circulate capacity places you in every other state, in addition to produces a
yield picture. The goal of this form of FSM isn’t tolerating or dismissing strings, but
instead producing an association of yields given an association of inputs that a dis-
covery takes in inputs, bureaucracy, and creates yields. FSMs are one technique for
portraying how the inputs are being treated, deliberating the inputs and nation, to create
yields. On this way, we are extraordinarily inspired by using what yield is created. In
DFAs, we could not care less what yield is created. We thought simply whether a string
has been recounted via the DFA or no longer.

2.2 Moore Design

The basic operation of a state-machine has the following two properties in [7]

• It traverses thru a series of the states, where the subsequent state- is determined by
subsequent state decoder, depending upon the present state and input situations.

• It gives sequences of output alerts primarily based upon state- transitions. The
outputs are generated by the output decoder based upon present country and enter
conditions.

The use of input signals for finding out the next country is likewise known as
branching. Similarly to branching, complicated sequencers provide the functionality of
repeating sequences (looping) and subroutines. The transitions from one country to
another are called manipulate sequencing and the common sense required for deter-
mining the following states is called the transition function. The usage of enter alerts
within the decision-making manner for output generation determines the type of a
nation machine. There are well known sorts of nation machines: Mealy and Moore.
Moore state system outputs are a feature of the prevailing country simplest. Such
machines are fantastically susceptible to hazards, difficult to design and are seldom
used. In our discussion we will attention completely on sequential state machines
(Figs. 1 and 2).

The capabilities carried out the entire system layout functions performed via con-
trollers can be categorized as one of the following nation system capabilities:

• Arbitration
• Occasion monitoring
• A couple of condition checking out
• Timing delays
• Manage sign era

Later we will take a layout instance and illustrate how these functions can be used
whilst designing a nation system. State-system principle supply us a hazard to analyze
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the fundamental speculation for all successive reason frameworks, the confined country
system (FSM), on the other hand essentially state machine. Those parts of automatic
frameworks whose yields depend on upon their beyond inputs and moreover their gift
ones can be displayed as constrained state- machines. The “records” of the device is
summed up in the estimation of its inner nation. At the point when every other
information is exhibited to the FSM, a yield is produced which relies on upon this
statistics and the present situation of the FSM, and the device is brought on to transport
into new country, alluded to as the subsequent nation. This new state- likewise relies on
upon both the statistics and gift country. The structure of a FSM is verified pictorially.
The interior country is positioned away in a chunk marked “reminiscence.” As talked
about before, two combinatorial capacities are required: the move capacity, which
creates the estimation of the following state-, and the yield capacity, which produces
the country machine yield.

Fig. 2. State machine with separate output and next state decoder

Fig. 1. The two standard state machine model
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2.3 Moore Review

A state is a portrayal of the status of a framework that is holding up to execute a move.
A move is an arrangement of activities to be executed when a condition is satisfied or
when an occasion is gotten. For instance, when utilizing a sound framework to listen to
the radio (the framework is in the “radio” state), getting a “next” boost results in
moving to the following station. At the point when the framework is in the “Compact
disc” express, the “following” boost results in moving to the following track. Indis-
tinguishable jolts trigger diverse activities relying upon the present state.

Limited state machine are one method for portraying the conduct of a circuit with
state. Consider it an exceptionally unrefined programming dialect, which takes inputs,
and uses those inputs and the state to register yields, furthermore to figure out what
state to move into. CPUs use limited state machines as control units to synchronize the
get, execute, and disentangle cycle. These machines can be fairly modem, be that as it
may, programs exists to change over the limited state machine into genuine flip failures
and rationale entryways [3]

3 Mealy Machine Introduction

A Mealy machine (S, f) consists of a set S of states and a transition function f:
S → (B × S) A assigning to each states 2S and input symbol a 2 A a pair (b, s),
consisting of an output symbol b 2 B and a next states’ 2S. Typically one writes. This
study plans to fill this gap by enabling the inference of nondeterministic models for
black-box reactive systems. The core of our contribution is the algorithm N∗, an
extension and systematization of works by [8] to infer nondeterministic Mealy
machines. We have conducted an experimental campaign to evaluate N∗ considering
various features of the target machines. In the real case, multiple queries and
approximate equivalence checks are required instead, causing a decrease in perfor-
mances that we can assess in a quantitative way. As a further assessment of practical
feasibility, we have evaluated N∗ on a working implementation of a TFTP client/server
protocol [9].

3.1 Mealy State Machine Review

The Mealy state machine design is described in the following stages

• Identify state variables S.
• Identify output decoder and Next state decoder.
• Build state transition diagram.
• Minimize states.
• Choose appropriate type of flip flops.
• Choose state assignment (Assignment of Binary codes to machine states).
• Design next state decoder and output decoder-Use combinational logic structured

design methods.
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We have given a co-algebraic account of Mealy machines and provided a logical
specification language for them. Despite its simplicity, the logic is expressive in the
sense that all Mealy machines can be characterized by finite formulae, but also in the
sense that logical equivalence corresponds to bi-simulation. Further, the logic is sound
and the modal fragment complete for all Mealy machines (Figs. 3, 4 and Table 1).

Fig. 3. Output generation in both machines

Fig. 4. Moore machine input-output and address operation

Table 1. Mealy Moore machine characteristics

Mealy machine Moore machine

• Output depends both upon
present state and present input

• Output depends only upon the present state

• By and large, it has fewer states
than Moore Machine

• For the most part, it has more states than Mealy
Machine

• Yield changes at the dock edges • Info change can bring about change in yield change
when rationale is finished

• Mealy machines react faster to
inputs

• In Moore machines, more logic is needed to decode
the outputs since it has more circuit delays
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4 Proposed Methodology

First of all we search multiple topic related to our research on internet and with
discussion with fellows and faculty. Then we decide our title as 6 m’s in automata
(Mealy Moore Markov Model Mathematical Machine). In this research we have three
core topics has mealy Moore & Markov probabilistic model. Basically the first two
machines are type of transducer. Transducer are basically defined as an automaton that
produces output based on current input and previous state is called transducer. It is of
two types: Mealy machine the output depends upon only current state. Moore machine
the output depends upon both current state and resultant state. Then we discuss NDFA
to DFA conversion. DFA minimization mealy Moore machine with 6 tupple then
comparison and differences between both. We discuss Algorithms 4 and 5. Translation
from both machines. And at the end we discuss Markov probabilistic model and
Hidden Markov Model (Figs. 5 and 6).

Theorem 1 (Gudder [5]). Applying TOM E 2 ΓM, N(H1, H2) on a vector state α
ΔN(H1) produces vector state β = E(α) 2 ΔM(H2) where α = [α1, α2, …, αn]T, αi
Ω ≤ (H1), where β = [β1, β2, …, βm]T, βi 2 Ω ≤ (H2), and E 2 ΓM, N(H1, H2),
and in the following way βi = PN j = 1 Eij(αj).

Fig. 5. Proposed method
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Theorem 2 (Gudder [5]). Product of TOM A 2 ΓM, N(H1, H2) and B 2 ΓN, K
(H2, H3) is a TOM ΓM, K(H1, H3) ∋ C = BA.

(Product of two sub-toms is a sub-TOM) Product of sub-toms A 2 ΓM,N ≤ (H1, H2)
and B 2 ΓN, K ≤ (H2, H3) is a sub-TOM ΓM, K ≤ (H1, H3) ∋ C = BA.

Proof 1 (Lemma 1). According to proof of Lemma 2.2 in [6], Cij = bijaij is a com-
pletely positive map. For every ρ 2 Ω(H1) and j we have that σ = PM i = 1 Aij(ρ)
2 Ω ≤ (H2). If tr(σ) > 0 then ~r ¼ r=tr(rÞ 2 XðH2Þ and

tr(
XM

i¼1

BijðrÞÞ = tr(tr(rÞ
XM

i¼1

Bijð~rÞÞ

= tr(rÞtr(
XM

i¼1

Bijð~rÞÞ� 1:

In the case where tr(σ) = 0, the σ is the zero operator and PM i = 1 Bij(σ) is also
the zero operator. Thus tr PM i = 1 Bij(σ) = 0. Hence, PM i = 1 Ci, j(ρ) 2 Ω ≤ (H3)
and C 2 ΓM, K ≤ (H1, H3).

Product of (sub-) toms that have same dimensions is associative. (EF)G = E(FG)
and (EF)(α) = E(F(α)).

5 Probabilistic Logic

The theory of probabilistic logic has been fully developed in the last two decades. Utley
invented a conditional probability computer as early as 1958 (24). The major drawback
of his design was that in order to classify an input of n binary items, the number of

Fig. 6. Transducer derivation during methodology designing.
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neurons had to be exponential 2n. It took quite a while to solve this problem and to see
the connection of probabilistic logic to probability theory.

Extend the concept of Quantum Markov chains [S. Gudder. J. Math. Phys., 49(7),
2008] for you to advise Quantum Hidden Markov models (QHMMs). For that, we use
the notions of Transition Operation Matrices (TOM) and Vector States, which might be
an extension of classical stochastic matrices and opportunity distributions. Our fun-
damental result is the Mealy QHMM components and proofs of algorithms wished for
utility of this model: ahead for fashionable case and Vitterbi for a restrained elegance of
QHMMs

The problem of the exponential explosion has been solved in the 80s. For singly
connected Bayesian networks exact inference is possible in one sweep of Pearl’s belief
propagation algorithm. A very interesting extension for incomplete data is done by the
maximum entropy principle (24.23). This theory can be seen as a realization of von
Neumann’s prophesied. Probabilistic logic is now used in many fields. To give just one
example. I have applied Bayesian networks to population based global optimization
(23) [10].

6 Conclusion

Finite state machines are one way of describing the behavior of a circuit with state.
Think of it as a very crude programming language, which takes inputs, and uses those
inputs and the state to compute outputs, and also to determine what state to transition
into. We have got were given added a new model of Quantum Hidden Markov fashions
based on the notions of Transition Operation Matrices and Vector States. we addi-
tionally proposed a system of the ahead set of guidelines this is applicable for desired
QHMMs. CPU’s use finite state machines as control units to synchronize the fetch,
execute, decode cycle. These machines can be rather sophisticated, however, programs
exists to convert the finite state machine into actual flip-flops and logic gates.
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Abstract. This paper give an insight on effect of education and socio economic
factors on education on earning for Pakistan using data mining technique
Regression tree and classification tree (CART). Labor force survey data used in
this paper. Variables used as predictors in the study are Education, Gender,
Status, Training, and Occupation, Location of working, Training, Experience,
Age and Type of industry, where monthly income is used as an independent
variable. In case of classification income is divided in Quintiles, which is used as
a dependent variable for classification variable. Type of industry, education, age
and occupation are found significant variables in both classification and
regression tree. Regression trees shows that instead of education type of industry
is the most important variable and sex and education are the least important
variables. Classification tree also shows that Type of industry is the most sig-
nificant variable which effects the earning of an individual, then age and
occupation of an individual come and education is the least important variable
where the rest of predictors play no role in earning of an individual.

Keywords: CART � Classification and regression tree � Pruning � Cross
validation

1 Introduction

The distribution of the earnings is an important issue for the improving the socio
economic condition of any country, especially when income distribution is skewed. To
find the cause of difference in earnings of an individual or to find the determinants of
earnings of individual whether personal characteristics play important role in effecting
the earning of an individual or labor market characteristics. Once the factors effecting
the earning of individual are known, then it is easy to improve life in that country. The
predictor schooling used in Mincer earning function for Sweden and different cases
when it yields misleading information and its assumptions about length of working life.
It was found that the decline in rate to schooling from 1068 to 1981 in college

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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DOI: 10.1007/978-3-319-51207-5_22



education where return to high school is stable. There estimate suggests that impact of
education on length of working life is an important topic for future research. Education
has a causal effect on earnings (Bjorklund 2000).

The factors affecting the earnings of an individual and returns to education for
Lahore district Pakistan for teaching and non-teaching staff in university, college and
school using multiple linear regressions. The factors that significantly contributed to
earning of all employees, university employees, college employees, and school
employees were age, experience, occupation, gender, working hour, computer literacy,
family background, and spouse education. Those who have passed SSC from private
institute earn 8.7 more than those who have passed SSC from Government institute.
Family background has positive and significant effect on earnings. Teaching staff earn
more than non-teaching staff (Afzal 2011).

Earnings functions for industrial works in Punjab, to analyze the difference in
earnings of individuals due to gender, marital status, regional location and other socio
economic variables using linear single equation least squares regression analysis
(Kapoor and Puri 1971). Parents effect the earning of a child potentially through genes
and family environment by using variance component model to find the contribution of
genetics, family and environments to the variance of the log earnings of white males
around 50. The model is estimated through linear additive equation. The contribution
of non-common environment is 46% for the log of earnings and 24% for the years of
schooling. After making a lot of assumptions, they partition the remaining variance.
Using more plausible estimates, the partitioning of the variance of the log of earning
suggests 18 to 41% was due to genetics and 8 to 15% to common environment
(Taubman 1976).

Decision tree is a flow-chart-like structure which is used for segmenting or strati-
fying the predictor space in to a number of regions or subsets, to make prediction for a
given value, mean and mode of the training data set is used. The set of splitting rules
used to segment the predictors space can be summarized in a tree, this approach is
referred as Decision tree methods. The performance of tree based method and linear
regression can be assess through test error where test error is estimated through cross
validation or validation set. If the pictorial presentation of the model is required than we
go for tree based methods. CART technique has used a lot in public health and finance
but now-a-days used in economics.

We have used CART for finding the determinants of earning because of its inter-
esting features. The purpose of using regression and classification tree (CART) is
unlike simple regression its fit the model at each splitting node of the tree, where simple
linear regression fit one model for the complete set of data. The Statistical earning
function is given as follows, Ln yi ¼ f ðsi; xi; ziÞþ ui, ln yi: is the log of earning, si: is
schooling, xi: is experience, zi: Represents other factors affecting earning such as
training of employees, gender or geographical region of individual, age, hours of work,
type of industry the employees are working in ui: is the disturbance term assumed to be
normally distributed (Berndt 1991).

The data used in the study is that of Labor Force Survey 2012–13. We have used
the information of only employed persons that is affecting earning of an individual i-e
age, occupation, training, gender, experience, residence, educational level, marital
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status, and income. R-Programming have used for Classification and Regression Tree
(CART) to estimate the determinants of earning function.

2 Empirical Results and Discussion

All individuals working in cooperative society, individual ownership, partnership and
other, female their average log income is 8.325, so we make the prediction of e8:325 i.e.
4125.737. Individuals working in cooperative society, individual ownership, partner-
ship and other sectors but are females and having age less than 20 their average log
income is 8.605. So we make prediction of e8:606 i.e. 5458.885 but those whose age is
greater than 20 their average log income is 9.0306. So the prediction is e9:036 i.e. 8400.
Those who are working in Government, private and public sector and having education
below middle and no formal education and specifically working in private and public
sector their mean log income is 9.246 so predicted as e9:246 i.e. 10363 but working in
the sector other than private and public and age is less than 36 their mean log income is
9.496, i.e. e9:496. So prediction is 13306, having age greater than 36 their mean log
income is e9:825, i.e. 18490. So we conclude that the government employees earn more
than other sectors employees. Females earn less than male. Employees having higher
education and experience, earn most. Those females whose age is greater than 20 earn
more than those, whose age is less than 20. This is depicted in Fig. 1.

3 Making Prediction Through Fitted Model Using
Testing Data

We have analyzed the data using fitted models as shown in Figs. 2 and 3. Cross
validation graph shows the plot of size of the tree against the deviance. We choose that
point where deviance approaches to minimum; here the minimum deviance is at size
equal to 9. The pruned tree is shorter than the un pruned tree, the important variables
are type of industry of an individual, sex and education. Pruned tree has five terminal

Fig. 1. Regression tree using complete data set of LFS
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Fig. 2. Prediction made using testing data and cross validation

Fig. 3. Plot of prune tree
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nodes and three internal nodes. Those individuals who are working in sectors other
than government, private and public and are female their average log income is pre-
dicted as 8.3 i.e. 4023 and those who are males their average log income is 8.9 i.e.
7331. This shows males earn more than female if they are work in the same type of
industry. Those who are working in government, private and public sector and edu-
cation below middle or no formal education then specifically working in private and
public sector their average log income is 9.2 i.e. 9897 and who are working in gov-
ernment or other sector their mean log income is 9.68 i.e. 15994. It shows that gov-
ernment employees with higher education earn more than employees of other sectors.
Those who are not working in government, private and public sector in other words
working in other sector and education greater than middle their mean log income is
10.160 i.e. 25648.

Figure 4 shows that the prediction using testing data through pruned model is quite
good and the numerical measure used for calculating the error of the fitted model is
MSE, which in this case is 36% and is increased a little for testing data.

4 Classification Tree for Quintiles of Income

The classification tree depicted in Fig. 4, shows that those individuals who are working
in government, private and public sectors, blue and pink collar workers and then
working specifically in government sector are belongs to the Q1, the 1st quintile of
income group. The range of 1st quintile is (0–16428), and those who are working in
public, private or other sector also belong to Q1, the 1st quintile of income. Those who
belongs to occupation category “white collar job” and “other”, age is less than 38.5 and
education below middle belong to 1ist quintile of income. Those whose age is less than
38.5 but having education above middle and other also fall in 1st quintile of income.

Those whose age is greater than 38.5, education below middle and no formal
education fall in 4th quintile (23273–29275) of income and those whose education
category is other than below middle and no formal education fall in 5th quintile
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Fig. 4. Prediction through pruned tree using testing data
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(29276–46424) of income as shown in Fig. 5. So we conclude that individuals of
“other sector” earn less than government, private and public sectors and belong to
lower income group. Those who are working in government, private and public sectors,
white collar workers, age greater than 38 and education below and above middle
belong to the upper income group. Complete classification tree using training data in
shown in Fig. 6.

5 Cross Validation

Plot of the size of the tree against the misclassification shows the different size of tree
against the misclassification but best point of pruning is 5, size of tree mean the number
of leaves we have or the level to reach in pruning, when size of the tree is 5 the
misclassification error is minimum. Figure 7 shows cross validation.

Fig. 5. Classification tree using R-part

Fig. 6. Classification tree using training data
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6 Prediction Using Prune Tree

Left branch of the tree: Those individuals who are working in government sectors, blue
and pink collar workers belong to the Q1, the 1st quintile of income group. The range of
1st quintile is (0–16428), and those who are white collar workers and their age is less
than 38.5 also belongs to Q1 but those whose age is greater than 38.5 and having
education middle or no formal education also belongs to Q4 but those whose education
is above middle belongs to Q5 (5th quintile (29276–46424)). Individuals who are
working in public, private or other sectors belong to Q1, the 1st quintile of income.
Prediction by using pruned model for testing data/unseen data; Error is still 31% so the
model is good fit for training and testing data (Fig. 8).
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7 Conclusion

In the final prune tree which is free from the problem of over fitting, three variables are
significant, type of industry, sex and education. Here age has pruned and show that
those individuals who are working in government, private and public sector and having
higher education earn more than those whose education is lower than middle and those
who are working in government sectors earn more than private and public sector.
Female of Individual of cooperative society, individual ownership, partnership and
other sectors earn less than male of these sectors. In case of classification, there are
Quintiles of income, which is a qualitative variable. The classification tree made for
Quintiles predicted that those individuals who are working in government, public and
private sectors and are blue and pink collar workers then specifically in government
sector, belongs to lower group income and if they are working in private and public
sector also belong to lower group income. Those individual who are working in
cooperative society, individual ownership, partnership and other sectors belong to
lower income group if they are white collar workers and their age is greater than 38,
having education above middle they belong to the highest income group but if indi-
vidual have below middle education or no formal education and have age greater than
38, white collar worker and working in government, private or public sector belongs to
income group Q4. So we conclude from classification tree that those individuals whose
age is greater than 38, doing white collar job, having higher education and working in
Government, private and public sector earn more. Type of industry an employee is
working, occupation; education and age are important variable in the study.
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