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Preface

The EAI International Conference on Ad Hoc Networks (AdHocNets) is a major
annual international event in the ad hoc networking community. This year’s AdHoc-
Nets conference was held in Ottawa, Ontario, Canada. The aim of the AdHocNets
conferences is to provide a forum to bring together researchers from academia and
industry as well as government to meet and exchange ideas and discuss recent research
work on all aspects of ad hoc networking.

Over the last decade, many efforts have been devoted to this area, producing
enormous contributions addressing the fundamental issues of ad hoc networking
including modeling, protocol and algorithm design, and security architectures and
mechanisms etc. Recently, the implementation of ad hoc networking has been growing
substantially, and we believe that it is time to invest greater research efforts into
addressing the challenges related to real and commercial applications, and bring the
huge potentials of ad hoc networking and years of research and development beyond
experiments and laboratories.

The conference included a number of general sessions with regular papers as well as
invited papers from renowned researchers in the field. The invited papers provide
visions, trends, challenges, and opportunities in the area of ad hoc networking and
emerging applications. The conference also featured two workshops on ad hoc network
security and vulnerability, and convergence of wireless directional network systems
and software defined networking, respectively. This volume of LNICST includes all the
technical papers presented at AdHocNets 2016. It is our hope that the proceedings will
be a useful and timely reference for researchers in their effort to understand the real-
world challenges for ad hoc networking, and to develop innovative solutions in
addressing these challenges.

September 2016 Yifeng Zhou
Thomas Kunz
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Zhangdui Zhong
Marc St-Hilaire
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Management of Surveillance Underwater
Acoustic Networks

Michel Barbeau(B), Zach Renaud, and Wenqian Wang

School of Computer Science, Carleton University Ottawa, Ontario K1S 5B6, Canada
barbeau@scs.carleton.ca, {ZachRenaud,wenqianwang}@cmail.carleton.ca

Abstract. A Surveillance Underwater Acoustic Network (SUAN) is a
sensor network specialized in the detection of sea surface or subsurface
physical intruders, e.g., seagoing vessels. Network management provides
the ability to remotely monitor and update the state of SUAN nodes.
It is a crucial feature because of the difficulty of physical access once
they have been deployed in sea or underwater. We explore three network
management approaches: out-of-band, in-band and bio-inspired. Out-of-
band management assumes the availability of high-speed wireless chan-
nels for the transport of management messages. The acoustic bandwidth
of the SUANs is not directly used. In-band management uses the low date
rate and short range underwater acoustic communication paths. Network
management traffic is mixed together with data traffic. The bio-inspired
approach does not require management traffic. Learning-by-imitation is
used to transfer the settings node-to-node. It is useful in cases where
it is really hard to convey information using messages because of harsh
conditions.

Keywords: Surveillance underwater acoustic network · Sensor
network · Sensor network management · Underwater acoustic
communications ·Network management · Routing · Bio-inspired network
management

1 Introduction

A Surveillance Underwater Acoustic Network (SUAN) is a sensor network spe-
cialized in the detection of sea surface or subsurface physical intruders. Physical
intruders are seagoing vessels. They are detected using acoustic and magnetic
sensors. Transgressors produce acoustic noise and magnetic perturbations. The
acoustic detection range is in the order of kilometers. The magnetic detection
range is in the order of a fraction of a kilometer. When a presence is detected,
alarms are produced. They are forwarded to a sink. SUANs involve deployment
of underwater sensors, communication nodes and gateway buoys, playing the
roles of sinks. Acoustic waves are used for underwater communications.

Once they are deployed in sea or underwater, physical access to SUAN nodes
becomes difficult or literately impossible. Network management provides the
ability to remotely monitor and update the state of nodes. It comprises getters
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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4 M. Barbeau et al.

(e.g., data rate selection), setters (e.g., interface shutdown) and data models of
managed information. It aims at automation and scalability. Classical network
management approaches include remote login, Web interface, management pro-
tocol, such as Simple Network Management Protocol (SNMP) [10], and software-
defined network.

We have explored out-of and in-band SUAN management. Out-of-band man-
agement assumes the availability of high-speed wireless channels for the trans-
port of messages. The acoustic bandwidth of the SUANs is not directly used.
Gateway buoys have this capability. To reach seabed sensors, in-band manage-
ment is required. The acoustic bandwidth of the SUANs is used, that is, the low
data rate and short range underwater acoustic communication paths. Manage-
ment and data traffic are mixed together.

Our out-of and in-band network management work is integrated in our GNU
Radio [1] Location-free Link State Routing (LLSR) protocol implementation [6,
7,27,33]. For out-of-band management, we use the popular and well supported
SNMP. In every node, an agent, in conjunction with a translation and state
management layer, handles incoming requests that retrieve or modify the state
of variables. The state of a node can be accessed and modified through a myriad
of available client side tools. On the hand, SNMP is a protocol designed for
the Internet. It generates too much overhead with respect to the capacity of
underwater communication channels.

For in-band management, there are two main issues. Firstly, given the low
bandwidth of underwater acoustic paths, management messages need to be small.
Secondly, in sensor networks, the flow of traffic is optimized for the sensor-to-sink
direction. Management messages are expected to flow in the opposite direction.
We create small management messages. We leverage the protocol elements of
LLSR and augment it with a simple strategy for the transport of management
traffic from sinks to sensors.

There are instances where underwater communications are very difficult.
Solely few bytes can be exchanged. For such cases, we investigate a non-classical
approach. We propose bio-inspired SUAN management. Every node learns its
settings by imitating its neighbors. That approach does not generate traffic
overhead.

Background and related work are reviewed in Sect. 2. Out-of-band, in-
band and bio-inspired SUAN management are respectively discussed further in
Sects. 3, 4 and 5. We conclude with Sect. 6.

2 Background and Related Work

The SUAN concept has been defined by Benmohamed et al. [8], Otnes et al. [25]
and Rice et al. [28]. According to Otnes et al. [25], the architecture of a SUAN
consists of seabed sensors, communication nodes and gateway buoys. In a SUAN,
at least one gateway plays the role of sink. It forwards data, collected by
sensors and relayed by communication nodes, to a fusion center. Underwater
communications (sensors to communication nodes to gateways) are done using
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acoustic waves. Gateway-to-fusion center communications are done using elec-
tromagnetic waves. With respect to underwater communications, low data rates
(in hundreds or thousands bits per second) and short ranges (e.g., 1000 m) are
assumed. Small message payloads (e.g., 300 bytes) and small message rates (e.g.,
lower than one message per second per sensor) are also assumed. Intruder detec-
tion strategies that favor low traffic generation are desirable. Hence, issues spe-
cific to SUANs include the design of light weight communication protocols and
placement of detection data processing functions (e.g., local processing of alarms
in sensors versus global processing in fusion centers). The data fusion aspect is
investigated in Braca et al. [9]. Underwater communication performance taking
into account the various impairments is studied in Huang et al. [17]. The work
comprises simulation and sea trial results. The main observation is that bit and
packet error rates can be very high, even over short distances.

SUANs use underwater acoustic waves, a mechanical phenomenon. In con-
trast, terrestrial and space wireless communications are based on an electro-
magnetic phenomenon. Hence, acoustic waves are generated, propagate and are
detected according to rules that differ from the ones of electromagnetic waves.
Acoustic waves are produced by mechanical vibrations, a vibrator. Because of
the elasticity of water, the resulting acoustic pressure propagates undersea. The
detection of the acoustic pressure is done using a hydrophone.

Our research activities comprise an experimental facet. We adopted a
software-defined approach. It is ideal for the academic environment because of
its open character, flexibility and possibility to software-define low level pro-
tocols, i.e., at the physical and link layers. Modems, and accompanying pro-
tocols, are implemented in software using GNU Radio. They run in the Linux
environment on a mini PC. To interface with the acoustic world, a recording
studio-quality sound card is used. The vibrator and hydrophone plug in. In lieu
of vibrator, the strength of the signal is raised with an audio power amplifier. It
feeds a portable underwater speaker. Both the hydrophone and speaker have long
cables that allow operation in depths. Other hardware options are described in
the software-defined underwater communication projects of Demirors et al. [12]
and Dol et al. [13].

The design of link layer and network layer communication protocols specific
to SUANs has been investigated. MAC protocol performance issues are discussed
in Otnes et al. [25] and Guerra et al. [16]. In particular, the time correlation
between messages from different sensors and their impact in medium access
are studied. MAC protocol and power control issues are addressed by Karlidere
and Cayirci [19]. The DFLOOD routing protocol for SUANs has been defined
by Otnes and Haavik [24], with improvements by Komulainen and Nilsson [21]
and simulation work by Austad [4]. Security and clustering are discussed by
Islam et al. [18]. The design of jamming resistant routing is investigated by
Goetz et al. [15]. A delay tolerant network approach is introduced by Azad
et al. [5]. Much of the protocols in commercial hardware are proprietary and
vendor specific. JANUS is multiple-access acoustic protocol being standardized
by the North Atlantic Treaty Organization (NATO) [2]. The physical layer uses
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Network management
protocol

Manager Agent
MIB

Network 
element

Fig. 1. Generic network management architecture.

frequency hopping transmission and binary frequency shift keying modulation.
The link layer follows the carrier sense multiple access with collision avoidance
protocol.

Figure 1 shows a generic architecture that most of the network management
systems actualize in one way or another. Left side, there is one or several man-
agers on which management applications are running. Right side, there are man-
aged network elements. On each of them is running a server called the agent. The
managers and agent communicate together using a network management proto-
col. The protocol is used to transport get and set requests, from the managers
to the agents, as well as responses and alarms, in the reverse direction. In each
network element there are manageable resources. Each of them is abstracted
as a managed object. They are all collectively represented in a structure called
the Management Information Base (MIB). A MIB is a collection of identified
managed objects, i.e., constants and variables. They have standard formats.
Hence, they look the same across different network elements. A manager con-
trols a network element by inspecting and updating managed objects, using the
management protocol. An agent may spontaneously notify a manager when a
managed object reaches a condition by sending an alarm.

SNMP [10] is a well established Internet management framework, following
the model of Fig. 1. For out-of-band SUAN management purposes, that is, sink
node management, the use of SNMP is a good choice. One reason is the avail-
ability of a large base of SNMP software tools. For the aim of in-band SUAN
management, i.e., submersed nodes, use of SNMP faces the problem of limited
underwater acoustic bandwidth. Indeed, SNMP messages are not short. SNMP
involves three layers of encapsulation (UDP, IP and data link). These three lay-
ers prefix each SNMP message with at least 50 bytes (16 + 20 + 14) of headers.
The size of a SNMP message is variable. Depending on the version and exact
operation being performed, a SNMP message easily consists of a few tens of
bytes.

To the best of our knowledge, the management of SUANs has received lit-
tle attention in the scientific literature. On the other hand, the management of
wireless sensor networks has been a research topic [11,14,23,30]. Hereafter, two
examples are reviewed. Management Architecture for Wireless Sensor Network
(MANNA), by Ruiz et al. [29], is a policy-based system. It collects information,
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maps it into a network model, executes management functions and provides
management services. The policies define management functions that are exe-
cuted when conditions are met. Management is done by analyzing and updating
the MIBs through the MANNA protocol. The sensor nodes are organized into
clusters. Each node sends its status to its cluster head. The head is responsi-
ble for executing local management functions. It aggregates management data
received from sensor nodes, which is forwarded to a base station. Several cluster
heads, in a hierarchical architecture, can work together to achieve global network
management.

The Sensor Network Management System (SNMS), by Tolle and Culler [32],
is an interactive tool for monitoring the health of sensor networks. It has two
main functions: query-based health data collection and event logging. Query
functions retrieve and oversee the parameters of each node. The event-driven
logging function set the parameters of the nodes. The nodes report data accord-
ing to the values of dynamically configured thresholds. SNMS supports collection
and dissemination of traffic patterns.

3 Out-of-Band Network Management

We investigated out-of-band management of SUANs [27]. For the purpose of
compatibility with our work on software-defined communications and LLSR [7],
it has been implemented in the GNU Radio environment. Given a communication
application, a GNU Radio component is embedded to support remote manage-
ment. A Python based SNMP agent is used above the NET-SNMP library in
conjunction with a translation and state management layer to handle requests
that retrieve or modify the state of variables within LLSR. SNMP requires the
presence of a MIB in order to handle communication between a managed appli-
cation and an agent. Creating this object database is a crucial task for adding
SNMP support where none currently exists. The strength of this approach is
that the state of LLSR can be remotely accessed and modified using off-the-
shelf client side tools. The downside is the amount of traffic overhead that is
required.

4 In-Band Network Management

LLSR forwards packets, produced by sensor nodes and relayed by communication
nodes, in the direction of the sink. It is a routing model typical of sensor networks.
For the purposes of forwarding, the next hop is selected according to a link-state
metric. The sink announces its presence using broadcast beacon packets. Each
of them contains the sink address, a hop count (zero, initially) and a numerical
value reflecting the quality of the path to it, which for instance may be a degree of
redundancy. Near surface underwater nodes, that are the sink one-hop neighbors,
receive these beacon packets. They store the three items of information extracted
from beacon packets into a neighbor node table. These nodes are now considered
connected to the sink. In turn, they produce beacon packets. This procedure
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is performed repeatedly, hop-by-hop, until leaf sensor nodes are reached and
become also connected to the sink through the communication nodes. When the
network is fully connected, each node periodically broadcasts beacon packets.
Network connectivity is maintained. From its neighbor node table, each node
selects a next hop node, for packet forwarding.

To integrate in-band network management into LLSR, the sink node becomes
responsible of forwarding management messages down to sensors and collecting
the management data they produce. Each node has a SNMP-inspired agent to
handle the management requests. There is also a MIB mapping abstract managed
objects to actual resources. LLSR has been extended with four main protocol
elements. Firstly, the management messages that are generated by the sink node
reach their destination using network flooding. Secondly, the delivery of manage-
ment packets to their final destination is confirmed. In third place, management
response messages may be returned to the sink. Finally, management messages
are authenticated and integrity checked.

Fig. 2. Data packet forwarding. Fig. 3. Management mes-
sage forwarding.

Figure 2 illustrates the flow of data traffic. Black-end arrows indicate data
packets. Their sources are sensors, node 5in this example. Figure 3 shows the
flow of management traffic. Black end arrows indicate management messages.
Their source is the sink. In both figures, white-end arrows are acknowledgments.
For data traffic, the data collected by each node is forwarded upward to the sink
(node 0). For management message routing, Fig. 3 illustrates network flooding.
Each node repeats once every management packet it receives. In Fig. 3, nodes 0
and 1 both deliver the same management message to node 2. At node 2, when it
is received for the first time, the message number and arrival time are recorded
in a table. An acknowledgment is sent to node 0. When the same management
message is received for the second time, a table lookup performed by message
number succeeds. The management message is ignored.
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Fig. 4. Management packet structure.

In each node, there is an agent for handling management messages. The agent
has a MIB for mapping abstract managed objects to network parameters. The
handling of a management message results into a response upward forwarded
to the sink. The management packet structure is shown in Fig. 4. Each field
is one byte, for a total of nine bytes. Management messages are short because
of the low data rate of acoustic communications. PROTO ID is the identifier of
the management protocol. PKT SRC is the address of the sender. MGMT TRACK is
the tracking number of the management packet. MGMT ORG is the address of the
management message origin sink. DEST is the address of the destination node.
The default of field VALUE is zero. It is used to store a value accompanying a set
operation. OPT indicates the type of management operation: a set (1) or a get (0).
OID is the identifier of the managed object on which the operation is performed.
HASH VALUE is an authentication field. The sink node shares a unique secret key
with each network node. It is used to generate the value of the authentication
field.

5 Bio-inspired Network Management

The use of the bio-inspired approach for distributed decision making in wireless
networks has been discussed by Barbarossa and Scutari [3]. Hereafter, we use the
approach for SUAN management purposes. With respect to out-of or in-band
management, the bio-inspired approach does not generate traffic overhead. We
leverage learning-by-imitation. It is used in robotics [22,31]. In the context of
SUANs, a managed node acquires and updates its configuration by observing and
replicating the behavior of other nodes. The network configuration parameters
are transferred node-to-node without the use of network management messages.

Learning-by-imitation makes sense in networks in general because nodes must
consistently apply a similar behavior. Epitomes are protocol elements such as
the transmit probability and request-clear to send exchange in data link multiple
access with collision avoidance.

Learning-by-imitation involves a teacher-observer relation. Figures 5 and 6
illustrate two possibilities. In both figures, an arrow represents a teacher-observer
relationship, which is enabled when two nodes are within communication range.
In Fig. 5, it is address-based. Each node has a numerical address. Node zero is
the sink. There is a teacher-observer relationship when the address of the former
is lower than the one of the latter. In Fig. 6, it is according to depth. There is
a teacher-observer relationship when the depth of the former is lower than the
one of the latter. Depth information needs to be available. Each node needs the
ability to determine its depth and to learn the depths of neighbors. Note the
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0

1
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3

Fig. 5. Teacher-observer relation by
address.

0

1

2

3

Fig. 6. Teacher-observer
relation by depth.

inversion of the relationship between nodes one and two. In both cases, the goal
is to establish a teacher-observer relation tree rooted at the sink. Establishment
of a hierarchy is a typical animal behavior.

Figure 7 shows an example. It is about the beacon broadcast period. It is a
parameter of LLSR. During the SUAN operation, the teacher periodically sends
beacons. An observer collects traffic traces of the teacher. The observer measures
beacon-to-beacon time differences. In Fig. 7, the x axis represents observation
points. The y axis represents time values, in seconds. For each point, the actual
period applied by the teacher is shown as a diamond, in seconds. For the first
20 points, the actual beacon period is one second. For the next 20 points, it is
three seconds. For the last 20 points, it is two seconds. Because of various fac-
tors, such as processing time, the observations are noisy. In this example, zero
mean white Gaussian noise and a signal-to-noise ratio of 22 dB are assumed.
The noisy observations are shown as hollow circles. The observer uses the the-
ory of system identification to estimate the value of the parameter from the
observations [20]. System identification is about the construction of mathemat-
ical models of dynamic systems using collected observations. More particularly,
on-line estimation algorithms have the ability to determine the parameters in
reaction to the availability of data during the operation of a system. In Fig. 7,
it is a problem of time-varying parameter tracking. The recursive least-squares
algorithm is used [20]. The estimate resulting from each observation point is
shown as a filled circle. The observer uses the current estimate to set the value
of its own beacon broadcast period.

For comparison purposes, Fig. 7 plots as yellow circles the calculation of bea-
con periods from observations using a moving average equation. Figure 8 shows
the Root Mean Square Error (RMS), as a function of the observation point, of
the estimates using the recursive least-squares algorithm (diamonds) and mov-
ing average (circles). The RMS of the former is always substantially better than
the one of the latter.
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Fig. 7. Time-varying parameter tracking using the recursive least squares algorithm.
(Color figure online)

Fig. 8. Root mean square error (RMSE).
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6 Conclusion

SUAN is an emerging area. It has been present in the literature only for a few
years. Most of the projects, that have been published, discuss deployments of
handful numbers of nodes. Much larger systems are expected in the future, as the
technology will be perfected. The Internet type of communication protocols work
solely for elements of SUANs with classical wireless access. SUAN specific proto-
cols are required for submerged node communications. Interoperability between
components from different sources is desirable. However, little standardization
work has been accomplished so far.

Building SUANs is an important problem. Planning mechanisms enabling
fine tuning their operation after their deployment is equally important. Physical
access to SUAN elements may become very challenging as they may have to
be recovered from the seabed. We have explored out-of-band, in-band and bio-
inspired SUAN management. Out-of-band management is applicable to nodes
that are directly accessible over a wireless channel, i.e., gateway buoys which
are not entirely submersed. The approach leverages the vast amount of avail-
able SNMP tools. The work essentially amounts to defining and implementing a
MIB, which we have demonstrated for the LLSR protocol. The disadvantage is
the high traffic overhead for this context. For submersed communication nodes
and sensors, we have developed an in-band management approach. The under-
water acoustic bandwidth is used and shared with normal data traffic. Because
of the low data rates and unreliable links, a light weight solution is highly desir-
able. Another aspect of the problem is the fact that the nature of the traffic in
sensor networks is asymmetric, sensor to sinks. Sensor network routing proto-
cols are designed for that traffic model. The solution we propose comprises short
messages and leverages the protocol elements defined in the host routing proto-
col, which is LLSR in the example discussed in this paper. Our ideas have bee
implemented, simulated and tested [6,7,27,33]. We have established the founda-
tions of bio-inspired SUAN management. Nodes adopt the behavior of neighbors
higher in a hierarchy. They learn and imitate their behavior. No management
traffic required. Further work is needed to find strategies for learning the settings
for various kinds of managed objects.
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Abstract. In this paper, we investigate relative localization techniques
based on internode distance measurements for small wireless networks.
High precision ranging is assumed, which is achieved by using technolo-
gies such as ultra-wide band (UWB) ranging. A number of approaches
are formulated and compared for relative location estimation, which
include the Linear Least Squares (LLS) approach, the Maximum Like-
lihood Estimation (MLE) approach, the Map Registration Approach
(MAP), the Multidimensional Scaling (MDS) approach and the enhanced
MDS approaches. Finally, computer simulations are used to compare the
performances and effectiveness of these techniques, and conclusions are
drawn on the suitability of the relative localization techniques for small
networks.

Keywords: Wireless sensor networks · Localization · Ranging · Ultra-
wide band (UWB) · Least squares (LS) · Maximum likelihood method
(MLE) · Multidimensional scaling (MDS)

1 Introduction

Localization refers to the process of estimating the locations of objects based
on various types of measurements and the use of a number of anchors. Anchors
are simply objects that know their coordinates a priori. Localization is a pre-
requisite for many military operations where location information must be known
a priori in order to monitor the environment, gather data measurements, track
objects to make right decisions. Although GPS can be used for providing coor-
dinates, it requires line-of-sight (LOS) conditions to satellites, and does not
work reliably in urban and indoor environments. In addition, GPS is subject to
jamming. In the last two decades, many localization techniques have been devel-
oped for wireless sensor network applications [1,2]. In general, localization can
be relative or global. Relative localization provides relative coordinates that are
defined without reference to an external coordinate system while global local-
ization provides coordinates that are defined in the form of specific geographic
coordinates such as latitude and longitude. Relative coordinates can be derived
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from corresponding global coordinates. Relative coordinates are not unique, and
are arbitrary rigid transformations of their global coordinates.

In this study, a number of relative localization approaches are formulated and
discussed, which include the Linear Least Squares (LLS) approach, the Maxi-
mum Likelihood Estimation (MLE) approach, the Map Registration Approach
(MAP), the Multidimensional Scaling (MDS) approach and the enhanced MDS
approaches. All approaches are based on internode distance measurements that
are assumed to be provided by the ultra-wide band (UWB) ranging technol-
ogy. UWB radios employ very short pulse waveforms with energy spread over
a wide swath of the frequency spectrum. Due to the inherently fine temporal
resolution of UWB, arriving multi-path components can be sharply timed at a
receiver to provide accurate time of arrival estimates, and thus the internode
distance measurements. The LLS and the MLE method are based on the mul-
tilateration technique, which is seen to be one of the most popular localization
techniques [1,3]. The MDS and MAP approaches are based on the approaches in
[4–6], respectively. They use internode distance measurements to provide relative
coordinates. MDS requires the full knowledge of the Euclidean distance matrix
of the nodes, which is usually not available in practice due to the limited ranging
capability. Unavailable distance measurements need to be approximated, which
may introduce large localization errors. The MAP approach is a more elaborated
approach that is proposed to counter this difficulty by dividing the network into
many small sub-groups with adjacent groups sharing common nodes, construct-
ing local maps for the all sub-group, and merging them into a global map. The
MAP approach is able to alleviate the problems due to using the shortest path
distances for remote sensor nodes.

The rest of the paper is organized as follows. In Sect. 2, the LLS and MLE
methods are formulated. The procedures for determining the anchors are dis-
cussed in detail in this section. In Sect. 3, the MDS and the MAP method are
discussed and formulated in the context of relative localization. In Sect. 4, the
performance of various approaches are evaluated using computer simulations. A
number of different application scenarios are simulated, which include fully and
partially connected networks. Finally, conclusions are drawn on the suitability
of various approaches for relative localization for small networks.

2 The MLE and LLS Methods

The linear least squares (LLS) method and the maximum likelihood estimation
(MLE) method, in general, have two steps. The first step is to estimate three node
locations. These nodes will be used as anchors. The second step is to iteratively
estimate the locations of the rest of the nodes.

First, an arbitrary node is selected, denoted by s1, as the first anchor and
define it as the origin of the coordinate system. Secondly, a neighbour node of
s1, denoted by s2, is selected as the second anchor. Define the line connecting s1
and s2 as the x-axis. The coordinates of s2 are given by (d12, 0), where d12 is the
measured distance between s1 and s2. Select a third node, s3, that is a neighbour
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Fig. 1. Geometry of the first three anchor nodes.

to both s1 and s2 with distances d31 and d32, respectively. The geometry of the
first three anchor nodes are shown in Fig. 1. If the distances d21, d31 and d32
satisfy the triangle inequality relationship, the coordinates of s3 can be obtained
as the intersections of two circles with centers at s1 and s2 and radii of d31 and
d32, respectively. They are given as [7]

x3 =
d221 + d231 − d232

2d21
, y3 = ±

√
d231 − x2

3. (1)

In (1), the positive root is selected for y3. Note the selection is arbitrary and will
not affect the performance of relative localization. When the triangle inequality
is not satisfied due to distance measurement errors, the two circles will not
intersect. In this case, the coordinates of s3 can be estimated using the following
nonlinear least squares solution

min
{x3,y3}

(
√

x2
3 + y2

3 − d31)2 + (
√

(x3 − d21)2 + y2
3 − d32)2. (2)

Note that (2) is a nonlinear optimization problem and an analytical solution
does not exist. Numerical techniques are required to solve for minimizing x3

and y3.

Fig. 2. Geometric of anchor nodes and the node to be localized.
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2.1 Formulation of the MLE and LLS Methods

The second step of MLE and LLS is to estimate the locations of the rest of
the nodes based on the nodes with known locations. Figure 2 shows the geo-
metric configuration of anchors and the node to be localized. In the figure, M
anchors are used, and their coordinates and measured distances to the node
to be localized are denoted by {um, vm, dm}, for m = 1, 2, . . . ,M , respec-
tively. The multilateration approach is to estimate the coordinates (x, y) given
{um, vm, dm;m = 1, 2, . . . ,M}. The maximum likelihood method minimizes the
following sum of squared errors between the measured distances and hypothetical
ones based on the unknown sensor node location

min
x,y

∑
m

[√
(x − um)2 + (y − vm)2 − dm

]2
. (3)

Under the assumption that {dm;m = 1, 2, . . . , M} contain additive measurement
errors that are an independent, identically distributed (i.i.d.) Gaussian process
with zero mean, (3) can be shown to be equivalent to the maximum likelihood
estimator [8]. We refer to the formulation (3) as the maximum likelihood estima-
tor (MLE). Since (3) is a nonlinear minimization problem, a closed-form solution
does not exist, and numerical techniques are typically the resort. As mentioned
before, numerical optimization techniques are subject to convergence difficulties
and always suffer from the local minimum problem.

In practice, the least squares problem is often formulated in the squared
distance domain to simplify the solution

min
x,y

∑
m

[
(x − um)2 + (y − vm)2 − d2m

]2
. (4)

It can be shown that (4) is equivalent to solving the following least squares
problem

Bz − r2x
2

· 1 = η, (5)

where z = [x, y]T , 1 denotes an all one vector of length M ,

η = −1
2

⎡
⎢⎢⎢⎣

d21 − r21
d22 − r22

...
d2M − r2M

⎤
⎥⎥⎥⎦ , B =

⎡
⎢⎢⎢⎣

u1 v1
u2 v2
...

...
uM vM

⎤
⎥⎥⎥⎦ . (6)

and r2x = x2 + y2 and r2m = u2
m + v2

m. The nonlinear term r2x can be eliminated
from the equation by the use of projection operations. Define P⊥

1 as the orthog-
onal projection onto the null subspace of 1. By multiplying both sides of (5), we
can obtain the following equation

Az = b, (7)

where A = P⊥
1 B and b = P⊥

1 η. Equation (7) is linear in z and has a closed-form
least squares (LS) solution [9].
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3 The MDS and MAP Methods

The MDS method was first proposed for solving the problem of sensor local-
ization by Shang et al. [4,10], where either connectivity information or distance
measurements between neighbor nodes were used for localization. It is based on
the application of the popular multidimensional scaling (MDS) technique in sta-
tistics. It is a data analysis technique that can be used to represent a set of data
as a configuration of points in some Euclidean spaces based on their similarity
measures. The distances of the resulting configuration of points resemble the
original similarities. There are many types of MDS techniques, including metric
MDS and nonmetric MDS, replicated MDS, weighted MDS, deterministic and
probabilistic MDS [11]. The classical MDS method is more attractive than the
others because it has analytical solutions that can be obtained via eigendecom-
position of a transform of the Euclidean distance matrix. In [12], the authors
proposed an iterative MDS algorithm that uses a multivariate optimization for
location estimation. The iterative MDS is similar to the least squares refinement
step in [10]. The iterative MDS approach is less tractable than the classical
MDS solution because it involves complex computations and suffers from global
convergence problems. In general, the MDS technique is relatively resilient to dis-
tance errors due to the over-determined nature of the solution. However, MDS
requires full knowledge of the Euclidean distance matrix of the sensor nodes,
which is usually not available in practice due to the limited transmission range
of beacons or ranging modules on each sensor node. A commonly used approach
is to approximate the distances between nodes that are separated further than
the transmission range by their shortest path distances. The shortest path dis-
tances can be computed using shortest path algorithms such as Dijkstra’s [13]
or Floyd’s [14]. The approximation of the Euclidean distance matrix introduces
sensor localization errors, especially when the shortest paths do not correspond
well with the Euclidean distance in sparse networks or networks of irregular
topology. Refer to [4,10] for the details of the MDS method.

3.1 The MAP Approach

The MAP approach refers to the map registration approach proposed by Zhou
et al. [5,15]. It is known that the MDS approach requires that the Euclidean
distance matrix for all nodes be known, which may not be always available in
practice due to the limited ranging distance of the nodes. When two nodes are
out of their transmission range, the distance between them cannot be directly
obtained, and needs to be estimated. In MDS, the unavailable internode dis-
tances are typically approximated by its shortest path distance. A shortest path
distance corresponds well to the corresponding Euclidean distance in a network
of regular topology or a densely distributed network of nodes. In a sparse network
or a network of nodes of irregular topology, however, a shortest path distance
may not match its Euclidean distance and the use of the approximated distance
matrix will result in degraded localization performance [4,5]. A more elaborate
approach is to divide the network into many small sub-groups of nodes, where
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adjacent groups share common nodes. For each sub-group of nodes, a local map
with relative coordinates of the nodes, is built using some localization techniques
(e.g., MDS). The local maps are then merged into a global map based on the
common nodes. In [4], an incremental greedy algorithm was proposed for merg-
ing the local maps in a sequential manner. Each time a local map that has the
maximal number of common nodes with the core map is selected and merged
with the core map. The incremental greedy approach is locally optimal since it
only explores the commonalities of the shared nodes in two maps. In practice,
the common nodes are often shared by more than two local maps. In some cases,
adjacent local maps may not have a sufficient number of common nodes.

The MAP approach was introduced to counter the problems of the sequen-
tial approach. Instead of using a sequential pairwise approach for merging local
maps, the MAP approach constructs the global map at a global level. An affine
transformation is defined for each local map to transform it to a global map. The
set of optimal affine transformations are determined simultaneously by consid-
ering all available nodes that are shared by various local maps. The discrepancy
is represented by the sum of the squared distances of all nodes to their respec-
tive geometric centers in the global map. Assume that a network consists of N
nodes. For each node, the local map is assumed to contain its neighbor nodes
within k-hops. Define a neighbor vector ci of length N for the ith node. The
nth component of ci is given by 1 or 0 depending on whether the nth node is a
neighbor node or not. Define a neighbor matrix C = [c1, c2, . . . , cN ]. For the ith
local map, define an orthogonal matrix Ui ∈ R2×2 and a row vector Ti ∈ R1×2

to represent rotation/reflection (or a combination) and translation, respectively.
Define U ∈ R2N×2 and T ∈ RN×2 as

U = [U1;U2; . . . ;UN ] and T = [T1;T2; . . . ;TN ], (8)

respectively. Let zij ∈ R1×2 denote the local coordinates of the ith sensor node
in the jth local map. If the ith sensor node is not in the jth local map, then
zij = 0. Define a data matrix Zij ∈ RN×2, where the jth row of Zij is zij . If
the ith node is not in the jth local map, then, Zij is an all-zero matrix. Let
Ci = diag(ci) be a diagonal matrix of N × N , where diag puts the elements of
ci on its diagonal. For the ith local map, we construct a data matrix Xi

Xi = [Zi1, Zi2 . . . , ZiN ]. (9)

Let Yi denote an affine transform of Xi given by

Yi = XiU + CiT. (10)

All Yi are in a same coordinate system that is referred to as the global coordinate
system. The global coordinates of the sensor nodes form the global map. In MAP,
the optimal U is obtained from the following optimization problem [5]

min
U

tr{UTΣU}, (11)

subject to the constraint that Ui is an orthogonal matrix for i = 1, 2, . . . , N .
Denote M as the manifold that consists of all U = [U1, U2, . . . , UN ] and each Ui
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is an orthogonal matrix of 2 × 2. Then, the constraint implies that the optimal
U is in the manifold M. In (11), tr denotes the trace of a square matrix, and

Σ =
∑
i

XT
i P⊥

i Xi − AT
s B−1

s As (12)

Bs =
∑
i

C̃T
i P⊥

i C̃i, As =
∑
i

C̃T
i P⊥

i Xi, P⊥
i = I − 1

Ni
cic

T
i , (13)

and C̃i is Ci with its first column removed. The translation matrix T is related
to the optimal U by T = [0;−B−1

s AsU ].
The optimization problem (11) involves highly nonlinear criterion function,

and analytic solutions are not known to exist. In [5], a gradient projection algo-
rithm is developed for finding the optimal transforms for transforming local
maps to a global map. The algorithm is developed based on a general idea by
Jennrich in [16,17] and is particularly suitable to the constrained optimization
problem of coordinate transformation. The algorithm is iterative, and has the
advantages of faster convergence and computationally more efficient than many
general numerical optimization techniques [18] for nonlinear programming. The
detailed discussion of the GP algorithm can be found in [15].

4 Simulations and Performance Analysis

In this section, we use computer simulations to demonstrate the effectiveness and
performance of the proposed relative localization techniques. MLE uses the LLS
solution as the initial estimates in each iteration after the initial node selection
process. For the MDS method, Dijkstra’s algorithm [13] is used to compute the
shortest paths to approximate the unavailable internode distances. For MAP,
a local maps is constructed for each node, which consists of all direct neigh-
bor nodes within its maximum ranging distance. The root mean square errors
(RMSE) of the location estimates are used as a performance metric. In order to
compute meaningful RMSEs for relative location estimates, all relative estimates
are aligned to best conform to its ground truth node location.

The nodes are assumed to be uniformly distributed in a square area of 100 m
by 100 m. All nodes are assumed to have a common maximum ranging distance
that can be configured. The maximum ranging distance determines whether the
internode distance measurement between a pair of nodes is available or not. The
network is assumed to be connected, i.e., each of the nodes of the network is
connected to each other either one-hop or via multiple hops in terms of internode
ranging. The algebraic connectivity of a network is used to check whether the
network is connected or not [19]. The distance measurement errors are assumed
to be additive and uniformly distributed. The uniform distributed model ensures
that the errors are bounded, and leads to the more conservative estimates of
uncertainty than the Gaussian error model. Let d̃ij and dij denote the actual
and measured distances between the ith and the jth node, respectively. Then,
the measured distance is given by dij = d̃ij + εij , where εij is simulated to be
uniformly distributed in [−σd̃ij , σd̃ij ] and σ ∈ [0, 1].
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Fig. 3. Variation of RMSE for LLS, MLE and MDS versus σ in a fully connected
network of N = 5 nodes.
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Fig. 4. Variation of RMSE for LLS, MLE and MDS versus σ in a fully connected
network of N = 10 nodes.

Fully Connected Network. By a fully connected network, we mean that the
maximum ranging distance for all nodes in the network is sufficiently large such
that each node is able to measure its distances to all other nodes in the network.
For a fully connected network, distance measurements between all pairs of nodes
are available. Figures 3 and 4 show the variation of RMSE for the MLE, LLS
and MDS estimates versus the ranging error parameter σ for fully connected
networks with 5 and 10 nodes, respectively. The parameter σ is written in the
form of percentage. In the simulations, σ varies from 0 to 0.01 (or 1%), and for
each value of σ, 1000 tests are repeated to obtain the averaged RMSE results.
The averaged internode distances for the networks of 5 and 10 nodes are calcu-
lated as 52.39 and 52.25 m, respectively. When σ = 0.01, it would translate into
an averaged internode distance measurement error range of about ±0.5 m. For
each test, all nodes are randomly re-deployed and their random internode dis-
tance measurement errors re-generated. Thus, the RMSE results are averaged
over both node distribution and random distance measurement errors. For a
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fully connected network, since all pairs of nodes are within the maximum rang-
ing distance, the Euclidean distance matrix is completely available, and MAP
become equivalent to MDS. Thus, only LLS, MLE and MDS are evaluated for
fully connected networks. As discussed before, the LLS solutions are sensitive to
geometric distribution of the nodes. In order to isolate the impact of node distri-
bution on localization, a condition number of 400 is used to avoid scenarios that
would result in ill-conditioned data matrix. In Figs. 3 and 4, it can be observed
that the RMSEs of the LLS, MLE and MDS estimates increase as σ increases.
The MLE and MDS estimates have similar performance, and both outperform
the LLS estimates significantly, especially as σ increases. All approaches have
similar performance for networks with 5 and 10 nodes.

Partially Connected Networks. In a partially connected networks, a node
may not be able to measure the distances to all other nodes in the network due
to the limited ranging distance of the nodes. For the MDS type approaches,
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Fig. 5. Variation of RMSE for LLS, MLE, MDS, and MAP versus σ in a partially
connected network with a maximum ranging distance of 80 m.
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Fig. 6. Variation of RMSE for LLS, MLE, MDS, and MAP versus σ in a partially
connected network with a maximum ranging distance of 100 m.
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this means that the unavailable internode distances will need to be estimated
using their corresponding shortest path distances. The shortest path distances
are approximate of the Euclidean distances. Partially connected networks with
10 node are simulated. Three scenarios are simulated with the maximum rang-
ing distances being set to 80, 100 and 120, respectively. Figures 5, 6 and 7 show
the variations of RMSEs for LLS, MLE, MDS, and MAP versus the ranging
error parameter σ in those three scenarios. Connectivity level is defined, which
is computed as the averaged number of nodes that a node can measure distance
to. Connectivity level increases as the maximum ranging distance is increased.
For the three scenarios with maximum ranging distances of 80, 100, and 120 m,
the connectivity levels are 7.72, 8.77 and 8.99, respectively. In the simulations,
σ varies from 0 to 0.01 (or 1% in terms of percentage). For each value of σ,
1000 tests are repeated to obtain the averaged results. In each test, nodes are
re-deployed and random ranging errors are re-produced. Similarly, a condition
number of 500 is used to avoid the ill-conditioned data matrix for LLS. In Figs. 5,
6 and 7, the top figures show the variations of RMSE of the LLS, MLE, MDS
and MAP estimates versus σ. In all three scenarios, all approaches in the sim-
ulation study show similar performance patterns. The RMSEs of the LLS and
MLE estimates increase as σ increases while the RMSEs of the MDS and MAP
estimates are relatively constant over the tested range of σ. The accuracy of the
MDS and MAP estimates is dominated by the connectivity level of the network
rather than the assumed relatively small ranging errors. In all three scenarios,
MLE performs the best. The performance of MDS and MAP improves as the
network connectivity improves, as can be observed from Figs. 5, 6 and 7. As
shown in Fig. 7, MDS and MAP perform as well as MLE when the connectivity
level is 8.99 except for small values of σ. LLS outperforms MDS and MAP for
small values of σ, and is outperformed by MDS and MAP as σ increases. The
demarcation point for LLS moves down as the network connectivity increases as
observed from Figs. 5, 6 and 7. It is observed that MDS and MAP produce large
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Fig. 7. Variation of RMSE for LLS, MLE, MDS, and MAP versus σ in a partially
connected network with a maximum ranging distance of 120 m.



Relative Localization for Small Wireless Sensor Networks 25

RMSEs when the network has low connectivity levels, and improve as the con-
nectivity improves. Although the RMSE for MLE and LLS is less affected by the
network connectivity level, MLE and LLS may run into problems in the iteration
process due to the problem of insufficient number of anchors for localization in
the case of low network connectivity levels.

5 Conclusions

In this paper, the MLE, LLS, MDS, and MAP methods have been formulated
for estimating the relative locations of a set of node based on their internode
distance measurements. Their performances were discussed and analyzed using
computer simulations. Fully and partially connected networks were simulated
in the study. From the simulation results, MLE and MAP, among all proposed
approaches, are considered the viable solutions to relative localization for small
wireless sensor networks. MLE is able to provide the superior localization per-
formance in both fully and partially connected network scenarios. Simulation
results showed that, when LLS was used to provide the initial estimates, MLE
has converged to the desired optimal estimates almost every time. For partially
connected networks with low connectivity, however, MLE may suffer from the
problem of not having sufficient numbers of anchors in iterating across the entire
network. The performance of MAP is close to that of MLE in fully connected
networks and partially connected works with moderate and high connectivity
levels, and deteriorates as the network connectivity decreases. In addition, MAP
has the advantage of always being able to provide a localization solution in spite
of the network connectivity level, although the localization accuracy may be low
as in the case of networks with low connectivity levels.
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Abstract. Recent developments in wireless systems and sensor technologies
have spurred the interest on the design and development of Wireless Body Area
Networks (WBANs). The performance of such systems will very much rely on
protocols capable of dealing with the stringent QoS requirements of the end
applications. Towards this end, numerous studies are being carried out aiming to
evaluate the IEEE 802.15.6 MAC protocol. In this paper, we undertake the
development of a simulation tool enabling the study of the IEEE 802.15.6
slotted-Aloha MAC with power control. Our study particularly focuses on a
multiuser environment where the monitoring devices of a number of users will
communicate with a central hub. Such scenario will typically describe the
operating conditions of a nursing unit.

Keywords: Wireless Body Area Networks � Performance evaluation � IEEE
802.15.6 � Simulation

1 Introduction

Recent developments in the area of wireless communications and sensors have enabled
the design and deployment of applications in a wide variety of fields: entertainment,
industry, agriculture, medicine, healthcare, among others [1]. Due to the increasing cost
of healthcare and ageing population, the use of Wireless Body Area Networks
(WBANs) should enable ambulatory care and continuous monitoring of patients.

Even though many Wireless Personal Area Networks (WPANs) technologies are
already available in the market, such as Bluetooth, Zigbee and Wi-Fi, it has been
recognized that they do not meet the requirements of WBANs. In particular, major
challenges to wireless communications designers are (1) the definition of the proper
protocol architecture addressing the Quality of Service (QoS) requirements of the
various medical parameters, (2) an adequate characterization of the wireless channel
temporal variations providing a better insight on the major challenges facing the design
of effective protocol mechanisms and (3) energy-efficient protocol mechanisms [2]. The
first issue is being addressed by the IEEE 802.15.6 Standard developed by the Task
Group 6 (TG6) of the IEEE 802.15 Working Group [3]. The IEEE 802.15.6 standard
defines the MAC layer mechanisms supporting three different physical layers, namely,
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Narrowband (NB), Ultra-Wideband (UWB), and Human Body Communications
(HBC) layers [4]. Among its main features, the IEEE 802.15.6 MAC protocol incor-
porates eight different user priorities for accessing the medium in an aim to meet the
QoS requirements of the various medical applications and vital signals communications
to be supported.

Regarding the characterization of the wireless channels within the context of
WBANs, experimental efforts are being carried out on the operating conditions of
WBANs [5]. It is clear that the fact of placing the wireless nodes in and around the human
body, see Fig. 1, requires an analysis of the impact over the channel behavior introduced
by the human body and the relative displacement of the various wireless nodes.

Nowadays BSN research still faces many key technical challenges. One of the

ultimate goals of many current studies is the development of wireless channel models
to be used in the performance analysis of the proposed protocol mechanisms of the
IEEE 802.15.6 MAC protocol [6].

In this paper, we undertake the study of the IEEE 802.15.6 slotted-Aloha MAC
protocol. First, we examine the priority mechanism and conflict access resolution
algorithm implemented by the MAC protocol. Taking as a baseline, a simple Markov
Chain model recently reported in the literature, we then evaluate the performance of the
proposed mechanisms having an enhanced capture effect. We evaluate the impact of
using a simple power control scheme over the performance of the IEEE 802.15.6. Our
study and simulator development efforts set the basis for further studies using power
control, wireless channel models and experimental traces reported in the literature
and/or gathered in our labs.

In the following this document is organized as follows. Section 2 overviews some
recent works in the area of channel modeling and power control. Section 3 describes
the IEEE 802.15.6 slotted-Aloha mechanism. Section 4 reviews a simple model of the
IEEE 802.15.6 slotted-Aloha MAC protocol, the use of power control mechanism and
major efforts towards the development of representative channel wireless models
within the scope of WBANs. We also provide some results under different scenarios.
Section 5 draws some conclusions and outlines our future research plans.

Fig. 1. Body Area Network
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2 WBANs Power Control and Channel Modelling for MAC
Performance

Numerous research initiatives around the world are actively working on the charac-
terization of the wireless channel for WBANs. It is widely accepted that WBANs
introduce a very different environment with respect to the ones characterizing other
wireless technologies. Many studies are then conducting field trials with the main goal
of developing channel models from the data being obtained [5]. Within these efforts,
the study of the stability and or temporal variation WBANs are particular relevant to
the development of tools for evaluating MAC protocols. In [5], the authors have
investigated the wireless channel temporal variations. In a first set of simulations, they
vary the transmission power while fixing the average path loss to the coordinator. As
expected, their findings report that the number of unacknowledged frames increases
exponentially increases as the transmission power is decreased. Their results further
confirm that the retransmissions do not prove effective on improving the frame
transmission success rate.

In [9], the authors characterize the stability of a WBAN narrowband based on
real-time measurements of the time domain channel impulse response (CIR) at fre-
quencies near the 900- and 2400-MHz industrial, scientific, and medical (ISM) bands.
Their findings confirm that body movement has considerable impact on the stability of
the channel. This is numerically confirmed by the length of the coherence time. Fur-
thermore, they conclude that there is a greater temporal stability at the lower frequency,
namely 900 MHz.

Based on the results reported in [5, 9], it is clear that a power control strategy may
play a major role on improving the performance of the MAC protocol. In fact, several
efforts on evaluating the use of transmission power control in the context of
contention-based MAC protocols have been reported in the literature [10–13]. Most of
these studies focus on the slotted Aloha mechanism aiming to improve its performance
through the capture effect. In [10], the capture event success probability is improved by
controlling the probability of choosing the high power transmission level. In [12], the
authors develop a wireless random access protocol with multiple power levels. Under
the proposed protocol, each node contends following a random access mechanism
incorporating a random transmission power value selected among a given set. Fol-
lowing a game theory approach, the channel throughput is optimized taking into
account the network load. In [13], the authors develop a three-state discrete-time
Markov chain model of a contention-based MAC protocol including the conditional
capture probability. Their work included the development of an experimental platform
validating their results. In [14], a model and experimental evaluation of the capture
effect in an IEEE 802.15.4 is also presented. All these studies show the great benefits of
incorporating the use of multiple power levels into the operation of contention-based
mechanism.
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3 IEEE 802.15.16 Slotted Aloha Mechanism

In this section, we briefly describe the slotted-Aloha MAC mechanism of the IEEE
802.15.6 standard. The IEEE 802.15.6 slotted-Aloha MAC mechanism defines eight
different User Priorities; UPi, i ¼ 0; . . .; 7. A parameter, Contention Probability (CP) is
used to implement the prioritized access of differing users, where CP 2 [CPmax, CPmin].
The values of CPmax and CPmin are set differently for each UPi as shown in Table 1.

A sensor node contends to transmit its packet as follows:

1. A node generates a random number z from the interval [0, 1].
2. The CP value is set to CPmax for a new packet.
3. A node obtains a contended allocation by the current Aloha slot if z � CP.
4. If the transmission fails, the CP value is halved for an even number of retrans-

missions, and is fixed to the previous value for an odd number of retransmissions. If
halving CP makes the new CP smaller than CPmin, the CP value is set to CPmin.

The CP value does not change when it gets settled with CPmin at the m-th
retransmission. The value of m is given by:

m ¼ 2 log2
CPmax

CPmin

� �� �
: ð1Þ

4 Protocol Models and Simulation

4.1 The IEEE 802.15.6 Slotted-Aloha MAC Protocol

In this section, we first follow the work reported in [7]. The authors introduce an
analytical model to evaluate the saturation throughput of the IEEE 802.15.6 slotted
Aloha mechanism. In their analysis, the authors assume a single hop star topology
consisting of a central hub and a fixed number of nodes. Each and every node always
has a packet available for transmission under an ideal channel scenario. The nodes
implement the IEEE 802.15.6 slotted-Aloha MAC protocol described in Sect. 3.

Table 1. Contention probability thresholds for slotted Aloha access

Priority Traffic type CPmax CPmin

0 Background (BK) 1/8 1/16
1 Best effort (BE) 1/8 3/32
2 Excellent effort (EE) 1/4 3/32
3 Video (VI) 1/4 1/8
4 Voice (VO) 3/8 1/8
5 Medical data or network control 3/8 3/16
6 High-priority medical data 1/2 3/16
7 Emergency 1 1/4
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The authors introduce a simple Discrete Time Markov Chain (DTMC) model.
The DTMC is obtained from the state transition of the IEEE 802.15.6 slotted-Aloha
MAC protocol. The key element of the model is that it captures the decreasing
probability of transmission stated in the IEEE 802.15.6 standard and the division of the
time into sequence of well-defined packets of fixed length.

In the DTMC, 0; 1; 2; . . .;mf g are the states through which a node goes based on
the contention probability. For the tagged node being in state k, the slot-wise event
probabilities are denoted as follows:

• p(k, i): remains idle in the current slot without attempting to transmit
• p(k, s): transmits successfully in the current slot
• p(k, c): transmits in the current slot that ends up in collision

The one-state transition probabilities in the DTMC are:

Pr 0j0ð Þ ¼ p 0; sð Þþ p 0; ið Þ
Pr kþ 1jkð Þ ¼ p k; cð Þ k2 0;m� 1½ �
Pr 0jkð Þ ¼ P k; sð Þ k2 1;m½ �
Pr kjkð Þ ¼ p k; ið Þ k2 1;m� 1½ �
Pr mjmð Þ ¼ p m; cð Þþ p m; ið Þ

8>>>><
>>>>:

ð2Þ

Under the saturation case scenario, the collision probability for the node i is:

ci = 1� ð1� siÞðni�1Þ Y7
j¼0;j6¼i

ð1� sjÞnj : ð3Þ

From the analysis reported in [7], the probability that node i transmits in a slot is
given by:

si ¼
CPmax ið Þð1� 2c2i Þ

ð1� c2i Þf1� ð ffiffiffi
2

p
ciÞmigþ ð1� 2c2i Þð

ffiffiffi
2

p
ciÞmi

: ð4Þ

The pair of non-linear Eqs. (3) and (4) are solved by means of Equilibrium Point
Analysis (EPA) [8]. Taking this model as a starting point, and as a first step to evaluate
the priority and backoff mechanisms of the IEEE 802.15.6 MAC protocol, we have
developed a simulation tool. This first set of results complement the finding reported in
[7]. In an aim to gain insight into the effectiveness of the priority mechanism, we
consider a network consisting of one Class 5 sensor node while increasing the number
of Class 0 nodes.

Figure 2 shows the normalized saturation throughput for the two different priority
classes, Class 0 and Class 5 and the channel. The figure depicts both the results derived
from the model and simulation results. Each simulation run was set for 106 slots. There
is a good match between the results obtained from the model and simulation. As
already stated, the purpose of this first part of the study has been centered on the
development and validation of a simulation tool allowing us to further explore the
performance of the MAC protocol: identify the impact/use of the priority mechanism

Performance Study of the IEEE 802.15.6 Slotted Aloha Mechanism 31



and back-off mechanism. Furthermore, in order to get a more accurate evaluation tool
reflecting the control mechanisms of the IEEE 802.15.6 slotted Aloha mechanism, we
have set the maximum retransmission parameters to 10 as specified in the standard. In
this case, a frame exceeding this threshold is discarded.

Figure 3 shows the frame loss probability for both classes being considered. From
the results depicted in Figs. 2 and 3, it is clear that the higher-priority traffic, Class 5 is
heavily penalized as the load generated by the low-priority class increases. Figure 2
shows that the throughput of a Class 5 node decreases at a much faster pace than the
throughput of a Class 0 node as the number of nodes of Class 0 increases. The results
clearly show that the priority mechanism does not provide QoS guarantees to the
high-priority traffic.

In order to gain further insight into the performance of the backoff mechanism of
the IEEE 802.15.6 MAC standard, we consider the case of halving the CP value as
soon as a transmission fails.

Fig. 2. Throughput – IEEE 802.15.6 Standards

Fig. 3. Frame loss probability
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Figure 4 depicts the throughput for both classes and the channel. The results show a
slight degradation when a reduced number of Class 0 nodes, up to five, are present.
This clearly shows that the backoff over reacts in this case. However for a network
configuration between five and 10 nodes, the throughput improves: in this case the
backoff proves effective. Figures 1 and 3 show very similar results, as the number of
Class 0 nodes increases. This is due to the fact that as the number of active nodes
increases, the backoff mechanism quickly fixes the CP parameters to its minimum
value.

4.2 Simulation Scenarios and Results

Following the results reported in Sect. 3A and the literature review, we propose to
supplement the IEEE 802.15.6 MAC protocol by incorporating into it the use of
multiple power levels selected randomly by the nodes. Under the proposed scheme, a
node being ready to transmit will randomly select its transmission power. The proposed
mechanism should not only prove effective on limiting the adverse condition of the
channel, but it will also be effective in producing a capture effect in the presence of a
limited number of simultaneous transmissions. The latter effect has lately attracted the
attention of researchers due to the increasing number of wireless devices and emerging
wireless technologies [11, 12]. Remember that our main aim is to explore the per-
formance of the IEEE 802.15.6 in scenarios where a large number of devices are
collocated, such as in a nursing home.

We undertake the study of the proposed scheme under two main scenarios. In order
to get a better insight on the impact of the retransmission probability used by the
different priorities, we study two classes: Class 0 and Class 5. We assume that a node
can transmit using one of two power levels selected randomly. Similar to the study
reported in [11], we assume that all nodes experience the same channel gain. The
transmission of the target node i will be successful in the presence of simultaneous
transmission if the following three conditions are met.

Fig. 4. Throughput – modified
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1. Node i transmits with the highest power level, denoted by Pi.
2. All other nodes transmit with power levels lower than Pi.
3. The instantaneous SINR of tagged Node i is higher than the target SINR at the hub

(receiver).

The number and values of the power levels to use will very much depend on the
actual technology being used. As for the actual random selection scheme of the power
level, the results in [12] have shown that uniform random scheme proves to be
effective. Condition c is derived from the channel model. From the results reported in
[5, 12, 14], the actual values will depend very much on the end-user environment.

In our simulations, we explore the performance of the two classes of traffic. Since
our main aim is to explore the role of the contention probability defined by the IEEE
802.15.6 and the power control mechanism, we consider two scenarios: a network
exclusively comprising only Class 0 (Class 5) nodes and a network consisting of one
Class 5 and one or more Class 0 nodes. For both scenarios, we consider the use of two
power levels, phigh and plow, randomly selected following a uniform random distribu-
tion. A transmission is successful in a given slot if (1) the aforementioned conditions
are met or (2) in the case that only one node transmits.

Figures 5 and 6 show the results obtained for both classes and the two MAC
protocols, namely, the IEEE 802.15.6 standard MAC and the proposed power-enhanced
MAC protocol. Besides the fact that the capture effect considerable improves the net-
work performance, it is evident that the use of a higher retransmission probability, Class
5, has a negative impact as the number of competing nodes increases. In fact, in one of
our previous works using game theory principles, we have shown that the nodes should
reduce their retransmission probability as the load increases [12].

Figures 7 and 8 depict the results for a network consisting of a single high-priority
node (Class 5) and a given number of low-priority nodes (Class 0). In the first case,
Fig. 7, the nodes of both classes randomly select one of the two available transmission
powers with equal probability, i.e., phigh = plow = 0.5. The results clearly show an
improvement on the throughput of both classes. However, similar to the results

Fig. 5. Throughput - Class 0
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depicted in Fig. 1, the throughput of Class 5 gets penalized as the number of Class 0
nodes increases.

Figure 8 show the results for both classes when the probability of selecting the high
power transmission level has been set to 0.9 for the Class 5 and 0.1 for Class 0. In this
case, the Class 5 throughput exhibits better results. However, the overall throughput
degrades as the network load increases. The results also show that for a typical WBANs
consisting of five to seven nodes with one high-priority node, the setting of the power
levels is rather straightforward, i.e., phigh = plow = 0.5 for all classes.

Fig. 6. Throughput - Class 5

Fig. 7. Throughput – symmetric
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5 Conclusions and Future Work

In this work, we have first reviewed the principles of operation of the IEEE 802.15.6
slotted-Aloha MAC protocol. Taking as a basis the model recently reported in [7], we
have validated our simulation tool. We have then explored the performance of the
MAC protocol making use of a simple power control scheme. Some preliminary results
have been reported focusing on the network parameters. Our future work plans com-
prise: the inclusion of channel models, the evaluation of a multiple-class network, and
the QoS guarantees as perceived by the end-user application.

Acknowledgement. This work has been supported by MINECO (Spain) under grant
TIN2012-38341-C04.
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Abstract. Wireless Sensor and Actor Networks are used in many dan-
gerous applications. When performing their tasks, actors may fail due
to harsh environments in which they are deployed. Some actors are cut-
vertices within network. Their loss breaks its connectivity and disrupts its
operation accordingly. Therefore, restoring network connectivity is cru-
cial. DARA is among the most popular connectivity restoration schemes.
It performs multi-actor relocations in order to replace a failed cut-vertex
by one of its neighbors, based on the lowest degree. In this paper, we pro-
pose new selection strategies of actor’s substitute in DARA, in which the
substitute selection is based on the nature of the links with neighbors
rather than on the degree. Our approaches improve the performance
of DARA by reducing the number of relocated actors in the recovery
process by 24% on average compared to its original selection strategy.
The proposed strategies are validated through simulation experiments.

Keywords: Topology management · Fault tolerance · Connectivity
restoration · Wireless sensor and actor networks

1 Introduction

Wireless Sensor and Actor Networks (WSANs) [1] are used to replace or assist
humans in many hazardous situations such as fire extinguishing and rescue of
victims within hostile or unknown environments. A WSAN is composed of two
categories of elements: sensors and actors. Sensors are usually small devices char-
acterized by low cost and limited resources in computation, communication and
energy. They are present within the network in abundance. The main duty of
sensors is to probe their surroundings by collecting data about the supervised
area and to report it to one or several actors, which react when necessary by
performing appropriate tasks. Actors are more powerful devices. They could
be mobile, they usually have advanced computation and communication capa-
bilities, as well as a significant onboard energy, thus, they could be relatively
more expensive. This is why their number within networks is fewer compared to
sensors.

Sensors and actors can be subject to failure for many reasons. For instance,
they can undergo external attacks from the fact that they are deployed unat-
tended in harsh environments. They can also fail due to energy depletion or
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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simply because of internal malfunctions [2]. Upon failing, an actor loses all its
communication links. In most applications, actors must operate in a structured
and collaborative manner for better efficiency in tasks’ realization. Therefore,
they need to interact with each other in order to share information and coordi-
nate their actions. Thus, it is mandatory that they stay all the time reachable
from each other. In other words, it is necessary to maintain a connected inter-
actor network. An actor can be a cut-vertex in the inter-actor network topology.
The failure of such actor splits the network into two or many disjoint parti-
tions and affects its connectivity. The loss of network connectivity will have a
detrimental impact on its performance. Indeed, actors belonging to different sub-
networks will no longer be able to communicate, and thus, information exchange
between them as well as their actions’ coordination will be interrupted. As a
result, the overall network operation will be severely disrupted.

To deal with this situation, the inter-actor network must integrate mecha-
nisms of resilience, so that it continues to perform its tasks normally even if
some actors fail. Many contemporary fault tolerance techniques in WSANs use
topology management methods [3]. One of the most popular of them is DARA
[4] (Distributed Actor Recovery Algorithm). DARA is a distributed connectiv-
ity restoration technique which performs coordinated multi-actor relocation in
order to replace a failed actor by a healthy one into the inter-actor network.
The connectivity restoration in DARA is thus a self-healing process, exploiting
the mobility of operational actors within the network. The main objective of
DARA is to reduce the number of involved actors in the recovery process. For
this aim, a failed actor’s substitute is chosen based on the lowest degree (least
number of neighbors). In this paper, we propose new selection strategies of failed
actor’s substitute in DARA based on the nature of links with its neighbors rather
than their number. Our selection schemes improve the performance of DARA in
reducing the number of relocated actors during the recovery process by 24% on
average, compared to its original selection strategy. We validated our approaches
through simulation experiments.

The rest of paper is organized as follows: next section describes the system
model. In Sect. 3, we review related works. An analysis of DARA is given in
Sect. 4. In Sect. 5, we identify a shortcoming in DARA’s selection strategy and
propose solutions in order to remedy it. In Sect. 6, we evaluate our proposed
approaches through simulation experiments. Section 7 concludes the paper.

2 System Modeling

As mentioned earlier, a WSAN is composed of two types of elements: sensors
and actors. Sensors probe their surroundings and send regularly their sensed
data to actors. On the other hand, actors collect information from sensors in
their neighborhood and collaborate between them to perform one or several
tasks. Figure 1 illustrates an example of WSAN. The system model includes the
following assumptions:
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Fig. 1. Representation of a WSAN with a connected inter-actor network.

1. Each actor is identified by a unique identifier. Ai denotes the actor identified
by identifier i. The set of all actors within the network is designated by A.

2. Actors are mobile.
3. Actors are able to recognize their positions using localization techniques like

GPS.
4. The communication range of an actor corresponds to the maximum Euclidean

distance that its radio can reach. We denote it by r.
5. The radio range of all actors is identical, finite and significantly smaller than

the dimensions of the deployment area.
6. Two actors can communicate if they are at range from each other.
7. Communications between actors are symmetric.
8. Actors are randomly deployed in an environment of interest and form a con-

nected inter-actor network after a discovery step.

The following definitions are used in this paper:

Definition 1 (One-Hop Neighbors). Let Ai ∈ A.
1-Hop-Neighbors(Ai) or simply Neighbors(Ai) is the set of actors that are directly
reachable from Ai.

Definition 2 (Two-Hop Neighbors). Let Ai ∈ A.
2-Hop-Neighbors(Ai) is the set of actors that are reachable from Ai through Af ,
where Af ∈ Neighbors(Ai).

Definition 3 (Adjacent Siblings). Let Ai,Af ∈ A such as Af ∈
Neighbors(Ai).
Adjacent-Siblings(Ai,Af ) is the set of actors that are neighbors of both Ai and
Af . Mathematically: Adjacent-Siblings(Ai,Af ) = {Ak— Ak ∈ Neighbors(Ai) ∧
Ak ∈ Neighbors(Af )}
Definition 4 (Dependents). Let Ai,Af ∈ A such as Af ∈ Neighbors(Ai).
Dependents(Ai,Af ) is the set of actors that are neighbors of Ai (without Af )
but not neighbors of Af . Mathematically: Dependents(Ai,Af ) = {Ak— Ak ∈
Neighbors(Ai) ∧ Ak /∈ Neighbors(Af ) ∧ Ak �= Af )}. It is easy to see that:
Dependents(Ai,Af ) = Neighbors(Ai) − Adjacent-Siblings(Ai,Af ) − {Af}.
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3 Related Works

Failure tolerance in WSANs is divided in two large categories: tolerating failure of
one actor at a time and tolerating failure of multiple actors simultaneously. Our
work lies within the first category. We focus on actors’ failures because sensors are
supposed available in abundance, as previously mentioned. When a cut-vertex
actor fails, affecting network connectivity, the most obvious solution is to replace
it by a new one. This solution can take a lot of time and can be dangerous if the
operation is performed by humans within harsh environments. Contemporary
connectivity-centric fault tolerance methods for WSANs are based on network
topology management. In the literature, they are grouped into three classes:
proactive techniques, reactive techniques and hybrid techniques.

Proactive techniques strive to anticipate the failure by taking some precau-
tions at setup, allowing the network to continue operating normally in case of
losing one or more actors. For example, the authors in [5] deploy a k-connected
topology in which the failure of k− 1 actors does not break the network connec-
tivity.

Reactive techniques aim to perform network connectivity restoration as soon
as a cut-vertex failure is detected, in real time, and in a distributed manner for
most algorithms. The recovery process involves available healthy actors within
the network. These actors being mobile, the idea is to reposition them to the
appropriate locations in order to restructure the network’s topology, so that it
becomes connected again. Reactive techniques are more suitable than proactive
ones for failure tolerance in WSANs. Indeed, WSANs are asynchronous by nature
and may be dynamic. Therefore, the recovery process must be a network self-
healing using adaptive schemes [3]. This category contains a wide variety of
algorithms. DARA [4] is a reference algorithm within the research community
working on this field. Many proposed approaches are compared against it for
assessment. DARA performs a coordinated multi-actor relocation in order to
replace a failed cut-vertex. To do this, it only requires to maintain an updated
list of one-hop and two-hop neighbors, its mechanism is detailed in the next
section. RIM [6] adopts another strategy: when an actor fails (cut-vertex or
not), all its direct neighbors move toward its position in order to establish a
connectivity between them. The process is repeated in cascade as long as the
movement of neighbors causes further broken links. RIM shrinks the network
topology inward, affecting network coverage. Compared to DARA, it involves
much more actors in the recovery process and generates overhead messaging.
However, its advantage is in splitting the load between actors. Indeed, it has
been proven in [6] that each actor travels a maximum distance of r/2. VCR
[7] and LDMR [8] are variants of RIM. Some algorithms consider a secondary
objective in addition to the principal one that consists in restoring network
connectivity. In return, they introduce additional assumptions or consume more
resources. LeDiR [9] has as a secondary objective, the preservation of shortest-
path length between any pair of actors using a shortest-path routing table. C3R
[10] has the auxiliary aim of maintaining network coverage: when a cut-vertex
fails, its direct neighbors coordinate to establish a schedule in order to replace
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it in turns, during a time interval. Excessive movements of actors consume a
lot of energy, therefore, this solution is considered temporary. RACE [11] is an
interesting recent work based on DARA. It restores network connectivity while
minimizing its coverage loss. For that, it needs additional information about
actors’ criticality, which is provided by the method developed in [12].

Hybrid techniques are a compromise between the two previous categories.
They anticipate the failures by assigning backups to cut-vertices at setup in a
proactive manner. However, the recovery process is triggered when a cut-vertex
fails like reactive approaches. PADRA [13] and DCRS [14] operate this way.

For a complete state of the art on the subject, we recommend the reader a
very interesting survey available in [3].

4 DARA Analysis

DARA [4] is a distributed connectivity restoration Algorithm. As a previous
knowledge, it only requires that actors are aware of their one-hop and two-hop
neighbors. For this, they have to maintain updated one-hop and two-hop tables.
The tables must contain degrees, positions and identifiers (IDs) of neighbors.

Actors periodically report their presence to direct neighbors by sending heart-
beat messages. When an actor fails and can no longer communicate, its direct
neighbors detect the failure by missing the heartbeat messages. If the failed actor
is a cut-vertex, DARA is launched locally on each of its neighbors.

The main idea of DARA is to replace a failed cut-vertex by an appropriate
actor among its direct neighbors. When a cut-vertex actor fails, its direct neigh-
bors can no longer communicate between them. However, they know each other
thanks to their two-hop tables. These neighbors are all considered as potential
candidates to replace the failed actor Af . Nevertheless, they must elect the most
suitable of them (the Best Candidate, BC) to restore the connectivity by moving
to the position of Af . The potential candidates have the same information on
each of them, so, they will come to the same result. The selection strategy of
BC in DARA is based on the following criteria:

1. Least actor degree: The authors assume that moving an actor having few
neighbors minimizes the number of involved actors in the recovery process
(we will show in the next section that this is not always true).

2. Closest proximity to Af : in the case of actors which have the same degree,
DARA favors the nearest one to Af in order to minimize the traveled distance.

3. Highest actor ID: in the case of actors having the same degree and are equidis-
tant to Af , DARA decides between them by picking the one with biggest ID.

Figure 2a illustrates an inter-actor network in which a cut-vertex Af fails,
dividing the network topology in two disconnected subnetworks. A1, A2, A3 and
A4 initiate the recovery process as soon as they detect the failure. They execute
DARA simultaneously in order to determine BC. A2 has the highest degree and
is then excluded. A1, A3 and A4 have the same degree. A4 is the farthest among
them from Af . So, it is also excluded. A1 and A3 have the same degree and
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are equidistant to Af . Thus, A3 is selected as BC based on the highest ID and
moves to the position of Af as shown in Fig. 2b. Upon its arrival to destination,
it broadcasts a RECOVERED message.

When BC leaves its position, it may cause another network partitioning
as depicted in Fig. 2b. In this case, its neighbors must perform DARA again,
exactly as if BC had failed, in order to replace it by the most suitable of them.
The process is repeated recursively until full connectivity restoration. However,
this time, the recovery process does not concern all the neighbors of BC. Indeed,
BC can have two types of neighbors according to their previous relations with
Af : the siblings (actors in the set Adjacent-Siblings(BC,Af ), see Definition 3)
and the dependents (actors in the set Dependents(BC,Af ), see Definition 4). Sib-
lings preserve direct links with BC after relocation (for example A2 in Fig. 2b).
Dependants can either preserve indirect links with BC (such as A8 in Fig. 2b)
or find them detached from it (like A9 in Fig. 2b).

Dependants can check whether they conserve indirect links with BC after
relocation or not, as explained in the following. Before leaving its position, BC
sends a MOVING message to all its dependent neighbors, in order to inform them
about its departure. BC integrates also in this message, the list of its sibling
with Af . When a dependent receives the message, it verifies if it is related to
one of BC’s siblings or not, using its neighborhood tables. If such link exists,
the dependent remains connected to BC after relocation, otherwise, it concludes
that it is detached from it based on limited two-hop knowledge.

BC’s neighbors concerned by the cascade are its detached dependents, so
that they reestablish their broken links with it. In our previous example, A9

moves to the position of A3 and completes the recovery process, as shown in
Fig. 2c. For more details about DARA’s mechanism, please refer to article [4].

Fig. 2. An execution example of DARA. (a) represents a failure of Af . In (b), A3

replaces Af . In (c), A9 replaces A3 and completes the recovery process.

5 Our Approach

The first selection criterion of Af ’s substitute in DARA is based on the least
degree of its neighbors. Abbasi et al. in [4] have motivated this choice by the
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Fig. 3. An example in which DARA does not select the best substitute for Af .
(a) represents the failure of Af . In (b), A1 and A6 move according to selection strategy
of DARA. Alternatively in (c), the displacement of A2 is sufficient to restore connec-
tivity in (a).

fact that it limits the number of cascaded relocations in the recovery process.
We will show through the next example that this is not always true.

In Fig. 3a, the cut-vertex Af fails. In Fig. 3b, A1 replaces it and A6 replaces
A1 according to selection strategy of DARA. In Fig. 3c, the selection of A2 as
BC rather than A1 limits the number of involved actors in recovery process,
even if it has higher degree. Moreover, in our previous analysis of DARA, we
have shown that neighbors of BC that may cause cascaded relocations are its
dependents, when they are not related to any of its siblings with Af . Based
on these observations, we realized that it is not the candidates’ degree that
influences the cascades but the nature of links with their neighbors (dependency
links). Indeed, in Fig. 3a, A1 has one dependent while A2 does not.

In order to reduce the number of involved actors in DARA, we propose three
new selection strategies of a failed actor’s substitute. Our selection strategies
focus on the nature of links with neighbors rather than their number. They are
presented in the following:

• Strategy 1: select the candidate with least number of dependents. This choice
is motivated by the fact that dependents are the actors that may cause cas-
cades as mentioned earlier. Therefore, we propose to minimize their number.
In case of a tie, break it with distance and highest ID like in DARA.

• Strategy 2: select the candidate with highest number of siblings. We believe
that the higher the number of siblings, the more likely dependents are related
to one of them, and thus, stop relocations. In case of a tie, break it with
distance and highest ID like in DARA.

• Strategy 3: is a compromise between the two previous ones. Here, we favor
the candidate which number of dependents is null, if exists, because no cascade
will be trigged in this case. Otherwise, we pick the candidate with highest
number of siblings. In case of a tie, break it with distance and highest ID like
in DARA.
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To use our selection strategies, each potential candidate Ap needs to calculate
the number of its dependent neighbors and the one of its siblings. It must also
do the same for the other candidates which are its two-hop neighbors through
Af . For this purpose, we propose a distributed algorithm that does not require
any other information than the one available in the tables of DARA. Our algo-
rithm begins by counting the number of siblings. Then, it infers the number of
dependents from formula (1), which is easy to demonstrate.

Number of Dependents = Degree − Number of Siblings − 1 (1)

Indication: the neighbors’ set of a candidate is composed of its siblings with Af ,
its non siblings with Af (its dependents) and Af .

The calculation of siblings’ number by the potential candidate Ap is based
on the four following rules:

• Rule 1 (initialization): Ap initializes its number of siblings as well as those
of other candidates to zero.

• Rule 2: if Ap is neighbor of another candidate Ap′ , it means that both are
siblings with Af . Therefore, Ap increases by 1, its number of siblings and the
one of Ap′ (For example, A2 and A4 in Fig. 3a).

• Rule 3: if two candidates Ap1 and Ap2 other than Ap are neighbors, it means
that both are siblings with Af . If Ap is adjacent to at least one of them, it
can infer the link between them by consulting its two-hop table. Thus, Ap

increases by 1 the number of siblings of Ap1 and the one of Ap2 (for example,
A3 can detect the link between A2 and A4 in Fig. 3a).

• Rule 4: if two candidates Ap1 and Ap2 other than Ap are neighbors, it means
that both are siblings with Af . If Ap is not adjacent to any of them, it needs
a three-hop vision to detect their link, which is not provided by its tables.
However, Ap is aware of the positions of Ap1 and Ap2 through its two-hop
table. Thus, Ap can verify whether they are neighbors or not by calculating
the distance between them. If Distance(Ap1 ,Ap2) ≤ r (r is the communication
range) then Ap1 and Ap2 are neighbors. Therefore, Ap increases by 1 their
respective siblings’ numbers (For example, A1 detects the link between A2

and A4 in Fig. 3a).

6 Validation

The effectiveness of our approaches is validated through simulations. In this
section, we describe the simulation environment and discuss the obtained results.

6.1 Simulation Environment

To evaluate our approaches, we developed a simulation environment similar to
that presented in the original article of DARA [4]. For this, we used the JAVA
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programming language and the GraphStream1 library. We have randomly gen-
erated connected inter-actor networks with different density levels, in an area of
1000 m × 600 m. The test consists in varying the number of actors within the
network topology from 20 to 100. Their communication range is fixed at 100 m.
Each of these simulation steps is run for 1000 different network topologies in
which we treat the failures of all cut-vertices independently. Average measures
on these 1000 topologies are then reported. Our selection schemes are assessed
and compared with the original version of DARA based on the following metrics:

(1) Number of relocated actors: it is the number of actors involved in the recov-
ery process. This metric evaluates the extent of the connectivity restoration
process.

(2) Total traveled distance: it is the distance traveled by all actors during the
recovery process. This metric assesses the efficiency of the different con-
nectivity restoration strategies. It is considered as an indicator of energy
consumption and network reconstruction time.

(3) Number of exchanged messages: this metric counts all sent messages during
the recovery process. It is also an indicator of energy consumption.

6.2 Discussion

Our simulation results are depicted in Figs. 4, 5 and 6. For the original version
of DARA, we got the same curve shapes as those presented in the articles [4,6],
which shows the consistency of our results compared to previous works. As in the
articles [4,6], increasing the network density reduces the number of cascades in
the recovery process, because high connectivity degree promotes the presence of
siblings in the network’s topology rather than dependents. We observe the same
behavior in all our proposed approaches as shown in Fig. 4. Table 1 compares
the performance of the different strategies with the original version of DARA.

As previously explained, the dependents are those that may cause cascades,
so we aim in our first selection strategy to minimize their number. As expected,
this choice reduces the number of relocated actors by 14% compared to the orig-
inal version of DARA (see Table 1). It also decreases the total traveled distance
during the recovery process by 21%, and the number of exchanged messages by
4%. Decreasing the total traveled distance in recovery process improves the net-
work reconstruction time allowing it to resume operations more quickly. It also
reduces the energy consumption and extends the network lifetime accordingly.
Decreasing the number of exchanged messages allows also to save energy.

Our second strategy which aims to maximize the number of siblings in the
selection of BC obtains better results than the first one in terms of actors’
relocation (−17%) and total traveled distance (−26%, see Table 1). The reason is:
maximizing the number of siblings increases the probability that dependents are
related to one of them, and thus, avoid cascades. However, this strategy increases
the number of exchanged messages by 87% compared to the original version of

1 http://graphstream-project.org/.

http://graphstream-project.org/
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Fig. 4. Number of relocated actors with varying number of actors (r = 100m).

Fig. 5. Total traveled distance with varying number of actors (r = 100 m).

Fig. 6. Number of exchanged messages with varying number of actors (r = 100 m).

Table 1. Performance analysis of our strategies compared to the original version of
DARA.

Metrics Strategy 1 (Min
dependents)

Strategy 2 (Max
siblings)

Strategy 3
(Compromise)

Number of relocated actors −14.80% −17.16% −24.37%

Total traveled distance −21.26% −26.94% −32.98%

Number of exchanged messages −4.36% +87.11% +28.12%
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DARA for the following reason: BC is selected based on the highest number
of siblings. After displacement of BC, its siblings must send messages to their
own neighbors in order to update their two-hop tables. Furthermore, the number
of siblings increases accordingly with the network density, which increases the
number of sent messages compared to the original version of DARA and the first
selection strategy where BC is chosen based on a minimization criterion.

Our third and last selection strategy favors the candidate with no depen-
dents, if exists. Otherwise, it maximizes the number of siblings in the selection
of BC. Indeed, the second strategy only focuses on the number of siblings and
ignores the case when a candidate has no dependents. Nevertheless, this case
is very important because it stops the cascades and ends the recovery process
immediately. This is what motivated the idea of the third selection strategy
which outperforms all previous ones in terms of cascades limitation (−24%), as
well as total traveled distance (−32%), while alleviating the number of messages
introduced by the second strategy up to 28% more than the original version
of DARA. We know that for relatively powerful actors, the cost of sending a
message in terms of energy is negligible compared to the cost of their physi-
cal displacement. Therefore, this strategy can be a good compromise for energy
preservation in WSANs.

7 Conclusion

DARA [4] is one of the most popular connectivity restoration schemes in WSANs
which does some topology control in order to replace a failed cut-vertex by a
healthy actor into the network. In this paper, we identified a shortcoming in
its substitute selection strategy and proposed new ones that improve its perfor-
mance. Our approaches was evaluated and compared with the original version
of DARA through simulation experiments. As future works, we plan to apply
our selection strategies on RACE [11] algorithm which relies on DARA’s mecha-
nism in order to restore network connectivity while minimizing its coverage loss.
We believe that our approaches are able to improve its performance. We also
plan to do real experimentations of our methods on mobile robot networks in
collaboration with robotics researchers in our laboratory.

Acknowledgment. The project is co-financed by the European Union with the
European regional development fund (ERDF) and by the Haute-Normandie Regional
Council.
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Abstract. Cooperative localization in WSN is used in applications
where individual nodes cannot determine their location based on exter-
nal contact, like e.g. GPS. The applications we focus on are the explo-
ration and mapping of flooded cavities that are otherwise inaccessible or
difficult-to-access, e.g. underground (oil-) reservoirs or industrial tanks
for e.g. mixing. High levels of miniaturization are required for the nodes
to traverse these cavities; nodes will have to be stripped down to a bare
minimum. Ultrasound time-of-flight is used as radio communication is
infeasible. Network topology is highly unpredictable and fast changing.

We present an asymmetric multi-way ranging protocol for these highly
resource-limited, miniaturized, autonomous nodes. The specific set of
constraints imposed by these applications, like the use of ultrasound, high
latency, low data-rates, and non-static network topology is far-reaching
and has not been studied before. Simulations of the protocol show trade-
off’s that can be made between ranging latency, signal overlap and overall
energy budget.

Keywords: WSN · Sensor swarm · Multi-way ranging · MWR ·
Resource-limited

1 Introduction

Underground cavities like (oil-)reservoirs, mines and geothermal sources, and
industrial infrastructure like, pipelines, mixing tanks and reactors are systems
which have in common that they are hard to access for in situ measurements
of system structure, dynamics, conditions and integrity. A straight forward app-
roach which has been proposed and investigated in [1,2] is based on directly
injecting large quantities of miniaturized sensor systems (‘sensor motes’) into
the flooded system1, let them go with the flow in order to penetrate and to
explore the system as visualized in Fig. 1.

For these sensor nodes to pass through the environment and explore it with-
out disturbing it or interfering with the dynamics, the nodes need to be scaled
1 In this paper, mote and node will be used interchangeably, as well as system and
environment.
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Fig. 1. Swarm of exploring sensor nodes forming a network within an enclosed envi-
ronment. Nodes perform ranging transactions to neighbouring nodes within their com-
munication range for localization and further analysis offline.

down to the centimeter or millimeter scale, depending on the application. This
highly limits the resources, like energy, processing and memory, that can be
taken on board the nodes. Furthermore, antennas with those dimensions will
only efficiently produce radio signals with wavelengths that have an extreme
high attenuation in the liquids in these environments, effectively blocking all
radio communication. However, ultrasound transducers at these scales do provide
larger communication ranges in these environments, but yields other problems
for stable and fast communication between dynamic nodes in enclosed environ-
ments [3]. Instead of relying on communication of data, measured data is stored
in memory and made available for offline analysis after retrieving the nodes from
the environment.

A crucial requirement is to obtain knowledge of the positions of the nodes
while traversing the environment. Structural information can be extracted from
this and sensor measurement of relevant parameters (e.g. temperature, pres-
sure, salinity) can be visualized on a map. However, during operations, neither
a distributed system of anchor points nor external beacons will be available.
The concept of cooperative localization [4] can be used; nodes perform mea-
surements like time-of-flight (TOF), angle-or-arrival (AOA) or received signal
strength (RSS), to gain knowledge about the position of nodes relative to neigh-
bouring nodes within communication range. This paper introduces a ranging
protocol to determine distances between nodes using round-trip TOF that can
be used for localization algorithms like in [5–7], but under the specific constraints
that are found in these applications.

Besides the limitation on the nodes resources, localization is further hindered
by the fact that network topology – the nodes’ positions and their (sparse)
connectivity to neighbouring nodes – is non-static and highly unpredictable.
As it is not known where neighbouring nodes are positioned, omni-directional
ultrasound is used for ranging measurements. This can be achieved using e.g.
tube-shaped transducers as in [8].
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Ultrasound is often used for ranging applications as the propagation speed
is 105 times lower than that of radio, therefore allowing for larger timing errors.
However, the low propagation speed in combination with the significantly lower
data transmission rates (typically 2–40 kb/s or even lower in more challenging
environments), introduces challenges that are less often seen in radio commu-
nication [3]. Latency in the ranging transactions makes that the movement of
the nodes becomes significant in the distance determination. The low data-rates,
in combination with the enclosed environment and non-static topology makes
signal overlap a significant hinder.

In this paper we present a novel asymmetric multi-way ranging protocol, in
which trade-offs are made between the energy budget, the ranging latency and
the signal overlap to optimally use the on board resources for obtaining nodes
positions in offline analysis for the above mentioned applications. Depending on
the application or the state that nodes are in, these trade-off’s can be adjusted
to address the specific situation as good as possible.

The specific challenges in developing the ranging protocol for these appli-
cations are addressed in Sect. 2. In Sect. 3 the design of a ranging protocol is
described that attempts to balance between all the parameters involved. In order
to assess the suitability of the protocol for these applications, the protocol is
simulated in a network simulator as described in Sect. 4. Important performance
metrics that assess the specific goals are shown in the results Sect. 5. Discussion
and future work can be found in Sect. 6, the conclusion in Sect. 7.

2 Protocol Design Challenges

Traditional ranging protocols consist of three phases: a scanning phase, a rang-
ing phase and a reporting phase [9]. In this paper, an attempt is being made
to maximally reduce energy costs of ranging in the specific application cases
described above.

Reporting of ranging measurements to neighbouring nodes is not performed
as this would require extra node resources and data communication is challenging
in this applications. Nodes only store measurements in their own memory.

The ranging-phase can be performed in a variety of methods. We chose for the
concept of multi-way ranging (MWR), initially proposed in [10] as N-Way Time
Transfer. It exploits the omnidirectional transmission and reception by using all
received signals for determining distances between nodes, rather than only the
signal between sender and one addressed receiver in e.g. two-way ranging (TWR)
methods [11]. Therefore, the total amount of messages needed to complete a full
ranging cycle using MWR scales linearly with the number of nodes, instead of
quadratically in TWR methods. It significantly reduces the energy required for
performing the ranging procedure.

Control of Ranging Sequence. As the network topology is non-static and
connectivity sparse and fast-changing, it is not known which neighbouring nodes
are within communication range. The simple sequence of events in traditional
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MWR [10], where node i+1 transmits a ranging signal after node i, cannot
be easily controlled in these applications. An alternative method is proposed in
Sect. 3 using a master-slave system.

Ranging Latency. The ranging latency of a single ranging transaction takes
up to 3 ms when nodes are 1 m apart (twice the propagation time, the message
length and the processing time). A full ranging cycle within a large swarm, with
all its individual ranging transactions, can easily take 100 ms. Depending on
the movement of the nodes, a large latency significantly challenges the local-
ization algorithm as the measured inter-node distances cannot be considered
quasi-static. The latency should therefore be kept as low as possible.

Furthermore, from an energy perspective it is beneficial to reduce latency
such that nodes are longer in a low-energy sleep state instead of an active lis-
tening/decoding state.

Signal Overlap. The low data-rates in combination with small inter-node dis-
tances in enclosed environments cause a significant amount of potential signal
overlap. Signal overlap should be prevented as much as possible as it requires
more energy and processing to filter and distinguish signals. The ranging pro-
tocol in Sect. 3 uses a time-divided communication scheme for determination of
the distances to allow for reduction of signal overlap. The amount of bits trans-
mitted should also be kept at a minimum to keep the message length as short
as possible to reduce signal overlap.

Scanning Phase. As it is not known which nodes are within communication
range, often in ranging protocols, a separate scanning phase is initiated before
the ranging phase. In this phase, nodes determine which neighbouring nodes
are within communication range to determine which nodes to perform ranging
measurements to.

Such an additional scanning phase adds to the energy budget. In this paper,
the scanning phase is omitted and solved by addressing all nodes by a non-
unique calling identifier. It causes a trade-off between ranging latency and signal
overlap.

3 Protocol

This section introduces a modified version of the regular multi-way ranging pro-
tocol to deal with the specific limitations in the usage of ultrasound in a non-
static network topology with highly resource-limited nodes. It will also address
the challenge of finding proper trade-off’s between e.g. ranging latency and sig-
nal overlap. It is important to notice that these trade-off’s can be adjusted based
on the specific environments or the specific situation that nodes are in.
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Fig. 2. One ranging cycle of master node A and slave nodes B and C. The master node
transmits request (REQ) signals and slave nodes respond with and acknowledgement
(ACK) signal if it is addressed to them. Knowledge of timing information tAroundAB,
tAroundAC , tCABA and tBACA and the fixed value of the processing time Tproc is sufficient
to determine the propagation times Tp,AB , Tp,AC and Tp,BC between the nodes.

Fig. 3. Master node A initiates the ranging process to node B and C. The nodes within
communication range become slave node and respond to REQ signals with an ACK
signal. All nodes within the respective communication range receive the signals and
store them: in offline analysis they can be used to determine round-trip TOF between
nodes. The nodes outside the cluster will only receive ACK signals. In this figure, not
all signals (arrows) are drawn.
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3.1 Asymmetric Multi-way Ranging

Instead of traditional, ‘symmetric’, MWR as introduced in [10], here the ranging
procedure is controlled by master nodes that send request (REQ) signals to its
neighbouring nodes that then become slave nodes and respond with an acknowl-
edgement (ACK) signal. The communication scheme that is used is illustrated
in Fig. 2. The cluster of nodes that is formed by this master node and the slave
nodes is illustrated in Fig. 3.

In a ranging transaction between master node A and slave node B, the
timestamps of transmission and reception at node A provides knowledge about
the round-trip TOF between nodes A and B, denoted as tAroundAB . The node’s
internal processing time Tproc and signal message time Tmsg are known before-
hand and are fixed, therefore, the round-trip propagation time, Tp,AB + Tp,BA,
between A and B can be estimated. After this ranging transactions, master
node A performs a similar transaction to node C and the other nodes within the
cluster.

Since the nodes A, B and C are within each others communication range, also
the nodes that are not addressed in the ranging transactions receive the signals.
The time difference tCABA between the arrival of REQ(A,B) and ACK(B,A) at
node C and the time difference tBACA between the arrival of REQ(A,C) and
ACK(C,A) at node B, can be used to calculate the propagation time between
nodes B and C using:

Tp,BC + Tp,CB = tCABA + tBACA − 2(Tproc + Tmsg) (1)

3.2 Picking the Master Node

The role of master node is being alternated between all nodes in the network.
The advantage of this is that the power consumption is distributed evenly over
all nodes (master nodes transmit more signals) and clusters are more distributed
over the swarm.

Within the time frame of one sample Tsample, in which a complete ranging
cycle is completed for all nodes, the role of master node is chosen randomly. This
is performed by having all nodes at the beginning of a sample chose a random
delay time TD. Nodes become master when their sample timer ts, that is set
to zero at the beginning of a sample, trespasses ts > TD. Nodes become slave
node when before ts reaches TD, it receives any REQ signal from a master node.
The master node initiates the ranging transactions as described above, thereby
forming a cluster of nodes as in Fig. 3.

As seen in Fig. 1, throughout the entire network, several of these clusters
are formed in which ranging transactions are performed. Every sample, these
clusters change based on which nodes have become master node.

3.3 Scanning the Slave Nodes

Within one ranging cycle, the master node should send a request to all slave
nodes in the cluster, but it is beforehand not known which nodes are within
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communication range. Regular scanning techniques depend on the availability
of sufficient bandwidth, processing power or time to perform broadcasting.

In this work we propose for the master node to initiate the ranging trans-
actions to all possible hardware addresses. But as the total amount of nodes in
the network can be very large and the connections are sparse, this will be very
inefficient as most requests remain unanswered. Instead of requesting to the
hardware’s unique identifiers (uid) the master node requests to highly abbrevi-
ated calling identifiers (cid). The master node only initiates nf times a ranging
transaction to cid = {0, 1, ..., nf -1}. Slave nodes will respond if and only if their
unique hardware identifier suffices

mod(uid, nf ) = cid (2)

As multiple nodes will have an identical cid, the probability arises that mul-
tiple nodes will respond to the same request. If the ACKs of the responding slave
nodes do not overlap such that the signals cannot be distinguished and decoded
anymore at the receiving node, the determination of the round-trip TOF of each
of them can still be performed. Parameter nf can be chosen both offline as online
to adjust for the amount of neighbouring nodes and the total signal overlap.

In order to receive all possible ACK’s, the master node will wait Twait =
2Tp,max + Tproc + Tmsg after transmission of a REQ before it sends a request
with a next cid. Here, Tp,max accounts for the propagation time required to
reach the end of the (expected) communication range.

After all ranging transactions have been performed, the nodes will go into a
low-energy sleep mode to await the start of the next sample. When ts > Tsample,
nodes will internally initiate a new sample. The sample is initiated in a sleep
mode and nodes will wake up upon reception of any signal (using e.g. a threshold
detection). It then starts a listening mode in which it can decode incoming
signals. Before a master node starts with the first cid, it can transmit a short
signal to wake up the neighbouring nodes.

3.4 Reducing the Latency

As seen in Fig. 3, the nodes just outside the communication range of the master
node do not become slave node and will have to wait for itself to become master
node, or will have to wait for a node within its communication range to become
one.

In order to speed up this process and have the network-wide ranging cycle end
sooner, an avalanche effect is induced. Nodes that receive ACK signals without
having received REQ signals are likely to be just outside an already formed
cluster. Their remaining delay time before they become master node is reduced
by a factor Mavalanche at the reception of any ACK signal until they become
master or slave.

This reduction of the delay time TD induces an avalanche effect through-
out the network such that all nodes become either master or slave within less
time after each other, therewith, reducing the ranging latency throughout the
network.
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3.5 Synchronization

Absolute synchronization is not required for determining distances as all dis-
tances are obtained using a round-trip TOF measurement. It is however benefi-
cial to have nodes synchronized to a level in which samples are aligned such that
the avalanche effect introduced in Sect. 3.4 allows nodes to sleep for the majority
of the sample time instead of responding to nodes that are still in the previous
or already in the next sample.

For this reason, in order for connected nodes to remain in the same sample, it
is proposed to subdivide a sample on the node level into timeslots as illustrated
in Fig. 4a. The random delay time is chosen from a uniform distribution within
the range TD ∈ (Tstart, Tend) or the active time period. The internal sample timer
ts is reset to ts = Tstart when becoming master; or, at reception of the first signal
(any REQ or ACK) in the sample, as illustrated in Fig. 4b. This will assure that
connected nodes remain synchronized to the sample level, as long as (groups of)
nodes have not been disconnected from each other. In the awaiting period nodes
do not become master and can only receive signals, in the silent period, nodes
have already received their first signal or already became master node.

In our work, the three time periods are chosen to be of equal length, i.e.
Tstart = 1

3Tsample and Tend = 2
3Tsample. Note that these periods do not indicate

when a node is asleep or in which mode it is in.

(a) Subdivision of sample

(b) Sample timer reset, either at first reception of signal or at start as master

Fig. 4. Subdivision of sample in three parts: awaiting, active and silent. Each sample,
the start delay that determines when to become master is randomly chosen within
active period (uniform distribution). Upon first reception of signal in the sample, or,
upon becoming master node, the sample timer ts is reset to ts = Tstart.
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(a) t=0 sec (b) t=16 sec

Fig. 5. Nodes positions throughout simulation in 2D tank-like environment with injec-
tion flow from left (indicated by arrow).

4 Simulations

The protocol implementation is simulated in OMNeT++ network simulator
[12,13].

In order to simulate a dynamic swarm of nodes that passively flow through
an enclosed environment, we use a flow simulator to generate the nodes posi-
tions over time [14]. The positions are generated based on tracer positions in a
fluid flow in a 9 by 8 m 2-D tank-like environment with an inlet an outlet. The
positions of the N = 200 nodes at the beginning and end of the simulation time
are illustrated in Fig. 5.

The average node speed throughout the simulation is 0.20 ± 0.17 m/s with
a maximum of 0.80 m/s. The communication range is set to a fixed 1 m and
results in an average node density of 9.8 ± 3.7 neighbouring nodes within the
communication range. The clock frequency offset is set to 100 ppm and is fixed
throughout the simulation.

The sample time is set to Tsample = 1 s and the amount of cids is in this paper
is swept between: nf = {8, 16, 32}. The ultrasound transmission rate is set to
40 kb/s. The avalanche induction is studied by sweeping Mavalanche = {1, 2, 4, 8}
in which Mavalanche = 1 means no induced avalanche.

The output of the simulations consist of the data that are being stored on
the nodes internal storage: the messages sent and received, the timestamp at
transmission/reception, the timestamp when new samples start and for research
purposes also the internal states the nodes are in and at what specific time.

5 Results

The protocol is analysed based on several performance metrics that assess the
design goals for the ranging method. One is the ranging latency within a swarm
versus the signal overlap, second is the energy usage of an individual node. And
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Fig. 6. Total number of nodes in specific states through first sample. From top to
bottom the avalanche parameter: Mavalanche = 1, 2, 4, 8. The top graph, Mavalanche = 1
means there is no induced avalanche effect. In these simulations, the number of cids
nf = 16.

as last, the fraction of the theoretical amount of possible distances that are
determined using this protocol: the coverage.

Figure 6 shows for the simulated datasets with nf = 16 an overview of the
amount of nodes in a specific state over a single sample. Figure 7 shows the
main performance metrics of the protocol in a simulated network as described
in Sect. 4 and discussed next.

5.1 Latency Versus Signal Overlap

From Fig. 6 it can be seen that the induced avalanche effect assures that the
network finished a single ranging cycle sooner. In this sample, the maximum
latency goes from 360 ms for Mavalanche = 1 (no avalanche) down to 150 ms,
120 ms and 110 ms for Mavalanche = {2, 4, 8}, respectively. As a reference; within
a single cluster, the ranging latency is nfTwait = 43 ms.

Figure 7a shows the average latency between all ranging transactions in
a ranging cycle. Increasing the avalanche effect (Mavalanche) yields a smaller
latency. The latency of the full ranging cycle is approximately between 4 to 5
times larger as the average latency between the transactions.

Figure 7a also shows the average fraction of signals that are received with
overlap with another signal. Increasing the avalanche effect and reducing the
latency inevitably increases the signal overlap.
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At lower values of nf , the latency drops quicker, but signal overlap is higher;
less cids are scanned but more nodes will respond to the same REQ signal.
There is a clear trade-off between latency and signal overlap.

(a) Ranging latency and signal overlap (b) Awake time and signals transmitted

Fig. 7. Average values of perfomance metrics of simulated ranging protocol using dif-
ferent input parameters nf and Mavalanche. Clear trade-offs are visible.

5.2 Energy Efficiency

The energy efficiency in this paper mainly focusses on the nodes’ awake time
and the amount of signals transmitted (and related to that the amount of sig-
nals received and stored). The awake time is defined as the time not spend in
the low-energy sleep state, but rather in an active signal transmission or receiv-
ing/decoding state.

Figure 7b shows the node’s average awake time per sample and the average
amount of signals transmitted per node per sample (master and slave nodes
together). As the latency decreases with increasing Mavalanche, so does the time
that nodes need to be awake. With increasing avalanche effect, the number of
signals required for transmission increases slightly as more nodes will become
master node.

Both the awake time and the number of signals transmitted increase with
increasing nf as more cids will have to be transmitted and decoded.

5.3 Coverage

The coverage can be defined as the fraction of connections (node pairs that are
within each others communication range) for which the ranging procedure yields
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sufficient information to determine a distance measure. Since only distances can
be calculated within a cluster, the coverage will be lower than 100% as not all
connections can fall within a cluster. Throughout all simulations, the coverage
was between 86%–89%.

Even though for the other 11%–14% no distances can be determined using
RT-TOF, the basic connectivity information is available: the received ACK sig-
nals that did get received by the nodes outside the cluster, provides information
on which nodes where within their communication range. The localization algo-
rithm can use this information to its advantage.

The coverage does not need to be 100% to localize the entire swarm. In
fact, for example in [6], studies are performed where localization is stress-tested
on e.g. the loss of large amounts of connections. Also note that each sample,
different clusters are formed such that this group of 11%–14% of the connections
is different for each sample.

6 Discussion and Future Work

Although the current implementation of the ranging protocol has been simulated
over a relative short measurement time. Simulations using extremely large clock
deviations of up to 100 000 ppm have been tested and show good alignment of
samples over the simulation time of 16 s (not shown here). As long as the network
is sufficiently connected and not disjoint, the avalanche effect can keep the nodes’
internal clock synchronized within a fraction of the sample time Tsample.

The simulations in this paper have been performed in a 2-D environment.
Although this protocol can be directly used in 3-D, the induced avalanche effect
will have quantitatively a slightly different result as the ones presented here. No
qualitative differences are to be expected.

Instead of scanning all possible cids, all nodes can actively record which
nodes it has seen in the past. Upon becoming master node, instead of scanning
all available cids, the master node can scan the uids of nodes that it has seen
in the previous (several) sample periods. This will reduce signal overlap and can
reduce the amount of required signals for transmission.

The protocol can fairly easily be adjusted to also account for disjoint networks
coming together such that they can become synchronized up to the sample level.
This is part of future work.

7 Conclusion

This paper illustrates the challenges involved in performing round-trip TOF in
a swarm of autonomous nodes without external contact in an unpredictable and
dynamic topology with sparse connectivity. The applications require high levels
of miniaturization of the nodes and introduce a specific set of constraints and
challenges that has not been researched before. A novel asynchronous multi-way
ranging protocol has been presented to allow round-trip TOF measurements.
Control of the ranging transactions can be performed by master nodes that
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initiate them to their neighbouring slave nodes. Master nodes are assigned at
random each time a new sample starts.

The latency between ranging measurements in the entire swarm can be
reduced by inducing an avalanche effect of nodes that become master node.
The avalanche effect also reduces the required time for the nodes to be actively
listening for signals and allows for synchronization down to a fraction of the
sample time.

The trade-off’s that are involved in this ranging protocol are a direct conse-
quence of the application: the need for resource-limited nodes, the use of ultra-
sound and the unpredictable and fast-changing network topology with sparse
connectivity. Getting insight in these trade-off’s allow for adjusting the ranging
protocol based on the specific circumstances that nodes are in. In [2], this explo-
ration method and the ability of nodes to adjust for specific circumstances, is
further explored.
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Abstract. The IPv6 Routing Protocol for Low power and lossy net-
works (RPL) is appearing as an emerging IETF standard of Wireless
Sensor Networks (WSNs). RPL constructs a Direct Acyclic Graph (DAG)
according to an objective function that guides the routing based on some
specified metric(s) and constraint(s). In the last decade, a number of RPL
simulations have been proposed for several metrics and constraints, but
for the best of our knowledge there is no comparative evaluation for RPL
energy-aware routing metrics. In this paper, we present the first compar-
ative study of RPL energy-aware routing metrics on Grid topology. Our
experiments show that multi-criteria metrics perform better.

Keywords: RPL · Energy-aware routing metrics · Evaluation

1 Introduction

Wireless Sensor Networks (WSNs) remain an emerging technology that has a
wide range of applications including environmental monitoring, smart space and
robotic exploration. WSN are characterised by constrained nodes with limited
processing capabilities and memory, which are typically battery-operated and
interconnected by wireless links that are operating at a low data rate. WSN are
usually experiencing a high loss rate coming from the low power and lossy nature
of the links. Such constraints combined with a typical large number of sensors
have posed many challenges related to the configuration, management and rout-
ing. In order to tackle this issue, the IETF has standardised RPL [WTB+12], a
new IPv6 routing protocol especially taylored for Low power and Lossy Networks
(LLN). In compliance with the IPv6 over Low power Wireless Personal Area Net-
works (6LoWPAN) standard, RPL supports the idea of applying IPv6 [MKHC07]
even to the smallest device by providing a mechanism whereby multipoints-to-
point traffic from sensors inside the 6LoWPAN network towards a central control
point (e.g., a server on the Internet) as well as point-to-multipoint traffic from the
central control point to the sensors inside the 6LoPWAN are enabled. Support
for point-to-point traffic is also available. For this purpose a Destination Ori-
ented Directed Acyclic Graph (DODAG) is built. This DODAG is constructed
using an objective function which defines how the routing metric is calculated. In
particular, this objective function determines how routing constraints and met-
rics are taken into account to determine the best route. During the last decade,
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several metrics and constraints have been considered, e.g., ETX, ENG-TOT,
ENG-MinMax (see Sect. 2.1 for more detailed).

In this paper, we compare the performance of several RPL routing metrics
proposed for saving power and maximizing lifetimes. To the best of our knowl-
edge, this is the first comparative study of RPL routing metrics. We conduct
our experiments on top of the Cooja simulator [ODE+06], using Contiki OS 3.0.
Simulation results show that multi-criteria metrics perform better.

The remainder of this paper is organized as follows. We first provide in Sect. 2
an overview of RPL and its related metrics. Then, we present an evaluation of the
performance of energy-aware routing metrics (Sect. 3). We conclude this article
with a summary of our contribution along future work.

2 Background

The Routing Protocol for Low power and lossy network (RPL) [WTB+12] has
been proposed by the IETF Routing Over Low power and Lossy networks
(ROLL) working group. RPL is a distance-vector routing protocol targeting
IPv6 networks. In compliance with the IPv6 architecture, it builds a Directed
Acyclic Graph (DAG) so as to establish bidirectional routes between sensors.
RPL is mainly designed to exchange data between each (RPL) node and a par-
ticular node, called sink node. The sink node acts as a common transit point that
bridges the LLN with the IPv6 networks. It also represents a final destination
node. The traffic flows supported by RPL, include sensors-to-sink, sensor-to-
sensor, sink-to-sensors. A sensor network can be used for different applications
and several sink nodes can coexist, i.e., we can have potentially one sink per
application. A Destination Oriented DAG (DODAG) is constructed for each
application according to a specific function (called Objective Function) which
optimizes a specified metric for data routing, e.g., minimizes the network dis-
tance. Every DODAG is rooted at the corresponding application sink (DODAG
root). Some applications can optimize objective function, which may be contra-
dictory with another application. To this end, the concept of RPL instance has
been introduced. A RPL instance brings together a subset of DODAGs in a sen-
sor network which follow the same objective function. Several RPL instances can
run concurrently, but a node belongs to at most one DODAG per RPL instance.

RPL separates packet processing and forwarding from the routing optimi-
sation functions which may include minimising energy, latency and generally
speaking satisfying constraints. In particular, RPL provisions routes towards
the DODAG roots which is optimised with respects to the Objective function.
In order to create and maintain a DODAG, RPL specifies a set of ICMPv6 con-
trol messages, such as DODAG Information Object (DIO) and DODAG Infor-
mation Solicitation (DIS). The root starts the construction of the DODAG by
broadcasting a DIO message carrying several parameters, including an affilia-
tion with a DODAG (DODAGID), a rank which represents the position of the
node with regards to the DODAG root, a routing cost and its related metrics,
a Mode of Operation (MOP). The nodes that are in communication range with
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the root decide whether to join the DODAG or not. In particular, based on the
neighbours ranks and according to the objective function, each node selects its
DODAG parent. For this purpose, the node provision a routing table, for the
destinations specified by the DIO message, via parent(s). Then, the node origi-
nates its own DIO message. Rather than waiting for the DIO message, node may
also broadcast a DIS message requesting information from the other RPL nodes.
Overall this DODAG root permits to support sensors-to-root traffic, which is a
dominant flow in many applications.

Sensor-to-sensor traffic flows up toward a root and then down to the final des-
tination (unless the destination is on the upward route). For this purpose, RPL
establishes downward routes using Destination Advertisement Object (DAO)
messages. DAO message is an optional feature. RPL supports two modes of
Downward traffic: Non-Storing (fully source routed) or Storing (fully stateful).
In the Non-Storing case, the packet travels towards the root before traveling
Down; the only device with a routing table is the root that acts as a router,
hence source routing is used, i.e., the root indicates in the data packet the full
route towards the destination. In the Storing case, sensors are configured as
routers and maintain a routing table as well as a neighbour table that are used
to look up routes to sensors. Thus, packet may be directed down towards the des-
tination by a common ancestor of the source and the destination prior reaching
a root.

In order to increase the network lifetime, RPL uses a dynamic dissemination
algorithm, called Trickle. This algorithm adapts the rate at which DIO messages
are sent by adjusting a timer. A DIO message is sent every Iminms during
the DODAG construction, and when the DODAG construction has converged
this interval is doubled at each time period until reaching a maximum interval
corresponding to Imaxms. When the DODAG reconfigurate due to e.g. the
addition of new nodes or the detection of an inconsistency, RPL resets the timer
to Imin. RPL also includes a mechanism to detect and suppress loops in the
DODAG, based on the ranks in the DODAG. This loop-free property is obtained
by insuring that the ranks increases in a strickly monotonically fashion, from
the sink toward the leaf nodes. Therefore, every node compares the ranks of its
neighbors to detect inconsistency, which is materialised by e.g., the reception of
a downward data packet from a neighbor with a higher rank. When node detects
a loop, it initiates a route poisoning (i.e., it broadcasts an infinite rank) so as to
trigger a reconstruction of its sub-DODAG.

2.1 Objective Functions

An Objective Function (OF) specifies the objectives used to compute the (con-
strained) path and to select parents in DODAG. In practice, it defines the trans-
lation of metric(s) and constraint(s) into a value called Rank, which approxi-
mates the node distance from a DODAG root. Regardless of the particular OF
used by a node, rank always increases so that loop-free paths are always formed.
The definition of the OF is separated from the core RPL protocol. It allows
RPL to meet different optimization criteria for a wide variety of applications.
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For a detailed survey on the OF, the interested reader may refer to [GK12]. The
ROLL working group has specified two types of OFs: Objective Function zero
(OF0) and Minimum Rank Hysteresis Objective Function (MRHOF). OF0 is
the default objective function that uses the hop count as routing metric. The
MRHOF minimizes the routing metric and uses the hysteresis mechanism to
reduce the churn coming from small metric changes for a better path stability.

RPL supports constraint-based routing. A constraint may be applied to link
or node, and, if a link/node does not satisfy the given constraint, it is pruned
from the candidate neighbors set, hence leading to a constrained shortest path.
A metric is used in association with an OF for route optimization. The ROLL
working group proposes two types of metrics: the node metric and link metric.
The node metric represents the node state (e.g., node energy, node hops). The
Link metric reflects the route quality, e.g. latency, throughput, Expected Trans-
mission count (ETX). These metrics can be additive or multiplicative, they can
also refer to a maximum or minimum property along a path in the DODAG.

In order to construct and update the DODAG, each non-root node has to
select a preferred parent. This selection is performed by computing the path cost
for each parent (neighbor with a lower Rank). The path cost is a numerical value
which represents a property of the path toward the sink node. It is computed by
summing up the selected node/link metric to the advertised path cost. The best
cost returned by the OF using the specified metric for each candidate parent is
used to select the preferred parent, i.e., the parent on the path with the best cost.
The path cost is computed again either if the node/link metric is updated or if
a new metric is advertised. When MRHOF is used, according to the hysteresis
mechanism the current preferred parent is changed if the difference between the
current and the new path cost is at least equal to a specified threshold.

After selecting its preferred parent P , a non-root node q computes its rank
R(q) as follows: R(q) = R(P )+rank increase, with R(P ) defining the Rank
advertised by P and rank increase the rank increment. Note that a DODAG
root advertises a Rank equal to rank increase. The Rank and the path cost
computed by each node are disseminated in a DIO message.

2.2 Some Routing Metrics Proposed for RPL

Several routing metrics have been proposed in the litterature to increase the
network lifetime, to maximize the reliability or to minimize the latency. In this
paper, we focus on the energy-aware routing metrics because the energy is a key
criterion of wireless sensor networks.

One of the classical and popular routing metric available in several RPL
implementations is the Expected Transmission count (ETX). ETX estimates
the number of transmissions that take place through a link before the recep-
tion of a correct acknowledgment. This value can be computed as: ETX =

1
PDRs→d×PDRd→s

, with PDRs→d defining the estimated packet delivery ratio
from s to d. More particularly, this estimated packet delivery ratio is computed
as the ratio between the number of transmitted packets and the number of
acknowledged packets, including retransmission(s). Then, among the neighbours
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Ni, using MRHOF a node i selects as preferred parent, the neighbour charac-
terised by the minimum ETX, i.e., minj∈Ni

ETXj . The lower is ETX, the better
is the link quality. The Rank R(i) of node i with preferred parent P is given
by: R(i) = R(P )+rank increase. It is disseminated by node i using a DIO
message. ETX seems to be a good candidate to reduce the end-to-end delay.
Indeed, the lower is the retransmission number, the better is transmission time
for a data packet toward the sink. In addition, since communication is the most
energy consuming activity, ETX allows to reduce the energy consumed at each
node. However, this does not permit to select a route composed of nodes with
high battery level.

In order to design an energy-aware route selection, the residual energy
ResEngi can be used as a RPL metric. The residual energy is computed as
the difference between the maximum battery level MaxEngi and the energy
consumed EngConsi by a node i, i.e., ResEngi = MaxEngi − EngConsi. The
energy consumed by a sensor is due to the computation and the radio com-
munication (i.e., transmission and listening). Demicheli [Dem14] proposed the
first RPL metric which considers the energy consumed by sensor nodes along
a path. The Rank R(i) of each node i is obtained by adding an increment
(fixed to 16 by the author) to the Rank R(P ) of its preferred parent P , i.e.,
R(i) = R(P )+rank increase. Each node i sends in DIO messages its Rank as
well as the energy consumed along the path PathEngCons(i) in the Metric Con-
tainer field, with PathEngCons(i) equals to the sum of PathEngCons(P ) sent
by its preferred parent P and EngConsi. The preferred parent is the parent
with the lowest energy consumed along the path. The main drawback is that
a path toward the sink may contain a node with a very low residual energy.
To tackle this issue, Xu et al. [XL13] and Kamgueu et al. [KNDF13] consider
the residual energy as a routing metric. Xu et al. [XL13] have proposed to use
RPL with a residual energy metric: the Rank R(i) of node i is equal to the
Rank of the preferred parent R(P ) plus the residual energy ResEngi of i, i.e.,
R(i) = R(P ) + ResEngi. Each node selects as preferred parent the one with
the highest Rank, and i sends a DIO message with its Rank and an idle Metric
Container field. Kamgueu et al. [KNDF13] define the cost of a path PWi of a
node i toward the sink as the minimum among the residual energies along the
path. Therefore, each node sends in DIO messages its rank and its path cost
using the Metric Container field. Every node i computes the path cost that can
be obtained for each parent (as the minimum between its residual energy and
the path cost sent by the parent), and selects as preferred parent the one with
the maximum computed path cost, i.e., PWi = min(maxj∈Ni

{PWj}, ResEngi),
where Ni refers to the neighbours of node i.

Some applications require data transmission with a low delay. Several routing
metrics have been proposed to minimize the end-to-end delay with RPL [DPZ04,
ABP+04,KB06]. Chang et al. [CLCL13] propose an energy-aware metric which
considers the number of retransmissions. For this purpose, the residual energy
is combined with the ETX. Each node i sends its Rank and its residual energy
ResEngi using the Container Metric field in DIO messages. The preferred parent
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is selected among the parent j of i which gives the minimum of the weighted
function: α

ETXj

Max ETX +(1−α)× (1− ResEngj
MaxEng ), where Max ETX and MaxEng

are respectively the maximum ETX value of a link and the maximum battery
level of a sensor node. The Rank of each node is computed as it is done by the
ETX metric (and described above). Recently, Iova et al. [ITN14] have proposed
another routing metric, called Expected LifeTime (ELT), to better optimize the
network lifetime. This metric takes into account the link quality, the residual
energy and the traffic. First of all, each node i computes its expected lifetime
ELTi following Eq. 1:

ELTi =
ResEngi

Ti × ETX(i,P )
Data Rate × PowTXi

, (1)

where Ti is the traffic of i (in bits/s), ETX(i, P ) is the ETX value of the link
to the preferred parent P of i, Data Rate is the rate at which data is sent (in
bits/s) and PowTXi is the power consumed by a radio transmission made by
i. For each path in the DODAG, the minimum expected lifetime is propagated
along the path using the Metric Container field of DIO messages. Each node i
selects as preferred parent the one which gives the maximum expected lifetime,
i.e., maxj∈Ni

ELTj . The Rank associated to a node i in the DODAG is computed
as for ETX.

Table 1 presents a brief summary of the RPL metrics described in this section,
it also gives the topology considered by the authors to evaluate their metrics.

Table 1. Summary of the presented RPL Metrics

Paper Energy-aware Metrics information Topology

Energy Link quality

[GL10] No - Yes Grid & Random

[Dem14] Yes Energy consumption No Grid & Random

[XL13] Yes Residual energy No Grid & Random

[KNDF13] Yes Residual energy No Grid & Random

[CLCL13] Yes Residual energy Yes Random

[ITN14] Yes Residual energy Yes Random

3 Metric Evaluation

3.1 Simulation Setup

In order to simulate and analyze the performance of RPL, we use the Cooja
simulator [ODE+06], a flexible Java-based simulator which supports C program
language as the software design language by using Java Native Interface. We
simulate a Wireless LLN consisting of 56 nodes which are emulated as Tmote
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Fig. 1. Grid topology

Table 2. Node distribution on grid

Distance to the sink Number of nodes

70 m 3

140 m 5

210 m 7

280 m 9

350 m 11

420 m 13

490 m 7

sky mote [PSC05] (a widely used sensor platform) with a 2.4 GHz CC2420 radio
transceiver with IEEE 802.15.4 operating at the radio layer. These nodes are
deployed over a 300× 300 m grid with a sink located at the bottom right corner
(Fig. 1). This sink location represents a worst case scenario (comparing to a
sink located at the grid center): a higher congestion is observed around the sink
because very few sensors are connected to the sink. The distance separating
the nodes from the sink is given in Table 2. We use the ContikiOS 3.0 with
ContikiMac [Dun11] which provides a power efficient medium access control by
turning off the radio 99% of the time. We further rely on RPL as a routing
protocol and we simulate a sensors-to-sink traffic wherein each node periodically
sends to the sink some data packets, at a rate of 6 packets per minute, i.e., we
consider Constant Bit Rate (CBR) convergecast flows. Note that each node starts
sending its first data packet 65 s after the beginning of a simulation. The main
parameters used for simulation are summarized in Table 3. TX rate and RX rate
define respectively the success ratios in transmission and reception mode. We do
not consider packet loss to better evaluate the performance of the metrics. We
average the simulation results over 10 simulation runs, each one of 5 h duration.

3.2 Evaluation Criteria

In this study, we evaluate the influence of the metrics in terms of energy con-
sumption, Packet Delivery Ratio (PDR), End-to-end delay and number of control
messages exchanged.

– Energy Consumption - In order to compute the energy consumption,
we rely on the Power-trace mechanism [DEFT11] provided by Contiki. The
power-trace estimates the power consumption due to the CPU usage and the
network-level activitities including packet transmission and reception. During
our experiment, we focus on the period of time the radio is on. We further
calculate the energy consumption EngConsi at each node i (in mJ):

EngConsi =
(TCPU ∗ ICPU + TRX ∗ IRX + TTx ∗ ITX) ∗ V olt

Rtimer
(2)
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Table 3. Simulation parameters

Parametres Value

OF MRHOF

RPL MOP NO DOWNWARD ROUTE

Start Delay 65 s

Imin 212 ms

Imax 220 ms

Data sent interval 6 pkt/min

RX and TX ratios 100%

TX Range 45m

Interference Range 70m

where V olt corresponds to the battery voltage (=3 V), ICPU (=1.8 mAh),
IRX (=20 mAh) and ITX (=17.7 mAh) represent the current that has been
consumed respectively during the CPU run time TCPU , the radio listen run
time TRX and the radio transmit run time TTx (all expressed in ticks). Rtimer
represents the number of ticks per second (=32768 ticks/s).

– Packet Delivery Ratio (PDR) is defined as the number of packets that
are successfully received by the sink, divided by the number of packets sent
by all the nodes to the sink.

– End-to-end delay is defined by the period of time between the packet gen-
eration by the node source in the application layer and its reception by the
sink (in the application layer).

– Control messages - In order to reflect the cost and stability of RPL net-
work topology, we trace the number of control messages (i.e., DIS and DIO
messages) exchanged in the network.

3.3 Results

In the following, we present our results. In particular, we present the five fol-
lowing well known RPL metrics (that have been surveyed in Sect. 2.2) used to
optimize the network lifetime:

– ETX: this is the default metric for RPL which considers the number of retrans-
missions for each link.

– Energy consumption: we consider the metric proposed by Demicheli [Dem14]
in which the path cost represents the sum of the consumed energies, called
ENG-TOT hereafter.

– Residual energy: we consider the metric proposed by Kamgueu et al.
[KNDF13] wherein the path cost is given by the minimum residual energy
on the path, called ENG-MinMax hereafter.
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– Residual energy + ETX: we selected the metric proposed by Chang
et al. [CLCL13] in which the path cost is equal to a weighted function inte-
grating ETX and the residual energy, called R hereafter. The two parameters
have the same weight in our simulation, i.e., we defined α = 0.5.

– Expected lifetime: we choose the metric proposed by Iova et al. [ITN14]
because it carefully models the network lifetime, called ELT hereafter. How-
ever, we do not implemented the expected traffic associated to each node, since
it requires to exchange additional control messages to estimate the traffic in
the sub-DODAG of each node.

The evaluation using the four criteria previously described for each of the above
five metrics is presented in Fig. 2.

Energy consumption We consider first the energy consumed by each routing
metric. In our simulation, all the nodes have the same characteristics and in
particular have the same initial battery charge of 853 mAh. For a better use
with the energy-aware routing metric, we have represented this charge in Cooja
on a scale of 255 (as suggested in the RPL standard) and every step of 3.345 mAh
decreases the battery level of one.

The percentage of time the radio is on reflects the energy consumed by the
RPL protocol. In the first chart of Fig. 2, the energy consumption increases and
then decreases as a function of the distance to the sink for the five metrics.
This increase is due to the fact that the sink represents a bottleneck; packets
are dropped which leads to a higher energy consumption. Then, as expected the
energy consumption decreases as a function of the node distance. ETX is the
routing metric which has the highest energy consumption, followed by the other
energy-aware metrics ENG-MinMax and ELT, then ENG-TOT and R. The R
metric achieves the lowest energy consumption, the radio is on at most 1% of
the time.

Table 4 presents for each metric the percentage of energy consumed after
5 h of simulations and an extrapolation of the network lifetime expressed in
days. It is noteworthy that the short network lifetime is related to the low ini-
tial battery charge (of 853 mAh instead of 2000 mAh in real Tmote sky mote
platform [NF13]). We observe that the R metric outperforms all the metrics. It
achieves a lifetime of 133 days, 5 to 7 times better than the other energy-aware
metrics. Note that ENG-TOT has a good network lifetime after R metric, but
it is a side effect of the low PDR reached (see below).

Packet Delivery Ratio. As shown in second chart of Fig. 2, the packet delivery
ratio decreases as a function of the distance to the sink. ETX metric achieves
good results with a PDR between 80 (for the farthest nodes) and 100% (around
the sink), since it takes into account the link quality so as to choose the best par-
ent. Comparatively, energy-aware metrics show poorer performance. The ENG-
MinMax and ELT have a PDR between 25 (for the farthest nodes) and 95%
(around the sink), while ENG-TOT metric has the worse PDR of 5% for the far-
thest nodes. The best results are given by the R metric with a PDR very close to
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Table 4. Metrics lifetime

Time Metric

ENG-MinMax ENG-TOT ETX ELT R

5h 1.12% 0.38% 1.15% 0.97% 0.157%

124698mj 42212mj 166098mj 107822mj 17359mj

Days 19 55 18 22 133

100% for any node. Better results are achieved by the R metric because it takes
into account the link quality and the residual energy, contrary to ETX metric
for which a certain amount of packets are lost due to the exhausted battery.

End-to-end delay. The third chart of Fig. 2 shows the results related to the
end-to-end delay. The latency naturally increases along with the distance to the
sink. ETX metric achieves better delays than energy-aware metrics since the
link quality is not taken in account by the latter. As expected, we observe that
reducing the number of retransmissions decreases the end-to-end delay. For the
energy-aware metrics, ENG-TOT is close to ETX metric; ENG-MinMax metric
gives the poorer results with a delay between 300 and 500 ms for most of the
nodes except for the farthest nodes whose packets are transmitted with 900 ms
delay. ELT metric is situated between ENG-TOT and ENG-MinMax metrics.
The best end-to-end delays over all metrics are again obtained by the R metric
with end-to-end delays smaller than 200 ms for the farthest nodes and 100 ms for
the other nodes in the network. It is up to 5 times better than the worst delays
achieved by ENG-MinMax metric.

Fig. 2. Experimentation results for each implemented RPL metric.
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Control messages. The overhead expressed as the amount of control messages
sent by RPL increases slowly as a function of the distance to the sink. We
observe a high overhead for ENG-TOT metric comparing to the other metrics;
the overhead caused by ELT and ENG-MinMax metrics is relatively stable. The
high amount of control messages for ENG-TOT metric is related to the low PDR
achieved by this metric. In fact, the amount of control messages exchanged results
from route instabilities in the DODAG. This has been analyzed by Boubekeur
et al. [BBLM15] which address this problem by reducing the maximum number
of children that a node can have. We note that, appart from ENG-TOT metric,
the control traffic is negligible compared to the data traffic and as the DODAG
stabilizes the control traffic decreases significantly.

4 Conclusion

To minimise energy consumption, guarantee a reliable communication and pro-
vide a high delivery ratio is especially challenging in WSN and necessitates to
design special mechanisms at the network layer. As a result, RPL was speci-
fied by the IETF ROLL working group as a distance vector routing protocol
for LLNs. A Destination Oriented Directed Acyclic Graph (DODAG) is con-
structed by optimizing an objective function which takes into account metrics
and constraints for route selection towards the sink.

In this paper, we have presented the first comparative study of energy-aware
metrics that have been proposed to enhance RPL and in particular extend the
network lifetime. The default metric ETX considers the number of retransmis-
sions and allows to reduce indirectly the end-to-end delay towards the sink.
However, it reaches a poor network lifetime, despite it reduces the energy con-
sumed for data transmission at each node. The widely used energy-aware RPL
metrics achieve better network lifetime, but the end-to-end delays towards the
sink may be important. Some energy-aware metrics, like ENG-TOT metric, have
high end-to-end delays because of route instabilities in the DODAG. Moreover, it
appears that bi-criteria metrics such as the R metric shows the best performance
in terms of network lifetime and end-to-end delays. This can be explained by
the fact that the parameters optimized by this metric are not orthogonal. Our
results show that there is need for devising multi-criteria metrics that consider
both the lossy nature of the link and the low power of the node to improve
communication guarantee in WSNs.
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[BBLM15] Boubekeur, F., Blin, L., Léone, R., Medagliani, P.: Bounding degrees on
RPL. In: 11th ACM Symposium on QoS and Security for Wireless and
Mobile Networks, pp. 123–130 (2015)



Comparison of RPL Routing Metrics on Grids 75

[CLCL13] Chang, L.-H., Lee, T.-H., Chen, S.-J., Liao, C.-Y.: Energy-efficient oriented
routing algorithm in wireless sensor networks. In: IEEE International Con-
ference on Systems, Man, and Cybernetics (SMC), pp. 3813–3818 (2013)

[DEFT11] Dunkels, A., Eriksson, J., Finne, N., Tsiftes, N.: Powertrace: network-level
power profiling for low-power wireless networks. Technical report T2011:
05, Swedish Institute of Computer Science (2011)

[Dem14] Demicheli, F.: Designe, Implementation and Evaluation of an Energy RPL
Routing Metric. LAP Lambert Academic Publishing, Saarbrucken (2014)

[DPZ04] Draves, R., Padhye, J., Zill, B.: Routing in multi-radio, multi-hop wire-
less mesh networks. In: 10th Annual International Conference on Mobile
Computing and Networking, pp. 114–128. ACM (2004)

[Dun11] Dunkels, A.: The contikimac radio duty cycling protocol. Technical report
T2011: 13, Swedish Institute of Computer Science (2011)

[GK12] Gaddour, O., Koub, A.: RPL in a nutshell: a survey. Comput. Netw. 56(14),
3163–3178 (2012)

[GL10] Gnawali, O., Levis, P.: The ETX objective function for RPL. Technical
report, Internet Engineering Task Force (IETF) (2010)

[ITN14] Iova, O., Theoleyre, F., Noel, T.: Improving the network lifetime with
energy-balancing routing: application to RPL. In: 7th IFIP Wireless and
Mobile Networking Conference, pp. 1–8. IEEE (2014)

[KB06] Koksal, C.E., Balakrishnan, H.: Quality-aware routing metrics for time-
varying wireless mesh networks. IEEE J. Sel. Areas Commun. 24(11),
1984–1994 (2006)

[KNDF13] Kamgueu, P.O., Nataf, E., Djotio, T.N., Festor, O.: Energy-based metric for
the routing protocol in low-power and lossy network. In: 2nd International
Conference on Sensor Networks, pp. 145–148 (2013)

[MKHC07] Montenegro, G., Kushalnagar, N., Hui, J., Culler, D.: Transmission of IPv6
packets over IEEE 802.15.4 networks. Internet proposed standard RFC,
4944 (2007)

[NF13] Nataf, E., Festor, O.: Accurate online estimation of battery lifetime for
wireless sensors network. In: 2nd International Conference on Sensor Net-
works, pp. 59–64 (2013)

[ODE+06] Osterlind, F., Dunkels, A., Eriksson, J., Finne, N., Voigt, T.: Cross-level
sensor network simulation with COOJA. In: 31st IEEE Conference on Local
Computer Networks, pp. 641–648 (2006)

[PSC05] Polastre, J., Szewczyk, R., Culler, D.E.: Telos: enabling ultra-low power
wireless research. In: Fourth International Symposium on Information
Processing in Sensor Networks (IPSN), pp. 364–369 (2005)

[WTB+12] Winter, T., Thubert, P., Brandt, A., Hui, J., Kelsey, R., Levis, P., Pister,
K., Struik, R., Vasseur, J.P., Alexander, R.: Rpl: Ipv6 routing protocol for
low-power and lossy networks. RFC 6550, Internet Engineering Task Force
(IETF) (2012)

[XL13] Xu, G., Lu, G.: Multipath routing protocol for DAG-based WSNs with
mobile sinks. In: 2nd International Conference on Computer Science and
Electronics Engineering (ICCSEE 2013) (2013)



UAV and Vehicular Networks



Communication and Coordination
for Drone Networks
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Abstract. Small drones are being utilized in monitoring, delivery of
goods, public safety, and disaster management among other civil appli-
cations. Due to their sizes, capabilities, payload limitations, and limited
flight time, it is not far-fetched to expect multiple networked and coordi-
nated drones incorporated into the air traffic. In this paper, we describe
a high-level architecture for the design of a collaborative aerial system
that consists of drones with on-board sensors and embedded processing,
sensing, coordination, and communication&networking capabilities. We
present a multi-drone system consisting of quadrotors and demonstrate
its potential in a disaster assistance scenario. Furthermore, we illustrate
the challenges in the design of drone networks and present potential
solutions based on the lessons we have learned so far.

Keywords: Drones · Unmanned aerial vehicle networks · Wireless
sensor networks · Vehicular communications · Cooperative aerial imaging

1 Introduction

Autonomous unmanned aerial vehicles (UAVs), also called drones, are considered
with increasing interest in commercial applications, such as environmental and
natural disaster monitoring, border surveillance, emergency assistance, search
and rescue missions, and relay communications [1–6]. Small quadrotors are of
particular interest in practice due to their ease of deployment and low acquisition
and maintenance costs.

Research and development of small UAVs has started with addressing con-
trol issues, such as flight stability, maneuverability, and robustness, followed by
designing autonomous vehicles capable of waypoint flights with minimal user
intervention. With advances in technology and commercially available vehicles,
the interest is shifting toward collaborative UAV systems. Consideration of small
vehicles for the aforementioned applications naturally leads to deployment of
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multiple networked aerial vehicles. Especially, for missions that are time critical
or that span a large geographical area, a single small UAV is insufficient due
to its limited energy and payload. A multi-UAV system, however, is more than
the sum of many single UAVs. Multiple vehicles provide diversity by observing
and sensing an area of interest from different points of view, which increases the
reliability of the sensed data. Moreover, the inherent redundancy increases fault
tolerance.

Several projects explored the design challenges of UAV systems for different
applications (see [6] and references therein). For civil applications, the design
principles of a multi-UAV system, however, still need investigation and remain
an open issue. In this paper, we summarize challenges for the design of a system
of multiple small UAVs, which have a limited flight time, are equipped with
on-board sensors and embedded processing, communicate with each other over
wireless links, and have limited sensing coverage. The hardware and low-level
control, on-board sensors, and interpretation of sensed data are out of the scope
of this paper.

Our main goal is to provide an overview of the design blocks and gain insight
toward a general system architecture. We envision that such an architecture can
be exploited in the design of multi-UAV systems with different vehicles, applica-
tions of interest, and objectives. To illustrate the discussed principles, we intro-
duce a representative network of collaborative UAVs and provide a case study
in a real world disaster scenario, where we show how we can support firefighters
with our aerial monitoring system. We envision that the lessons learned in our
experiments will guide us toward achieving an effective multi-UAV system.

2 Multi-UAV System Overview

Important properties of a multi-UAV system to realize its full potential are its
robustness, adaptivity, resource-efficiency, scalability, cooperativeness, hetero-
geneity, and self-configurability. To achieve these properties, the physical con-
trol of individual UAVs, their navigation, and communication capabilities need
to be integrated. Design and implementation of these functionalities, by them-
selves, constitute well-known research topics. Algorithms and design principles
proposed by wireless ad hoc and sensor networks, robotics, and swarm intelli-
gence research communities provide valuable insights into one or more of these
functionalities as well as combinations of them [7–9].

The past decade observed several projects with UAVs for civil applications
(e.g., UAV-NET, COMETS, MDRONES, cDrones, OPARUS, AUGNet, RAVEN
testbed, sFly, and MSUAV [6]). A classification can be made for these works,
first, on the type of vehicles used, such as helicopters, blimps, fixed-wing UAVs.
These vehicles have different sizes, payloads, or flight times, and these differ-
ences affect the network lifetime, distances that can be traveled, as well as the
communication ranges. Second, a classification can be made on the focus of
research, such as design of the vehicles (low-level control) or design of algo-
rithms (path planning, networking, cooperation). Last but not least, the appli-
cations for which these networks are deployed also differ. Requirements from the
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applications add different constraints on the system design have recently been
explored [6]. While these projects start from different assumptions, focus on dif-
ferent functionalities, and aim to address different constraints, in principle they
satisfy some common design paradigms. Accordingly, one can come up with an
intuitive conceptual diagram that captures the essence of multi-UAV systems,
which consists of multiple vehicles (UAVs) that observe the environment (sens-
ing) and implicitly or explicitly communicate the observations to other vehicles
(communication&networking) to achieve a common goal via planning their paths
and sharing tasks (coordination). Depending on the application at hand, exist-
ing multi-UAV systems focus on the design of one or more of these blocks. For
instance, MDRONES focuses on the design of autonomous small-scale UAVs;
COMETS consists of sensing, coordination, and communication subsystems [9],
and sFly focuses on a combination of UAVs, sensing, and coordination blocks.

The optimal method of integrating these blocks, designing the necessary
interaction and feedback mechanisms between them, and engineering an ideal
team of multiple UAVs are important issues to be addressed.

3 General Collaborative Aerial System Architecture

There are several challenges in developing a system of collaborative UAVs.
Especially, the interaction between the hardware, sensing, communica-
tion&networking, and coordination blocks of the high-level architecture is still an
open issue. In the following, we summarize the desired functionalities in these
blocks as well as the associated challenges with an emphasis on communica-
tion&networking and coordination.

A multi-UAV system can operate in a centralized or decentralized manner.
In a centralized system, an entity on the ground collects information, makes
decisions for vehicles, and updates the mission or tasks. In a decentralized system,
the UAVs need to explicitly cooperate on different levels to achieve the system
goals and exchange information to share tasks and make collective decisions.
Whether centralized or decentralized, what makes a group of single UAVs into
a multi-UAV system is the implicit or explicit cooperation among the vehicles.
The UAVs need to

– observe their environment,
– evaluate their own observations as well as the information received from other

UAVs, and reason from them, and
– act in the most effective way.

Reasoning can be done at the centralized control entity or on-board the UAVs
with full or partial information. The possible actions on the other hand are
determined by the capabilities of the UAVs and the goal of the multi-UAV
system.

The communication&networking block is responsible for information dissem-
ination. This block needs to be robust against the uncertainties in the environ-
ment and quickly adapt to changes in the network topology. Communication is
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not only imperative for disseminating observations, tasks, and control informa-
tion, but it needs to coordinate the vehicles more effectively toward a global goal
such as monitoring a given area or detecting events in the shortest time, which
are especially important in disaster situations. Some specific issues that need to
be addressed within this block are:

– Maintaining connectivity: In a disaster, it is likely that a communication
infrastructure is lacking. Hence, use of UAVs as relays between disconnected
ground stations might become imperative. The UAVs have limited communi-
cation ranges, are highly mobile, and have scarce energy resources (i.e., the
UAVs can leave and enter the system based on their battery levels). This block
has to maintain connectivity and the used networking and scheduling protocols
need to adapt to the highly dynamic environment.

– Routing and scheduling: Beyond maintaining connectivity and meeting quality
of service (QoS) requirements, protocols that can handle or, more desirably,
that incorporate three-dimensional controlled mobility need to be designed.

– Communication link models: Small-scale quadrotors have specific layouts and
constraints different from fixed-wing UAVs. Link models that capture the
characteristics of such UAV-UAV and UAV-ground links are needed.

The coordination block is responsible for using local observations and observa-
tions from other UAVs, mission requirements, and system constraints to organize
the UAVs. In a nutshell, it needs to compute the trajectories of the vehicles and
make decisions on how to allocate tasks to achieve team behavior. The coordi-
nation can mean achieving and sustaining rigid formations or can be task distri-
bution among vehicles in a self-organizing manner. Similarly, it can be done at
a local or global level, depending on the mission and capabilities of the vehicles.
Scalability and heterogeneity are also desired in a multi-UAV system, since a
large number of vehicles with different capabilities are expected. Therefore, the
coordination block needs to handle growing numbers of heterogeneous UAVs,
tasks, and possibly mission areas. Some specific issues that need to be addressed
within this block are:

– Task allocation: Reasoning and decision making protocols are necessary to
optimally distribute tasks to individual UAVs or groups of UAVs that can han-
dle uncertain or incomplete information and dynamic missions. Mechanisms
to define and adapt tasks to the mission requirements or vehicle capabilities
need to be designed.

– Path planning: There are several path planning strategies proposed for ground
robots and also trajectory designs for formations of robots. More task-
optimized, communication-aware, three-dimensional path planning methods
are desired for multi-UAV systems that can handle scarce energy resources
and heterogeneous vehicles.

While not in the scope of this paper, advances in UAVs and sensing blocks
are also essential. Especially, techniques for efficient data fusion from multiple
heterogeneous sensors, interpretation of the data and feedback mechanisms to the
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coordination block, as well as effective obstacle and collision avoidance methods
need to be developed for the small-scale vehicle networks.

This general overview can provide some guidelines in the design of multi-UAV
systems with different capabilities and with different constraints imposed by
different applications. We have been working on a representative system (http://
uav.aau.at/), details of which we present in the following.

4 Collaborative Drones Network

Our collaborative drone system has focused on sensing, communication, and
coordination blocks of the general architecture using commercial quadrotors.
Sensing capabilities and desired sensor coverage as well as resource limitations
of the UAVs (e.g., flight time) are available to the coordination block [10].
The amount of sensor data to be delivered is utilized in the communica-
tion&networking block during scheduling of transmissions [11]. We also con-
sider alternative levels of interactions between coordination and communica-
tion&networking blocks, where we have the option of centralized coordina-
tion with no interaction or decentralized coordination with communication-
dependent UAV motion [10,12].

The objective of our system is to monitor a certain area in a given time
period and with a given update frequency to assist rescue personnel in a disaster
situation. It is designed to capture aerial images and provide an overview image
of the monitored area in real time. Figure 1 depicts the high-level architecture.
The basic operation starts with a user-defined task description, which is used
to compute routes for the individual UAVs. The UAVs then fly over the area
of interest and acquire images. The images are sent to the ground station and
mosaicked to a large overview image. The high-level modules in this architecture
are (i) the user interface; (ii) the ground station comprising mission control,
mission planning, and sensor data analysis; (iii) a communication infrastructure;
and (iv) the UAVs with their on-board processing and sensing capabilities.

Fig. 1. System architecture: double-headed arrows indicate interactions between indi-
vidual modules while the shaded arrow in the background indicates the basic operation
flow.

http://uav.aau.at/
http://uav.aau.at/
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The User Interface has two main purposes. First, it allows the user to define
the high-level tasks to be accomplished by roughly sketching the area to be
monitored on a digital map. Additionally, the user can define certain properties
such as the required image resolution or update intervals (cf. Fig. 2). Second,
it provides the user with the generated mosaicked image with the current posi-
tion of the UAVs. During mission execution, the user can change the tasks as
needed. The Ground Station contains three main components. Mission Control
is the core module of our system. It takes the user’s input and dispatches it to the
other components. The Mission Planning component breaks down the high-level
tasks to flight routes for individual UAVs. A flight route contains a sequence of
points to visit in world coordinates (GPS coordinates) and certain actions for
each waypoint (e.g., take a picture). We have developed both centralized and
decentralized mission planning strategies to handle static and dynamic environ-
ments [10,12]. Finally, the Sensor Data Analysis component mosaics the images
from the UAVs into a single large overview image, which is then presented to
the user. Since mosaicking is a computationally intensive process, we exploit an
incremental approach that promptly shows an overview image to the user while
the UAVs are still executing their mission [13]. Our system does not impose
special requirements on the communication infrastructure. As a first step, we
have used standard IEEE 802.11 (a, n, ac) wireless LAN on-board our UAVs in
infrastructure and mesh modes. We have tested methods to improve the wireless
links for ground-UAV and UAV-UAV communication in terms of throughput
and radio transmission range [14–16].

Before or during the mission, the flight routes (sequence of waypoints) are
sent to the UAV’s On-board Control. The on-board control is not only responsi-
ble for the low-level control to stabilize the UAV’s altitude, but also to navigate

Fig. 2. User interface showing the observation area (green polygon) and forbidden
areas (red polygons) defined by the user on a digital map. (Color figure online)
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Fig. 3. Three AscTec Pelican drones taking off for a mission at the University of
Klagenfurt campus.

efficiently to the computed waypoints. The Sensing module is responsible for
capturing images and pre-processing the image data on-board before transmis-
sion to the ground station. Pre-processing includes feature extraction, annotation
with meta-data, quality checks (to delete blurred images), and multi-resolution
encoding.

We support heterogeneous UAVs that provide some minimum functionality,
such as autonomous flight and means to specify the navigation waypoints. The
computed routes are given in a platform-independent format and the UAV’s on-
board control translates these generic commands into the UAV-specific low-level
commands. In our system, we use quadrotors from Microdrones and Ascending
Technologies (Fig. 3). We consider both centralized and decentralized approaches
for coordination (planning and sensor analysis) and communication modules.
In the decentralized case, planning functionality is migrated from the ground
station to the UAVs.

5 Disaster Management Case Study and Lessons Learned

We demonstrated our system in several real-world applications, including assis-
tance during a disaster and documenting the progress of a large construction
site. We took part in a county fire service drill with more than 300 firefighters
practicing different scenarios. In total, we did five flights over a period of about
three hours. The accident scenario was a leaking railroad car with hazardous
goods. Our task was twofold: (i) to build an up-to-date overview image of the
affected area, which allows the officers in charge to assess the situation and allo-
cate field personnel; and (ii) to frequently update the overview image of the area
during the mission to keep track of ongoing ground activities.

We have followed an approach with central control. The routes of all UAVs
are pre-computed on the ground station and then sent to the UAVs’ on-board
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Fig. 4. Mission plan for three UAVs to cover the area of interest (Color figure online)

control for execution. The sensor data analysis, i.e., the overview image mosaick-
ing, is done at the ground station. Figure 2 shows a screen capture of the user
interface with the area of interest (green polygon) and three forbidden areas (red
polygons). In this case, the forbidden areas are large buildings, which are not
of interest. However, the forbidden areas can also mark obstacles or potentially
dangerous areas to be avoided. Three UAVs were used to cover the whole area
in a given flight time (approx. 15 min). Figure 4 depicts the computed plan using
an integer linear programming strategy [10] for the three UAVs (red, blue, and
green routes), the circles along the route indicate the positions where pictures
are taken. In total, 187 pictures are needed to cover the area of interest (approx.
55 000 m2) using a camera with a focal length of 28 mm and a flight altitude of
40 m. We have used an average overlap of 50% between neighboring images to
create enough redundancy in case some images cannot be used because of low
quality and to compute an overview image that meets the quality requirements
imposed by the application. The lengths of the three routes are between 950 m
and 1 350 m.

One of the challenges we have faced is transmitting the images from the UAVs
to the ground station over the 802.11a wireless channel. For this aerial monitor-
ing case study, the required throughput to transmit the images from one UAV is
about 2.5 Mbps. The throughput that can be provided over various 802.11 links
has been measured in field tests at the University of Klagenfurt (see Table 1).
Observe that these results are encouraging the use of UAVs as communication
relays between otherwise disconnected ground nodes for this disaster scenario.
We use JPEG2000 multi-resolution image compression and apply a scheduled
transmission scheme that transmits low-resolution image layers first and addi-
tional image layers for higher resolution images as the channel permits [11].
This enables us to immediately present low-resolution images to the user while
the UAVs are still on their mission and improve the image quality over time
when better quality image layers become available. Figure 5 depicts a part of the
overview image computed from a set of about 40 pictures. It covers the main
area of activity during this fire service drill.
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Table 1. Throughput measurements of aerial Wi-Fi networks for line-of-sight links
including air-air (A2A), air-ground (A2G) and ground-air (G2A)

Technology Link Topology Throughput

802.11a
(Ptx = 20dBm)

A2G, G2A, single-hop UDP: 14Mbps (350 m), 29Mbps
(50 m) [14]

A2A single-hop TCP: 10 Mbps (500 m), 17 Mbps
(100 m) [15]

802.11n
(Ptx = 12dBm)

A2G, G2A, single-hop TCP: 10 Mbps (500 m), 100 Mbps
(100 m) [16]

802.11ac(Ptx =
10 dBm)

A2G, G2A, single-hop TCP: 5 Mbps (300 m), 220 Mbps
(50 m) [16]

802.11a + 802.11s
(Ptx = 12dBm) [15]

A2G multi-hop 1-hop: 5 Mbps (300 m)

(Fixed PHY rate:
36 Mbps)

A2A–A2G multi-hop 2-hop: 8 Mbps (300 m,
infrastructure mode)

2-hop: 5 Mbps (300 m, mesh mode)

Lessons Learned
In the following, we elaborate on the performance of the overall system and the
individual functional blocks.

– The User Interface is useful and efficient in defining the tasks. The observation
area and forbidden areas can be marked in less than two minutes. Capability to

Fig. 5. Part of the overview image stitched from approx. 40 pictures taken during the
firefighter’s practice along with the UAV’s trajectory (red path). (Color figure online)
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view images as they become available is also valuable to the user for assessing
the situation and re-planning if necessary.

– The Mission Planning component generates a deterministic plan taking into
account the user input, available resources, and mission requirements. This
phase takes about one minute. A sequence of waypoints with corresponding
GPS coordinates and a list of actions are then uploaded to the UAVs. The
UAVs are ready for takeoff in about five minutes (including acquiring the
current GPS position). The time needed to cover the whole area could be
reduced depending on the desired image quality. This can be done by choosing
less overlap between neighboring pictures and/or using a higher flight altitude.

– Sensor Data Acquisition and Analysis. To compute overview images of high
quality, it is important to choose the appropriate equipment. High quality
cameras are too heavy for small-scale UAVs. Lightweight cameras, on the other
hand, are not as well-developed and require setting parameters such as focus,
exposure time, and white balance. Working with dozens of high resolution
images requires significant amounts of memory, computing power, and data
rate. When mosaicking an overview image of large and structured areas taken
from low altitude, it is important to minimize the stitching errors for every
single image. State of the art mosaicking tools fail in such cases, because
the optimization goal is a visually appealing panorama from single viewpoint.
In our mosaicking approach, spatial accuracy is more desirable than the visual
appearance.

– The multi-UAV system has to deal with omni-present resource limitations.
Small-scale platforms impose strong resource limitations on several dimen-
sions. The available on-board energy directly influences the total flight time
but also affects the payload and possible flight behavior and flight stability,
especially in windy conditions. Limited sensing, processing, and communi-
cation performance impede sophisticated on-board reasoning, such as per-
forming real-time collision avoidance or online data analysis. Compensating
a resource deficiency in one dimension often impairs another resource dimen-
sion. For example, flying at lower speed typically improves the image sensing
but reduces the covered area.

– While our centralized planning approach allows for re-planning, a more adap-
tive coordination, where the UAVs decide their tasks on their own, would
be beneficial especially in case of dynamic environments. For instance, if the
goal is beyond getting an overview image, e.g., tracking changes and dynamic
events, the trajectories cannot be determined beforehand. A distributed and
adaptive coordination can also give further capabilities and response options
in a disaster management scenario such as the fire drill. The UAVs can be used
to track the boundary of the hazardous materials or guide the firefighters and
the survivors to safety.

– In our case study, we used WLAN in infrastructure mode; i.e., the sensed
data from each UAV is delivered to the ground control, processed there, and
feedback can be given to the UAVs with new tasks if necessary. This approach
is efficient, since the ground control has more computational power than the
UAVs. However, it is limited by the transmission range of the ground control
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and the UAVs. Either the planned paths need to guarantee that the UAVs
do not leave the communication coverage of the ground control or the com-
munication&networking block needs to allow operation in ad hoc mode and
maintain multi-hop routes between the UAVs and the ground control [15].
Since the wireless channel fluctuates due to motion and multi-path fading,
even if the UAVs are always within the average transmission range, all-time
connectivity cannot be guaranteed and this issue has to be dealt with.

6 Conclusion and Open Issues

We illustrated a high-level architecture for the design of multi-UAV systems that
consist of vehicles with on-board sensors and embedded processing, and sensing,
coordination, and communication&networking blocks. We presented a system
consisting of quadrotors and demonstrate its potential in a disaster scenario.

From several real-world tests, we have observed that for effective design of
multi-UAV networks, especially for dynamic applications, special focus should
be given to better defining the interactions between the design blocks in addition
to addressing the issues we summarized specific to communication&networking
and coordination blocks. Our current research focus is on addressing those issues
and on advanced modeling and designing a multi-UAV system. Our evaluations
via simulations as well as real-world experiments so far give us the following
insights into the capabilities and requirements of multi-UAV systems:

1. Strong interdependence between design blocks
– Impact of the UAV platform and sensing block

The flight dynamics of quadrotor platforms (e.g., tilting, sensitivity to wind
and weather) as well as position and orientation of the UAVs have a great
impact on the communication links. In addition, processing of the data
requires a high computational power, which might not be feasible on UAVs.
The routes the UAVs need to fly (regardless of being designed before or
during the mission) on the other hand are affected by sensed data quality.
The sensors on-board the UAVs can be imperfect or the sensor data analysis
might not be able to return a conclusive finding. In such cases, a feedback
from sensing needs to be given to coordination module, either to repeat
the tasks or adapt the ongoing plan accordingly.

– Impact of the communication&networking and coordination blocks
Communications have a direct impact on the coordination of the vehicles,
and hence, on the success of the mission. The sensed data need to be deliv-
ered to the ground control and new tasks or mission requirements need to
be delivered to the UAVs. WLAN 802.11 is limited and can be a bottleneck,
especially if large data amounts need to be transferred (e.g., in case of high
quality images and real-time video streaming). Large data amounts also
have impact on the mission times. Similarly, if the vehicles are coordinated
such that the data needs to be collected simultaneously by many vehicles
with different points of view, data exchange and processing can become a
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challenge. Especially, if the on-board sensor is a camera, registering and
mosaicking images from different UAVs, possibly different cameras, with
different view angles and altitudes (and hence different resolution) is a
great challenge.

2. Efficient evaluation methods
It is difficult to evaluate the interdependence of the design blocks as well
as the overall performance of the multi-UAV systems. Simulators are useful
to a certain extent, however, real-life dynamics of the system cannot be fully
grasped with only simulators, thus experimental testbeds are required. Several
testbeds exist to evaluate multi-UAV control algorithms. However, there is
still a lack of testbeds to evaluate the sensing, communication&networking,
and coordination algorithms for the multi-UAV systems. At a minimum, the
impact of flight dynamics on communication links, sensed data quality, and
the impact of small-scale vehicle characteristics such as short flight times and
low payload on coordination can be better modeled via input from real-world
tests.

3. Autonomy and user interaction
Finally, most applications require some autonomy in the flight operation of the
UAVs. While this may be preferable for single-UAV applications, autonomous
flight operation is required for multi-UAV systems. Autonomy helps to sim-
plify and abstract the user interface. With autonomy and an efficient user
interface design, the users can focus on the overall mission and do not need
to deal with individual UAVs (as we have demonstrated with our map-based
user interface). Methods to achieve high levels of autonomy and low levels of
user interaction are required.

While there are still many open issues for achieving an ideal multi-UAV
system, we are confident that the applications UAVs are deployed for will keep
on increasing and multiple-UAVs will occupy our skies in the near future.
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Abstract. In this paper, we propose a novel UAV to UAV communication
approach that is based on the concept of Software Defined Networking (SDN).
The proposed approach uses a controller as a central source of information to
assign routes that maximize throughput, distribute traffic evenly, reduce network
delay and utilize all network elements. Simulation results of the proposed
methodology were compared to the performance of two common ad hoc routing
protocols, namely AODV and OLSR. Performance analysis shows that the
proposed methodology improves throughput by over 300%. Simulation results
also show a reduction in network delay for delay sensitive packets by nearly
25% and a 26 times increase in packet delivery ratio for packets with higher
priority.

Keywords: UAV networks � SDN � Wireless Ad hoc networks � OLSR �
AODV � Routing protocols � Performance � Simulation

1 Introduction

Networks of Unmanned Aerial Vehicles (UAVs), also known as Unmanned Aero-
nautical Ad hoc Networks (UAANET), can be used as an alternative when ground
communication is not possible (e.g., disaster recovery, forest fire, etc.). A network of
UAVs can span areas of many square kilometers and should be resilient to changes at
the ground level. Since a UAV can be moved around the area on demand, a network
using UAVs is flexible and scalable. Additional UAVs can be deployed on demand to
expand the area of connectivity or replace dying UAVs. The density of UAVs can also
be increased in areas where there is a higher demand for network resources. Moreover,
this network must be able to provide Internet or network connectivity to users and be
able to support transmitting priority packets that need to reach the destination before
other packets.

To efficiently utilize network resources and maximize throughput, a central
repository, also known as “controller”, is used to store and process all the information.
A controller monitors the network providing data to network administrators and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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assigning routes within the UAV network for data and control packet transmissions.
The controller is the main entity in Software Defined Networks (SDN) and therefore,
applying SDN concepts to UAV networks can provide advantages.

In this paper, we propose a new UAV to UAV communication scheme based on the
concept of SDN. In our approach, UAVs create a backbone infrastructure that is
scalable, provides high network efficiency in terms of bandwidth and latency, and
supports packets with different priority levels. To that end, the rest of this paper is
organized as follows. Section 2 describes a brief review of relevant work. Section 3
discusses the proposed UAV to UAV communication scheme. Section 4 presents the
performance evaluation of our proposed scheme and two commonly used routing
protocols. Finally, Sect. 5 concludes the paper.

2 Related Work

Networks of UAVs are not new. The authors in [17] provide a good survey of flying ad
hoc networks and point out that the most important design aspect is communication.
An efficient communication protocol must be used to enable proper cooperation
between UAVs. A typical example of UAV to UAV communication protocol was
proposed in [18]. The authors proposed to combine AODV and greedy geographic
forwarding (called Reactive-Greedy-Reactive (RGR)) in order to improve delay and
packet delivery ratio. However, the protocol inherits from some of the drawbacks of
AODV. Moreover, there is no notion of centralize controller and priority levels.

The concept of SDN has been used to improve different kind of networks. For
example, the authors in [14] show the benefits of having Wireless Local Area Networks
(WLANs) on top of the SDN/OpenFlow infrastructure. A SDN controller can manage
the access points (APs) and the way they behave. By switching the routes and the traffic
flow pattern beforehand, the authors demonstrated that a SDN-based WLAN can
reduce the switching time from 2.934 s to 0.85 s. However, the problem with this
approach is that the switch from one AP to the next is made by the client. This means
that the network has no control over which user device is connected to which AP. In
our problem, there is a need to load balance the network to ensure that users are
distributed evenly and the traffic among the UAVs is also evenly distributed.

The approach proposed in [15] explains how nearby controllers can be used to
create a scalable architecture using a WiFi SDN network. A similar architecture could
be useful for our proposed approach as the UAV network scales. A nearby controller
only controls its immediate environment. As the network scales, a hierarchical structure
of controllers can be used to obtain information from these nearby controllers. The
proposed approach in [15], however, does not solve the problem of finding the optimal
route to the destination, providing seamless roaming of users within a network, or
providing any energy management techniques. The authors in [16] also proposed a
hierarchy of controllers. The proposed approach enables the deployment of UAV based
WiFi networks in places where there is no existing WiFi infrastructure. It also enables
the transfer the user device over to a different WiFi network when connectivity is
available to reduce the load on the UAV network. The approach is proposed to solve
the problem of optimizing connectivity in a dense and heterogeneous network.
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Optimized Link State Routing version 2 (OLSRv2) [3] offers significant perfor-
mance improvements and other benefits over its predecessor. OLSRv2 is known to
show significant improvements in route discovery times, much better performance in
terms of bandwidth and data transfer volume, offers support for discovery of the
shortest link to a given node and lower power consumption per node [4, 5]. OLSRv2
still does not guarantee that the most optimal route in terms of both bandwidth and
latency will be selected. In addition, multi-route packet transfer is still not possible and
there is no provision for priority packet transfer.

Ad hoc On-Demand Distance Vector (AODV) routing is a popular routing protocol
for reactive routing [1]. AODV was designed for mobile nodes when the network is
constantly changing. In order to efficiently use network resources, we may need to
switch routes during operation and therefore fixed routes until they expire would be
disadvantageous. AODV does not support priority levels or multipath routing. Many
other enhancements to AODV fail to address these concerns [6–9].

In our problem, UAVs are intended to provide Internet access over a city or for a
disaster area. In most traditional routing protocols, traffic is typically routed through the
same paths, causing those UAVs to drain power quickly, while some UAVs are
underutilized. Since battery life is crucial for UAVs, it is important to conserve energy
by distributing traffic evenly throughout the network. It is also important to prioritize
important packets so that they can be delivered first.

3 Proposed UAV to UAV Communication Scheme

This section presents the proposed approach. Figure 1 shows a simplified ad hoc
network. We have a source that needs to transmit information to the destination
(Internet) and the packet has to go through a series of hops (as directed by the con-
troller) to reach the sink. The sink then relays the packet to the destination completing
the packet transfer. In the next sections, we will discuss different aspect of the com-
munication scheme.

Fig. 1. Base network architecture

94 A. Ramaprasath et al.



3.1 Priority Levels

In order to maintain the stability of the network, packets have to be prioritized. In our
approach, since decisions are made by the controller, we need to make sure that these
decisions are made and communicated quickly without delay. To facilitate this, packets
transmitted through the network are classified into one of the four categories described
below:

1. Priority control packets: These are packets with the highest priority and require
immediate attention.

2. Non-priority control packets: These are control packets that are sent to the controller
at regular intervals (every 30 s for example).

3. Priority data packets: Data packets are categorized into two levels: priority and
non-priority. These levels are determined by the UAVs by monitoring the data sent
over the network.

4. Non-priority data packets: All data packets that do not fall under the priority data
packets fall under the non-priority category. For example, requests to access a web
page or streaming music from the Internet.

3.2 Network Setup and Discovery

Initially, we assume that all UAVs are dispatched from a base station. During dispatch,
each UAV receives an initial location from the controller. Once all UAVs have reached
their destination, each UAV starts transmitting HELLO messages. UAVs will also
listens to HELLO messages for a specified amount of time (e.g. 30 s) to discover
neighbors.

Once a UAV has discovered its neighbors, it transmits a DISCOVER packet to the
controller as shown in Fig. 2. Each DISCOVER packet contains the following 6 fields:
(1) UAV ID, (2) number of HELLO messages received, (3) average signal strength
(dBm), (4) variance of signal strength (dBm), (5) highest received signal strength
(dBm) and (6) lowest received signal strength (dBm).

Fig. 2. Network setup and discovery
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Once a DISCOVER packet is constructed, all UAVs forward this packet to the
controller using AODV. AODV is used because the routes have not been established
by the controller yet. The algorithm for UAV network setup is summarized below.

The controller waits for DISCOVER packets from all the UAVs in the network until
a timeout has elapsed. Any UAVs that failed to communicate are marked as lost so the
network administrators can take appropriate actions. Using the information within the
DISCOVER packets, the controller constructs an adjacency table. Using the average
signal strength values, the average modulation scheme for the communication is cal-
culated (explained below). Since the frequency of communication is fixed, the maxi-
mum throughput for the given measurements is calculated using the Shannon-Hartley
theorem [13]. This way, the controller knows how much information can be transmitted
with each link.

Dijkstra’s algorithm [10] and the Ford-Fulkerson algorithm [12] are used to cal-
culate next hops for control and data priority levels, respectively. Since control packets
are required to reach the destination at its earliest, we need a route with the smallest
number of hops to the controller. An alternate route is also calculated by removing all
the links from the main route and re-running Dijkstra. This is based on the assumption
that there are multiple connections available between the UAVs. If a UAV has no other
connections, then the main and alternative hops point to the same UAV in the network.
Similarly, the Ford-Fulkerson algorithm is used to calculate the main and alternate
routes for data packet priority levels. After the calculations, SYNC_TIMEOUT is set
by the network administrator. SYNC_TIMEOUT specifies how often a UAV sends
reports to the controller under stable conditions. If the network is not stable, reports are
generated immediately. All of the above information is bundled into a ROU-
TE_UPDATE packet that contains the following information: (1) UAV ID,
(2) SYNC_TIMEOUT (in seconds or ms), (3) Optimal route for priority control packets
(UAV ID), (4) Alternate route for priority control packets (UAV ID), (5) Optimal route
for non-priority control packets (UAV ID), (6) Alternate route for non-priority control

96 A. Ramaprasath et al.



packets (UAV ID), (7) Optimal route for priority data packets (UAV ID), (8) Alternate
route for priority data packets (UAV ID), (9) Optimal route for non-priority data
packets (UAV ID) and (10) Alternate route for non-priority data packets (UAV ID).
This process is summarized in the algorithm below.

3.3 Reports and Route Updates

Once a route is established, communications can take place in the network. Data can
flow from the source to the sink using the routes defined by the controller during the
setup. In order to keep the network functional and for routes to be periodically updated,
it is necessary that each UAV sends regular reports to the controller which processes
them as shown by the algorithm below.

Other components of the UAV (such as flight control or altimeter) need to be
synchronized with the controller. We also developed an algorithm for UAVs to gen-
erate an UPDATE packet that is sent to the controller. The algorithm is not presented
here due to the page limit.

3.4 UAV-UAV Communication

UAV to UAV communications take place using all the components mentioned above.
Once a packet is queued at a UAV, an RTS packet is generated with an Allowance flag
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according to the priority level of the packet. It waits for a CTS packet with a certain
timeout. If the timeout is exceeded, then the sender assumes that the receiving UAV is
lost and restarts the RTS/CTS communication using the alternate route. A UAV
marked as lost triggers the SYNC_REQUIRED flag to be set forcing the UAV to notify
the controller of this change described in the UAV communication algorithm.

4 Performance Evaluation

This section begins with the simulation of a single source with a single priority level to
compare base performance against AODV and OLSR. Then, the complexity of the
network is increased by adding more priority levels and more sources. The simulations
were performed in a Linux environment using NS-3 version 3.24 (NS-3.24).

4.1 Network Characteristics and Parameters

The controller was implemented as a class called the “UAVController”. The frequency
used for the UAV-UAV wireless link was 1 GHz and a bandwidth of 100 MHz.
Each UAV was positioned before the simulation began and UAVs were made to form
connections as soon as the simulation began. The wireless channels follow properties
defined by the NS-3 framework, which are listed in Table 1.

To visualize the network during simulations, we have used a tool called NetAnim.
NetAnim is a Qt based visualizer tool and is part of the “ns3-allinone” package. This
paper uses NetAnim version 3.106.

Table 2 describes the network discovery parameters used in the proposed approach.
In this paper, we will generate 30 HELLO messages with intervals of one second
between each HELLO message. If there is a collision of HELLO packets, the proposed
approach backoff for a random time (any value from 5 ms to 500 ms). Since packets
are transmitted at regular intervals if there are no collisions during the transmission of
the first HELLO message, it is not likely that collisions will happen during subsequent
transmissions.
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4.2 Single Priority Test

In this setup, there is a single source that produces packets and all packets have the
same priority level. None of the intermediary nodes generate traffic; they are present
only to relay the packets generated by the source to the sink. The source is set to

Table 1. Network characteristics

Table 2. Proposed approach - discovery and setup

Parameter Type Value(s)

INIT TIMEOUT Seconds 90
No of HELLO Messages Int 30
HELLO INTERVAL Milliseconds 1000
HELLO COLLISION INTERVAL Milliseconds Rand (5, 500)
NETWORK REDISCOVERY Seconds 30
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produce packets at the rate of 100 Mbps with 5 intermediate hops (see Fig. 3). We set
the priority level to the lowest to compare the proposed approach against AODV and
OLSR.

Each wireless link is capped at 16 Mbps maximum throughput. The UAVs are
placed sufficiently close to each other so that the modulation scheme is no longer a
factor. Throughput was measured in the sink in intervals of one second. In order to
average out any errors and randomness, the experiment was run 10 times and the
average was calculated and plotted in Fig. 4. As can be seen, the throughput perfor-
mance of the proposed approach is comparable to AODV and OLSR. The average
throughput for AODV and OLSR were 15.065 Mbps and 14.892 respectively, while
the average throughput of the proposed approach was 14.452 Mbps. This is in line with
the expected results for the proposed approach, i.e., the proposed approach has a
slightly lower throughput in this case due to the overhead of transmitting update
packets.

Fig. 3. Linear topology for simulation

Fig. 4. Results for a single source single sink linear topology
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4.3 Multiple Priority Levels

We conducted the same experiment as conducted above with packets of different
priority levels to test the packet drop among different priority levels (single source
network with linear topology). The program was designed to accommodate 4 UDP
packet generators in this scenario producing traffic at 25 Mbps each.

For AODV and OLSR, the results were almost identical to each other as shown in
Fig. 5. For AODV and OLSR, the percentage of packets dropped was almost equally
distributed amongst the priority levels. The variation is due to the Random Early
Detection (RED) queueing mechanism [11]. For the proposed approach, the percentage
of priority packets dropped as a percentage of total packets is significantly lower than
AODV and OLSR, which is demonstrated in Fig. 6. Instead of dropping higher priority
packets, the algorithm dropped the lowest priority packets more often. As shown in
Fig. 6, a packet marked as a priority control packet is 20 times less likely to be dropped
than a packet marked as a non-priority data packet when the proposed approach is used.
This is due to priority differentiation built into the network.

In conclusion, for the single source linear topology, the proposed approach has a
comparable throughput but drops less important traffic. This behavior was expected
since, as mentioned, there is only a single path and the proposed approach was
designed to perform well when multiple paths exist.

4.4 Dual Source, 4-Tier Network

Now, let us consider a 4-tier network with two-source UAVs that produce non-priority
data packets at the rate of 40 Mbps, control packets at the rate of 10 Mbps and
non-priority control packets at the rate of 10 Mbps. An illustration is shown in Fig. 7.
A total of 35 UAVs (including the controller) were generated and placed in a grid.

Figure 8 displays the average throughput per second at the sink for both sources
combined. On average, the proposed approach provides approximately 15% greater
throughput over AODV and OLSR. This is because different packets have different
routes. AODV and OLSR have a fixed route for sending all types of packets. The
throughput of priority packets however is interesting. We define higher priority packets

Fig. 5. Dropped packets for each priority
level-AODV and OLSR

Fig. 6. Dropped packets for each priority
level-proposed approach
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as any packet with a priority level greater than non-priority data packets. The proposed
approach transmitted *95% of all higher priority packets when compared to at most
55% in AODV and OLSR, as shown in Fig. 9.

Figure 10 shows the average delay of priority packets. Evident fluctuations in delay
are due to the Random Early Detection (RED) queuing mechanism in a single queue
for all packets when we use AODV and OLSR. However, for the proposed approach,
the delay is consistently low with minimal variations. This consistency is due to the
refined MAC protocol that prioritizes transmission of priority packets before other
packets. A priority control packet is 4 times more likely to be transmitted than a
non-priority data packet. For priority control packets, the routes are calculated using
Dijkstra’s algorithm which guarantees the shortest path to the controller.

Fig. 7. Experiment with 4 tier network consisting of 2 sources and 1 sink

Fig. 8. Combined throughput of sources 1 and 2 (in Mbps)
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5 Conclusions

In this paper, we proposed a novel UAV-UAV communication scheme based on the
concept of SDN. The UAV backbone is scalable, provides high network efficiency in
terms of bandwidth and latency, and supports packets with different priority levels.

The proposed methodology relies on the use of a controller acting as the central hub
that monitors all the control information. This hub is used for calculation of routes and
to monitor information with regards to the network, which is hard to do in a typical ad
hoc network. The routes communicated by the controller provide a means to distribute
traffic throughout the network evenly, hence increasing the efficiency of the global
network. The important contributions of the proposed approach are as follows:

• Design a more scalable approach for UAV-UAV communication with support for
packet prioritization.

• Increase overall throughput of network by evenly distributing traffic throughout the
network.

• Find and transmit via faster routes for packets with low delay tolerance, i.e., priority
packets. Reduce latency by prioritizing transmission of packets with higher priority.

The simulation results showed that the proposed method provided up to four times
as much throughput and reduce latency to less than 1/4 for critical packets compared to
AODV and OLSR. High throughput is essential for delivering a jitter free experience
for the user and low latency for high priority packets is crucial for maintaining the
robustness and stability of the network.
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Abstract. In vehicular networks (VNs), the radio propagation char-
acteristics between two vehicles is greatly affected by the intermediate
vehicles as obstruction, which has also been verified in many measure-
ments. This property will definitely influence the routing protocol design
in VNs, where the estimation of the one-hop transmission distance is of
utmost importance on the relay selection. However, to the authors’ best
knowledge, the obstruction’s influence has not been taken into consid-
eration theoretically. In this paper, we propose an analytical model on
the obstructed light-of-sight (OLOS) transmission distance. Based on a
probabilistic method, the probability density function (PDF) of the one-
hop OLOS transmission distance is obtained. Monte Carlo simulations
are conducted to verify our proposed analytical model.

Keywords: Light-of-sight · Obstruction · Transmission range · Vehic-
ular networks

1 Introduction

In vehicular networks (VNs), the received signal strength is easily affected
by obstructions, like the buildings, trees or the vehicles between the trans-
ceivers. With obstructions, the line-of-sight (LOS) transmission will degrade
into obstructed line-of-sight (OLOS) transmission. Many experiments had shown
that obstructions cause significant impact on the channel quality, where an addi-
tional 10 to 20 dB attenuation can be found on the received signal strength [1,2].
Therefore, it is of great importance to study the influence of possible obstructions
on the system design and performance evaluation.

The radio range differs between LOS and OLOS scenarios because of different
attenuation degrees, where the OLOS radio range is much shorter. The shorter
the radio range is, the less the one hop transmission distance is, which is impor-
tant for routing protocol design in data dissemination. For example, the end-to-
end delay might increase in obstructed scenario because of more transmission
hop count requirement. However, not much researches considered the influence
of obstructions on the protocol design or performance evaluation, especially in
the theoretical aspect, which will be the focus of this paper.
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Extensive experiment works had shown that the vehicles as obstructions
between transceivers can cause obvious decrease of signal power [2–6]. Based
on this observation, many researchers considered the obstructed light-of-sight
(OLOS) transmission in the simulations for routing protocol verification [7].
However, to the authors’ best knowledge, although some works had conducted
analysis for the routing performance in VNs [8], the analytical model for the
OLOS circumstance is still an open issue.

In this paper, we analyze and model the influence of vehicle as obstruction
on the one hop link transmission range in a two-lanes highway scenario given the
traffic density information. We use the widely accept condition than the OLOS
radio range is shorter than the LOS radio range, which is taken into considera-
tion. With a dedicated routing protocol, the one hop transmission range changes
with the vehicular density, which is modeled using a probabilistic method. Our
proposed theoretical framework can give the probability density function of the
one hop link transmission range.

The remainder of this paper is organized as follows. The related work of the
discussed issue is introduced in Sect. 2. Section 3 presents the model hypothe-
ses and definitions. The analysis architecture is proposed in Sect. 4. In Sect. 5,
simulations are carried out to verify the accuracy of the proposed anaytical
model. Last but not the least, Sect. 6 concludes the paper and proposes some
possible direction in future.

2 Related Work

Many researchers have conducted experiment on the influence of obstructions
on the radio propagation characteristics for VNs. The influence of the buildings,
especially in the intersection scenario, on the signal attenuation is target in
[3,4], where an obvious decrease of signal power can be found. In the straight
road scenario, signal obstructed by vehicles between the transceivers is the main
target. Meireles et al. [5] found that a single obstacle can cause a drop of over
20 dB on received signal strength when two cars communicate at a distance
of 10 m. Measurements were also conducted by placing a bus between two cars
acting as an obstruction, and found that this obstruction can create an additional
15- to 20-dB attenuation [2,6]. In [9], the propagation path losses are presented
based on the uniform theory of diffraction in the OLOS cases, with several
intermediate vehicles, for the inter-vehicle communications in the 60-GHz band.
Many other literatures also found such obvious signal strength attenuation from
different measurement campaigns [10–14].

In recent years, some literatures also considered the influence on system
performance evaluation and routing protocol design. Some researchers focused
on developing simulation framework for a more realistic fading environment
description [7]. However, although the results from these simulation frameworks
can be more accurate, the time consumption problem cannot be neglected.
On the other hand, it is an accurate and effective analytical model that
can provide more clear understanding for the fundamental trade-off between
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obstruction features (e.g. vehicles’ position) and performance expectation
(e.g. transmission distance, hop count, throughput, and delay etc.). The influ-
ence of radio range on the system performance has been modeled analytically in
some work [8]. However, the influence of some obstructions on the signal attenu-
ation is not taken into consideration. In recent years, some researchers conducted
analysis with obstructed radio range. Chen et al. [15] modeled the joint effects of
radio environment and traffic flow on link connectivity to investigate the relation
between the obstruction probability and inter-vehicle connectivity probability.
However, they did not give way to calculate the obstruction probability and not
derive the influence of obstruction on the transmission distance. As far as we
know, no literatures derived the transmission distance distribution with obstruc-
tions in the theoretical aspects.

3 System Model

All the vehicles are assumed moving on a highway with two lanes. The vehicle’s
location can be obtained by the Global Position System (GPS) unit, which is
assumed to be installed in each vehicle. A vehicle can know all its neighbour’s
position information from the continuous exchanged beacon information or trig-
gering information. A transmitter or relay will choose the furthest vehicle as
the next hop relay according to the aforementioned assumption. Vehicles are
distributed along the road in accordance with a spatial one-dimensional Poisson
point process (1-PPP), which has been deemed to be appropriate under free flow
conditions. The width of road is ignored and the traffic flows are independent
of each other. All drivers tend to maintain a constant spacing with their leader
based on the car-following model, where all vehicles in the same lane have the
same velocity.

X2

S

C

1

X1

S2

Current Relay Receiver

Fig. 1. An example for the adopted relay selection policy

Suppose that no static infrastructure exists or incomplete covered dedicated
base stations are built, therefore, many transmission, especially when the trans-
ceiver distance is long, should be finished through multi-hop transmission. The
baseline routing protocol chosen for this paper is the Greedy Perimeter State-
less Routing (GPSR) [16], based on which many work proposed some revised
versions. The principle for this kind of protocols is that the furthest vehicle in
current relay’s radio range will be selected as the next hop relay. For example,
in Fig. 1, suppose that vehicles, B, C and D are neighbours of the current relay
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vehicle A. Therefore, the vehicle D will be selected as the next hop relay, which
is also named as the furthest vehicle in A’s radio range. The distance between
two relay vehicles is defined as one-hop transmission distance.

For the analysis tractability, the LOS radio range RLOS and the obstructed
radio range ROLOS is assumed to be a constant.

4 Theoretical Analysis

Since the analysis is conducted on a two-lanes scenario, the derivation of one-hop
transmission distance distribution is also divided into two cases: the intra-lane
one-hop transmission distance and the inter-lane one-hop transmission distance.
After obtaining both of the distribution of the single lane’s one-hop transmission
distance distribution, the two-lanes one-hop transmission distance distribution
will be derived at the end of this section.

4.1 One-Hop LOS Transmission Distance

Let Xi denote the inter-vehicle distance between the (i−1)-th and the i-th near-
est vehicle in the neighbouring vehicle set in the intra-lane scenario, which can be
illustrated in Fig. 1. Since the inter-vehicle distance Xi are positive, independent,
identically distributed, random variables, the n vehicles cumulative distance Sn

is defined as:

Sn =
n∑

i=1

Xi, n ≥ 1. (1)

The cumulative density function (CDF) of the one-hop LOS transmission
distance XL will be derived as following. First, the probability of FXL(0) can be
represented as:

FXL(0) = Pr{XL = 0} = Pr{X1 > RL}. (2)

We have the density function of inter-vehicle distance X1 as:

FX1(x) = 1 − e−λx. (3)

and
fX1(x) = λ1e

−λx. (4)

Therefore, FXL(0) can be obtained as:

FXL(0) = e−λRL . (5)
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Otherwise, when the one-hop LOS transmission distance is greater than zero,
FXL(x) can be obtained as:

FXL(x) = FXL(0) + Pr{x > 0,XL ≤ x}
= e−λRL + Pr{X1 ≤ RL}Pr{SN ≤ x, SN+1 > RL}

= e−λRL + (1 − e−λRL)
∞∑

n=0

Pr{N[0,x] = n} · Pr{N[x,RL] = 0}

= e−λRL + (1 − e−λRL)
∞∑

n=0

[λx]n

n!
e−λ(x) · e−λ(RL−x)

= e−λRL + (1 − e−λRL)e−λ(RL−x).

(6)

Consequently, we have the probability density function (PDF) of XL as:

fXL(x) = λ(1 − e−λRL)e−λ(RL−x). (7)

In summarization, the CDF of the one-hop LOS transmission distance can
be obtained as:

FXL(x) =

{
e−λRL , x = 0
e−λRL + (1 − e−λRL)e−λ(RL−x), otherwise

. (8)

4.2 One-Hop OLOS Transmission Distance

As for the CDF of the one-hop OLOS transmission distance FXO(x), the deriva-
tion should be split into three cases, that is x = 0 (case I), 0 < x ≤ RO (case
II), and RO < x ≤ RL (case III), respectively.

Case I: The CDF value FXO(0) can be obtained similarly as that for the LOS
circumstance, we have

FXO(0) = e−λRL . (9)

Case II: When 0 < x ≤ RO, it means that at least one vehicle existing in RO

distance. Therefore, we have

FXO(x) = FXO(0) + Pr{X1 ≤ RO,XO ≤ x}
= e−λRL + Pr{X1 ≤ RO}Pr{SN−1 ≤ x − X1, SN > RO − X1|x ≤ RO}

= e−λRL + (1 − e−λRO)
∞∑

n=0

Pr{N[0,x] = n} · Pr{N[x,RO] = 0}

= e−λRL + (1 − e−λRO)
∞∑

n=0

(λx)n

n!
e−λx · e−λ(RO−x)

= e−λRL + (1 − e−λRO)e−λ(RO−x).

(10)
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Take the derivation at x, we can obtain the corresponding PDF as:

fXO(x) = λ(1 − e−λRO)e−λ(RO−x). (11)

Case III: When RO < x ≤ RL, it means that the first vehicle’s position X1 is
greater than RO. In this case, the first vehicle will be selected as the next hop
relay, and we have

FXO(x) = FXO(RO) + Pr{X1 > RO,XO ≤ x}
= FXO(RO) + Pr{RO < X1 ≤ x}
= 1 + e−λRL − e−λx.

(12)

Take the derivation at x, we can obtain the corresponding PDF as:

fXO(x) = λe−λx. (13)

In summarization, the CDF of the one-hop OLOS transmission distance can
be obtained as:

FXO(x) =

⎧⎪⎨
⎪⎩

e−λRL , x = 0
e−λRL + (1 − e−λRO)e−λ(RO−x), 0 < x ≤ RO

1 + e−λRL − e−λx, otherwise
. (14)

Meanwhile, the PDF of the one-hop OLOS transmission distance can be
obtained as:

fXO(x) =

{
λ(1 − e−λRO)e−λ(RO−x), 0 ≤ x ≤ RO

λe−λx, otherwise
. (15)

5 Performance Evaluation

In this section, Monte Carlo simulations are conducted to verify our proposed
analytical model.

5.1 Simulation Setup

In our simulations, vehicles move within a fixed region of a two-way highway road
segment with the length of L. The vehicular density is assumed to be a constant
value for a relative short time period, which is denoted as λ vehicles per second
(vehs/s). To have a fixed number of vehicles in the target road segment, we
assume that the exit vehicle will enter the highway immediately and start to
move toward the opposite direction [17]. The default value of major parameters
for this simulation is shown in Table 1.

Simulations were run using different parameters and system settings. The
performance analysis is designed to compare the effects of different parameters,
such as the LOS radio range, the OLOS radio range, and the vehicular density
etc. For each simulation parameter set, the values of the one-hop transmission
distance distribution are obtained by collecting a large number of samples such
that the confidence interval is reasonably small. In most cases, the 95% confi-
dence interval for the measured data is less than 10% of the sample mean.
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Table 1. Default Value of the Simulation Parameters

Parameter Description Value

RL The LOS radio range 250 m

RO The OLOS radio range 150 m

λ The vehicular density 0.01 vehs/s

N The number of Monte Carlo simulations 105

Nh The number of histogram 10

5.2 LOS Scenario

Figure 2 depicts the PMF of the one-hop LOS transmission distance, where the
results are compared between the simulations and our analytical model. Since the
statical results are from the extensive Monte Carlo simulations, only an estima-
tion of probability mass function (PMF) can be obtained. For the tractability
of the comparison, the PMF value is estimated from the proposed analytical
model with a integral function. As can be seen from Fig. 2, results from our pro-
posed analytical model matches with well with that from the simulations, which
is verified using the chi-square goodness fit test. In general, the chi-square test
statistic is of the form

χ2 =
Nh∑
i=1

ρanai − ρsimu
i

ρsimu
i

(16)

where Nh denotes the number of histogram, ρsimu
i and ρanai represent the values

from the Monte Carlo simulations and the proposed analytical model, respec-
tively. Based on the chi-square test statistic theory, χ2 = 2.0311, which is less
than 55.758, the threshold value corresponding to the 0.05 significance level.

The one-hop LOS transmission distance (m)
0 50 100 150 200 250

PM
F

0

0.05

0.1

0.15

0.2

0.25

Simulation results
Analytical results

Fig. 2. The PMF of one-hop LOS transmission distance
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That is, we can accept the hypothesis at the 0.05 significance level that the
PDF from our proposed one-hop LOS transmission model fits with that from
the statistical results with Monte Carlo simulations. Moreover, it’s a significant
tendency that the PMF value increases with the distance since the adopted rout-
ing protocol tries to select the furthest vehicle in its radio range as the next-hop
relay vehicle.
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Fig. 3. The CDF of one-hop LOS transmission distance

Figure 3 conducts a comparison on the CDF of one-hop LOS transmission
distance. Based on the chi-square test statistic theory, χ2 = 1.4, which is less
than 55.758, the threshold value corresponding to the 0.05 significance level. We
can accept the hypothesis at the 0.05 significance level that the CDF from our
proposed one-hop LOS transmission model fits with that from the statistical
results with Monte Carlo simulations.

5.3 OLOS Scenario

Figure 4 compares the PMF of the one-hop OLOS transmission distance between
Monte Carlo simulations and our proposed analytical model. First, compared to
the simulation results from that in Fig. 2, we can see that curve shape is quite
different. By considering the intermediate vehicle’s obstruction, the PMF of the
one-hop OLOS transmission distance shows a significant fluctuation at the OLOS
radio range. Although with one singular point, our analytical model can better
describe the actual circumstance. Based on the chi-square test statistic theory,
χ2 = 1.5714, which is less than 55.758, the threshold value corresponding to
the 0.05 significance level. That is, we can accept the hypothesis at the 0.05
significance level that the PDF from our proposed one-hop OLOS transmission
model fits with that from the statistical results with Monte Carlo simulations.
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Fig. 4. The PMF of one-hop OLOS transmission distance
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Fig. 5. The CDF of one-hop OLOS transmission distance

Figure 5 conducts a comparison on the CDF of one-hop OLOS transmission
distance. Based on the chi-square test statistic theory, χ2 = 1.8686, which is less
than 55.758, the threshold value corresponding to the 0.05 significance level. We
can accept the hypothesis at the 0.05 significance level that the CDF from our
proposed one-hop OLOS transmission model fits with that from the statistical
results with Monte Carlo simulations.

5.4 Comparison Between LOS and OLOS Scenarios

Figure 6 presents the average one-hop transmission distance verse OLOS radio
range RO. Since the LOS circumstance is assumed no affected by the obstructions,
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Fig. 6. The average one-hop transmission distance verse OLOS radio range
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Fig. 7. The average one-hop transmission distance verse vehicular density

the average one-hop transmission distance keep stable with different OLOS radio
range. In contrast, in the OLOS circumstance, the one-hop OLOS transmission
distance increase with the OLOS radio range. Overall, in both LOS and OLOS cir-
cumstances, the simulation results of average one-hop transmission range match
well with that from our proposed analytical model.

Figure 7 is plotted to show the influence of the vehicular density on the one-
hop transmission distance. Both LOS and OLOS circumstances show a increasing
tendency with the vehicular density. Again, in both LOS and OLOS circum-
stances, the simulation results of average one-hop transmission range match well
with that from our proposed analytical model.
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6 Discussion

This paper proposed an analytical model for the obstructed light-of-sight
(OLOS) scenario in vehicular networks (VNs). The influence of the OLOS/LOS
radio range and the vehicular density is carefully derived for the probability den-
sity function (PDF) of the one-hop transmission distance. With the PDF of the
one-hop link distance, the traditional routing protocol can be modified to adapt
to the real scenario, which will be one of our future works. Moreover, the per-
formance evaluation is conducted with Monte Carlo simulations in this paper.
An experiment-based model verification work will our another future work.
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Abstract. As one of the key research topics in Vehicular Ad Hoc Net-
works (VANETs), analysis of traffic-aware utility is always difficult to be
solved properly. In order to make the utility function be more suitable for
the realistic network environment, a performance analysis for the util-
ity function of different traffic is conducted in this paper. We consider
two types of traffic, best effort traffic and real time traffic, and develop
the form of utility functions for various traffic in VANETs. To model
the dynamic features in VANETs more generally, the Poisson process
and the traffic flow theory are used to describe the vehicle’s mobility.
According to the theoretical analysis proposed in this paper, the condi-
tional probability density function (pdf) of utility function for different
traffic in VANETs can be deduced, which is much easier to be applied
to the design of resource allocation algorithm for VANETs. Performance
evaluation is conducted to verify the accuracy of our analysis.

Keywords: VANETs · Utility function · Best effort traffic · Real time
traffic · pdf

1 Introduction

The tremendous advances in vehicular technologies has led to large amount of
multimedia and data traffics in addition to the traditional traffic in Vehicular Ad
Hoc Networks (VANETs). In order to improve the network efficiency and user
experience, it is necessary to transmit different kinds of traffic simultaneously
in VANETs. However, due to the performance requirements for different traffic
is various in VANETs, resource allocation for multi-traffic is a challenging topic
which has drawn lots of attention.

When the utility theory is introduced to describe the degree of user satis-
faction, the complexity of resource allocation algorithm can be reduced. The
utility function is measured on the basis of allocated resource (e.g., bandwidth,
transmission rate), which is a non-decreasing function with respect to the given
amount of resource [1]. In general, the more resource is allocated to user, the
more satisfaction will be achieved.
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With the development of VANETs, the traffic evolves toward mixed one.
Different performance requirement for various traffics can be represented as dif-
ferent utility function. The various traffic could be divided into two categories
in VANETs. The first one is the best effort traffic which does not have strict
quality of service (QoS) requirement, such as multimedia content downloading
without delay restrictions. The other one is the real time traffic with strong QoS
requirement, like on-line game, or interactive media.

Most of the research (e.g., [1–6]) on utility uses a simple proportion value to
represent the channel quality. While the mobility model for VANETs is almost
not been considered. They are not applied to the traffic in practical system for
VANETs. Meanwhile, due to the high mobility of vehicles and the rapid change
of network topology, it is a very challenging task to accurately describe the utility
function for the traffic in VANETs, which is an important metric to evaluate the
degree of user satisfaction.

To address these issues, we focus on the characteristics of utility function for
different traffic in VANETs. The contributions of this paper are two twofold.
First, we use Poisson process model to model the mobility characteristics of
the vehicles in VANETs, which is more realistic and suitable for VANETs sce-
nario. We also applied the path-loss model to describe the channel’s condition.
Second, according to the theoretical analysis proposed in this paper, the condi-
tional probability density function (pdf) of utility function for different traffic
in VANETs can be deduced, which is much easier to applied to the design of
resource allocation algorithm for VANETs.

The rest of this paper is organized as follow. In Sect. 2, we summarize the
related work in utility analysis. Section 3 proposes the considered network sce-
nario and channel model. The details of theoretical analysis for traffic-aware
utility function in VANETs is presented in Sect. 4. Section 5 investigates the
numerical and simulation results to verify the analysis. The conclusion of this
paper is drawn in Sect. 6.

2 Related Work

The research on utility in wireless networks has obtained a few achievements,
including utility-based resource allocation and utility-based data dissemination.
The utility-based resource allocation in wireless networks was studied in [1,2],
the authors considered two types of traffic in the wireless networks and three
resource allocation schemes were proposed. [6] adopted a resource allocation
which was based on the unified utility function, and the channel was indicated
by Signal to Interference plus Noise Ratio (SINR).

The utility function for different traffic was discussed in [4]. [5] proposed a
data dissemination approaches, which is aiming to improve the system efficiency
by introducing utility. The utility based relay vehicle selection algorithm was
studied in [6]. We can see that either the resource allocation or the data dis-
semination can be used as the objective to explore the utility. To the authors’
best knowledge, the practical channel model and realistic mobility model for
VANETs almost not been considered in the previous work.
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Fig. 1. Network scenario of traffic-aware utility based content downloading

3 System Model

3.1 Network Scenario

In this paper, we consider an application scenario for VANETs which is consisted
of buses and sedans. We consider a bus BP driving along an unidirectional road
segment L by a constant speed to provide downloadable contents to its nearby
sedans, which is shown in Fig. 1. Each vehicle is assumed to be equipped with
a wireless device by which it can communicate with other vehicles within its
communication range R. There is a link between a sedan SX and the bus BP

when they are within the communication range of each other. However, one
sedan’s downloading procedure might be affected by other sedans. Due to the
space limit, only the interferences from the closest sedans are considered in this
paper. As shown in Fig. 1, the sedan SI and SI′ are interference sedans for sedan
SX. As denoted in the figure, the two closest interference signals’ transmission
distance are marked as DI and DI′ , respectively. The distance between bus BP

and sedan SX is denoted as DB.
To model the sedans’ mobility, it is assumed that the sedans enter the highway

according to the Poisson process with intensities λ. Based on traffic flow theory
[7], the velocity v of a vehicle can be expressed as v = λ/ρ, where ρ is the traffic
density of the target highway scenario, the average number of vehicles within per
unit length of the highway (vehicles per metre), and λ is the observed Poisson
process density. According to the characteristic of Poisson process, the sedans’
arrival time interval T should follow an exponential distribution with parameter
λ. Hence, the pdf of T can be given as

fT (t) = λe−λt, (t ≥ 0). (1)
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So the pdf of the distance between the interference sedan sI and the sedan sx
can be represented as

fDI(d) =
λ

vI
e

−λ d
vI , (d ≥ 0). (2)

where vI is the average moving velocity of the sedan SI. The distance DI′ follows
the same distribution.

3.2 Channel Model

In this paper, we assume all vehicles send out the contents with identical trans-
mission power Pt and the commonly used path-loss model is applied here to
describe the signal power’s attenuation:

Pr(d) =
PtG

dβ
. (3)

where Pr(d) is the average signal power at distance d from the base station, G
is a constant which depend on the characteristics of radio transceivers, and β
is the path loss exponent. Since fading gain of small scale fading changes over
much smaller timescale, and in a frequency selective channel (such as one using
OFDM) can be averaged or mitigated in the frequency domain [8], we assume
that it does not impact transmission performance.

4 Theoretical Analysis

4.1 The Analysis for Transmission Rate

Theorem 1. Let X be a continuous random variable having probability density
function fX . Suppose that g(x) is a strictly monotonic (increasing or decreasing),
differentiable (and thus continuous) function of x. Then the random variable Y
defined by Y = g(X) has a probability density function given by

fY (y) =

⎧⎪⎨
⎪⎩

fX [g−1(y)]
∣∣∣ d
dy g−1(y)

∣∣∣ if y = g(x) for some x

0 if y �= g(x) for all x

(4)

where g−1 is defined to equal that value of x such that g(x) = y.

According to the system model and the previous Lemma, the pdf of SI’s
interference power could be presented as

fZI(z) = fDI(
β

√
PtG

z
) ·

∣∣∣∣∣
d

dz
β

√
PtG

z

∣∣∣∣∣ , (5)

which could be easily obtained the pdf of fZI′ . Hence, the total interference power
accumulated at sedan SX is the sum of two independent random variables, as

fZI+I′ (z) =
∫ ∞

0

fZI(z − y)·fZI′ (y)dy. (6)
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The SIR at sedan SX is the ratio of two random variables when the distance DB

is given. Then the conditional pdf could be presented as

fSIR(s) = fZI+I′ (
PB

s
|dB) ·

∣∣∣∣
d

ds
(
PB

s
)
∣∣∣∣ , (7)

where PB = PtG/dβ .
Based on above analysis and Shannon theorem, the transmission rate in bps

of the sedan when the bandwidth is B Hz

R = Blog2(1 + s). (8)

Therefore, the conditional pdf of transmission rate RX for sedan SX is given as

fRX(r|dB) = fSIR(2
r
B − 1|dB) ·

∣∣∣∣
d

dr
(2

r
B − 1)

∣∣∣∣ . (9)

where B is the bandwidth allocated to the traffic.

4.2 Utility Function Modeling

In VANETs, more and more studies focus on “user satisfaction” for resource allo-
cation to avoid such a “throughput-fairnes” dilemma. We use the utility function
U(r) to describe the degree of user satisfaction, which is a non-decreasing func-
tion with respect to the amount of transmission rate R. However, as VANETs
evolve, the traffic evolves toward a mixed one. As a result, classification of user
data in terms of traffic type is required to effectively achieve the differentiated
QoS performance [4]. In general, the types of traffic in VANETs could be roughly
classified into two categories [6]. The utility function has various characteristics
according to different traffic.

Best Effort Traffic: For best effort traffic, such as data traffics without hard
delay requirement, the utility function should be steadily increasing with the
growing transmission rate. When the transmission rate is small, the utility
increases significantly with transmission rate. While the transmission rate is
large enough, the degree of increment will keep decreasing. In summary, the
utility function for best effort traffic should be a convex function according to
the transmission rate.

Therefore, the utility function for best effort traffic could be obtained as

UBE(r) = 1 − e
k1·r

A . (10)

where A, k1 can be used to adjust the slope of the utility curve. The utility
function for best effort traffic is shown in Fig. 2. In this paper, the form of utility
function is refer to [1,6].
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Fig. 2. Utility function of best effort traffic

Based on the analysis in subsection A, the conditional pdf of best effort
traffic’s utility function can be presented as

fUBE(u|dB) = fRX(
A

k1
ln(1 − u)|dB) ·

∣∣∣∣
d

dr
(
A

k1
ln(1 − u))

∣∣∣∣ . (11)

Then the cumulative distribution function (CDF) of utility function for a
best effort traffic is

FUBE(u|dB) = Pr{UBE(r) < u} =
∫ u

0

fUBE(t|dx)dt. (12)

Real Time Traffic: For the real time traffic, such as streaming media traffic
with guaranteed QoS requirements, the utility function should be a monotoni-
cally increasing function with the growing transmission rate. Due to the charac-
teristics of real time traffic, the QoS requirement need certain resource to satisfy
this requirement. The higher transmission rate allocated to the traffic plays a
greater role in improving utilities when the transmission rate obtained by the
traffic is less than the critical value. Whereas the transmission rate obtained
by the traffic exceeds the critical value, the utility will be gradually decreased
in increments. In general, the utility function for real time traffic should be a
sigmoid function respect to the transmission rate.

Therefore the utility function for real time traffic could be presented as

URT(r) =
1

1 + e−k2(r−r0)
. (13)

where the parameter k1 is used to adjust the slope of the utility curve around
r0. It reflects the characteristics of different real time traffic. The larger r0 is,
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Fig. 3. Utility function of real time traffic

the more transmission rate should be allocated to the traffic to guarantee the
QoS requirements. The utility function for real time traffic is shown in Fig. 3,
where r0 = 5 Mbps.

Given the fRx(r|dB), the conditional pdf of real time traffic’s utility function
can be obtained as

fURT(u|dB) = fRx(−
1
k2

· ln(
1
u

− 1) + r0|dB) ·
∣∣∣∣

d

dr
(− 1

k2
· ln(

1
u

− 1) + r0)
∣∣∣∣ . (14)

Then the CDF of utility function for a real time traffic is

FURT(u|dB) = Pr{URT(r) < u} =
∫ u

0

fURT(t|dB)dt. (15)

5 Numerical and Simulation Results

To verify the analysis results, a series of simulations has been conducted with
Matlab. The Nakagami fading model is utilized with different fading factors,
and the value of pathloss exponent β is selected by referring to a vehicular
communication-based filed test result [9] as 3.18. The other major parameters
for simulation are shown in Table 1. In the following part of this section, the
simulation results are demonstrated in groups to show the effect of different
parameters on the conditional pdf for utility function.

5.1 Impact of dX on Conditional pdf for Utility Function

Intuitively, decreasing the distance between the sedan SX and the resource pool
BP could support higher transmission rate with the same given bandwidth.
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Table 1. Reference value for main parameters

Parameter Description Value

β Pathloss exponent of the fading model 3.18

k1 The slope parameter of the utility function for the best
effort traffic

0.08

k2 The slope parameter of the utility function for the real
time traffic

0.05

Pt The vehicular transmission power 400mw

λ The intensity of Poisson process 0.8

ρ The traffic density of the target highway 0.15

In Fig. 4, the conditional pdf of utility function for best effort traffic is illus-
trated with different dB, while the allocated bandwidth for the traffic is 1 MB.
Generally, when the signal propagation distance is increased, the probability for
sedan to obtain a high utility is decreased, which is mainly due to the obvious
decrease of the received signal power. Moreover, it is hard to get a high utility
when the bandwidth is limited. This is because that, for the best effort traf-
fic, the utility function is steadily increasing with the growing transmission rate
which is mainly decided by the allocated bandwidth and the SIR.

utility function 
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Fig. 4. Conditional pdf of utility function for best effort traffic with different dx

Figure 5 compares the impacts of the different dB on the performance of
utility function for real time traffic. Generally, the probability is decreased with
the increased utility value. Moreover, when the dB is increased, the probability
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Fig. 5. Conditional pdf of utility function for real time traffic with different dx

for the real time traffic to obtain a high utility value is decreased. This is mainly
due to the fact that, the increased dB decreases the probability for a higher
SIR. As described earlier, the utility function for real time traffic is a sigmoid
function respect to the transmission rate. Therefore, when the utility value is
ranging from 0.1 to 0.9, the fluctuation of the pdf is not large, which is because
of the limited bandwidth.

Therefore, once the bandwidth is given, we could make use of the analy-
sis results fore utility function to design the resource allocation algorithm. For
example, when dB is 20 m, the probability for effort best traffic and real time
traffic to obtain a high utility is extremely low. Therefore, in order to achieve
the maximum network throughput, the network should allocate the resource to
other sedans which have a shorter distance between the sedan and the bus.

5.2 Impact of B on Conditional pdf for Utility Function

For demonstrating the impact of B on conditional pdf for utility function, the
SIR’s conditional pdf is depicted with different given bandwidth in Figs. 6 and 7.
The conditional pdf of utility function for best effort traffic is illustrated in Fig. 6.
For the best effort traffic with larger allocated bandwidth B, the probability for
the sedan SX to have a high utility value is increased. This could be explained
as that the increased B will increase the transmission rate, which is represented
as the rise of utility value.

Finally, the conditional pdf of utility function for real time traffic is illus-
trated in Fig. 7 with different B. In general, when B is increased, the probability
for the best effort traffic to obtain a high utility value is decreased. According
to the figure, when utility value is increased from 0 to 0.1, the probability is
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decreased slightly, which is mainly due to the characteristics of the real time
traffic. The utility function for real time traffic is a sigmoid function respect to
the transmission rate, which has a significantly increasing round a critical value
of transmission rate.

Therefore, we could develop the resource allocation algorithm based on the
above simulation results of utility function when the dB is known.
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6 Conclusion

In this paper, we analyzed the conditional probability density function (pdf)
of utility function for different traffic in VANETs, which is based on Poisson
process and the traffic flow theory. The stochastic characteristic of the utility
value observed at a sedan was derived under the realistic channel model and
mobility model. We believe this work will provide useful sights for the design
and optimization of the source allocation with the help of utility function. Using
the similar method, we plan to study the performance of utility function with
the more realistic mobility model for VANETs, which could describe the spacial
constrain revealed in the actual vehicular movement. These will be the follow-on
work for this paper in the near future.
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Abstract. In this paper, we consider a disaster scenario where a Micro
Aerial Vehicle (MAV) is flying around the urban area and tries to localize
wireless devices such as mobile phones. There is a high chance of those
devices being in the vicinity of their human owners. Fast and simple
approach to map the received signal strength to distance is the Received
Signal Strength Indicator (RSSI). The more accurate mapping ensures
higher localization accuracy. As a consequence, an accurate signal prop-
agation model is required.

The Free Space model, ITU indoor and outdoor model, SUI model,
Hata model, COST-231 Hata model and Log-distance model have been
chosen to be investigated in this work. The goal was to determine whether
analytically chosen models fit to our scenario, as well as develop a suit-
able model for outdoor-indoor scenario. A real-world experiment was
carried out to collect RSS measurements. An MAV was placed outside of
a building while mobile phones were located inside a building. A measure
for the evaluation was a root mean square error (RMSE).

The main contribution of this paper is an adapted log-distance model
for GSM which is suited for outdoor-indoor scenario with the RMSE
value of 6.05 m. The ITU indoor model represents the second best fit to
our measured data with the RMSE value of 6.3 m.

Keywords: MAV · Signal propagation models · Quadrocopter · GSM ·
Log-distance model

1 Introduction

In order to predict radio propagation behavior, different signal propagation mod-
els have been developed as the low-cost, convenient and suitable alternative to
site measurements, since the later approach is expensive and complex [1]. Today
several models have emerged for indoor and outdoor environments in urban,
suburban and rural areas. The nature of those areas plays a significant role
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in the development of signal propagation models. Predicting the behavior of a
wireless signal can be limited due to the following reasons: (1) distance between
a transmitter and a receiver ranges from a couple of meters to few kilometers;
(2) thickness of walls in a building can significantly affect the signal propagation;
(3) the environment in which the signal propagates is usually not known [2].

A signal propagation model can be used to map received signal strength
(RSS) to the distance. This mapping is crucial for localization purposes, when a
technique called Received Signal Strength Indication (RSSI) is used. The more
accurate the model is, the higher localization accuracy can be achieved. Other
techniques, such as the Time of Arrival (TOA), Time Difference of Arrival
(TDoA) and Angle of Arrival (AoA) can also be applied. However, those methods
usually require additional hardware and precise time synchronization [3].

In this work, we consider a disaster scenario where the communication
infrastructure has been ruined. As a consequence, victims of the disaster will
not be able to make a call or send a message. A Micro Aerial Vehicle (MAV)
flies around this area and locates mobile devices which could be in the vicinity
of their human owners. We call this scenario – mixed outdoor-indoor, as mobile
phones are inside a building and the MAV is flying outside.

For the development of a signal propagation model, we have chosen the GSM
standard, as it is more reliable than the Wi-Fi network. Authors in [4] have
observed that a GSM signal is more stable over time, than a Wi-Fi signal. Also,
the bandwidth of the GSM channel is 200 KHz [5]. In contrast, the bandwidth of
the Wi-Fi channel is 22 MHz and the channels are overlapping [6]. As a result,
the interference in Wi-Fi channels can be significant.

Moreover, as previously stated, we are considering a disaster scenario in which
it cannot be guaranteed that all mobile devices are running Wi-Fi access points.
Whereas in the GSM network, mobile nodes will automatically perform the Inter-
national Mobile Subscriber Identity (IMSI) attach procedure when they detect
a network they can connect to [7]. There exist several propagation models in the
literature [8–11] for calculating distance using RSS values, that were measured
in a GSM network. However, none of them suit our purposes for the following
reasons: (1) our scenario is unique and considers mixed communication between
an indoor and an outdoor environment, while the most of models consider either
an indoor or an outdoor scenario; (2) physical parameters of previous approaches
do not fit our work, e.g., different receiver and transmitter heights, low trans-
mitted power (6 dBm in our case); (3) necessity for the accurate RSS to distance
mapping, as this directly affects localization accuracy. Therefore, a measurement
campaign was performed according to our scenario to modify log-distance signal
propagation model. The rest of the paper is organized as follows. In Sect. 2, an
overview of existing models is given. Section 3 describes the conducted real-world
experiment to collect RSS values. In Sect. 4, we present a developed model, as
well as a comparison to the existing ones. Finally, Sect. 5 concludes the paper.



130 A. Rubina et al.

2 State of the Art

Path loss or path attenuation is a reduction in the power density of an electro-
magnetic wave as it propagates through space [8]. The signal propagation models
describe how the path loss is dependent on path attenuation factor, transmitter
antenna height, receiver antenna height, distance, operating frequency, etc. All
models are designed using different assumptions and experimental data, obtained
in the field. Therefore, a model should be carefully chosen in order to fulfill needs
of a specific scenario.

Fingerprinting represent another very popular solution for the localization.
However, the fingerprint technique represents an unstable solution for indoor
scenarios and requires a priori knowledge about the site. Every small change in
the environment causes drastic changes in the database of fingerprints. Therefore,
it is essential to update the database frequently [12]. As a result, we will not
follow this method in our work. In contrast, log-distance path-loss models are
much less susceptible to changes in the environment and produce more stable
results.

The most well-known signal propagation models that can be applied for a
mixed outdoor-indoor scenario, where the transmitter is a flying GSM base sta-
tion, are summarized in Table 1. As follows a list of used variables and constants
is given:

– λ is a wavelength in meters,
– f is a frequency in MHz,
– γ is a path loss exponent,
– d is a distance between a transmitter and a receiver in meters,
– ht is a transmitter antenna height above ground level in meters,
– hr is a receiver antenna height above ground level in meters,
– Xσ represents a Gaussian random variable with zero mean and standard devi-

ation of σ dBm and denotes shadow fading [13],
– Pr0 is a signal strength at 1 m from the transmitter,
– Xh is a correction factor for receiving antenna height,
– S is a correction factor for shadowing in the range between 8.2 and

10.6 dBm [14],
– d0 = 100 m in the case of SUI model,
– Lf is a floor penetration loss factor in dB,
– n is a number of floors between the transmitter and the receiver,
– Lout is an outdoor path loss,
– Ltw is through-wall penetration loss,
– α is an attenuation coefficient for indoors (0.5),
– din is an indoor distance from wall to a receiver in meters,
– dout is a distance from a transmitter to the wall next to the receiver in meters,
– L0 is a loss in the free space,
– Q represents a field amplitude factor,
– Lrts is a roof to street diffraction loss,
– Lmsd is a multiscreen diffraction loss.



Signal Propagation Models Using a Flying GSM Base Station 131

Free space model is one of the most basic and well-known models for predict-
ing path loss. The main limitation of this model is consideration of a line-of-sight
path through free space without any reflection or diffraction effects which are
present in our scenario [13].

Another well-known model is the log-distance model [15]. As can be seen in
the respective equation from Table 1, it is a general model and thus is suitable
for a variety of scenarios. This implies the main disadvantage of the log-distance
model - tuning is required for each scenario in order to provide accurate results.

IEEE 802.16 Broadband Wireless Access working group proposed the stan-
dards for the frequency band below 11 GHz containing the channel model devel-
oped by Stanford University, namely the Stanford University Interim (SUI)
model [16]. The SUI model has limitations, namely minimal antenna heights
and transmission distance, which can lead to a significant accuracy reduction in
the considered scenario due to the small altitude and transmission power of a
flying GSM base station.

Table 1. The most well-known signal propagation models.

Title Signal model Frequency

range [MHz]

Environment

Free space

model [13]

L = 32.44 + 20log10d + 20log10f NA Outdoor

Log-distance path

loss model [13]

L = Pr0 − 10γlog10d + Xσ NA Outdoor/

Indoor

SUI model [14] L = 20log10(
4πd0

λ
) + 10γlog10(

d
d0

) + Xf + Xh + S 2500–2700 Outdoor/

Indoor

Hata model [8] L50(urban) = 69.55 + 26.16log10fc − 13.82log10ht −
a(hr) + (44.9 − 6.55log10ht)log10d

150–1500 Outdoor/

Indoor

COST-231 Hata

model [9]

L50 = 46.3 + 33.9log10f − 13.82log10ht − ((1.1log10f −
0.7)hr−(1.56log10f−0.8))+(44.9−6.55log10ht)log10d+cm

1500–2000 Outdoor/

Indoor

Walfisch and

Bertoni model [10]

S = L0Q2Lrts 800–2000 Outdoor/

Indoor

Walfisch and

Ikegami

model [11]

Lb = L0 + Lrts + Lmsd 800–2000 Outdoor/

Indoor

ITU indoor

short-range

model [17]

L = 20log10f + γlog10d + Lf (n) − 28 900–100000 Indoor

ITU outdoor

short-range

model [18]

L = Lout(dout + din) + Ltw + αdin + Xσ 900–100000 Outdoor

One of the most widely used models for predicting path loss in mobile wireless
systems is the Hata model (also known as Okumura-Hata model) [19]. The Hata
model is not designed for frequencies beyond 1500 MHz. Moreover, it is assumed
that the transmitter antenna is located at least 30 m above the ground level,
which is not always the case for a flying GSM base station.

In order to overcome the main limitation of this model, namely support
for frequencies beyond 1500 MHz, a modified model, called COST-231 Hata,
was proposed in [9]. Nevertheless, COST-231 Hata model still assumes that the
transmitter antenna height is 30 m or more.
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COST-231 project proposed models to consider buildings in the vertical
plane between a transmitter and a receiver - Walfisch and Bertoni, Walfisch
and Ikegami models [10,11]. The application of these two models is limited to
the case when the transmitter is mounted above the rooftop levels of tall build-
ings. Our scenario has different assumptions and due to this fact we will not
investigate these models in details.

The International Telecommunication Union (ITU) proposed an indoor prop-
agation model [17]. According to [17], this model can be used in case of a coex-
istence in both indoor and outdoor environments. However, to apply this model,
the floor penetration loss factor and the number of floors between the flying
base station and the mobile phone should be known, which is not the case in
a disaster scenario. ITU indoor short-range propagation model is designed to
be used mainly for predicting signal propagation in indoor environments, so it
should be evaluated in our mixed outdoor-indoor scenario.

For the scenarios where both indoor and outdoor conditions exist, ITU pro-
posed the outdoor short-range propagation model [18]. It is assumed that the
receiver is most likely to be held by a pedestrian, who can travel inside and
outside of the building. The coefficients for different environments can be found
in [17]. This model consists of many special cases for different scenarios. In a
disaster scenario, where precise characteristics of the environment are not known
in advance, applying this model can be difficult or impossible.

It can be seen that all models are designed to be used in specific scenar-
ios. Our goal is to find radio propagation models which are accurate in path
loss prediction, easily tunable and applicable in a disaster scenario, where it is
impossible to know the site information in advance.

Thus, we have chosen the most appropriate models to be evaluated according
to our mixed outdoor-indoor scenario - SUI model, Hata model, COST-231 Hata
model, free space model, log-distance model, ITU indoor and outdoor models.
The purpose of our experiment was to collect RSS data and determine whether
the chosen signal propagation models fit experimental data or not. For that, the
path loss exponent and the intercept (the sum of the transmitted power and
wall attenuation factor) was determined. Next, the evaluation and comparison
between models is presented.

3 Evaluation Scenario

For the evaluation, we have chosen the following scenario. The experiment was
performed at Leonardo da Vinci building in the campus of TU Ilmenau. We have
used seven different mobile phones as receivers placed inside of the building and
one MAV equipped with a GSM base station as a transmitter placed outside the
building. The MAV with the mounted GSM base station is shown in Fig. 1. In
such a way, we achieve a mixed outdoor-indoor scenario. The building plan and
the distribution of the nodes is seen in Fig. 2. Weather and experiment setup are
given in Table 2. The GSM base station was implemented using Software Defined
Radio (SDR) with omni-directional antennas and the open-source software –
OpenBTS [20]. The goal of our experiment was to collect RSSI measurements in
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Fig. 1. The quadcopter with GSM BS on board.

order to develop an empirical GSM model for outdoor-indoor scenario. We have
used collected RSSI from all seven phones to develop our model. We did not
analyze data separately for every phone, it was averaged among all used mobile
phones. In such a way we wanted to avoid dependencies on the specific model,
antenna or transceiver unit of the mobile phone. Outdoor measurements were
taken both in front and rear of the building, by placing MAV at the distances
of 5, 10, 15, 20, 25, 30, 35 m in the front and 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55 m
in the rear. For every new placement of the MAV, 120 measurements have been
taken for each mobile phone. We have also performed a series of indoor measure-
ments, as some models require a reference measurement at the distance d = 1 m.

Table 2. Weather and experiment setup.

Parameter Name/Value

Air temperature −2o

Humidity 83 %

Speed of wind 3 km/h

Air pressure 1027 mbar

Building size 20 × 30 m2

Uplink frequency 1710.2 MHz

Downlink frequency 1805.2 MHz

Number of nodes 7

Measured parameter RSSI

As the log-distance model is a very general model which can be applied
indoors and outdoors, as well as extended with a wall attenuation factor, it was
decided to adapt this model to our scenario. For the empirical model develop-
ment, we had to determine a path loss exponent γ and an intercept I.

Our goal was to develop an easily tunable model, for that we avoid having too
many parameters, like wall attenuation factor, floor penetration loss factor, etc.
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Fig. 2. Floor plan of Leonardo da Vinci building at technical university of Ilmenau.
Mobile phones were located inside the building. MAV was placed outside the building
in front and rear. Positions are marked accordingly.

Table 3. Propagation parameters for the evaluation.

Parameters Values

Frequency 1805.2 MHz

Distance d0 1 m

Receiving antenna height (smartphone) 0.5 m

Transmitting antenna height (MAV) 1.5 m

Path loss exponent γ [1, 5]

Intercept [0, 100] dBm

Floor penetration loss factor Lf (n) 0

As opposite to the existing models, we combine all these factors to one parameter
and call it intercept. We will call it adapted log-distance model and express it as:

Ladapted = 10γlog10d + I (1)
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Algorithm 1. Adaptation of signal propagation models using RMSE
1: D ← array of distances
2: Pr ← array of experimentally obtained received signal strengths
3: Prmodel ← array of calculated received signal strengths
4: errormin ← ∞
5: for γ ← 1.0, 5.0 step 0.001 do
6: for all D do
7: error, intercept ← calculateRMSE(γ, D, Pr, Prmodel)
8: if error <= errormin then
9: errormin = error

10: γbest = γ
11: interceptbest = intercept
12: end if
13: end for
14: end for
15: return errormin, γbest, interceptbest

Propagation parameters used for the evaluation of the results are given in
Table 3. We have used these parameters to find the signal propagation model
which has the closest fit to our experimental data. The brute force method was
used to iterate over all possible values for the path loss exponent (from 1 to 5)
and the intercept (from 0 to 100 dBm), as it can be seen in Algorithm3. For every
combination of γ and I, RMSE has been calculated as a measure of similarity
to our empirical data and can be expressed as:

RMSE =

√∑N
j=1(Lmodelj − Lmeasuredj

)2

N
(2)

where Lmodelj is the value of chosen model in dBm, Lmeasuredj
is the measured

value in dBm and N is the amount of measurements.
The next chapter will present our evaluation results for the chosen models.

4 Evaluation Results

The path loss in dBm with respect to the distance between the MAV and mobile
phones was measured. In Fig. 3 the average signal strength values using both
indoor and outdoor measurements are plotted. As predicted, the measured data
follows logarithmic distribution.

Furthermore in Fig. 3 five curves are plotted: the adapted log-distance model,
COST-231 Hata model, ITU indoor and outdoor models, as well as the log-
distance model. These models represent the best fit according to the RMSE.
As can be seen from figure, all five models are located quite close to developed
empirical model presented by the adapted log-distance model. To identify the
best fit, RMSE values should be analyzed.

As depicted in Fig. 4, the adapted log-distance model has the lowest RMSE
and represents the best fit to our measured data. It outperforms its opponents
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Fig. 3. Path loss in dBm vs. distance in a mixed outdoor-indoor scenario.

with the RMSE value of 6.05 m. Taking into account all measurements, the
adapted log-distance model presented γ = 3.1 and intercept equal to 44.14 dBm.
Values of γ and intercept for all five models are given in Table 4. Moreover, ITU
indoor model has the second best fit to the measured data with the RMSE value
of 6.3 m. Also, the third best fit was presented by the log-distance model. It
is worth noticing that COST-231 Hata and ITU outdoor models have γ values
of 4.4 and 4.0 accordingly, which is not realistic for our scenario. The chosen
building for the experiment was distanced from the other buildings, there was
low traffic and as a consequence expected path loss value should be in the range
of 3–3.5. Furthermore, it was stated in [16] that values of γ from 4 to 6 are only
typical for indoor areas.

As a result, we have developed an empirical GSM model which is suited
for a scenario where a transmitter is located outside the building and mobile
phones are placed inside. Using Eq. 1 resulting adapted log-distance model can
be written as:

Ladapted = 10 · 3.1log10d + 44.1 (3)

Table 4. Path loss exponent and intercept values for the chosen models.

Model γ Intercept, dBm

Adapted log-distance 3.1 44.1

COST-231 Hata 4.4 25.6

ITUindoor 3.6 37.1

ITUoutdoor 4.0 26.7

Log-distance 3.3 44.8
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The transmitter and the receiver can be separated by up to four walls. Nev-
ertheless we have collected our measurements only in one site, this model could
also be used in other similar outdoor-indoor scenarios. This should be validated
and will be a part of our future work.

5 Conclusion

In this paper a comprehensive study and analysis of wireless propagation models
were made. Our goal was to find a model which can accurately map distance
to the RSS as this will signficantly increase a localization accuracy. Analytical
analysis has shown that SUI model, Hata model, COST-231 Hata model, free
space model, log-distance model, ITU indoor and outdoor models could be the
best candidates for prediction of path loss in a mixed outdoor-indoor scenario.
In order to validate chosen models a measurement campaign was performed.

Evaluation results were the following:

– Adapted log-distance model presents the best fit to our data with RMSE value
of 6.05 m with path loss exponent being γ = 3.1 and intercept = 44.1 dBm.

– The second best fit was presented by ITU indoor model with RMSE value
being 6.3 m. Altered parameters for this model were γ = 3.6 and inter-
cept = 37.1 dBm.

– Worst fit was presented by COST-231 Hata and ITU outdoor models which
had γ values of 4.4 and 4.0 accordingly, which is not realistic for our scenario.
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As a result we can state that developed log-distance model can be used in any
scenario where mobile phones are located inside the building and flying GSM
base station is placed outside. However, this should be validated and will be a
part of our future work.
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Abstract. The widely considered power constraints on optimizing
power allocation in wireless networks, e.g., pn ≥ 0, ∀n, and

∑N
n=1 pn ≤

Pmax where N and Pmax are given constants, imply the constraints, i.e.,
pn ≤ Pmax, ∀n. However, the related implicit constraints are regarded
as redundant in the most current studies. In this paper, we explore the
question “Are the implicit constraints really redundant?” in the opti-
mization of power allocation especially when using iterative methods
that have slow convergence speeds. Using the water-filling problem as
an illustration, we derive the structural properties of the optimal solu-
tions based on Karush-Kuhn-Tucker conditions, propose a non-iterative
closed-form optimal method, and use subgradient methods to solve the
problem. Our theoretical analysis shows that the implicit constraints are
not redundant, and their consideration can effectively speed up conver-
gence of the used iterative methods and reduce the sensitivity to the
chosen step sizes. Numerical results for the water-filling problem and
another existing power allocation problem confirm the effectiveness of
considering the implicit constraints.

Keywords: Power allocation · Water-filling · Subgradient method

1 Introduction

Future wireless communication networks are required to support a large num-
ber of users with various requirements, especially the large bandwidth demands
of multimedia services. To fulfill the requirements, radio resource management
(RRM) plays an essential role as the system level control of co-channel inter-
ference and other radio transmission characteristics in wireless communication
systems [1]. RRM involves strategies and algorithms for controlling parameters
such as transmit power, user allocation, beamforming, data rate, handover crite-
ria, modulation scheme and error coding scheme, etc., aiming at maximizing the
utilization of the limited radio-frequency spectrum and radio network infrastruc-
ture [2]. Among these RRM techniques, optimization of power allocation is an
important aspect of wireless communication system design that is well-studied
in the past decades [1,2].
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On one hand, as an iterative first-order method, the subgradient method is
widely used in many studies [3–13] to solve various power allocation problems
or other optimization problems on RRM in wireless systems. In [3,4], the sub-
gradient method was used to solve the problem of maximizing the throughput
under the constraints of interference power and individual transmit power in
cognitive radio networks. In [5], subgradient methods were utilized based on
dual decomposition to solve the simultaneous routing and resource allocation
problem. In [6], a subgradient solution was achieved to compute the maximum
rate and the optimal routing strategy to solve the maximum multicast rate prob-
lem in the general undirected network model. In [7], a distributed subgradient
method was used to solve the problems of how to choose opportunistic route
for users to optimize the total utility or profit of multiple simultaneous users
in wireless mesh networks. In [8], distributed subgradient methods were applied
to optimize global performance in delay tolerant networks with limited informa-
tion. In [9], a subgradient solution was proposed to solve the problem of jointly
optimizing channel pairing, channel-user assignment, and power allocation in a
single-relay multiple-access system. In [10], an α-approximation dual subgradient
algorithm was proposed to optimize the total utility of multiple users in a load-
constrained multihop wireless network. Based on the subgradient method, the
study in [11] proposed a distributed optimal data gathering cost minimization
framework with concurrent data uploading in wireless sensor networks. With the
dual subgradient method, the study in [12] focused on convergence analysis of
decentralized min-cost subgraph algorithms for multicast in coded networks. In
[13], the subgradient method was used for joint power and bandwidth allocation
in an improved amplify and forward cooperative communication scheme. Though
subgradient methods can be operated in a distributed manner, they usually have
slow convergence speeds and are very sensitive to the chosen iteration
step sizes [14,15], which need to be improved to reduce the computation costs
and even signaling overhead in wireless networks and to reduce the sensitivity to
the chosen step sizes since (1) the subgradient method may not converge under an
improper step size, and (2) it is not easy to choose the proper step size, especially
when the formulated optimization problem is very complex.

On the other hand, mathematically, the formulated optimization problems
of power allocation in wireless systems are generally subject to at least two
inequality constraints [1–13] on pn, the transmit power allocated at a base sta-
tion (BS) for the n-th user, e.g., (1) nonnegative: pn ≥ 0,∀n, and (2) limited
sum:

∑N
n=1 pn ≤ Pmax, where N and Pmax respectively denote the total number

of users served by the BS and the BS’s maximum transmit power. These two
power constraints imply another set of (implicit) constraints, i.e., pn ≤ Pmax,∀n.
However, in most currently studied power allocation optimization problems or
other similar optimization problems with the above two inequality constraints,
the implicit constraints are regarded as redundant and useless in the design
of strategies and algorithms for solving the problems. From the perspective of
mathematics, the implicit constraints obviously hold, but are they really redun-
dant in optimization algorithms? To the best of our knowledge, this question is
unexplored.
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The above motivates us to answer the question “Are the implicit constraints
really redundant?” in power allocation optimization especially when using sub-
gradient methods in the solution algorithms. Specifically, we study the water-
filling problem as a typical example of power allocation optimization. Based on
Karush-Kuhn-Tucker (KKT) conditions, we derive the structural properties of
the optimal solutions to the water-filling problem and evaluate the performance
of the proposed methods with and without considering the implicit constraints.
Our contributions are summarized below:

– To explore the first studied question, using the water-filling problem as an
illustration, our theoretical analysis shows that considering the implicit con-
straints can effectively speed up the convergence of the subgradient method,
reduce the sensitivity to the chosen step size and lead to convergence even
when an improper step size is used, while the opposite is true if the implicit
constraints are not considered. This finding can be extended to other optimiza-
tion problems and applied to other iterative methods. Besides, we propose a
non-iterative closed-form optimal method.

– Numerical results on the water-filling problem and the power allocation prob-
lem for multiuser systems in [16] show that considering the implicit constraints
in the algorithm design can effectively improve the performance of the used
subgradient methods.

The rest of this paper is organized as follows. Section 2 introduces the water-
filling problem as an illustration of power allocation. Section 3 derives the struc-
tural properties of the optimal solutions. Section 4 proposes and analyzes the
algorithms to solve the optimization problem. Section 5 evaluates the perfor-
mance of the proposed algorithms. Finally, Sect. 6 concludes this paper.

2 The Water-Filling Problem Typical in Resource
Allocation

In this section, we provide a general form of the resource allocation problem and
its formulation as the widely studied water-filling problem, to explore whether
the implicit constraints are really redundant for optimization.

2.1 General Resource Allocation Problem

Many existing optimization problems for allocation of power or other resource
can be formulated or transformed into a general form as

max
p,y

f(p,y) (1a)

s.t.
N∑

n=1

pn ≤ Pmax; pn ≥ 0,∀n ∈ N , (1b)

y ∈ SY ; gi(p,y) ≤ 0,∀i ∈ I (1c)
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where N is a given number (e.g., number of users), N = {1, 2, . . . , N}, I and
SY are two given sets about resource constraints; p = [p1, p2, . . . , pN ]T and y,
respectively, are variable vectors of power and other resource allocations; f(p,y)
and gi(p, y) are, respectively, the given objective function (e.g., sum data rate)
and constraint functions w.r.t. p and y; Pmax is a positive constant scalar (e.g.,
maximum sum power). From (1b), we can get the implicit constraints as

pn ≤ Pmax,∀n ∈ N . (2)

In existing studies, the same or similar implicit constraints in (2) are usu-
ally overlooked and are regarded as redundant. Besides, whether problem (1) is
convex or nonconvex, it can be solved with a family of iterative methods (e.g.,
subgradient method) to get the optimal or suboptimal solutions.

2.2 Water-Filling Problem

The water-filling problem given below is a typical formulation of the general
resource allocation optimization problem described above, in which the sum
capacity of users is maximized under transmit power constraints [17].

max
p

N∑
n=1

log2(1 + αnpn), s.t.
N∑

n=1

pn ≤ Pmax; pn ≥ 0,∀n ∈ N (3)

where α = [α1, α2, . . . , αN ]T is a strictly positive constant vector. Clearly, (3)
is a simple case of (1) without loss of generality.

We incorporate the implicit constraints into problem (3) as

min
p

z=−
N∑

n=1

log2(1 + αnpn) (4a)

s.t. − pn ≤ 0, ∀n ∈ N , (4b)
pn − Pmax ≤ 0, ∀n ∈ N , (4c)

N∑
n=1

pn − Pmax ≤ 0, (4d)

which is a strictly convex optimization problem. Thus, a local optimal solution
is also globally optimal and the optimal solution is unique. Moreover, we can
get the Lagrangian for problem (4) as L(p,λ, s, ν) = −∑N

n=1log2(1+αnpn)+∑N
n=1 (ν−λn+sn)pn−(

ν +
∑N

n=1 sn

)
Pmax, where λ ∈ R

N , s ∈ R
N and ν ∈ R

are the nonnegative Lagrange multiplier vectors and scalar for constraints (4b),
(4c) and (4d), respectively. Thus, we can get the dual objective as g(λ, s, ν) =
inf
p

L(p,λ, s, ν), and then the dual problem as max
λ,s,ν

g(λ, s, ν). Since problem (4)

is convex, the corresponding duality gap reduces to zero at the optimum.
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3 Structural Properties of the Optimal Solutions

According to the KKT conditions [14,15], if a feasible solution p∗ ∈ SP is a local
(and global) minimizer of the convex optimization problem (4), then there exist
multipliers (λ∗, s∗, ν∗), not all zero, (λ∗ � 0, s∗ � 0, ν∗ ≥ 0), such that

∂L

∂pn
=− αn

(1+αnp∗
n) ln 2

−λ∗
n+s∗

n+ν∗ = 0, ∀n ∈ N , (5)

λ∗
np∗

n = 0, λ∗
n ≥ 0, p∗

n ≥ 0, ∀n ∈ N , (6)

s∗
n(p∗

n − Pmax) = 0, s∗
n ≥ 0, p∗

n ≤ Pmax, ∀n ∈ N , (7)

ν∗(
N∑

n=1

p∗
n − Pmax) = 0, ν∗ ≥ 0,

N∑
n=1

p∗
n ≤ Pmax. (8)

Define N1 � {n|s∗
n > 0, n ∈ N}, N2 � {n|s∗

n = 0, n ∈ N}, and ω∗ �
ν∗ · 1 + s∗ ∈ R

N , where 1 = [1, 1, . . . , 1]T ∈ R
N . Thus, we have N1 ∪ N2 = N

and N1 ∩ N2 = ∅. Specifically, if there exists n ∈ N such that p∗
n = Pmax,

then denote the index as k#, i.e., p∗
k# = Pmax; otherwise, k# does not exist.

We give some remarks for the above KKT conditions and derive some structural
properties of the optimal solutions via some theorems below.

Remark 1. Specifically, if N1 
= ∅, then for ∀n ∈ N1, we have p∗
n = Pmax accord-

ing to (7), and thus p∗
k = 0 and s∗

k = 0 for ∀k ∈ N , k 
= n according to (7) and
(8). Thus, there exists at most one positive element in s∗, i.e., |N1| ≤ 1. Besides,
if |N1| = 1, the only element in N1 is equal to k# and we have N2 = N \ {k#}.
Note that even if N1 = ∅, i.e., N2 = N , it is possible that k# also exists.

Remark 2. For ∀n ∈ N , λ∗
ns∗

n ≡ 0. If there exists any k ∈ N , such that λ∗
k > 0

and s∗
k > 0, then according to (6) and (7), we can get p∗

k = 0 and p∗
k = Pmax

simultaneously, which is clearly contradictory.

Theorem 1. With α fixed, if Pmax is not fixed and can be adjusted, then the
optimal objective z∗ is strictly decreasing with the increase of Pmax.

Theorem 2. Theoptimalν∗ satisfiesthat: ifN1 = ∅, ν∗ = max
n∈N

{ αn

(1 + αnp∗
n) ln 2

}
;

Otherwise, ν∗= αn

(1+αnPmax) ln 2 −s∗
n, n ∈ N1, and ν∗ ≥ max

n∈N2

{ αn

ln 2
}
.

Remark 3. Based on Theorem 2, we have ν∗ > 0, and thus the optimal solution
p∗ satisfies

∑N
n=1 p∗

n = Pmax according to (8).

Remark 4. In terms of ω∗, if N1 = ∅, then we have ω∗ = ν∗ · 1 � 0, which
indicates that (5) is reduced to the form in existing studies (i.e., ∂L1

∂pn
) in this

case. Otherwise, based on Remarks 1 and 3, we have ω∗
k# = ν∗ + s∗

k# > ν∗ > 0
for k# ∈ N1, and ω∗

n = ν∗ > 0 for ∀n ∈ N \ {k#}, which indicates that ω∗ is
divided into two positive parts.
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Theorem 3. The optimal solution p∗ and the corresponding multiplier scalar
ν∗ satisfy p∗

n = min
{[

1
ν∗ ln 2 − 1

αn

]+
, Pmax

}
,∀n ∈ N where [x]+ � max{x, 0}.

Remark 5. From Theorem 3, in the optimal solution’s closed-form expression,
the multiplier vectors (λ∗, s∗) can be eliminated, while the the multiplier scalar
ν∗ is dominating. However, λ∗ is to operate on [x]+ such that the optimal solu-
tion p∗ � 0, while s∗ is to operate on min{x, Pmax} such that the optimal
solution p∗ 
 Pmax. In most works, their corresponding solutions are in the
form of [x]+ and have no operation of min{x, Pmax}.

Theorem 4. If αn1 ≥ αn2 , n1 ∈ N , n2 ∈ N , then p∗
n1

≥ p∗
n2

holds in the optimal
solution p∗.

Remark 6. Let n1 ∈ N and n2 ∈ N be two indices such that αn1 ≥ αn2 .
Specifically, for the optimal solution P∗, if p∗

n1
= 0, then p∗

n2
must also be zero

based on Theorem 4.

Theorem 5. There exists the only k# ∈ N such that p∗
k# = Pmax, if and only

if both k# = arg max
n∈N

{αn} and max
n∈N \{k#}

{αn} ≤ αk#

1 + αk#Pmax
hold.

Theorem 6. Let π be the vector obtained by sorting α in a descending order.
Then the number of strictly positive elements in the optimal solution p∗ is

χ = max
{
n ∈ N | 1

πn
− 1

n

( n∑
r=1

1
πr

+ Pmax

)
< 0

}
, (9)

and then the corresponding optimal multiplier ν∗ can be expressed as

ν∗ =

⎧⎨
⎩
any value in

[
π2
ln 2 , 1

( 1
π1

+Pmax) ln 2

]
, χ = 1,

χ(∑χ
r=1

1
πr

+Pmax

)
ln 2

, χ ∈ N , χ ≥ 2. (10)

Remark 7. From (10) in Theorem 6, ν∗ can take the value of χ

(∑χ
r=1

1
πr

+Pmax) ln 2

for all the possible values of χ, which holds in most works where the implicit
constraints in (2) are not considered. However, if the implicit constraints in
(2) is considered, ν∗ may take multiple values as shown in Theorem 6. Most
importantly, Theorem 6 provides a simple non-iterative closed-form method
to get the optimal solution p∗, denoted as Direct Search Method (DSM).

From the above analysis, not considering the implicit constraints in (2) can
be regarded as a special case of considering them in this paper, which can be
extended to other optimization problems. To get the optimal solution p∗ to
problem (3), whether the implicit constraints are considered in this paper or not
in most works, it is very important to get the optimal multiplier ν∗ by using
either non-iterative methods (i.e., the proposed DSM) or iterative methods (e.g.,
subgradient method). We will show that considering the implicit constraints can
greatly improve the convergence speed in iterative methods. In this paper, we
only discuss the widely used subgradient method.
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4 Algorithms to Solve the Optimization Problem

Based on the above analysis, the subgradient method without considering the
implicit constraints and the proposed subgradient method that considers the
implicit constraints are described in Algorithm 1 (Alg. 1) and Algorithm 2
(Alg. 2), respectively. Once the convergence condition is given, the only differ-
ence between Alg. 1 and Alg. 2 is the updating of p(t) at each iteration, i.e., the
operation of min{x, Pmax} in the proposed Alg. 2 is not found in Alg. 1. Note
that these algorithms share a common form of those applying the subgradient
method in most works and that p∗ is unique while ν∗ may not be unique.

Algorithm 1. Existing Subgradient Method without Implicit Constraints.
1: Input: α, Pmax.
2: Initialize t = 0, p(0) = 0N×1, ν(0) = 0.1, accuracy η = 10−5.
3: while not converge do
4: Update p(t) as p

(t)
n =

[
1

ν(t) ln 2
− 1

αn

]+
, ∀n ∈ N .

5: Check convergence condition:
∣
∣ν(t)
( N∑

n=1

p
(t)
n − Pmax

)∣
∣ < η.

6: Set t ← t + 1.

7: Update ν(t) =
[
ν(t−1) + θ(t)

( N∑

n=1

p
(t−1)
n − Pmax

)]+
.

8: end while
9: Output: p, ν.

Algorithm 2. Proposed Subgradient Method with Implicit Constraints.
1: Input: α, Pmax.
2: Initialize t = 0, p(0) = 0N×1, ν(0) = 0.1, accuracy η = 10−5.
3: while not converge do
4: Update p(t) as p

(t)
n =min

{[
1

ν(t) ln 2
− 1

αn

]+
, Pmax

}
, ∀n ∈ N .

5: Check convergence condition:
∣
∣ν(t)
( N∑

n=1

p
(t)
n − Pmax

)∣
∣ < η.

6: Set t ← t + 1.

7: Update ν(t) =
[
ν(t−1) + θ(t)

( N∑

n=1

p
(t−1)
n − Pmax

)]+
.

8: end while
9: Output: p, ν.

Besides, note that the achieved nonnegative solution p may be infeasible in
the iteration process with subgradient method. Then we provide the sketch proof
that considering the implicit constraints can improve the convergence speed of
subgradient method as follow.

(1) If there exists k < +∞ such that ν(k) = 0 in the iteration process, we
have
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– Without the implicit constraints considered, we have p
(k)
n =

[
1

ν(k) ln 2
− 1

αn

]+ =

+∞,∀n ∈ N , and ν(k+1) =
[
ν(k) + θ(k+1)

( ∑N
n=1 p

(k)
n −Pmax

)]+ = +∞. Then
we have p

(k+i)
n = 0,∀n ∈ N and ν(k+i) = +∞ for all 1 ≤ i < +∞, which means

the iteration process will not converge in a limited number of iterations.
– With the implicit constraints considered, we have p

(k)
n = Pmax,∀n ∈ N , and

ν(k+1) = θ(k+1)(N − 1)Pmax, which can avoid the above bad case and thus
guarantee the convergence in a limited number of iterations.

(2) Otherwise, we have ν(t) > 0,∀t. Thus, we have ν(t) = ν(t−1) +θ(t)
( ∑N

n=1

p
(t−1)
n −Pmax

)
> 0 for ∀t ≥ 1, and then |ν(t)−ν(t−1)| = θ(t)

∣∣ ∑N
n=1 p

(t−1)
n −Pmax

∣∣,
which indicates that the convergence speed of ν(t) depends on the steps θ(t) and
the value of

∣∣ ∑N
n=1 p

(t−1)
n − Pmax

∣∣. Refer to [14,15] on how to choose a proper
specific series of steps θ(t). Since

∣∣ ∑N
n=1 min

{[
1

ν(t) ln 2
− 1

αn

]+
, Pmax

} − Pmax

∣∣ ≤∣∣ ∑N
n=1

[
1

ν(t) ln 2
− 1

αn

]+ −Pmax

∣∣ for ∀t, with the same steps θ(t), the subgradient
method considering the implicit constraints can achieve a higher convergence
speed and needs fewer iterations than the subgradient method that does not
consider the implicit constraints.

In terms of the step size θ(t), we will use three common categories as: (1)
C1: constant step size, e.g., θ(t) = 0.1 for ∀t; (2) C2: nonsummable diminishing
step size, e.g., θ(t) = 1√

t
for ∀t; (3) C3: square summable but not summable step

size, e.g., θ(t) = 100
t+100N for ∀t.

As shown in [14,15], for C1, the subgradient method converges to the opti-
mal value within a small range, i.e., lim

t→∞|ν(t) − ν∗| < ε. This indicates that the
subgradient method finds an ε−suboptimal point within a finite number of iter-
ations. The value ε is a decreasing function of the step size. Moreover, for C2 and
C3, the subgradient method is guaranteed to converge to the optimal value if the
chosen steps are small enough. With proper initialization, both the proposed
and existing subgradient methods always converge but need different numbers
of iterations. Most importantly, the solution found in each iteration may not be
feasible. Considering the implicit constraints in each iteration can accelerate the
iterative search of the optimal solution by excluding infeasible solutions from
the search subspace, and thus achieve a higher convergence speed.

In terms of the sensitivity of the subgradient method to the chosen step
sizes, the existing method may not converge if the step sizes are improper, but
the proposed method will converge for these step sizes. The detailed theoretical
analysis is omitted due to the page limit, but we will provide some numerical
examples in Sect. 5 to show that considering the implicit constraints leads to
convergence even using step sizes that are improper to the existing method.

5 Numerical Results

In this section, we evaluate by simulations the effectiveness of the subgradient
methods considering the implicit constraints in solving the water-filling problem
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and the power allocation problem in [16], in terms of the convergence speed and
sensitivity to the chosen step sizes. Since the only difference between the sub-
gradient methods with and without considering the implicit constraints is the
operation of min{x, Pmax}, which computation complexity can be neglected com-
pared to that of the whole algorithm, we use the number of iterations required
to satisfy the convergence condition as the convergence speed of the respective
algorithms [14,15]. Note that in the following, convergence accuracy refers to the
gap between the achieved value (e.g., optimization objective value and multiplier
value) and its optimal value, and that we use the ratio of the required numbers
of iterations of the subgradient methods without/with considering the implicit
constraints for the following comparison of convergence speed x.

5.1 Numerical Examples in Water-Filling Problem

In the water-filling problem in (3), by using the proposed DSM to get the optimal
values (i.e., the optimal objective value z∗, the optimal dominating multiplier ν∗

and the optimal solution p∗) as the baseline, we mainly evaluate the performance
of the subgradient methods with/without considering the implicit constraints
and then explore whether the implicit constraints are really redundant in the
above three scenarios. We provide two numerical examples as follow.

– Example 1: N = 3, Pmax = 1, α = [0.75, 2, 3]T . DSM gives the optimal
solution p∗ = [0, 0.416667, 0.583333]T , the optimal objective z∗ = −∑N

n=1

log2(1 + αnp∗
n) = −2.333901, and the optimal multiplier ν∗ = 1.573849.

– Example 2: N = 20, Pmax = 2, α = [2, 1.5, α3, . . . , α20]T , where αn is a
random value in (0, 2] for ∀n ∈ N , n ≥ 3. DSM can also yield the optimal
solution, the optimal objective and the optimal multiplier directly.

Figure 1 compares the values of |z(t) − z∗| and |ν(t) − ν∗| versus the iteration
number for the subgradient methods in Example 1 and Example 2. Here, the
step sizes are set as θ(t) = 0.1, θ(t) = 1√

t
and θ(t) = 100

t+100N for C1, C2 and
C3, respectively. For Example 1, Fig. 1(a) and (b) show that with each of C1,
C2 and C3, Alg. 2 has similar convergence accuracy and a higher convergence
speed compared with Alg. 1. Specifically, Alg2-C1 is about 1.3 times as fast
as Alg1-C1 while Alg2-C2 is about 22.3 times faster than Alg1-C2. Besides,
Alg2-C3 is about 2.7 times as fast as Alg1-C3. For Example 2, Fig. 1(c) and
(d) show that with each of C1, C2 and C3, Alg. 2 has higher or since convergence
accuracy and higher convergence speed than Alg. 1. Specifically, Alg2-C1 is
about 4.9 times as fast as Alg1-C1 while Alg2-C2 is about 35.9 times faster
than Alg1-C2. Besides, Alg2-C3 is about 3.9 times as fast as Alg1-C3.

Moreover, by setting different step sizes, we show that considering the implicit
constraints can reduce the sensitivity to the step sizes and lead to convergence
while the existing method fails to converge. Here, if the iteration process does
not stop within 107 iterations, the method is regarded as not convergent from
the perspective of practical engineering implementation. For instance, we set
θ(t) = N

t+N for ∀t in C3 and use the above same convergence conditions. In this
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Fig. 1. The values of |z(t) − z∗| and |ν(t) − ν∗| versus iteration number, (a) and (b) for
Example 1, (c) and (d) for Example 2.

setting, Alg1-C3 does not converge in Example 1 while Alg2-C3 converges
with 29 iterations.

5.2 Numerical Results of Optimizing Power Allocation in [16]

To further evaluate the effectiveness of considering the implicit constraints, we
consider the power allocation optimization problem in [16], which maximizes
the total system throughput in a multiuser orthogonal frequency-division mul-
tiplexing system under the constraints of total power and minimum data rate
required by each user. To solve the problem, we use the subgradient method
without considering the related implicit constraints (Alg. 3) and with this con-
sideration (Alg. 4). Note that Alg. 3 is the subgradient method used in [16]. In
our simulations, we set the subcarrier number N = 10, user number K = 4,
total power Ptot = 5 Watt and all the users’ required minimum data rate is 5
bps/Hz. We also use the same channel model as in [16], the same convergence
condition as in Alg. 1 and Alg. 2, and the same step sizes in C1, C2 and C3 as in
the previous examples. Note that the convergence condition used in this paper is
much stricter than that in [16] and thus the algorithms require more iterations
to converge but they achieve more accurate solutions. We use the gap between
the achieved objective and the optimal objective as the performance metric. All
the results are averaged over 100 channel realizations.

Figure 2 compares the performance of the subgradient methods w.r.t. the
values of objective gap versus iteration number. Figure 2 shows that Alg. 4 always
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Fig. 2. The values of objective gap versus iteration number.

has a higher convergence accuracy and higher speed than Alg. 3. Specifically, in
C1, C2 and C3, Alg. 4 is about 1.13, 1.87 and 1.15 times as fast as Alg. 3. Thus,
considering the implicit constraints can effectively speed up the convergence of
the subgradient method for optimizing the power allocation in [16].

6 Conclusions

In this paper, we have explored the question “Are the implicit constraints really
redundant?” in power allocation optimization especially when using subgradi-
ent methods. Specifically, by illustrating the water-filling problem to answer the
question, we have derived the structural properties of the optimal solutions based
on KKT conditions, proposed a non-iterative closed-form optimal method and
applied subgradient methods to solve the water-filling problem. Besides, our the-
oretical analysis has shown that the implicit constraints are not redundant, and
their consideration can effectively improve the subgradient methods’ convergence
speed and reduce the sensitivity to the chosen step sizes. Numerical results have
shown that considering the implicit constraints in the water-filling problem can
greatly speed up the methods’ convergence speed by up to about 36 times and
reduce the sensitivity to the chosen step sizes, and that it can also effectively
accelerate the convergence speed by up to 87% in the power allocation prob-
lem in [16]. Thus, the implicit constraints are not redundant in the algorithm
design. Most importantly, the corresponding theoretical analysis and conclusions
about the implicit constraints can be extended to many other resource allocation
problems and to other iterative methods.
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Abstract. In this paper we speculate that, with the technological ele-
ments already in place, an automated dynamic management of the RF
spectrum in urban residential settings will soon be possible. Dense urban
environments are increasingly facing RF spectrum congestion, in partic-
ular in the ISM bands. The Internet of Things is only expected to add
to the pressures. In this work we outline an architecture that will ana-
lyze and resolve spectrum congestion. We are motivated by the adap-
tive and modifiable nature of existing protocols, inspired by existing
capacity planning and channel allocation schemes from cellular networks,
and emboldened by the synergies possible via software–defined radios.
The cloud computing infrastructure can be leveraged to perform most
compute-intensive tasks required towards this goal. We are encouraged
that the approach is viable by the relatively static, in the local sense,
topology that most residential networks exhibit. To be able to support
a wide range of device capabilities we consider the possibility of using a
mix of techniques, ranging from advanced physical layer, to special MAC
coordination, to higher-layer protocol operations to indirectly influence
the operation of legacy equipment.

Keywords: RF spectrum congestion · Urban environments · Wireless
capacity planning · Channel allocation · Software-defined radios · Cloud
computing · Medium access control

1 Introduction

Today’s landscape of wireless networks in residential and, in many cases, in
enterprise settings, is characterized by diversity and elevated expectations of
efficiency and flexibility. It is now commonplace for wireless networks of various
technologies to co-exist in the same space. Conceived and deployed separately
from each other, the deployed networks result in a challenging operating envi-
ronment. The cross-technology interference (CTI) gets further compounded by
interference originating from non-communicating devices that exist in abundance
in today’s environments (microwave ovens, lighting equipment, electrical motors,
etc.). The combined impact is poor performance which is only expected to get
worse as two technological trends continue: (a) ever-increasing density of deploy-
ments, such as the ones heralded for supporting the Internet of Things (IoT),
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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and (b) ever-decreasing operating power, meant to extend autonomy for battery-
powered devices but at the same time jeopardizing the possibility for error-free
reception in dense environments, because of poor Signal-to-Noise+Interference
(SINR) at the receivers.

Yet, all of today’s wireless networks interface, in one way or another, to the
Internet, i.e., to a wired infrastructure. We speculate that this common denomi-
nator, i.e., the access to a common wired backbone network, and hence to services
residing there, might be sufficient to improve the performance of co-existing wire-
less networks via a dynamic capacity management. Residential network deploy-
ments lack any capacity planning, which is a characteristic available only to a lim-
ited degree in some high-end enterprise networking products [9]. The spectrum
utilization of the ISM bands is continuously changing with new technologies added
every day making a dynamic wireless capacity management service among hetero-
geneous devices a necessity. This dynamic spectrum management application aims
to improve the capacity of the wireless network, to efficiently and fairly share the
spectrum and to support high Quality of Service (QoS).

At a very high level of abstraction, spectrum sensing and decision making
algorithms can run on the cloud, which can then inform the local user equip-
ment of actions to take. An example is the control of multiple access points
(APs) in a neighborhood, subject to the channels and power used by other APs,
as well as the existence of interference in certain geographical areas. We are moti-
vated by the fact that a modicum of adaptivity and modifiability already exists
in legacy protocols, such as 802.11, and an increasing number of access points
exhibit “smart” software-controlled behavior. For example, the cloud-based con-
trol could inform the APs which channels, and what power, each should use.

We are inspired by the traditional cellular capacity and resource allocation
schemes [16] but we speculate how, instead of being an exceptional one-time
design, it is a continuous control and refinement process, in particular given the
dynamics of the residential wireless environment. The overall proposed architec-
ture is shown in Fig. 1. We separate the role of the wireless network elements as
being access points (APs), clients (C) if they depend on APs, and peers (P) if
they are autonomously operating. We note that AP refers to any element that
has to function in a coordinating role for a wireless network to operate, i.e., it
is not restricted to 802.11 APs. A role of interferer (I) is also noted but it is
an abstract representation of a non-communicating source of interference. APs
(and some Ps) may be connected to the wired infrastructure. A second dimen-
sion is whether they are legacy devices (superscript l), configurable by control at
higher-layer protocol (superscript h), and configurable based on control of the
physical layer (superscript p). A p device is assumed to be at least as capable
as an h, but additionally it sports high-end programmable physical interfaces,
as is the case with software-defined-radio (SDR). Clearly, “smart” devices (h
and p) have to work around the fact that l devices and I are inflexible to con-
trol actions. The most challenging aspect of the architecture, not captured by
Fig. 1 is that the sets of devices are dynamically added/removed and their traffic
demands can change over time. The task of h and p devices is both to collect
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Fig. 1. Example layout: bidirectional brown arrows capture the measurement and con-
trol data flows. All the network elements in the lower left (under the left line repre-
senting the wired network) can be assumed to be within range of each other. Dashed
colored lines indicate associations (AP with clients, or peers among them). (Color figure
online)

measurements and to respond to control decisions. Early approaches with similar
intent e.g., monitoring and diagnosis, have already been proposed [30]. Current
efforts in the direction of IEEE 1900 and 802.11af integrate aspects of spectrum
sensing as well. One notable challenge is how such systems will handle legacy
and external (non-communication) interference sources.

This paper is structured as a survey of fields that come together under the
same ambitious plan. Subsequent sections indicate the general system character-
istics (Sect. 2), and new opportunities available because of recent technological
advances (Sect. 3). We then provide a more thorough review of related work
(Sects. 4 and 5), honing down eventually to a few works that open the possibili-
ties we described in the previous paragraphs. The final, concluding, section is a
compilation of open research opportunities that can be immediately pursued.
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2 System Characteristics

A number of characteristics are evident in urban wireless networks; some aris-
ing from regulatory and device capability considerations and others from their
typical use scenarios.

1. Prevalence of ISM bands: Despite the considerable attention paid to cog-
nitive wireless networks [1], the immediately pressing needs for wireless co-
existence of multiple devices is in ISM bands. In ISM bands, where exists no
distinction between primary and secondary users, thus creating more options
for network control. A test case for ISM band co-existence is the co-existence
in the 2.4 GHz ISM band, where one of the main concerns, given their preva-
lence, is the performance attained by 802.11 devices. Nevertheless, several
sub-GHz ISM devices [6] exist and are extensively used in IoT applications,
especially exploring the ability to reach longer distance yet operating at very
low power. Additionally, the 5 GHz ISM band, while not yet crowded, will
eventually become crowded as well. We therefore argue that RF co-existence
in the ISM bands is of immediate concern.

2. Cross-technology interference: Secondly, wireless communication stan-
dards are typically conceived, designed, and implemented, independently of
other wireless protocols. For example, what constitutes a “channel” for one
protocol can be completely different from what is a channel in another one, or
for what the power and timing relation between transmissions might be. The
exception is the purposeful backward compatibility when a standard evolves,
albeit still the entire family of protocols for one standard tends to ignore
other protocol families. Interestingly, the ISM bands have given the opportu-
nity for completely proprietary protocols to emerge as well. We use the term
cross-technology interference (CTI), as adopted by Hithnawi et al. [12] to
express the impact the operation of the protocol has, seen as “interference”,
on another protocol operating in the same location.

3. Manifestations of interference: Generally, the RF front-end and the asso-
ciated signal processing chain, is highly specialized to (and in this sense effi-
cient for) the needs of the particular protocol. We will call such RF designs
“monolithic” as opposed to flexible Software Defined Radio (SDR) designs,
even though some degree of agility is still possible in monolithic designs (chan-
nel selection, transmit power control, etc.). Correspondingly, the impact of
another protocol’s transmissions manifest themselves as interference leading
to either a poor Signal to Noise-plus-Interference (SINR) figure, or simply
as indication that the medium is busy, i.e., when Clear Channel Assessment
(CCA) is being attempted. From the viewpoint of a legacy, monolithic, RF
design, there exists no real difference between a source of interference due to
another protocol’s operation or from non-communication entities (microwave
ovens, fluorescent light ballasts, internal combustion engine sparking, etc.).

4. Predictability of user behavior: While the user population is diverse,
the per-individual, and the per-household behavior is remarkably consistent
[26]. Today’s residential users’ traffic is dominated, in terms of data volume,
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by video streaming of various compression qualities. Moreover, the network
topology of residential wireless networks rarely changes drastically, and typi-
cally, only the location of a subset of the devices changes within the premises
(e.g., smartphones and laptops). A residential network includes also a sub-
set of IoT nodes and other low-power devices, such as Bluetooth Low Energy
(BLE). While we cannot make a claim that the exact distance between devices
is constant, the compartmentalization of devices within the premises of their
corresponding owners suggests that the distances between nodes of the same
residential unit remain bounded by a certain maximum distance.

Of the above characteristics, we note that items 1 to 3 present challenges,
while item 4 provides also a glimmer of hope, in that making capacity manage-
ment decisions can be helpful for an extended period of time, hopefully in the
order of hours. Additionally, previous control actions can be repeated due to the
predictable (diurnal, seasonal, etc.) user demands.

3 Technological Opportunities

We note the emergence of three technologies whose synergy could accelerate the
deployment of dynamic wireless capacity management schemes.

1. Spectrum sensing: The emergence of SDRs has allowed the development
of distributed spectrum analyzers [25], providing a comprehensive view of the
spectrum use (including non-communication interference sources). We spec-
ulate that the features of SDRs will be integrated in APs in the near future.
As such, the APp access points are assumed to be endowed with such capabil-
ities, allowing them to switch between serving traffic, to, during idle periods,
sample the background noise. A minimal form of spectrum sensing is also pos-
sible by legacy devices if access to Received Signal Strength Indicator (RSSI)
values is supported. For example, almost all inexpensive sub-GHz RF trans-
ceivers allow RSSI values to be sampled, and this is a feature found in many
Pl devices. Yet another, coarser and indirect indicator of spectrum condition,
is the frame/packet error statistics collected by even the least flexible legacy
devices (as interface statistics).

2. Cloud processing: The connectivity to the wired Internet by AP (as well as,
indirectly, by C, and P) devices allows significant amounts of data collected by
spectrum sensing to be shipped over for processing in the cloud. Trends and
location-specific behavior of the interference and load demands can then be
analyzed by computationally-intensive algorithms. In other words, the limited
in-situ processing is overcome by off-site cloud-based processing. The idea of
using the same cloud-based infrastructure to control the network has been an
open research direction in 5G networks [27]. We augment this by (a) including
sensing of the spectrum to ascertain the presence of multiple protocol device
and sources of interference and (b) assume that legacy, l–type, devices cannot
form part of the set of controllable devices, and hence it is up to the h and p
devices to infer the behavior of co-located legacy devices.
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3. Web services: While usually deployed as cloud-based application them-
selves, additional web-based services can assist in augmenting the decision
making process. For example, WiFi Service Set Identifiers (SSIDs) mapped
to geographic locations (such as wigle.net) or live traffic updates, provide, cor-
respondingly, approximate information about the spatial separation of APs
and a basis for anticipating residential data traffic load fluctuations. More-
over, persistent non-communication interference sources can be localized and
their locations related to map coordinates [14]. While this does not imply
a mitigation strategy, it can enable actions outside the automated network
control. Another related example is a database service for area-specific white
spaces demonstrated in SenseLess [24], geared towards non-ISM cognitive
networks.

4 Related Work: Resource Allocation

The literature on wireless resource management is vast. We note, for exam-
ple, the channel assignment literature for cellular networks, e.g., [16] as rele-
vant, but one that follows the cellular network model of operation, i.e., single
(or few) providers, no outside interferers, known locations (hence one-time, or
infrequent, computation of allocation plans), etc. We need to abandon these
assumptions in order to capture the essence of residential ISM, and in particular
dense urban, environments. A starting point can thus be seen in the channel
allocation schemes specific to WiFi, such as those surveyed by Chieochan et al.
[8], which take into account the characteristic irregularities of AP coverage and
the variety of traffic and QoS demands in different areas. They study schemes
aimed for centrally managed environments where interference constitutes the
metric of interest (which translates to a capacity measure) as well as schemes
for uncoordinated environments.

The control of APs suggests a need for an Inter-AP Protocol (IAPP), a pro-
tocol essential for the cooperation and communication between APs of the l
and h variety. Mahonen et al. have described a scheme using the IAPP protocol
[21]. The channel allocation is expressed as a classical vertex coloring approach,
DSATUR, where APs are modeled as vertices of an interference graph. The
ingredient of their scheme which we consider essential in a cloud-supported allo-
cation system is the fact that their proposal for channel allocation is dynamic and
cooperative. Every new station that arrives within range automatically becomes
part of the interference graph. APs detect other APs by means of hearing their
beacons and construct vectors of information consisting of AP MAC addresses,
signal-to-noise ratios, and received signal strength [8,21]. After the identification
of their neighbours, the APs can share their knowledge with other APs in the
network and the procedure can be repeated whenever the topology changes.

The lessons learned from 802.11 can be transformed to a broader class of
wireless networks. The underlying coloring problems, and any other heavily com-
putational optimization problems, can be relegated to the cloud. Additionally,
there are a number of extensions, that could allow the easier transformation

http://wigle.net
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of 802.11 schemes to more general ones. First, the AP-centric view has been
exchanged for a client-/peer-specific view. For example, Mishra et al. [22], intro-
duce load balancing into the channel assignment scheme where interference is
examined from the clients’ point of view and it is claimed that even hidden (from
the APs view) interference is captured and accounted for. A client is considered
to suffer from channel conflict in two cases. In the first, the interference seen by
a client comes from APs located within a communication range of the client of
interest and in the second from APs or wireless clients (in neighboring BSSs),
located within a one-hop distance of the AP-client link of interest [8,22]. Their
client-centric algorithm called CFAssign-RaC is based on conflict set coloring.
In this algorithm, the goal is to distribute the clients to APs in a way that the
conflict is minimized while the load is balanced.

Following on similar logic, Chen et al. [7] present, among other algorithms,
Local-Coord. Local-Coord coordinates the APs in a network aiming to minimize
the interference as seen by both APs and wireless clients. This is work that uses
in-situ, real time interference power measurements at clients and/or APs, on all
the frequency channels. Local-Coord promises increased throughputs and miti-
gation of interference by performing frequency allocation irrespective of network
topology, AP activity level, number of APs, rogue interferers, or available chan-
nels. The weighted interference constitutes the cost function in this approach and
it is applied for every BSS. Metrics like the average traffic volume and average
RSSI of the clients within a BSS can be used as weights, thus guiding the proto-
col to tolerate different metrics accordingly. Correspondingly, a proposed global
coordination scheme, Global-Coord, applied centrally, performs overall coordi-
nation and spectrum allocation of a network only if a new channel assignment
results in lower co-channel weighted interference.

Leung and Kim propose MinMax [20], focusing on interactions among APs
and aiming to minimize the maximum effective channel utilization at the net-
work’s bottleneck AP, so that its throughput is improved and the overall net-
work escapes congestion. The effective channel utilization is defined as the time
a channel assigned to an AP is used for transmission, or is sensed busy because
of interference from its co-channel neighbors. More specifically, initially random
channel assignment is performed to all the APs in the network. Next, the bot-
tleneck AP’s interfering neighbors channels are readjusted so that the effective
channel utilization of the bottleneck AP is minimized [8,20].

Yu et al. propose a dynamic radio resource management scheme in [31], where
again the maximum effective channel utilization at the network’s bottleneck AP,
is to be minimized but without interactions among APs. In their work, the
channel utilization is determined by a real-time algorithm that estimates the
number of active stations from an AP’s point of view. The real time consideration
of active stations before each channel assignment, as well as a post channel
assignment QoS check reinforces the dynamic nature of this approach. However,
this scheme does not scale to large networks [8].

An added degree of freedom arises from power management. Power manage-
ment of APs accounting for traffic load distribution and spectrum allocation is
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proposed in [11] by considering the notion of a “bottleneck” AP in a network
and suggest its transmission power readjustment (reduction) takes place together
with channel assignment in order to reduce the total interference over the net-
work. The power reduction only applies to beacon packets and not data packets,
so that clients that cannot longer be supported turn to another less congested
AP. In this work, the total data rate required by an AP’s clients over the AP’s
available bandwidth forms the, so–called, congestion indicator [8,11]. Their pro-
posed optimization algorithm is claimed to be able to redistribute the load in a
network, reduce the AP congestion and finally perform spectrum allocation so
that the interference is minimized.

Concluding, we also note that whereas the coloring-based channel allocation
problem is a useful abstraction, there has been evidence that a potential overlap
of the allocated channels (hence abandoning a strict vertex coloring interpreta-
tion) is not as harmful as suggested by most of the literature, while it is almost
unavoidable in high density network deployments anyway. Specifically, Mishra
et al. [23], by explicitly modelling an interference factor (I-factor), derive capac-
ity improvements. We conjecture a similar model, which explicitly accounts for
interference factors, may be the way of the future, in particular if the I-factor is
defined for cross-technology interference as well. Moreover, in certain instances,
accepting interference as unavoidable, may be the only available strategy, e.g.,
with l-type network elements.

5 Related Work: Characterizing and (Re-)Acting

5.1 Channel Characterization

A crucial element towards performing dynamic capacity management in the face
of changing conditions, such as interference, is the collection of suitable measure-
ments. We can collectively call the various facets of this problem as the Channel
State Information (CSI) problem, but recognize that, in the same network, dif-
ferent devices can acquire completely different types of CSI metrics, from fine-
grained to coarse-grained and for different bandwidths. Our tacit assumption
is that similar measurements along with the user behavior predictability imply
that similar actions need to be taken on a regular, e.g., daily, basis.

A type of detection that can be performed with p type devices using simple
measurements is energy-based signal detection [19] which involves a low computa-
tional overhead but generally performs poorly in low SINR environments. Cyclo-
stationarity [10], on the other hand, has been a potent technique but at a high
computational cost. Clearly, if the sampled channel data can be shipped quickly
and in large volumes to a cloud-based detection algorithm, cyclostationarity com-
putation is a viable option. Nevertheless, cyclostationarity is not exhibited by
non-communication (hence not modulated) interference sources. There, a form of
feature detection can be used instead. An example are on-line classification mech-
anisms of interference such as the ones proposed by Boers et al. [4].

Inspired by Boers et al.’s work [3] and in [4,5], where they explore and char-
acterize noise and interference patterns found on 256 frequencies in an indoor
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urban environment’s 900 MHz ISM and non-ISM bands, as well as based on our
previous work in [29] where we studied whether the agreement of the same inter-
ference patterns on the class of a channel, can be linked to the cross correlation
statistic, we envision the next step to be the exploration of the whole spectrum
in the ISM band for further characterization of noise and interference patterns.

We anticipate that the perceived interference is location-specific. Indeed, the
cross-correlation results of the time series [29] is suggesting that nearby nodes
are experiencing similar interference. Seen differently, it is not necessary that all
nodes in an area, e.g., not all APs, have to be p-type devices since very similar
measurements would end up being collected. However, it is still not known how
dense should the spatial sampling be to derive reliable channel state metrics for
the various areas of the network. We note that similarities exist with the case
of sampling strategies for optimal monitoring [18] as they express the situations
where limited sampling resources are to handle a large network. Yet another,
natural facet of the same problem is how high the sampling rate should be
and how to convey the sampled data for processing in the cloud. Our early
results show that wavelet compression of the sampled time series may produce
significant data volume savings [28].

5.2 Interference Reaction/Mitigation

Current strategies to handle interference include interference alignment which is
a transmission strategy relying on the coordination of multiple transmitters so
that their mutual interference aligns at the receivers, and promises to improve
the network’s throughput [2]. Such techniques set as their objective to approx-
imate the maximum degrees of freedom, also known as the channel’s maximum
multiplexing gain. Nevertheless, there are still open issues that need to be con-
sidered, such as realistic propagation environments, and the role of channel state
information at the transmitter, and most importantly for our approach, the prac-
ticality of interference alignment in large networks [2].

Krishnamachari and Varanasi [17] study systems characterized by multi-user
interference channels with single or multiple antennas at each node and develop
an interference alignment scheme where there is no global channel knowledge in
the network, but where each receiver knows its channels from all the transmitters
and broadcasts a quantized version of it to all the other terminals, at a rate that
scales sufficiently fast with the power constraint on the nodes. The quantized
channel estimates are treated as being perfect and it is shown that they are
indeed sufficient to attain the same sum degrees of freedom as the interference
alignment implementation utilizing perfect channel state information at all the
nodes. Significant is also the observation by Jafar [13], that statistical knowledge
of channel autocorrelation structure alone is sufficient for interference alignment
and, to this end, an alternative to CSI.

Another philosophy is that of embracing and exploiting interference. For
example, Katti et al. [15] show that by combining physical-layer and network-
layer information, network capacity can be increased. Their analog network cod-
ing scheme actually encourages strategically picked senders to interfere. Instead
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of forwarding packets, it suggests that routers forward the interfering signals, so
that the destination leverages network-level information to cancel the interfer-
ence and recover the signal destined to it. On a different tangent of embracing
interference is the work by Boers et al. [3] which essentially proposes a MAC
coordination scheme that takes into consideration the temporal behavior of inter-
ference patterns and aims to steer transmissions around them. Their approach
simulates a pattern-aware MAC (PA-MAC) and their results include improved
packet reception rates in both single and multi-hop environments at the cost of
increased latency.

6 Conclusions and Research Directions

Given the reviewed literature, we identify a relative lack of work and, hence, a
need to address the following technical issues:

– developing techniques to determine when, and for how long, nodes can take
time away from their “regular business” of handling traffic and instead sens-
ing the spectrum, i.e., a form of scheduling the spectrum analysis tasks with
minimal impact on the regular operation of the networks,

– developing techniques that allow spectrum sensing data acquired from different
nodes to be temporally aligned correctly and referenced back to natural time,
despite the lack of strongly synchronized clocks,

– developing tools that will allow us to quickly identify correlations in inter-
ference patterns, both for determining the origin of the interference, and for
guiding nodes to follow similar mitigation strategies,

– developing simple metrics and models for quantifying the CTI over a broad
set of protocols, such that they can be used to capture “cost” metrics useful
to resource management optimization decisions.
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18. Le, T., Szepesvári, C., Zheng, R.: Sequential learning for multi-channel wireless net-
work monitoring with channel switching costs. IEEE Trans. Sig. Process. 62(22),
5919–5929 (2014)
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Abstract. Most performance metrics in wireless ad hoc networks, such
as interference, Signal-to-Interference-plus-Noise Ratio, path loss, out-
age probability, link capacity, node degree, hop count, network coverage,
and connectivity, are nonlinear functions of the distances among commu-
nicating, relaying, and interfering nodes. A probabilistic distance-based
model is definitely needed in quantifying these metrics, which eventu-
ally involves the Nodal Distance Distribution (NDD) in a finite network
intrinsically depending on the network coverage and nodal spatial dis-
tribution. In general, there are two types of NDD, i.e., (1) Ref2Ran: the
distribution of the distance between a given reference node and a node
uniformly distributed at random, and (2) Ran2Ran: the distribution of
the distance between two nodes uniformly distributed at random. Tradi-
tionally, ad hoc networks were modeled as rectangles or disks. Recently,
both types of NDD have been extended to the networks in the shape of
one or multiple arbitrary polygons, such as convex, concave, disjoint, or
tiered networks. In this paper, we survey the state-of-the-art approaches
to the two types of NDD with uniform or nonuniform node distributions
and their applications in wireless ad hoc networks, as well as discussing
the open issues, challenges, and future research directions.

Keywords: Wireless ad hoc networks · Performance metrics · Distance
distributions

1 Introduction

As one of the most significant applications of wireless communication technolo-
gies, a wireless ad hoc network consists of autonomous or mobile nodes which
communicate with each other without a centralized control or assistance. All
the nodes in the network can transmit, receive and forward messages, and thus
require no support of backbone networks. Therefore, ad hoc networks provide
more robustness and flexibility in the presence of node failures than those requir-
ing infrastructure supports and are quite useful in environmental monitoring,
infrastructure surveillance, disaster relief, battlefield, and scientific exploration.
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To reduce the computational complexity and cost of studies and designs in
wireless ad hoc networks, in addition to using powerful computer-aided design
and analysis tools, the past decades have seen an increasing amount of attempts
focusing on the analytical description of system characteristics and performance
metrics through the modeling and analysis of wireless networks. As one of the
promising tools, stochastic geometry [1] has been widely adopted, where the
node distribution is assumed to follow a Poisson Point Process (PPP) [2–4]
or a Binomial Point Process (BPP) [5–7]. However, the PPP model is inade-
quate/inaccurate in many practical wireless networks where a finite number of
nodes are randomly distributed in a finite area, because it assumes an unbounded
number of nodes and does not take into account the effects of the network
boundaries; and the BPP model can analyze neither the exterior interference at
a reference receiver nor the average performance metrics at any node but only
at a specific reference node. Both models provide us with average results over
time and space, but cannot present performance metrics for a specific network
deployment and/or a time instance [8].

Since most of the performance metrics in finite wireless ad hoc networks are
nonlinear functions of the distances among communicating, relaying, and inter-
fering nodes, probabilistic distance-based model has been extensively studied
and applied as a significant complementary tool to the PPP and BPP models to
quantify these metrics, such as interference [9], Signal-to-Interference-plus-Noise
Ratio (SINR) [10], path loss [11], node degree [10], link/hop distance [12,13], out-
age probability [11], link capacity [10], localization [14], energy consumption [15],
stochastic properties of a random mobility model [16,17], etc. As a result, nodal
distance distributions (NDDs) are eventually involved in such quantifications,
which intrinsically depend on the network coverage and nodal spatial distrib-
ution. Depending on whether one of the communicating nodes in a node pair
is fixed or random, there are generally two types of NDD, i.e., Ref2Ran NDD
from a given reference node to a random node and Ran2Ran NDD between
two random nodes. In addition to the utilization in wireless ad hoc networks,
NDD-based models have also been widely adopted for modeling and analyz-
ing cellular networks [8,18–23]. Therefore, how to effectively obtain the relevant
NDDs is definitely significant to accurately quantify the distance-dependent per-
formance metrics when modeling and analyzing finite wireless networks, which
has attracted plenty of attention in the current literature [11,18–21,24–37].

This paper focuses on the survey of the state-of-the-art approaches to the
two types of NDD as shown in Sect. 2 and their applications in wireless ad hoc
networks as shown in Sect. 3. The relevant open issues, challenges, and directions
are also discussed in Sect. 4. Finally, Sect. 5 concludes the paper.

2 NDDs Associated with Finite Regions

In this section, we briefly survey the state-of-the-art approaches to both Ref2Ran
and Ran2Ran NDDs associated with arbitrary polygons.
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2.1 Ref2Ran NDD

In our technical report [35], we have proposed a systematic recursive approach
to obtain the Ref2Ran NDD from an arbitrary reference node (i.e., anywhere in
the plane) to a random node inside an arbitrary polygon, which eliminates the
inappropriate assumptions and limitations in the previous work that the network
area has to be in certain specific shapes (including squares [18], disks/circles [11],
hexagons [19,20], regular polygons [31], and convex n-gons [30]), and the refer-
ence node has to be inside or on the boundary of the network. Specifically, we first
obtain the Ref2Ran NDD from a vertex of an arbitrary triangle to the triangle
using the area-ratio approach, and then based on which the Ref2Ran NDD from
an exterior or interior reference point to the triangle can be obtained through
decomposition and recursion (D&R) methods. Such NDDs from an arbitrary
reference point to an arbitrary triangle are called Ref2Ran triangle-NDDs.
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Fig. 1. An arbitrary reference point R and arbitrary polygons (unit: m).

Based on the obtained Ref2Ran triangle-NDDs, the distribution of the dis-
tance from an arbitrary reference point to an arbitrary polygon can also be
obtained through a D&R method, since any polygon can be triangulated. If a
reference point R is inside a polygon, the polygon can be triangulated from R
as shown in Fig. 1(a). On the other hand, if R is outside, we can just triangulate
the polygon as shown in Fig. 1(b). Then with a weighted probabilistic sum, the
CDF of the distance distribution from R to the polygon is

F (d) =
K∑
i

Si

S
Fi(d), (1)

where K is the number of triangles generated after the triangulation (K = 6
and 4 for the examples shown in Fig. 1(a) and (b), respectively), Si is the area
of triangle Ti, S is the area of the polygon, and Fi(d) is the CDF of the distance
distribution from R to Ti, which has been obtained already.

It is possible that a subarea of a network area has a higher node density than
other subareas, which is referred to as tiered network structure in this paper, due
to the reasons such as the bottleneck nodes near the hotspot under heavy loads
run out of energy, some nodes are physically damaged in a hostile environment,
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or there are no nodes being deployed in a specific area which needs not to be
monitored. In this case, the above weighted probabilistic sum is still applicable,
but with the weights modified correspondingly due to the node density difference.
Take the tiered structure shown in Fig. 1(c) for example. Assuming the node
density ratio between P1 (the white area) and P2 (the grey area) is λ1 : λ2

(λ1 and λ2 are not 0 at the same time), then the distance distribution from an
arbitrary reference point R to the whole area P3 (P1 plus P2) is

F3(d) =
2∑
i

Siλi∑2
j Sjλj

Fi(d), (2)

where Si is the area of Pi, and Fi(d) is the distance distribution from R to Pi,
which can be obtained by (1). The obtained results have been applied in our
recent work [8] to analyze the outage probability of the macro and femto BSs in
arbitrarily-shaped cells for tiered cellular networks.

The authors in [36] made an algorithmic implementation based on our pro-
posed approach. Instead of using D&R methods, they modified the shoelace
formula to calculate the area of the intersection between the polygon and the
circle centered at an arbitrary reference point R with a radius of d. Then the
probability that the distance from R to a point uniformly distributed at random
within the polygon is no longer than d is the area of the intersection divided
by the area of the polygon. In the modified shoelace formula, the area of the
intersection between the circle and each triangle generated by triangulating the
polygon from R is obtained based on our approach.

2.2 Ran2Ran NDD

For obtaining Ran2Ran NDDs, previous work had to assume that the net-
works are in certain specific shapes, including disks [9,26,28], triangles [29,32],
rectangles [10,12,13,28], rhombuses [24], trapezoids [27], and regular poly-
gons [10,15,21,25,33], which considerably limits the applicability of these
approaches in modeling and analyzing wireless networks. Our recently proposed
approach in [37] can handle the networks in the shape of arbitrary polygons as
well as the polygons with different node densities in different subareas. The D&R
method is also applied to this end by triangulating polygons. Specifically, we first
obtain the Ran2Ran NDDs associated with arbitrary triangles (i.e., Ran2Ran
triangle-NDDs), including the Ran2Ran NDD within an arbitrary triangle, and
that between two arbitrary triangles which can be disjoint or share a common
vertex or side. Then the Ran2Ran NDDs associated with arbitrary polygons
can be obtained through D&R methods, since any polygon can be triangulated.
Therefore, the Ran2Ran NDD-based performance metrics of wireless ad hoc
networks associated with arbitrary polygons can be quantified properly.

Nonuniform node distribution can also be considered. Take the irregular poly-
gon with the triangulation shown in Fig. 1(b) for example. Assuming the node
density ratio among T1, T2, T3, and T4 is λ1:λ2:λ3:λ4 (λ1, λ2, λ3, and λ4 are not
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0 at the same time), through D&R, the CDF of the Ran2Ran NDD within the
polygon is given by a weighted probabilistic sum,

F (d) =
4∑

i=1

4∑
j=1

SiλiSjλj(∑4
k=1 Skλk

)2Fij(d), (3)

where Sx is the area of triangle Tx, and Fij(d) or Fji(d) is the CDF of the
Ran2Ran NDD within triangle Ti if i = j, or between two triangles Ti and Tj if
i �= j, which have been obtained above as Ran2Ran triangle-NDDs.

For tiered polygons shown as in Fig. 1(c), with the Ran2Ran triangle-NDDs
obtained based on the above approach, the CDFs of the Ran2Ran NDDs within
P1 and P2, i.e., F11(d) and F22(d), can be obtained. Assuming the node density
ratio among P1 and P2 is λ1:λ2 (λ1 and λ2 are not 0 at the same time), and
with a weighted probabilistic sum, we have

F33(d) =
2∑

i=1

2∑
j=1

SidiSjdj(∑2
k=1 Skλk

)2 Fij(d),

F3i(d) =
2∑

j=1

Sjλj∑2
k=1 Skλk

Fij (d), (i ∈ {1, 2}) (4)

where Sx is the area of Px, and Fij(d) or Fji(d) is the CDF of the Ran2Ran
NDD within Pi if i = j, or between Pi and Pj if i �= j. With F11(d), F22(d), and
F12(d) obtained by (3), F33(d), F13(d), and F23(d) can be obtained by (4).

3 Applications in Finite Wireless Ad Hoc Networks

As mentioned before, NDD can be utilized to characterize most of the perfor-
mance metrics in finite wireless ad hoc networks due to their nonlinear relation-
ships with the distances among nodes. In this section, we categorize the exist-
ing applications in the current literature into different levels, including graph,
transceiver, link, path, and network levels. We also show the efficacy of the new
approaches highlighted in Sect. 2 on some selected performance metrics with arbi-
trary shapes/densities, in comparison with previous approaches/approximations
such as using average density, ignoring border effect (e.g., in PPP), and so on.

3.1 Graph Level

There are several representative performance metrics at the graph level, such as
kth nearest neighbor (k–NN) distance, node degree (just k–NN below a certain
threshold), etc. Especially, 1–NN and (n − 1)–NN (n is the total number of nodes
in the network) correspond to the nearest and farthest neighbor distances, respec-
tively, which are useful for routing protocol design in ad hoc networks [21,30].
For example, in a sparse network where the network size is much larger than
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the communication range of the nodes, a nearest-neighbor routing is beneficial to
reducing energy consumption and increasing network throughput. On the other
hand, in a small dense network, choosing the farthest node for packet relay, the
routing overhead can be alleviated by reducing the number of transmissions. In
addition, the nearest neighbor distance distribution was also utilized in [16,17] to
evaluate the nearest-job-next service discipline for mobile collectors or chargers
(known as mobile elements).

Suppose there are n nodes uniformly distributed at random in a network
area. For a node i (either a random or reference node), the distances from the
other n− 1 nodes to node i are ordered as d1 ≤ d2 ≤ · · · ≤ dn−1. Let Δk denote
the random variable which represents the k–NN distance to node i. The PDF of
Δk according to order statistic is

fΔk
(d) =

(n − 1)!
(k − 1)!(n − 1 − k)!

[F (d)]k−1[1 − F (d)]n−1−kf(d), (5)

where F (d) and f(d) are the CDF and PDF of any NDD introduced in Sect. 2,
respectively.

Suppose there are n = 10 nodes randomly distributed in P3 shown in
Fig. 1(c). For λ1:λ2 = 1:1 (i.e., uniform distribution) and 10:1 (nonuniform dis-
tribution), Fig. 2 shows the corresponding Ran2Ran nearest neighbor distance
distributions, compared with the result obtained based on the PPP model. Due
to the ignoring of the network border effect in PPP and the different node den-
sity ratios, there exist gaps among the comparisons. Also in the nonuniform case
where P1 has a higher density, surrounded by P2 with a lower density, nodes are
more likely closer to each other in P1, with nearer nearest-neighbors than the
uniform case, as shown in Fig. 2.

3.2 Transceiver Level

The performance metrics at the transceiver level include path loss [11], received
signal strength for a given transmission power, transmission energy consumption
to ensure a certain received power [15,30,38], etc.
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Path Loss and Signal Strength. Let us assume a general path-loss model,
where the path loss of the transmission power at distance d is

L(d) = βdα
0 d−α, (6)

where β is a path-loss constant determined by the hardware features of trans-
ceivers, d0 is a given reference distance, and α is the path-loss exponent. As a
result, the received signal strength at distance d is just

Pr(d) = L(d)Pt, (7)

where Pt is the transmission power. Therefore, given a distance distribution,
the distributions of path loss and received signal strength can also be obtained
by using the change-of-variable technique. The model can be readily extended
to include the shadowing and fading effects of wireless channels. For example,
log-normal shadowing and Rayleigh fading can be considered. For the Rayleigh
fading channel, we have the PDF of the channel power gain as

fX(x|d) =
1

Pr(d)
e

−x
Pr(d) . (8)

Then the PDF of the signal strength at the receiver is

fX(x) =
∫ dmax

dmin

fX(x|d)f(d)dd, (9)

where f(d) is the PDF of any NDD, and dmin and dmax are the minimum and
maximum distances between the transmitter and receiver, respectively. In addi-
tion, log-normal shadowing and Rayleigh fading can also be modeled as inde-
pendent random variables that are not related to inter-node distances. As shown
in [39], the shadowing effect follows a log-normal distribution with standard devi-
ation σ (typically between 0 and 8 dB), and Rayleigh fading follows an exponen-
tial distribution of mean 1. Therefore, the extension of the path-loss model along
with shadowing and fading is the multiplication of independent random variables
and can still be analyzed based on the NDD-based model.

Transmission Energy Consumption. The energy consumed by a radio trans-
mitter is proportional to the αth power of the distance to the receiver. In a
simplistic model with wide applicability [15,38], the average one-hop energy
consumption of the radio transmitter can be formulated as

ETx = ε

∫
dαf(d)dd = εK, (10)

where ε is a constant related to the environment, f(d) is the PDF of any relevant
NDD, and K can be viewed as the normalized average bit-energy consumption.
Based on the obtained NDDs shown in Fig. 2, Fig. 3 shows the variations of K
as α increases. Due to the nonlinear effect of the path loss exponent, even a
small difference in distance distributions can lead to a big difference in energy
consumption. Again, PPP-based model differs from the reality due to the ignored
border effect, and nonuniform node distribution also has a great effect.
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3.3 Link Level

The interference [9,10], SINR [10], outage (just SINR below a certain thresh-
old) [11], link capacity [10], etc., achieved at either a random or fixed receiver
are link-level performance metrics. Assuming that all the transmitters in the
network have the same transmission power Pt, the cumulative interference at
the receiver from all its interfering nodes is

I = Pt

∑
i

L(di), (11)

where L(di) is given in (6), and di is the distance from the receiver to the ith
interfering node. So the SINR achieved at the receiver is

SINR =
PtL(d)

NoW + I
, (12)

where d is the distance from the receiver to its transmitter, W is the commu-
nication bandwidth, and N0 is the one-sided spectral density of additive white
Gaussian noise. Given a modulation and coding scheme, outage probability rep-
resents the chance that the SINR achieved at a receiver is no larger than a spec-
ified threshold so that the reception is considered unsuccessful. Therefore, the
CDF of the received SINR is significant to determine the link outage probability.
Meanwhile, according to Shannon’s theory, the capacity of the link between the
transmitter and receiver is

C = W log2(1 + SINR). (13)

Since I, SINR, and C are all functions of distance, given the corresponding NDD,
their distributions can also be obtained, which are significant for statistically
analyzing the performance of ad hoc networks. For the network shown in Fig. 1(c)
with n = 10 nodes randomly distributed in P3, Figs. 4 and 5 show the cumulative
interference from the other 9 interferers and SINR at R, respectively, for both
λ1:λ2 = 1:1 and 10:1, in comparison with the result obtained based on the
PPP model (Pt = 2 mWatt, L(d) = −38 − 20lg(d) (dB), W = 5 MHz, and
N0 = −174 dBm/Hz). Higher density in P1, surrounding R, thus causes a higher
interference and yields a lower SINR at R, as shown in the figures.

3.4 Path Level

The metrics at the link level shown above are utilized to investigate the per-
formance of single-hop communications (i.e., via a direct link). For analyzing
multi-hop transmissions at the path level, NDD can still be utilized. For exam-
ple, hop distance is crucial to the route discovery delay, the reliability of message
delivery, and the minimization of multi-hop energy consumption. The authors
in [13] investigated the distribution of the minimum hop distance H between
a random source and destination pair based on NDD. The closed-form expres-
sions for the probability that two nodes can communicate within H = 1 hop or
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H = 2 hops were derived. Analytical bounds were provided for the paths with
H > 2 hops. In [40], the NDD between a fixed source and destination pair with
a single relay uniformly distributed at random in between is utilized to obtain
the distribution of the capacity of the two-hop relay communication.

3.5 Network Level

The analysis on the network capacity belongs to this level. Network capacity
can be investigated from the perspective of either concurrent links or flows. For
example, in a clustered ad hoc network, there are concurrent single-hop commu-
nications between cluster members and their heads in several clusters, where the
network capacity can be obtained based on the link capacity. On the other hand,
in an ad hoc mesh network, there might be several multi-hop communications
(referred to as flows) happening concurrently. The network transport capacity
in this case can be investigated based on the capacity studied at the path level.

As shown above, ignoring border effect or using average density often in PPP
and existing work skews results greatly, which highlights the need for NDDs to
analyze performance metrics accurately in finite ad hoc networks.

4 Issues, Challenges, and Directions

Although the relevant research on both types of NDDs has achieved remarkable
breakthroughs, there are still open issues which are challenging to be solved.

Nonuniform Distance Distributions. Most of the existing probabilistic
distance-based models and the tools from stochastic geometry assume uniform
node distribution. However, in many realistic ad hoc networks, nodes are not
always uniformly distributed, either initially or due to node mobility. For both
types of NDDs, the approaches based on D&R methods can handle the case where
nodes are uniformly distributed with different node densities in different subareas
of a network, which leads to a discrete nonuniform node distribution. It is neces-
sary to consider a more general, continuous nonuniform node distribution.
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3D Distance Distributions. The Ref2Ran NDDs can be easily extended to
consider a reference point with height by the Pythagorean theorem, while for a
more general 3D scenario and the Ran2Ran NDDs, there is little work on the
approaches in the current literature.

Non-Euclidean Distance Distributions. Most of our existing work, and the
existing literature, focused on Euclidean (2-norm) distances, which indeed have
wide applications in wireless communication systems as radio signals propagate
in the same, uniform medium. However, other distance norms, e.g., Manhattan
(1-norm), Chebyshev (∞-norm) and generic l-norms, also have wide application
in natural sciences and engineering disciplines, including computer networking.
For example, when vehicles travel in a downtown urban scenario, Manhattan
distance is more appropriate for travel distance calculation (or carry-and-forward
delay in VANETs), which is in fact called taxicab geometry. There are only
a few isolated distance results on taxicab geometry and other non-Euclidean
geometries, including non-planar geometries such as Lobachevskian (hyperbolic)
and Riemannian (spherical) geometries, which are increasingly used for modeling
logical and physical networks. We plan to extend our planar geometry results to
non-planar ones, with new results and new approaches.

High-Order and Multi-hop Distance Distributions. So far, our work
focused on the distance distributions between two random points, or between a
random point and a reference point. A high-order distance distribution involves
more than two points. For example, in relay communications, the relay can
choose different forwarding schemes (amplify-and-forward, decode-and-forward,
and so on) and the destination can select or combine the signal from the source
or relay (selective combination, maximum rate combination, and so on). For
amplify-and-forward and selective combination, the signal strength received at
the destination depends on the path loss of both the source-to-relay and relay-to-
destination channels, eventually the product of the distances among the source,
relays and destination. Similarly there is a need for the sum, difference and ratio
of two distances. Furthermore, more than two distances can be involved, e.g., in
the distribution of hop distances between source and destination. This is a very
hard problem and there are only a few results for two or three hops [40].

Joint and Conditional Distance Distributions. The ultimate goal is to
address the joint and conditional distance distributions, with potentially cor-
related distances due to the triangular inequality. For engineering problems,
although closed-form explicit expressions with elementary functions are our
target, as what we have achieved for rhombuses, hexagons and triangles, we
also have the freedom to develop algorithmic approaches that produce symbolic
results in a parametrized way. For example, for an arbitrary geometry with-
out symbolic expressions, it is unlikely to derive its properties symbolically, but
given an arbitrary geometry with parameters, the algorithm and thus computer
program can output parametrized expressions. This can further guide and speed
up numerical calculation and error or bound analysis, determining expression
truncation and numerical precision, for practical usage purposes.
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5 Conclusion

As a significant complementary tool to the PPP/BPP models from stochastic
geometry, probabilistic distance-based model has been extensively studied and
applied in finite wireless networks. In this paper, we surveyed the state-of-the-art
approaches to both the Ref2Ran and Ran2Ran NDDs with arbitrary shapes and
nonuniform densities, and their applications in ad hoc networks. The still-open
issues were also discussed for the future research directions in this field.
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Abstract. Network simulations play a substantial role in evaluating
network protocols. Simulations facilitate large-scale network topologies
and experiment reproducibility by bridging the gap between analyti-
cal evaluation and real-world measurements. A recent trend in discrete
event network simulations is to enhance simulation realism and reduce
duplicate implementation efforts by maximizing code reuse. Despite such
efforts, it is not yet possible to run arbitrary network applications
in state-of-the-art network simulators. As a consequence, researchers
are required to maintain separate protocol implementations: one for
real-world measurements and one for simulations. We review existing
approaches that maximize code reuse in simulations, compare their lim-
itations, and propose a novel architecture for protocol simulation that
overcomes those restrictions.

Keywords: Simulation ·Virtualization ·Code reuse · Simulation realism

1 Introduction

When developing novel ad hoc networking protocols, extensive evaluation to
gauge their performance and fitness to fulfill use case requirements is an inte-
gral part of the protocol design. The same is true when existing protocols are
to be revised or improved. Arguably, network simulations are among the most
widespread tools used to evaluate protocols for ad hoc networks. Network sim-
ulators strike a balance between the fundamental and asymptotic results that
formal, analytical protocol evaluations can provide and the realism that testbed
implementations on real hardware can provide.

To implement network simulations, the lower layers of the protocol stack
are typically approximated by more or less simplified models, whereas higher
protocol layers are re-implemented to mimic real-world protocol stacks. Clearly,
the physical layer needs to be simulated, and state-of-the-art physical network
models have largely been confirmed by empirical measurements [1,2]. For the
protocol under evaluation, it is desirable that it is evaluated using the same
code that would be used in real deployments; only then can we draw meaningful
conclusions from simulative evaluation results. Designing the protocol layers in
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017

Y. Zhou and T. Kunz (Eds.): ADHOCNETS 2016, LNICST 184, pp. 180–191, 2017.

DOI: 10.1007/978-3-319-51204-4 15



Leveraging the System-Call Barrier 181

between is challenging, because they need to operate with the simulated phys-
ical layer while at the same time allowing the protocol under evaluation to be
implemented under realistic conditions.

Today, simulator implementations for intermediate layers are often based on
standards or available specifications, whereas real-world implementations con-
tain further optimizations and extensions that affect performance. For instance,
real-world TCP variants are a complex interaction of several optimizations per-
formed by the operating system’s implementation [3]. Likewise, the most widely
used implementation [4] of Optimized Link State Routing [5], a routing dae-
mon for ad hoc networks, implements non-standard link quality extensions that
drastically improve performance in wireless mesh networks, whereas a state-of-
the-art network simulator’s version is based on the official specification only.

In the worst case, the network system – be it a protocol or an application –
has to be developed twice: once in the simulator and once for real-world deploy-
ment. Such duplicate implementations have several negative implications. First,
the implementations’ behavior may diverge due to implementation differences. In
addition to increased development effort, the differences between the implemen-
tations may invalidate simulation results, since they no longer match real-world
behavior. Second, the choice of a network simulator may require to use a spe-
cific programming language that the development team would not use for real
deployments. Finally, the additional effort slows down the development and eval-
uation of network systems. These and other issues with current simulators have
been acknowledged by the simulation community, spawning a trend to increase
protocol code reuse [3,6–8].

Code-reuse issues are emphasized by the abstraction level of widely used
network simulators, such as OMNeT++ [9] and ns-3 [10]. When developing net-
work protocols for ad hoc networks, researchers interact with artificial interfaces
towards the network, medium access control, and physical layers. We argue that
shifting the abstraction between actual implementation parts and modeled parts
towards the lower layers will provide more realistic simulation results and facili-
tate more widespread code reuse. To do so, we propose to utilize the system call
interface, which is well established in Unix-like operating systems. As ad hoc
network systems often use Unix-like operating systems, the system call (short
“syscall”) interface provides a clear interface to separate real protocol implemen-
tations from simulated parts of the network.

In this paper, we contribute a taxonomy of different abstraction levels for net-
work simulations, which we use to survey existing approaches to achieve more
realistic network simulations. Moreover, we discuss a novel syscall-level approach
to combine the benefits of realistic protocol implementations with those of dis-
crete event network simulations.

We discuss the general role of simulation in network evaluation and introduce
discrete event network simulation in Sect. 2. Section 3 then structures options for
code reuse in network simulations and discusses existing approaches’ advantages
and limitations. We present a less restrictive simulation architecture that maxi-
mizes code reuse in Sect. 4. In Sect. 5 we summarize and conclude the paper.
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2 Discrete Event Network Simulation

When designing or implementing a new network system, verifying correctness
and efficiency is an important but difficult task. A network system is generally
developed with a use-case environment in mind. In an ideal world, the system’s
designer could test her protocol in this exact environment as long and as often
as necessary. In reality, the exact environment is often not available due to prac-
tical considerations such as cost of components or the time it takes to perform
measurements, which is especially true when a large number of systems are
involved. Likewise, real-world measurements are not easily reproducible, since
external influences often cannot be controlled.

For these reasons, several accepted techniques for network system evalua-
tion aim to increase scalability and reproducibility over real-world measure-
ments by controlling external influences to different degrees. The system designer
can use these techniques to evaluate a network system without requiring the
exact deployment environment. Common approaches to evaluation fall in the
categories analytical evaluation, simulation, and measurements using a testbed.
As sketched in Fig. 1, evaluation by analytical evaluation, simulation, and test-
beds typically offer scalability and reproducibility in decreasing order, and they
offer closeness to real-world measurement results, i.e., “realism,” in increasing
order.

The testbed is the method closest to real-world measurements; protocols are
evaluated on real hardware. Testbeds provide partially controlled environments
where measurement time and topology of the nodes are pre-determined, whereas
external interference, for instance, cannot be predicted in the general case. Scala-
bility (i.e., number of nodes, size of topology, number of measurements) is limited
by practical considerations, such as cost of hardware, available space, and the
time it takes to perform measurements. The benefit of testbeds is that results
are close to real-world measurements when the topology resembles the network
system’s use-case environment.

Analytical evaluation is on the opposite end of the spectrum. It involves
finding the right abstractions to formally model a network protocol and its envi-
ronment, and it allows to mathematically assess their interaction. Once such a
model is found, it is generally possible to arbitrarily scale parameters, such as,
number of nodes or size of topology. Realism of analytical evaluation results is
highly dependent on the choice of abstractions, since it is seldom possible to
formalize all facets of a protocol in a tractable analytical model.

From the viewpoint of realism, network simulations fill the middle ground
between analytical protocol evaluation and real-world measurements performed
in a testbed. In comparison to testbeds, network simulations provide better
scalability and reproducibility. Using modern network simulators, it is possible
to simulate hundreds or thousands of nodes in arbitrary topologies and repeat
experiments with fully controlled randomness.

The most common technique for network simulators is discrete event network
simulation. A discrete event network simulator is driven by events, which can
be a timer running out or a packet being received by a simulated network card.
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Fig. 1. Evaluation realism

An important property of discrete event network simulators is that events are
mere points in time, i.e., no time passes during an event. Similarly, no time passes
between events. Instead, the simulator skips to the next event after processing
one event, not simulating anything in between. This approach scales well since
it only requires to process what happens during events. Simulated time in a
discrete event network simulator is different from system time: simulated time
may run faster or slower than system time, depending on the system load of the
machine running the simulator and the simulation’s complexity.

Discrete event simulators facilitate reproducibility: if properly implemented,
running a simulation twice with the same parameters yields the exact same results,
enabling precise debugging of rare corner cases. Randomness in simulations is con-
trolled by the simulator’s (pseudo-)random number generator, which can be ini-
tialized with different seeds to select a statistically meaningful sample size.

From a protocol-implementation perspective, a simulated environment is
therefore different from a real-world environment. When considering code reuse,
we need to carefully consider the effect of discrete event simulation on real-world
implementations. If too many aspects of the implementation are affected by the
simulator interface, code reuse is difficult or impossible, limiting meaningful-
ness of simulation results. If too few aspects are affected, we lose the benefits of
discrete event simulations, foremost its reproducibility.

3 Options for Code Reuse

We have established that finding the right level of abstraction between real-
istic implementations and simulated parts is key to reusable yet scalable and
reproducible network simulations. The level of abstraction is determined by the
extent to which code can be reused between simulations and real deployments.
In this section, we identify different options for code reuse and survey existing
approaches within this structure.
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3.1 Partial Source Reuse

The simplest form of code reuse is what we term partial source reuse. When
the protocol implementation’s programming language is compatible with the
simulator language, it is trivially possible to copy-and-paste chunks of source
code to the network simulator implementation and execute them as part of the
simulation.

For instance, the state-of-the-art discrete event network simulators
OMNeT++ [9] and ns-3 [10] support the C++ programming language for proto-
col simulations. Therefore, C or C++ protocol implementation source code can
be used as part of a simulation. Likewise, existing Java protocol source code can
be used in the JiST/SWANS simulator [11].

There are several software components, however, that need porting or re-
implementation to work in a discrete event simulator:

– real-world socket APIs cannot be used in a simulator; instead, the network
abstractions provided by the simulator need to be used;

– time is different from the system time in a network simulator, so no system
time queries must be made;

– random numbers have to stem from the simulators pseudo-random number
facility exclusively;

– concurrency is often not supported by discrete event simulators, instead the
asynchronous event dispatcher of the simulator has to be used;

– global variables may prevent spawning more than one application instance in
a simulator; and

– likewise, file system operations may conflict when more than one application
instance is simulated.

We conclude that partial code reuse can help alleviate duplicate implemen-
tation efforts, but by no means eliminates them, because all of the above issues
have to be addressed manually.

3.2 Full Source Reuse

Recent research [3,6,8,12,13] has investigated how duplicate implementation
effort can be minimized by increasing code reuse. Here, we discuss approaches
based on sharing the entire source code of a protocol implementation for sim-
ulation and real-world deployment. We distinguish two different approaches for
full source reuse: employing a software compatibility layer and using alternative
compilation methods.

Software Compatibility Layer. A special case of code reuse is the approach
taken by Click [14], where network protocols are implemented in a modular fash-
ion in C++ and a domain-specific router configuration language. Click protocol
implementations can be deployed on real hardware or integrated in a simulator
such as ns-3 [6]. Click’s aim is to find suitable programming abstractions for
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the critical software components listed in Sect. 3.1. The protocol is implemented
against this compatibility layer instead of APIs that are specific to the real world
or simulation environments.

Of course, the Click approach only works when developing a new protocol,
as tight integration with Click is needed. Another restriction is that the compat-
ibility layer can only support those features that all supported platform APIs
provide.

Mayer et al. [13] consider a more lightweight compatibility layer for the
OMNeT++ simulator. Instead of compiling a user space protocol’s sources into
an executable, a shared library is built and dynamically loaded into the simu-
lator. The authors suggest to replace the network functionality with a compat-
ibility wrapper, so that it can quickly be exchanged depending on whether the
protocol is built for real-world deployment or for simulation. Likewise, calls that
query the current time are replaced by pre-processor macros that switch between
simulation time and system time depending on the compilation mode.

Alternative Compilation. Tazaki et al. [15] propose a refined shared library
approach for the ns-3 simulator that, with some restrictions, allows a proto-
col implementation’s sources to run unmodified in the simulator, i.e., without a
compatibility layer. Again, a shared library is built from the implementation’s
sources, as depicted in Fig. 2, and dynamically loaded into the simulator. How-
ever, instead of using a compatibility layer (which requires in-source changes),
calls to the operating system’s standard library are redirected to a wrapper
library. The wrapper library decides whether to pass the call to the operating
system (for most calls), or provide an alternative implementation based on sim-
ulator facilities. For example, a call to the function that returns the length of a
string (strlen) can safely be passed through, as it does not perform input or
output operations, whereas a call to a function that normally returns the current
system time (e.g., gettimeofday) is replaced by a wrapper that returns simu-
lation time. The approach can be used for kernel-space protocols in a similar
fashion [3,7].

Fig. 2. Shared library approach
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The shared library approach is the first to allow running unmodified applica-
tions without reducing the reproducibility guarantees provided by discrete event
simulation, but it has restrictions on a conceptual level: compilation to a shared
library requires that the source code is available and in fact can be compiled
into such a shared library. The former is not necessarily true when proprietary
implementations are evaluated and the latter does not usually hold for most
interpreted programming languages and even many mainstream compiled lan-
guages, such as Java or Go.

3.3 Process Reuse

Another approach is to run node processes or even the nodes’ operating systems
via virtualization and solely exchange network traffic between these real processes
and the simulation. In the context of the OMNeT++ simulator, this approach was
first briefly discussed in [13] and later implemented by Staub et al. [12].

The advantage of network traffic exchange between simulation and real
processes is that full code reuse is trivial, since processes run in the same envi-
ronment as they would when deployed. No programming language limitations or
tool chain restrictions apply when the system is implemented as in [12]. Unfor-
tunately, this approach does not maintain perfect reproducibility, because only
network operations are simulated. Processes or operating systems do not run in
the simulated time domain but in their respective system time domain; system
(pseudo-)random numbers cannot be predicted, i.e., reproduced.

4 Leveraging the System Call Barrier

The shared-library approach that we saw in Sect. 3.2 chose the operating sys-
tem’s standard library as the barrier between simulation and a user’s protocol
implementation. What we propose here is to use a lower-level abstraction as
the border between simulation and real-world applications. Operating systems
already provide a natural barrier between user-space and kernel-space that can
only be transgressed via so-called system calls (syscalls).

4.1 The Syscall Interface

An obvious property of the system call barrier is that the operating system
is agnostic towards programming language details: every process, regardless of
whether it is a compiled executable, an interpreter, or a just-in-time compiled
program fragment, uses the same syscalls to interface with the operating system’s
kernel. So the approach supports running all of these protocol implementations,
even proprietary ones, with zero modification, thereby maximizing code reuse.

Techniques to capture and modify system calls, often called syscall wrapping,
have been used before in the security context [16] and for operating system
emulation [17]. To make use of the system call barrier for discrete event network
simulation, it is necessary to filter and selectively re-implement system calls.
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The Linux operating system kernel version 4.5, for instance, supports a total
of 385 system calls for file manipulation, signal handling, concurrency, socket
operations, and so forth. While this number may appear to be large, most system
calls are rarely used and implementing only a subset would already support
numerous protocol implementations. For example, our experiments show that a
simple web page served by the Nginx web server utilizes 46 distinct syscalls and
the olsrd [4] daemon uses 26 unique system calls when running in minimal mode.
Both implementations invoke largely the same – frequently used – system calls
and jointly require only 51 distinct system calls. Of these commonly used syscalls,
only a fraction needs to be modified during execution, whereas most system calls
need not be modified to support reproducibility in discrete network simulations.
System call groups that can be passed through instead of being re-implemented
include security options, memory manipulation, process manipulation, and most
concurrency operations, since these do not usually involve network traffic or
system time [15].

4.2 Syscall-Barrier Process Simulation

Figure 3 shows an overview of our proposed process simulation architecture: Top-
most are user-space processes, and bottommost is the operating system kernel.
Two components constitute the simulator process in the middle: the discrete
event simulation logic to the right and the syscall wrapper to the left. We pro-
pose to use syscall wrapping, as shown in Fig. 3, to selectively redirect syscalls to
the simulator logic and emulate them there. Non-emulated system calls are for-
warded to the operating system as is. The simulator process thereby implements
a secondary system call barrier to run real-world processes within the simulation
environment. Previous work that uses syscall wrappers for process virtualization
suggests that the syscall barrier’s performance is lower than hardware virtual-
ization as in, e.g., XEN [18]. Dike et al. [17] notes that the performance penalty
is dominated by additional context switches. This factor can, however, be mit-
igated on platforms that provide special operating system support for syscall
wrapping [19,20].

Fig. 3. Syscall-barrier process simulation
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Fig. 4. System call wrapping

To illustrate our approach, we discuss how to wrap two example syscalls.
Namely, we discuss two system calls that the OLSR mesh routing daemon issues:
the first system call (a) is mprotect, a system call that changes access permis-
sions on a memory region. The second system call (b) is nanosleep, which causes
the kernel to suspend the calling thread’s execution via a high-resolution timer.
As shown in Fig. 4, (a) is an example for a syscall that can be passed through to
the actual kernel services, whereas (b) is a syscall that needs to be caught and
handled by the wrapper.

Like [17], we assume a Linux system and a syscall wrapper based on the
ptrace framework [20]. The wrapper runs solely in user space and leverages the
ptrace system call to trace protocol processes. ptrace enables syscall inspection
and modification at two points: (1) just before the system call is processed by
the kernel and (2) just after the system call was processed by the kernel, but
before the protocol process is notified. As soon as the mprotect system call (a)
is issued, but before the kernel processed the call, the syscall wrapper would be
notified by the ptrace framework. It can inspect the system call and decide,
based on a lookup table, that mprotect does not affect the network simulation.
The wrapper hands back execution to the kernel, which processes the system
call as usual, and is notified again when the system call’s processing is finished
but before the protocol process is notified. Again, the syscall wrapper continues
execution without modification.

The second system call (b) is nanosleep. Time-related system calls need
embedding in a discrete event simulation environment, so the wrapper intercepts
the call: the syscall wrapper first registers an event with the simulator that noti-
fies the wrapper once the requested simulation time has passed. If operating sys-
tem support is available, the original system call can be skipped altogether [19].
Otherwise, the syscall is replaced by a dummy system call without input or out-
put, such as getpid [17], as indicated in Fig. 4. After the (dummy) system call
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is processed, but before the protocol process is notified, the original system call’s
result is emulated by modifying the protocol processes registers. In particular, the
syscall’s return value is replaced by zero, which indicates success for nanosleep.
Next, the syscall wrapper waits until the event it has registered with the simulator
expires. Once notified that the event has expired, it continues the protocol process.
By following these steps, the nanosleep system call is transparently emulated by
the simulator, replacing system time with simulation time – which is crucial for
experiment reproducibility.

Other system calls can be implemented in a similar fashion. Some syscalls
can be passed through, because they do not interfere with the simulation time.
In some cases, syscalls may be forwarded, but their parameters need to be modi-
fied. Examples are file system operations, where potentially path prefixes should
be modified by the syscall wrapper. Others, such as timing and network inter-
actions, need to be intercepted entirely and handled internally.

4.3 Syscall-Barrier System Simulation

Pushing the border even further towards the operating system level, we can
emulate the whole operating system while maintaining the syscall barrier as the
interface to the network simulator. Normally, this approach would require that
the simulator emulates hardware on which a node’s operating system can run.
Dike et al. [17] shows that instead it is possible and feasible to port an operating
system “to itself” in terms of system calls.

Instead of creating an environment that the virtualized operating system
can run on, the virtualized operating system is ported to run on an existing
system call environment. In theory, we can utilize these findings to run a node’s
operating system and all associated protocol implementation’s processes via the
same interface that we propose in Sect. 4.2 – the system call barrier.

This approach maximizes code reuse: nodes run fully virtualized, running
real-world protocol stacks on all layers above the medium access and physical
layers, which the network simulator models and simulates.

It is an open research challenge to evaluate how a real-world operating system
behaves when running on top of a discrete event network simulator, since time-
related syscalls behave differently in a discrete simulation environment. However,
due to the successful porting of kernel-space UDP and TCP implementations
[3,7], we are positive that this next level of code reuse can be obtained without
much modification to the kernel.

5 Conclusion

During the design and implementation phase of a network system, it is important
to verify the system’s correctness and performance. Simulating a protocol during
the design phase allows to carefully tune parameters and quickly assess a proposed
modification’s performance impact. Unfortunately, with today’s tool support,
it is often required to maintain two separate implementations for simulation and
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real-world deployment. This undermines both correctness – as implementation
differences question simulation results – and efficiency – as two implementations
duplicate development efforts.

We reviewed and structured a number of approaches that maintain the repro-
ducibility and scalability of discrete event network simulation, and at the same
time, improve correctness and reduce duplicate effort by increasing code reuse.
Among those approaches, the recently proposed shared library approach [3,7]
facilitates full source reuse with a state-of-the-art simulator, albeit with a num-
ber of restrictions.

We proposed a system-call barrier design as an alternative abstraction level
to form the border between simulator and protocol stack, i.e., model and real-
world code. Our design has the potential to solve the remaining restrictions
that are inherent to the shared-library approach. It is agnostic to programming
language, it can run compiled, interpreted, or just-in-time compiled code, and it
does not require a modified tool chain nor modified source code. The proposed
design is based on a technique called system call wrapping, which has been used
for security and virtualization previously. We also describe an extended design
that utilizes an operating system’s port to itself to simulate nodes’ operating
systems via the system-call barrier.

We expect that, along with the trend to improve code reuse, the use of
simulation in the evaluation of network systems will increase. It remains to be
seen whether perfect reproducibility can be upheld when modeling arbitrarily
complex systems such as full operating systems without modification, but the
direction is promising and we expect more results from this line of research in
the near future.
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Abstract. In this paper, we investigate the relay-aided hospital
wireless systems in cognitive radio environment, where multiple
transmitter-relay pairs desire transmit their collected information to a
data center. For the system, we propose a transmission framework, which
follows IEEE 802.22 WRAN and adopts the listen-before-talk and geo-
location/database methods to protect the primary users. The transmis-
sion strategy is presented, where in each subsystem, the wireless sensor
device (WSD) with the highest signal-to-noise ratio (SNR) is selected to
transmit signals at each time and then, a two-hop half-duplex decode-and
forward (DF) relaying transmission is launched among the selected WSD,
the corresponding personal wireless hub (PWH) and the data center. To
explore the potential system performance, an optimization problem is
formulated to maximize the system sum rate via power allocation. We
then solve it by using convex optimization theory and KKT condition
method and derive a closed-form solution of the optimal power alloca-
tion. Simulation results demonstrate the validity of our proposed scheme
and also show the effects of the total power, the interference thresholds
and the scale of the network on the system performance, which provide
some insights for practical hospital wireless system design.

Keywords: Relays · Wireless sensor devices · Hospital environment ·
Power allocation

1 Introduction

1.1 Background

With the fast development of wireless sensor devices (WSDs), various wireless net-
works have been developed, which are used for various aspects, including traffic
control, healthcare, home automation and habitat monitoring [1]. An emerging
paradigm of this kind of network is wireless sensor networks (WSNs), which has
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become a very important role in civilian and industrial applications. Besides, the
quality of life is becoming a common focus among people all over the world. As a
result, WSDs will be used widely in remote and infrastructure-based healthcare
facilities [2]. In practice, it is able to reduce workload of staff if to compose a WSN
in a hospital. The data of patients can be monitored by a WSN and then these data
can be transmitted to their designated doctor or nurses.

The ballistocardiograph (BCG) device is one of the most widely deloped
sensor devices, which transmits cardiac respiratory signals, impulse signals and
kinetic signals to the health-care center [3]. Another widely deployed sensor
device is the Electroencephalography (EEG) monitoring device, which transmits
electrophysiological monitoring data of recording electrical activity of the brain.
Besides, the device used to transmit ECG traces, metadata and annotations,
is called SCP-ECG [4,5]. These WSDs are low-power devices, which cannot
transmit signals over a long distance, so relay nodes are employed to help them
transmit signals more reliable over a long distance. In hospital wireless networks,
personal wireless hubs (PWHs) are commonly used as helping relays, which
help forward the signals from WSDs to the data center. PWHs are capable of
enhancing the system performance and improving the reliability of the wireless
networks in hospital environment [6].

1.2 Related Work

Wireless resource allocation, which is a very effective way to improve the system
performance of wireless networks, has been widely studied in the past few years.
Wireless networks are resource-limited systems, including spectrum and power.
Due to spectrum scarcity, cognitive radio (CR), which allows the unlicensed users
(secondary users) to use the spectrum resource of the licensed users (primary
users), was raised for solving this problem and its detailed definition can be found
in [7]. In WSNs, CR technology was considered for the information transmission
in [8–10].

Moreover, power allocation is also a typical issue in relay-aided WSNs. So
far, different relaying protocols (e.g., amplify-and-forward (AF) and decode-and-
forward (DF)) have been proposed for wireless cooperative communications [11].
So far, power allocation in AF or DF relaying networks in CR environment have
been investigated. For source and relay nodes respectively, a power allocation
schemes in CR was analysed in [12–14]. Hence, for hospital wireless networks,
resource allocation (e.g., power allocation and bandwidth) is very critical.

1.3 Motivations

As much attention has been paid to health-care facilities and hospital envi-
ronment recently, resource allocation in hospital wireless networks is attracting
more and more interests. In [15], a discrete event system model of operating
room (OR) was built on a platform named as SIMIO to allocate resource for
health-care networks. The author in [16] formulated a dynamic programming
problem to allocate bandwidth to enhance the information capacity of patients.
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However, relatively few work has been done on power allocation in cooperative
relaying hospital wireless networks. In this paper, we investigate a relay-aided hos-
pital wireless systems, which has n subsystems in CR network environment. Our
goal is to maximize the sum rate by power allocation for WSDs (transmitters)
and PWHs (relays). Some differences between our work and the similar one in [6]
is worthy mentioned. Firstly, in [6] multi-relay assignment was investigated with
CR technology in hospital environment, which proposed an iterative joint relay
assignment and power allocation algorithm for CR. Moreover, in [6], more than
one WSDs are allowed to transmit signals at the same time so that each relay can
receive signals from more than one WSD. This may cause multi-user interference
and consequently deceases the system performance. To meet the data transmis-
sion reliability requirement of each patient in one ward, in our work only one WSD
(i.e., the one with highest SNR) is selected to transmit at each time, where the
PWHs within the wards are regarded as relays. Secondly, in [6], AF relay protocol
was considered, while in this paper we adopt the DF relaying protocol, because
compared with AF, DF avoids amplifying the noise by decoding information at the
relay. Besides, in our work, the channel gain between the transmitter and the relay
is good enough to ensure the relay can decode the signals successfully. Thirdly, we
consider the power constraint of each ward (i.e., each subsystem), which may keep
the fairness for the patients in different wards and each PWH is only allowed to
work over its designated frequency so that the interference among PWHs can be
avoided, while in [6], these factors were not considered.

1.4 Contributions

In this paper, we investigate the relay-aided hospital wireless systems in CR
environment, where multiple transmitter-relay pairs desire transmit the collected
information to the data center. Firstly, we propose a transmission framework for
the system and our proposed transmission standard follows IEEE 802.22 WRAN,
which has listen-before-talk and geo-location/database schemes to protect the
primary users [6]. Secondly, we present the detailed transmission strategy for the
system, where in each subsystem, the WSD with the highest SNR is selected to
transmit signals at each time. Then, a two-hop half-duplex DF relaying trans-
mission is launched among the selected WSD, the corresponding PWH and the
data center, where the PWHs and the WSDs are unlicensed users. Thirdly, to
explore the potential system performance, we formulate an optimization problem
to maximize the sum rate of the system via power allocation, and then solve it
by using convex optimization theory and KKT condition method. By doing so,
the closed-form solution of the optimal power allocation is provided. Fourthly,
we discuss the effects of the total power, the interference thresholds and the
scale of the network on the system performance, which provides some insights
for practical hospital wireless system design.

The rest of this paper is organized as follows. The system model and transmis-
sion protocol are described in Sect. 2. Section 3 presents the problem formulation
and solution and Sect. 4 shows the simulation results. Finally, Sect. 5 concludes
the paper.
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2 System Model and Transmission Protocol

2.1 System Model

We consider a hospital network, which consists of M WSDs and N PWHs as
shown in Fig. 1. Low-power WSDs cannot transmit data only by itself to achieve
high reliability, so PWHs of patients in the hospital are considered as relays to
help WSDs send data from patients to the data center.

Fig. 1. A part of hospital environment with communication devices.

Considering the limit of spectrum resource, we adopt cognitive radio (CR)
to share the spectrum with those licensed wireless devices [6]. In our work, the
licensed wireless devices, such as cellphones, are considered as primary wireless
devices.

All WSDs and PWHs are unlicensed devices and there are K licensed wireless
devices (i.e., primary users) and one data center. There are several patients living
together in the same ward, and each of them has several WSDs on his or her
body. We assume that one ward only has one PWH. So the number of WSDs
are much larger than the related PWHs, i.e., M > N . Due to the short distance
between the WSDs and their related PWHs, the channel quality between WSDs
and their related PWHs are good enough, so the PWH can successfully decode
the information transmitted from the sensor devices on the patients. One PWH
can only decode signals from one transmitter at some moment. After successfully
decoding the information, the PWH re-transmits the data to the data center.
pm and pn represent the mth WSD’s transmission power and the nth PWH’s



196 J. Liu et al.

Fig. 2. System communication illustration.

Fig. 3. Transmission protocol structure.

transmission power, respectively. hm,n, hm,c, hn,c are the channel gains between
the mth WSD and the nth PWH, the mth WSD and the data center, and nth
PWH and the data center, respectively. The channel gains of the mth WSD and
the kth primary wireless device and the nth PWH and the kth primary wireless
device are respectively denoted by gm,k and gn,k.

2.2 Transmission Protocol

Briefly, the transmission strategy is illustrated as Fig. 2. We consider w WSDs,
one PWH and the data center as a subsystem.

We assume that all channels are flat-fading channels. Each PWH only serves
for just one WSD and each WSD operates on its separate frequency band, which
is not in mutual frequency band with others.

In this paper, time of transmission in every subsystem is divided into two
equal parts, which are source phase and relay phase. Source phase is for the
WSDs to transmit, while relay phase is for the related PWHs transmitting.
Before transmission of the WSDs and the related PWH, they should listen to
the primary wireless devices’ bands firstly. Secondly, every secondary wireless
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device should ensure that its transmission power is under a specific threshold.
The structure of this protocol is shown in Fig. 3. In the first channel sensing
subphase, each WSD should guarantee its interference to the primary devices
being under a threshold, i.e.,

pm|gm,k|2 ≤ Ik,m, (1)

where Ik,m represents the interference threshold of mth WSD operating within
kth primary device’s licensed frequency band. According to the pm and the
channel gain between the mth WSD and related PWH, we let only one WSD in
a subsystem transmit its signals and its transmission power is rewritten as pm′ .
m′ is in the set {1, 2, ..., N}. It’s easy to see that m′ and n are matched. Our
selection strategy is a two-stage method. The first stage is, for several WSDs
and their related PWH, to sort these WSDs according to their maximum value
of achievable transmission power. We assume that a subsystem with w WSDs.
According to (1), in a subsystem, for each WSD,

pm = min
{

Pmax
S ,

I1,m
|gm,1|2 ,

I2,m
|gm,2|2 , ...,

IK,m

|gm,K |2
}

(2)

where Pmax
S is the maximal transmission power of the transmission device.

The second stage is, for every subsystem, to calculate each SNR at PWH,
and choose the WSD with highest SNR at PWH to transmit its data, and then
we write pm′ as

pm′ = arg maxpi

{
p1|h1,n|2, ..., pi|hi,n|2, ..., pw|hw,n|2}, (3)

which m′ starts from 1 to N .
In the first data transmitting subphase, the WSDs broadcast data to related

PWHs and the data center. The channel output at nth PWH is

Yn =
√

pm′hm′,nXm′ + Zn, (4)

where Xm′ is complex-valued transmitted signal and Zn is complex-valued white
Guassian noise at nth PWH, which is zero-mean random variable with variance
σ2. And at the data center is

Y (1)
c = B1X1 + Zc,1, (5)

where B1 = diag[
√

p1h1,c, ...,
√

pm′hm′,c, ...,
√

pNhN,c] and Zc,1 is a Guassian
noise vector with convariance matrix σ2IN at the data center and the signal
X1 is a vector [X1, ...Xm′,...,XN ]T . In the second channel sensing subphase,
each PWH should guarantee its interference for the primary devices is under a
threshold, defined as

pn|gn,k|2 ≤ Ik,n, (6)

where Ik,n represents the interference threshold of nth PWH operating within
kth primary device’s licensed frequency band. In the second data transmitting
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subphase, the PWHs transmit signals to the data center. The channel output at
the data center is

Y (2)
c = B2X2 + Zc,2, (7)

where B2 = diag[
√

p1h1,c, ...,
√

pnhn,c, ...,
√

pNhN,c] and Zc,2 is a Guassian noise
vector with convariance matrix σ2IN at the data center. In order to save lim-
ited energy and guarantee this system will not be strong interference to other
important medical devices, in this paper, we assume that the whole transmission
power of this system is limited, and from the perspective of nth subsystem, this
constraint is written as

∑N

m′=n=1
(pm′ + pn) ≤ Ptotal, (8)

where Ptotal presents the transmission power of the whole system. Besides, for
nth subsystem, it has its own power control, which means available power for
every subsystem is limited in a proper proportion of the whole system for fairness,
and this constraint is written as

pm′ + pn ≤ θnPtotal, (9)

where 0 ≤ θn ≤ 1 is the proportional factor. Obviously,
∑N

n=1 θn = 1 should
be met.

3 Problem Formulation and Solution

In this section, we formulate an optimization problem to allocate power of WSDs
and PWHs, and then we get the closed-form of optimal power allocation via two-
hop half-duplex DF scheme.

We consider DF strategy to transmit, which means the related PWHs should
decode the signals from the WSDs correctly. As shown in Fig. 3, we assume the
channel sensing subphase is small enough compared with the data transmitting
subphase, so we just consider the data transmitting subphase as the main part of
the transmission time and the time of the channel sensing subphase is negligible.

For the nth subsystem, in the first data transmission subphase, the achievable
rate C1,n is

C1,n = 1
2N log

(
1 +

pm′ |hm′,n|2
σ2/N

)
. (10)

In the second data transmission subphase, the achievable rate C2,n is

C2,n = 1
2N log

(
1 +

pm′ |hm′,c|2
σ2/N + pn|hn,c|2

σ2/N

)
. (11)

So the achievable rate of the nth subsystem is the minimum of C1,n and C2,n,
written as

Cn = min {C1,n, C2,n} . (12)
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And our aim is to achieve maximum of the achieved rate of the whole system

maxpm′ ,pn

∑N

n=1
μnCn (13)

s.t. (1), (6), (8), (9)
pm′ , pn > 0.

The factor μn > 0 ensures the fairness of every subsystem.

Proposition 1. The optimal power allocation in the problem (12) can be
achieved by letting C1,n = C2,n.

Proof. The condition of choosing relay is hm′,n > hm′,c as well as hn,c > hm′,c.
And for a given pm′ , we can get a corresponding pn. C1,n is a monotonically
increasing function of pm′ , while C2,n is a monotonically decreasing function
of pm′ . Because hn,c > hm′,c and the sum of pm′ and pn is constant. Only if
C1,n = C2,n, the subsystem can achieve the maximum achieved rate.

So we can obtain that the relationship between pm′ and pn as following:

pn = |hm′,n|2−|hm′,c|2
|hn,c|2 pm′ , (14)

and we set αn = |hm′,n|2−|hm′,c|2
|hn,c|2 .

Proposition 2. The problem (13) is a convex optimization.

Proof. Based on Proposition 1, we already know that C1,n = C2,n. Therefore,
Cn is equal to C1,n or C2,n. For the sake of convenience, we consider Cn is equal
to C1,n. Obviously, C1,n is a concave function of pm′ , so the sum of them is also
concave. As for (1), (6), (8) and (9), they are all linear functions of pm′ , which
are both convex and concave. So the problem (13) is a convex optimization.

Based on Proposition 2, this problem can be solved by KKT condition after
constructing Lagrangian function. The Lagrangian of problem (13) is:

L(pm′ , λ) =
∑N

n=1
μnCn − λ

(∑N

m′=n=1
(1 + αn)pm′ − Ptotal

)
. (15)

Applying the KKT condition to this problem, we have that:

∂L(pm′ ,λ)
∂pm′ = 0,∀m′ ∈ {1, 2, ..., N}. (16)

And we get the solution as:

pm′ =
[

μn

λ(1+αn)
− σ2/N

|hm′,n|2
]+

. (17)
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After that, we can add the other constraints into this solution. We firstly
introduce a variable X = min{ Ik,m′

|gm′,k|2 ,
Ik,n

αn|gn,k|2 , θnPtotal

1+αn
},∀m′, n, k and we

already knew that m′ and n are matched. So we finally get the optimal power
allocation is as following:

p∗
m′ = min{X, pm′}. (18)

Then, we will demonstrate how these parameters represent the sum of
achieved rates of the whole system in the following section.

4 Simulation Results

In this section, we provide some simulation results to discuss the system perfor-
mance.

In all simulations, channel gain is set to be h = KA(d0
d )βϕ, seen in [17]. KA is

a constant which describes the antenna characteristic and average channel atten-
uation. d0 presents the reference distance for antenna far filed, and the distance
between transmitter and receiver is d, which is larger than d0. β is the path loss
constant. The parameter ϕ is a Rayleigh random variable. And the values of them
are set as: KA = 20, d0 = 1, β = 3. Besides, we set the power of noise is 0.1 mW.

Figure 4 shows an example of WSDs assignment. As shown in Fig. 4, there are
four wards existing at one floor of the hospital. Each ward has several patients
along with several sensor devices, which are represented by red pots. And the
blue pots represent the related PWHs. We use MATLAB to simulate the result
of choosing proper WSDs. We chose the WSD with the best channel quality
within one subsystem. Instinctively, in the subsystem, the selected WSD is the
one that with the shortest distance between it and the PWH.

Fig. 4. An example of wireless sensor devices assignment. (Color figure online)
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Fig. 5. Sum rate with different Ptotal, when N = 3, K = 2.

Fig. 6. Sum rates with different Imin, when N = 3, K = 2.

Figures 5 and 6 are simulation results of the system with N = 3, K = 2.
Figure 5 illustrates the sum rate versus θ when Ptotal changes from 20 mW to
200 mW. We set μ randomly and we set I1 = 80mW and I2 = 60mW . It shows
that, the system with uniformed θ gets higher sum rate than the system with
only one subsystem transmitting. It indicates that, to achieve better fairness
and spectral efficiency, only one subsystem being permitted to transmit may not
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Fig. 7. Sum rates with different N , when K = 2, ptotal = 200 mW.

always be the best choice. Moreover, the gap between the system with uniformed
θ and the system with no subsystem power constraint is the smallest than the
others, and the gap is decreasing when Ptotal increases. It can be concluded that
when Ptotal is becoming larger, uniformed θ constrains will not be the main
factor on affecting the system sum rate any more. Figure 6 illustrates the sum
rate of different θ versus Imin changing from 10 mW to 100 mW. Two different
I values limit the optimal values of pm′ and the smaller one affects the sum
rate more obviously. It can be observed that the gap between the system with
uniformed θ and the system with no subsystem power constraint is the smallest
than the others, and the gap is increasing when Imin increases, because when Imin

is getting larger, uniformed θ will be the main factor, which limits the system
sum rate.

Figure 7 shows that the sum rate is increased when N grows, but the increas-
ing rate is declining with the increment of N .

5 Conclusion

This paper studied the relay-aided hospital wireless systems in cognitive radio
environment. We proposed a transmission framework and the corresponding
transmission strategy. To explore the potential system performance, an opti-
mization problem was formulated to maximize the system sum rate via power
allocation. A closed-form solution was derived for the power allocation. Simula-
tion results demonstrated the validity of our proposed scheme and also showed
the effects of the total power, the interference thresholds and the scale of the
network on the system performance, which provide some insights for practical
hospital wireless system design.
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Abstract. In this work, we investigate the application of an adapted
controlled mobility strategy on self-propelling nodes, which could effi-
ciently provide network resource to users scattered on a designated
area. We design a virtual force-based controlled mobility scheme, named
VFPc, and evaluate its ability to be jointly used with a dual packet-
forwarding and epidemic routing protocol. In particular, we study the
possibility for end-users to achieve synchronous communications at given
times of the considered scenarios. On this basis, we study the delay distri-
bution for such user traffic and show the advantages of VFPc compared
to other packet-forwarding and packet-replication schemes, and high-
light that VFPc-enabled applications could take benefit of both schemes
to yield a better user experience, despite challenging network conditions.

Keywords: Controlled mobility · Virtual forces · MANET · Challenged
networks · DTN · Unmanned aerial vehicles · Disaster communications

1 Introduction

Over the last 15 years, the notion of ubiquitous network access got closer to
reality. As an illustration, by that time, the worldwide Internet penetration
rate has grown 7 times, reaching 43% in 2015 [1]. Yet, this encouraging key
performance indicator should not conceal the acute challenges still posed by
the current need to greatly improve access to network infrastructure in many
unconnected or ill-connected territories. Although the reasons for this imper-
fect network coverage may differ, with various issues and constraints met in
either rural areas, remote zones or emerging countries, alternate communication
resources need to be deployed on site to grant network access. A similar problem
arises in the case of disasters which may leave the existing networks impaired
at a time when communications are greatly needed by the rescue, response and
restoration teams. To this end, various rapid deployment communication sys-
tems were proposed, often relying on different types of terrestrial, aerial and
satellite network segments [2]. Moreover, the principles of Mobile Ad Hoc Net-
works (MANETs) [3] have often been adopted in these contexts [4], since they
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can forgo the time-consuming, staff-demanding and potentially costly roll-out
of a surrogate cellular network infrastructure. Further, MANETs allow devices
to form temporary and self-organized networks in dynamic topologies, where
multi-hop communications are used to extend the inherently limited range of
wireless transmissions. Yet, in the context of challenged networks [6] with high
node mobility, low node density and other detrimental issues, the performance
of MANETs can be severely hindered by the scarcity of network connectivity
and subsequent link disruptions, which in turn increase packet losses [5]. In con-
trast, Delay/Disruption Tolerant Network (DTN) techniques were designed to
handle packet delivery in case of intermittent connectivity found in challenged
networks. Moreover, while MANETs use synchronous routing schemes based on
the determination of an end-to-end path, DTN schemes on the other hand rely on
the asynchronous store-carry-and-forward principles [7] wherein a network node
buffers and carries incoming packets as it moves. Further, among the proposed
DTN routing strategies, two specific directions were abundantly explored:

– Packet-forwarding, which, often combined with modified synchronous proto-
cols to support longer delays (e.g. Deep-Space Transport Protocol (DS-TP)
or TP-Planet [5]), allows better packet delivery with respect to MANET per-
formance.

– Epidemic approaches enable a node to transmit copies of incoming packets to
nodes it gets in contact with. As a result, multiple replications of a specific
packet may exist in the network at the same time, increasing the chances
for this packet to reach its destination. Yet, a systematic packet replication
at each contact opportunity incurs a significant resource consumption. As a
result, several solutions (e.g. MaxProp [9], RAPID [10] and Spray and Wait [8])
were proposed to keep packet replication as low as possible.

In this regard, due to the unpredictable nature of most intermittently con-
nected networks, traditional DTN schemes fail to fully ensure consistent network
performance gains with respect to multiple key routing metrics such as packet
delivery, delay, overhead and resource consumption. This observation has been
referred to as the incidental effect [10] of existing DTN schemes. To overcome
this limitation, the concept of controlled mobility [16] has recently been explored,
bringing a new perspective on network node mobility, which was until then
mainly considered as an unavoidable nuisance requiring mitigation. In contrast,
controlled mobility enforces deployed network protocols with the ability to put
nodes in motion and direct them where they can help increase the overall network
performance. Some forms of controlled mobility mechanisms have been notably
studied in the context of DTNs, where specific nodes may be used as message
ferries to enhance connectivity in networks with sparsely deployed nodes [16].
Likewise, wireless sensor networks may benefit from data sinks with controlled
mobility for various performance aspects, such as network lifetime increase [17].
In this work, we particularly focus on swarming principles, a distributed form
of controlled mobility for which local node interaction can engender desirable
emergent behaviors [18]. In effect, swarming mechanisms give network nodes
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the ability to cooperatively readjust their movements thanks to the exchange
of local information and to collectively achieve a given spatial organization. In
this regard, although swarming mechanisms generally require a large number
of mobile nodes to complete pattern formations such as grids and lattices [13],
specific strategies can achieve chain formations with a limited number of nodes,
which is a useful property in network deployments, where the number of nodes
is often constrained. Thus, several works studied chain formations with proba-
bilistic finite state machine [19] and evolutionary robotics techniques [20].

In our previous studies, we investigated a third approach, for which local
information exchange is based on virtual force principles [14,15]. We notably
presented in [15] the Virtual Force Protocol (VFP), allowing mobile nodes, and
in particular unmanned aerial vehicles (UAVs), to form communication chains
and provide network connectivity in the context of disaster relief operations.
We assessed VFP performance and notably showed that a peak efficiency was
obtained with a limited set of nodes, which confirmed its interest in network
deployments where the number of nodes is constrained. Yet, the performance
gain from the use of a simple MANET protocol to a joint use of MANET and
VFP, however significant, could not exceed a relatively low threshold of about
40%, in terms of Packet Delivery Ratio (PDR).

In this work, we seek to overcome this PDR limitation while keeping end-
to-end delays as low as possible. To this end, our main contribution can be
summarized as follows: we give our VFP-based strategy, which we here name
VFPc, the ability to work jointly with a DTN epidemic scheme, with the objec-
tive to thoroughly improve packet delivery. We also design a cross-layer frame-
work that allows switching from packet-replication to packet forwarding (and
reciprocally), based on the context given by VFPc to the upper layer routing
components, in terms of whether a VFP communication chain is established or
not. That way, end-users can benefit from synchronous communications when a
VFP chain connects the traffic endpoints. Otherwise, the network autonomously
falls back to asynchronous communications. The rest of this paper is organized
as follows: Sect. 2 presents the disaster relief scenario which gives the context of
this study. Section 3 details the design choices made for our VFPc strategy and
other schemes used as comparison references. The performance of VFPc is then
evaluated along with the other schemes, in terms of PDR and end-to-end delay,
in Sect. 4, and we finally conclude in Sect. 5.

2 Scenario

In the context of this study, we envision a scenario where a rapid deployment
communication system is required to provide network coverage on a zone Ze

where network access is non-existent or temporarily impaired. To this end, our
system encompasses the following nodes, as illustrated by Fig. 1:

– Traffic nodes are regular end-user devices which, like the other nodes, support
the VFPc scheme in order to cooperate with the rest of the network. Two such
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Fig. 1. A representative network deployment in the considered scenario.

nodes are assumed to move randomly within Ze, respectively acting as source
and destination of all user traffic during the considered case flow.

– Survey nodes explore Ze, exchange information with other nodes in radio range
and store their location for future use and dissemination in the network.

– Relay nodes are initially survey nodes which change their function at given
times to become part the set of intermediate nodes in the multihop commu-
nication chain between the traffic nodes. When not needed anymore in the
chain, relay nodes revert to their former survey type.

3 VFP Protocol Design

3.1 A Force-Based System

Our VFPc scheme implements a virtual force-based distributed system, VFP
[14,15], which is used to control node mobility so as to create and maintain a
wireless multi-hop communication chain between any traffic (source, destination)
pair. Further, VFP defines a beacon message which is regularly broadcast 1-hop
away by each node in the network. VFP beacons contain various information
such as the emitting node coordinates and velocity vector, whether it belongs to
a communication chain and in that case which intermediate nodes are preceding
and following in the chain. It additionally encompasses a list of nodes previously
discovered, also with relevant information. This local distribution of informa-
tion is a pivotal mechanism for network nodes to quantify the forces exerted
by neighboring nodes, reassess their own subsequent acceleration and velocity
vectors, move accordingly, and take part to the relay node election process [15].
As illustrated by Fig. 2 (left), relay nodes in a communication chain (nodes P
and N in the given example) are subjected to interaction and alignment forces.
To calculate both forces, nodes use received VFP beacon information differently:

– Interaction forces [14], which encompass three repulsive, friction and attractive
components, are exerted by the node’s predecessor in the chain (i.e. N and P
are subjected to interaction forces from respectively P and S in the given
example). Depending on the distance with its predecessor, a node can be



Improving the Performance of Challenged Networks with Controlled Mobility 209

Fig. 2. (left) Principles of virtual forces applied on nodes P and N in a communication
chain, (right) detailed forces on N (note that friction ffr is non-existent in this case).
(Color figure online)

located in a virtual repulsion, friction or attraction zone, delineated by the
red, grey and green areas in Fig. 2 (right). In this study, we select a repulsion-
attraction intensity profile such that fra = I in the repulsion zone, fra =
−I in the attraction zone and fra = 0 elsewhere. Further, the repulsion-
attraction force is used to move the node within a given relative distance from
its predecessor, while the friction force ffr enables smooth decelerations and
allows avoiding undesirable oscillating movement effects [14]. These forces are
calculated on the basis of 1-hop information received from the predecessor’s
beacons.

– In contrast, alignment forces [15] can be calculated by a relay node as soon
as it learns the position of the traffic source and destination nodes (S and D
in the example of Fig. 2). This force steers relay nodes towards line (SD), and
ultimately tends to generate a straight line topology for the communication
chain. In the example of Fig. 2 (right), the alignment force fa tends to steer N
towards its projection Np on line (SD). If Np was closer from Pp to S, fa would
be directed towards the symmetric point of Np about Pp on (SD). That way,
the alignment force also helps reordering chains if a relay node is not correctly
located with respect to its predecessor and successor in the chain.

3.2 A Cross-Layer Framework

Figure 3 gives an architectural representation of the dual routing stack made
of a packet-forwarding scheme (the synchronous stack) and a packet-replication
scheme (the asynchronous stack) hosted on each node. It also outlines how three
VFP entities interact with the other main components involved both in network
traffic transmission as well as in node mobility control:

– The mobility controller retrieves information such as coordinates and velocity
vectors from the node Inertial Measurement Unit (IMU) and various sensors
via the Autopilot application. This entity also performs the calculation of the
force system exerted on the node based on available local information and
sends the Autopilot the updated measures (e.g. under the form of a velocity
vector or a waypoint).
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Fig. 3. Representation of the cross-layer framework. (Color figure online)

– The link manager is in charge to periodically build and emit VFP beacons
as well as receive and store beacons from neighboring nodes. As shown by
the blue arrows, VFP beacons only rely on 1-hop broadcasts provided by the
synchronous scheme and don’t require any DTN persistence.

– The chain manager works together with a selection mechanism (illustrated
by the red arrows in Fig. 3) which allows triggering the relevant routing stack
depending on the VFP status of the node: if this later does not belong to an
established VFP chain whose destination matches the considered user traffic
destination, then the corresponding packets are handled by the DTN-based
asynchronous stack. Otherwise, it is known the node has an available multi-
hop route via its successor in the chain to the destination and the selection
mechanism lets the synchronous stack handle packet forwarding on a hop-by-
hop basis.

3.3 Implementation Aspects

Although the outlined framework may allow the use of multiple routing schemes,
specific deployment choices were required to allow a rigorous performance eval-
uation of VFPc. Because of its well-documented properties, the epidemic pro-
tocol [12] was therefore selected for deployment as packet-replication scheme
within the cross-layer framework. This DTN protocol exhibits a simple oppor-
tunistic flooding-based design, with the use of a dedicated beacon to inform nodes
of contact opportunities with neighboring nodes, as well as of another specific
mechanism, the summary vector exchange, which allows two nodes to exchange
their disjoint packets during contacts. Moreover, we implemented the Routing
Stack Selector (RSS) shown by Fig. 3 as well as a simple forwarding scheme in
the same component. Basically, when an incoming packet needs processing, the
component requests the VFP status of the node, and if applicable, the identifier
of its successor in the chain. If applicable, the packet is immediately forwarded
to the successor. Otherwise, the packet is passed to the epidemic protocol and
will be kept into persistent storage for further transmission, when a contact
opportunity with a neighboring node arises.

On this basis, we designed seven routing strategies, as Fig. 4 shows. The first
six schemes only partially use our framework components. The RWP1 scheme
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Fig. 4. Overview of the implemented schemes, ordered by function support.

exclusively relies on Random Waypoint Mobility (RWP) and not on virtual force-
based controlled mobility. Besides, it only supports a MANET forwarding-based
routing. We also study two other RWP-based schemes which on the opposite
only support the epidemic protocol: while RWP2 uses a regular epidemic stack
with default values, RWP2-op lowers the period of packet list exchange between
two neighboring nodes by setting HostRecentPeriod = 1 s (instead of 10 s by
default) [12]. Hence, the use of this later scheme should incur a faster transmis-
sion of epidemic packets during contacts (i.e. when nodes are in direct radio range
and able to exchange their list of stored epidemic packets to determine which
packets should be transmitted). We also consider the VFP1 scheme, which sup-
ports VFP controlled mobility and which relies on a MANET forwarding-based
routing, but never on the epidemic routing. As a result, the user traffic in only
transmitted when valid end-to-end routes are established and is dropped oth-
erwise. We then implemented two VFP-based schemes which only rely on the
epidemic stack: whereas VFP2 uses the epidemic routing with default values,
VFP2-op employs optimized values, with the aforementioned expected bene-
fits. The last strategy, VFPc, supports all the features offered by our framework:
the VFP component controls node mobility when applicable, and the user traffic
is contextually passed to the epidemic or the forwarding scheme, depending on
whether the considered node belongs to an established communication chain. It
is worth noting that VFPc uses the default epidemic parameter valuation.

4 Performance Evaluation

4.1 Simulation Parameters

The simulation parameters were chosen as closely as possible as those described
in our previous work [15]. Table 1 summarizes the values of the key parameters
of our simulation setup, which uses the network simulator ns-3.23.

The node number, initial positions and mobility patterns are given in
Table 1. All nodes use IEEE 802.11b/g communication links with High-Rate
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Table 1. Main simulation parameters

Nodes Exploration zone Ze = 1000 m × 1000 m, 2 traffic nodes,
N (survey + relay) nodes, N = 15 or 1 ≤ N ≤ 30

Mobility patterns Traffic nodes Position initially uniformly distributed on Ze,
RWP, velocity ∈ [0.25, 1] m/s

Survey nodes Position initially at center of Ze,
RWP, velocity ∈ [5, 10] m/s

Relay nodes VFP-based mobility, velocity ∈ [0, 10] m/s

Network 802.11b/g, HR-DSSS at 11 Mb/s, radio range = 100 m
constant speed propagation delay model

VFPc protocol Beacon emission interval = 1 s, interaction forces fra and ffr
configured as in [14], Alignment force fa valued as in [15]

Routing MANET OLSR with default values [11]

DTN Epidemic protocol [12]

User traffic CBR bitrate = 10 Kb/s, CBR packet size = 512 B

Direct Sequence Spread Spectrum (HR-DSSS) at 11 Mb/s, whose communica-
tion range is set to 100 m and radio propagation is assumed lossless. Moreover,
the MANET routing is supported by the Optimized Link State Routing protocol
(OLSR) [11] for the non-crosslayer schemes that use the packet-forwarding stack
(i.e. the RWP1 and VFP1 strategies). In contrast and as previously mentioned in
Sect. 3.3, the packet-forwarding component of VFPc relies on a VFP-based sim-
plified hop-by-hop routing. With respect to the force-based controlled mobility,
Table 1 refers to our previous works [14,15] which provide a detailed justification
of the chosen values for respectively the interaction forces fi and the alignment
forces fa. Moreover, the user traffic is modelled with a Constant Bitrate (CBR)
flow at 10 Kb/s, which is assumed sufficient in the context of the considered
scenario to convey important and potentially delay-tolerant traffic, such as UAV
telemetry or payload sensor data. Note that the case of larger bitrates was stud-
ied in [14]. Further, each point of Figs. 5, 6 and 7 are respectively averaged over
2000 and 10000 independent simulations of 900 s each. On that note, errors bars
are shown in all figures and are based on a confidence level of 95%.

Results are analyzed in the rest of this section, and are based on two per-
formance metrics: the Packet Delivery Ratio (PDR) relates to the user traffic
between both traffic nodes. Then, the end-to-end delay is defined here from
source to destination traffic node, for the same user traffic. We additionally
examine the Cumulative Distribution Function (CDF) of this delay.

4.2 Simulation Results

We first took interest in how the considered schemes behave with an increas-
ing number of nodes. We followed a similar approach as taken in our previous
study [15] regarding the performance of VFP1 and RWP1 with respect to PDR
and end-to-end delay, this time using those results as a comparison basis to
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Fig. 5. PDR (left) and end-to-end delay (right) of the CBR packets received by desti-
nation node D, versus the number N of initial survey nodes.

Fig. 6. PDR (left) and average end-to-end delay (right) of the CBR packets received
by destination node D, versus simulation time. N = 15.

evaluate the other schemes. Figure 5 shows the PDR and end-to-end delay of the
CBR transmissions between both traffic nodes for all considered schemes, with a
varying initial number N of survey nodes in the network, such that 1 ≤ N ≤ 30.

General performance outcomes. It can first be observed that both RWP1
and VFP1 exhibit low end-to-end delays (below 15 ms for all values of N) com-
pared to the other schemes. However, VFP1, with a PDR reaching a maximum
of around 35% for 16 ≤ N ≤ 18, represents a significant improvement over
RWP1 and its lower PDR, consistently below 5%. As we detailed in [15], the low
performance of RWP1 can easily be explained by the low node density and the
relatively high velocity of the survey nodes, in the range of [5, 10] m/s, which goes
beyond the regular pedestrian-type speeds found in most MANET deployment
scenarios. Likewise, the PDR results of VFP1 are understandably constrained
by the unavoidable time needed for the mobile nodes to physically move and
connect the traffic endpoints. We however verified in [15] that the performance
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of VFP1 is close to that of an ideal-theoretic mobility control scheme where node
positions would always be known. Consequently, further design improvements of
VFP1 based solely on packet-forwarding routing would offer limited perspec-
tives, especially regarding PDR. In contrast with RWP1 and VFP1, the five
epidemic-enabled strategies share a sharp improvement in terms of PDR, at the
expense of significantly lengthened delays, as Fig. 5 illustrates. In any case, these
schemes have an increasing PDR with N and, in this regard, will systematically
outperform RWP1 and VFP1 for N > 3.

At this stage, a sharp distinction can also be made between the five epidemic-
enabled schemes, on both the criteria of PDR and end-to-end delay:

– VFPc, VFP2 and VFP2-op systematically yield better PDR results than
RWP2 and RWP2-op for N ≥ 9: for instance, when N = 15, the former
set outperforms the latter, in terms of PDR, by 7% to 15%. Figure 6 (left),
which shows how PDR evolves with time for N = 15, confirms that the VFP-
and-epidemic-based schemes consistently outmatch the RWP-and-epidemic-
based strategies at all times. Further, while for N = 30, all PDRs are con-
tained between 96% and 99.5%, VFPc, VFP2 and VFP2-op obviously converge
faster and are already above 96% for N ≥ 15. However, for N ≤ 7, RWP2
and RWP2-op always outperform VFPc, VFP2 and VFP2-op regarding PDR.
This is easily explained by the fact that low values for N do not allow the
VFP-based controlled mobility protocol to successfully establish communica-
tion chains. Instead, the VFP-enabled strategies here forms incomplete chains
which are not sufficiently long to create an end-to-end path between both
user traffic endpoints, and which waste intermediate nodes which could oth-
erwise explore the overall area and opportunistically transmit packets, hereby
increasing PDR. Yet, for N > 7, using a VFP controlled mobility protocol
starts making more sense than applying a simple RWP mobility scheme to
the network nodes.

– With respect to delay, Fig. 5 (right) shows two general trends: first, VFPc,
VFP2 and VFP2-op yield lower end-to-end delays for any value of N . In
addition, as already observed for PDR, the optimized schemes (i.e. VFP2-
op and RWP2-op) behave better than their counterpart with default values,
which was expected by construction. Moreover, Fig. 6 (right) illustrates how
the average end-to-end delays from CBR packets received since the start of
the simulation evolves with time, for N = 15. VFPc, VFP2 and VFP2-op
clearly exhibit a maximum at simulation time t ≈ 400 s, which corresponds,
for the considered scenario, to the statistical time at which the VFP-based
communication chain is established, and packets can be transmitted along
the multi-hop path formed by the relay nodes. Subsequent CBR packets are
then likely to reach their destination endpoint with significantly lower delays,
decreasing the average end-to-end delay accordingly. Instead, the average end-
to-end delays of RWP2 and RWP2-op never decrease with time. At the end
of the total simulation time, this delay reaches a steady point with RWP2-op
while it still increases with RWP2.
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Fig. 7. Cumulative distribution function of the end-to-end delays.

Performance of VFPc. The specific case of the full-featured, dual routing
stack, VFPc, is now singled out and analyzed. Although VFPc uses the epidemic
stack with default parameter values, its PDR results are however almost identical
to that of the optimized VFP2-op, as Fig. 5 (left) and Fig. 6 (left) illustrate. The
same can be said in terms of mean delays, as shown by Fig. 5 (right). Figure 6
(right) shows that VFP2-op slightly outperforms VFPc during a part of the
simulation, although the average delays of both schemes eventually match. As
a result, both schemes exhibit a comparable performance in terms of PDR and
mean delay, although VFPc has a more frugal behavior regarding overhead,
thanks to the use of default epidemic parameter values which generates less
control messages.

Furthermore, an in-depth study of the delay distributions reveals a solid
argument, besides epidemic control message overhead mitigation, to consider
the use of VFPc. Figure 7 displays the CDF of the end-to-end delays related
to the CBR traffic for all epidemic schemes. The RWP-based schemes yield the
longer delays: only 1% and 6% of the CBR packets are respectively received
within 1 s when using the RWP2 and RWP2-op schemes. For the VFP-enabled
schemes, the distributions significantly vary: while about 56% of CBR packets
are received within 7 s when using VFPc or VFP2-op, only 8% of CBR packets
are received in that time windows with VFP2. However, almost no packet is
received within 100 ms for VFP2-op, versus more than 54% with VFPc. Even
more significantly, a dual pattern can be observed from the CDF curve of VFPc:
52% of the user traffic is received synchronously, within 10 ms, through the VFP-
enabled communication chains, while the rest is received asynchronously, with
delays exceeding 1 s, via DTN-based opportunistic exchanges. This confirms the
interest of enforcing controlled mobility principles: with VFPc, as much user
traffic as possible is received with low delays when the VFP-based topology is
fully formed, while the rest is conveyed via packet replication, with longer delays.
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5 Conclusion

In this work, we presented VFPc, a distributed controlled mobility strategy
relying on virtual forces, which enables a flock of network nodes to move cooper-
atively and form multi-hop communication links where needed. The use of VFPc
is particularly justified in the context of disaster-relief communications and more
generally, rapidly formed networks, which need to provide an efficient network
coverage with a reduced set of network equipment. In that regard, we presented
the architectural principles of VFPc and a dual routing framework that allows
switching from packet-replication to packet forwarding (and reciprocally), based
on whether a VFP communication chain is established or not. We then evalu-
ated this strategy via a set of simulations which confirmed that the joint use of
the VFP controlled mobility and a dual packet forwarding-replication routing
stack yields the best performance in terms of packet delivery and delays, com-
pared to other MANET- or DTN-based schemes. In addition, delay CDF results
show that VFPc incurs two distinct communications phases during which the
user traffic may be transmitted with very low delays, when VFPc communica-
tion chains are established, or with more elastic delays otherwise. An application
aware of the times at which it enters synchronous or asynchronous modes may
offer new perspectives in terms of user experience despite challenging network
conditions. In the future, we plan to implement VFPc and its routing framework
on a swarm of UAVs and further assess VFPc performance via experimentation.
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Abstract. Content dissemination in Vehicular Ad-hoc Networks has a
myriad of applications, ranging from advertising and parking notifica-
tions, to traffic and emergency warnings. This heterogeneity requires
optimizing content storing, retrieval and forwarding among vehicles
to deliver data with short latency and without jeopardizing network
resources. In this paper, for a few reference scenarios, we illustrate how
approaches that combine Content Centric Networking (CCN) and Float-
ing Content (FC) enable new and efficient solutions to this issue. More-
over, we describe how a network architecture based on Software Defined
Networking (SDN) can support both CCN and FC by coordinating dis-
tributed caching strategies, by optimizing the packet forwarding process
and the availability of floating data items. For each scenario analyzed,
we highlight the main research challenges open, and we describe a few
possible solutions.

Keywords: VANETs · Software defined networking · Content centric
networking · Floating content · Content caching and replication

1 Introduction

Vehicular Ad-hoc Networks (VANETs) [1] allow communications among vehicles
and between vehicles and fixed infrastructure, aiming to support a wide range of
services and applications to make travel experience pleasant, safe, and informed
[2]. Applications envisioned for VANETs vary from traffic conditions and acci-
dent warnings, to infotainment services such as live video streaming, live gaming,
etc. The main technical challenges in VANET communications are related to the
high dynamicity and volatility of the vehicular environment. Therefore, mecha-
nisms for online adaptation of the network configuration to the wireless medium,
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to highly varying inter-user distance and to node density, etc. are required [1].
Though a lot of work has been done in proposing mechanisms for efficient content
dissemination, a lot of work remains to be done to reliably support infotainment
applications with acceptable Quality of Service (QoS) and Quality of Experience
(QoE).

This paper describes a possible approach to tackle this issue, based on com-
bining three paradigms: Floating Content (FC), Software-Defined Networking
(SDN), and Content-Centric Networking (CCN). Content-Centric Networking
[3] allows messages to be exchanged throughout the network based on their con-
tent and not on the location of the hosts. In settings characterized by high node
mobility and volatility, such as VANETs, this may greatly increase the chance of
delivering the requested content in case of disrupted links and frequent changes
of network topologies. However, mechanisms are required to adapt routing deci-
sions to such changes and to achieve a good balance between optimizing content
delivery likelihood and resource utilization.

In warning applications, data packets are usually small and can be dis-
seminated between vehicles and between vehicles and infrastructure such as
Road Site Units (RSUs) without significantly affecting the available commu-
nication bandwidth. For these types of services, the push-based communication
approach, usually adopted in publish/subscribe applications, is well suitable.
Therefore, Floating Content, an opportunistic communication scheme, which
supports infrastructure-less distributed content sharing over a given geographic
area, could be a good candidate for the implementation of these services. The
basic formulation of FC is push-based and conceived to suit settings, in which a
large fraction of nodes in a given area (the Anchor Zone, AZ) are interested in
receiving small messages [4,5]. The idea behind FC is to store a given content
object in a spatial region without any fixed infrastructure, making it available
through opportunistic communications to all users traversing that region. When-
ever a node possessing the content object is within the transmission range of
some other nodes not having it, the content object is replicated. When a node
with the content object moves out of its spatio-temporal limits, it deletes the
content object. The content object may be available on a set of nodes and moves
over time within the AZ, even after the node that has originally generated the
content has left the AZ. Thus, the content object ‘floats’ within the AZ. Besides
the advantages that both FC and CCN may bring in storing and disseminating
content in VANETs, their performance could be improved by the coordination of
a centralized entity that has global knowledge of the nodes, mobility, their inter-
est in a given content, as well as other information. It can properly set FC and
CCN parameters (e.g., AZ size, time to replicate content, strategy for content
caching) and select which approach is more suitable for a given use case [6].

Initially designed for wired networks, Software Defined Networking (SDN)
has been recognized as an attractive and promising approach for wireless and
mobile networks too [7]. These networks can benefit from the flexibility, program-
mability and centralized control view offered by SDN, under different aspects,
such as wireless resource optimization (i.e., channel allocation, interference
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avoidance), packet routing and forwarding in multi-hop multi-path scenarios as
well as efficient mobility and network heterogeneity management. The pioneering
SDN-based architecture for VANETs was proposed by Ku et al. [8], and after-
wards enhanced [9,10] by adding cloud and fog computing components. In a
scenario with a variety of vehicular services with very diverse communication
requirements, SDN holds the potential to improve the management of content
delivery [11]. A first Type-Based Content Distribution (TBCD) method was
proposed in [12] to improve content caching and forwarding in a SDN-enabled
VANET. TBCD adopts a push-and-pull approach for delivering content, based
on the type of content, and on the number of users interested in it.

In line with that, we investigate how SDN could be beneficial in VANETs for
improving CCN-based content caching and FC-based content replication within
a given geographical area. The rest of the paper is organized as follows. Section 2
first describes how CCN and FC can be applied in vehicular network scenarios.
Section 3 envisages the research areas where the use of a SDN controller may
help improving the performance of CCN in vehicular networks. Section 4 illus-
trates how FC can benefit from some form of coordination among nodes, when
implemented through a SDN controller. Finally, Sect. 5 concludes the paper.

2 Content Dissemination in VANETs

In this section, we discuss how to support content dissemination in highly mobile
VANETs using CCN and FC. Some related works already proposed CCN modi-
fications to better suit the paradigm to VANET features. Goals were to decrease
packet forwarding load and dealing with difficulties in maintaining Forward-
ing Information Base (FIB) entries. In [13], an additional field was introduced
in the Data message to help requesters in selecting the best content provider.
To increase content availability, authors in [14] propose that each vehicle caches
all received Data and forwards all Interest messages to all available interfaces.
However, increasing the message size and forwarding multiple Interest messages
for given content increase traffic load. Therefore, new approaches are needed.

When content objects are bound to a specific geographic region, and stored
on all (or a subset of) nodes within the region itself, FC could play a key role for
improving CCN. By replicating content, FC introduces redundancy, which can be
useful when nodes cannot be continuously active and hence do not make content
permanently available. Reasons for this could be high node failure rates, inter-
mittent connectivity, load balancing, or energy management involving node duty
cycling. Moreover, floating content can make searching and finding content more
efficient, if the geographic area of the floating content can be derived from the
content name. Normally, to retrieve content, requesters issue Interest messages
including a content name describing the requested content. To ensure that the
content bound to a geographic area is found, the content name could be mapped
to that area. Consequently, an Interest message is forwarded to that geographic
area to meet the requested content. Mapping can be supported by either hav-
ing a geographic ID in the content name or by having an intermediate node,



224 R. Soua et al.

which translates the original content name into a geographic name. After the
Interest has met a content source, the Data message including the content is sent
back to the requester based on the stored information in the PIT.

2.1 Receiver and Source Mobility Support

In VANETs, both source and requester (receiver) nodes might become mobile.
Although CCN has implicit support for receiver mobility, certain problems can
occur in VANETs in case of very high receiver speeds [15]. If both the RTT
of Interest/Data messages and the velocity of the mobile requester are rather
low, then standard CCN based on FIB and PIT forwarding will work, because
returned Data messages will meet valid PIT entries. However, in case of longer
RTTs and fast mobile receivers, PIT entries might be invalid for returning Data
messages and the content cannot be delivered.

Receiver mobility can be supported by FC. An Interest could be sent towards
the source. In the Interest message an area could be indicated, specifying where
the content shall be sent (e.g., the area that the receiver will visit soon). The
Data is then sent to the indicated area, where it might float. The receiver can
then pick it up when it arrives at the indicated area. However, this approach
somehow contradicts the fundamentals of CCN, since Data messages are not
sent along the reverse path (considering Interests) using the information stored
in PITs.

Source mobility, not natively supported by CCN, makes content search more
difficult. Source mobility either requires frequent content advertisement updates
or frequent content searches possibly causing significant overhead by broadcasts.
It can be supported efficiently by FC if content is assigned to a certain geographic
area. If it is ensured that always some nodes storing the content are within the
assigned area, then the content can be provided by at least one of the nodes
independent on source mobility.

2.2 Agent-Based Content Retrieval (ABCR)

Another approach for requesting and receiving content is based on using agents.
Requesters can delegate content retrieval to one or more agents [16] and retrieve
from them the content later. A requester broadcasts an Interest to potential
agents, which respond by Data messages describing their offer to retrieve content
on behalf the requester. The requester then confirms the agent selection. Later,
when the requester meets the agent again, it can retrieve the content using
traditional CCN message exchange.

In a VANET, a user might like to retrieve a content object from a location
that is not in range, and where the vehicle is not scheduled to go. By letting
requester and agent know their respective typical or expected paths, the content
source could select the right agent (the one with the right path) for sending
back the content object. Here we assume that the content source knows the
path of the requester and of the candidate agents for carrying the content and
that the content source will give information about the path of the requester
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to the agent carrying the content. Uncertainty in space and time can make the
rendezvous hard to implement. To face this issue, the agent carrying the content
could implement an AZ, in that the desired content floats and that the requester
will traverse with high likelihood.

Agents can also be used to come up with a solution for receiver mobility with-
out the need to modify CCN. To address receiver mobility, a mobile requester
intending to visit an indicated area can delegate content retrieval to an agent
located in the indicated area. The agent requests the information from the con-
tent source and disseminates it using FC mechanisms in the indicated area. The
mobile receiver then picks up the content from the agent or from another FC
node when visiting the indicated area.

2.3 FC-Assisted, Geographic Content Centric (DTN) Routing

In settings where volatility makes it unfeasible or inefficient to maintain a path
between content requester(s) and content source, FC may be used to support
so-called geographic content centric routing. We assume that all nodes and con-
tent objects can be identified unequivocally, and that nodes know their location
and future trajectory with some uncertainty. Such knowledge could be derived
from past spatio-temporal patterns. By letting each node share through FC its
own data on network state (e.g., node positions and trajectories, node content),
FC can be used to build at each node a common, shared representation of the
network and its evolution over time. Such representation could be used to imple-
ment various strategies for Delay Tolerant Network (DTN) routing.

As a complement, when nodes are sparse and/or their mobility does not allow
to build a stable path for content dissemination, Interest packets could be made
to float in an area around the originator node. The floating content would be
used as a “fishing net” to improve the chance of finding content among passing
nodes. As a result, each node within an area would then maintain and share a
table (i.e., floating PIT), describing a list of requested content objects. For each
requested content object, the table stores a list of requesters. When meeting a
node with one or more of the requested content objects, those could be forwarded
to the requesters using some form of DTN routing scheme, possibly using the
floating network state.

3 SDN Support for CCN in VANETs

3.1 SDN for CCN Forwarding and Broadcasting

In large-scale networks the size of FIB tables on each CCN node can easily
increase due to the large amount of exchanged content and the large number
of content sources. Alternatively, the CCN routers that request content broad-
cast Interest packets to neighbor nodes in order to receive it. Subsequently, the
possibility of congestion in paths through the network can be very high. There
have been several attempts to encounter these problems; some of them try to
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identify a path between a requester and a content source and store this path
for future references [17,18]. Others propose to forward Interests based on the
distance between sender and receiver [19]. A similar approach has been adopted
also in CCVN [13], where messages are broadcast in the entire VANET, but in
case of collisions they are re-broadcast according to the distance from previous
senders. To improve content retrieval, in [20] authors suggest to utilize the dif-
ferent interfaces of a CCN node to transmit Interests simultaneously through
multiple interfaces. For the same aim, Udugama et al. [21] propose to split the
Interest messages of the same request and send them through multiple paths at
the same time.

A SDN controller, with its centralized view of the network, can support the
design of more efficient CCN forwarding strategies. For instance, a controller can
be responsible for selecting unicast paths between requester and content source
in a given cluster of the network [22]. To integrate the SDN approach in CCN
networks, Charpinel et al. [23] proposed a CCN controller that has a complete
view of the network. It defines the forwarding strategy, and installs forwarding
rules in the FIBs of CCN routers. In every CCN router there is a Cache Rules
Table (CRT). The CCN controller sends cache rules (replacement policies) to
the CCN switches, which are stored in the CRT table. The CCN router caches
the content according to the rules that exist in the CRT table. The presence of a
centralized controller could be further exploited to improve CCN performance.
For instance, a SDN controller can determine the number of chunks to transmit
through a face and send them through multiple faces simultaneously [24].

Our Approach. CCN content discovery mechanisms can be improved by inte-
grating SDN logic. A SDN controller could setup a path between a requester and
a content source and install forwarding rules in the FIB tables of the nodes [23].
Furthermore, flows could be set up similar to the Dynamic Unicast approach [17].
Then a SDN controller could guarantee the QoS for each flow and could trans-
mit the message through the best flow. Moreover, as shown in Fig. 1(a), SDN
could support the set up of multipath communication. When a vehicle sends
or receives a message (Interest or Data), it could send (or receive) it through
multiple (redundant) paths. A SDN controller could discover several paths that
satisfy Interest messages of the same request. Then, the controller could send
Interest messages through those paths in parallel, in order to retrieve Data much
faster.

In a CCN-based VANET, several applications will generate requests with
different names. The network must treat these requests in a different way. For
instance, a safety application generating warning messages should forward these
messages to the entire network. On the contrary, an entertainment application
sending video requests should forward these messages through an appropriate
face in order to find a content source. A SDN controller could install such for-
warding rules to make sure that each message is treated differently, according to
its name (Fig. 1(b)).
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Fig. 1. SDN support for CCN forwarding in VANETs: (a) Forwarding of Interests
along different paths, (b) Different forwarding strategy based on Interests names

3.2 SDN for CCN Caching

Caching techniques are used to avoid accessing the server storing the original
copy for content requests. Specifically, the buffer memory in vehicles is considered
as a cache space for replicas. Indeed, upon a cache hit at a Content Store, the
Data message is sent back to the vehicle that sent the Interest. In case of a cache
miss, the Interest message shall be forwarded according to a name-based routing
strategy, if a similar request is not already pending. Caching enhances con-
tent discovery, retrieval and delivery in VANETs by providing multiple sources
(caches) of the content. However, the explosion of infotainment applications with
their ubiquitous replicas creates an increasing demand for the scarce spectrum
in VANETs. Basically, caching is coupled with two fundamental questions: what
content to cache and where to cache it.

Caching all content along the delivery paths as suggested in [25] may cause
serious performance degradation. Even if the cache size is not a major concern in
VANETs, it is not obvious if this cache can keep up the pace with the increasing
scale of multimedia content distribution over VANETs. For these reasons, it was
proposed in [26–28] to cache only popular content (i.e., content which has been
requested a number of time equal or larger than a fixed Popularity Threshold, PT).
Other works rely on the user interest for deciding what content to keep [29], i.e.,
nodes will cache only the content they are interested in.

Concerning where to cache, one trivial solution is to cache replicas in every
vehicle [30]. The short-lived nature of links in VANETs, coupled with the time
and space-relevant nature of content, accentuates the concern about the selection
of relevant nodes that can cache specific content. Therefore, most new caching
schemes attempt to reduce the nodes’ caching redundancy by only selecting a
subset of nodes in the delivery path. This subset of nodes has high probabil-
ity to get a cache hit and hence nodes in this subset are called “central” nodes.
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Centrality-based solutions for node selection were proposed in the context of static
networks. However, their extension to highly mobile networks, such as VANETs,
is a thorny problem as centrality is not trivial [31]. Recent works [32,33] focus on
the social aspect of caching. Users in the same social space are likely to request
the same content. Hence, the content is proactively pushed to the cache of users’
proximate neighbors. The definition of these proximate neighbors is challenging.
While in [32] proximate nodes are 1 − hop neighbors, authors of [33] define these
nodes as the nodes having a specific ratio of common content items with the user.

Our Approach. Given the unique features of VANETs, SDN can provide cen-
tralized cached content management. A SDN controller could instruct Content
Providers (CP) to trigger on-demand caching when popular content has been
identified. In the same way, the SDN controller could fix the value of the PT
according to different metrics. Moreover, the SDN controller, being the owner of
the caching logic, will determine which vehicles (Content Cachers) should store
replicas of the popular content at each period of time. This centralized caching
logic helps authorities to program and deploy the desired caching behavior.

Fig. 2. SDN-based caching approach in VANETs.

Figure 2 illustrates an example of our proposed SDN-based caching approach
in VANETs. Two RSUs are orchestrated by one RSU Controller (RSUC). Each
RSU is covering a specific geographical area on the highway. The RSUC fixes
the PT and the set of influential vehicles [34] in the zone. The set of influential
nodes is time-variant since vehicles can enter and leave the network frequently.
Therefore, the RSUC should periodically (or any time is needed) notify vehicles
in the network about the updated set of influential nodes. Once the number of
requests for the content produced by the CP, reaches the PT, the RSUC will
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trigger its caching spreading strategy. The popular content will not be sent to the
immediate 1-hop neighbors of CP like in [32], but will be sent to the influential
vehicles (CC1 and CC2). This mechanism avoids overloading the network with
replicas of the same content. The CP is aware of the set of influential nodes
and send them accordingly the replicas. While CC1 is a 1-hop neighbor of the
CP, CC2 is out of its transmission range. Therefore, the content is sent first to
RSU2 and then RSU2 forwards the popular content to CC2. Vehicles interested
in the content of CP can ask CC1 or CC2 to retrieve it. Thus, vehicles far away
from the CP (the node that generated the original content) can get a replicas
by asking the nearest CC.

4 SDN Support for FC in VANETs

In FC, information dissemination is geographically limited by the AZ. However,
there is no rule on how a user defines the geographic origin, radius and expiration
time of the AZ. Simulation results [35] show that the ratio between AZ radius
and communication range has an impact on information availability. Besides,
authors of [4], provide the criticality condition under which a population of
mobile nodes can support the floating content. This condition is related to node
density, transmission range, and AZ. Hence, defining the AZ size and shape is
a complex task due to vehicles’ high mobility and most importantly the lack of
centralized network administration.

Furthermore, the main goal of FC is to ensure that each node inside the AZ
gets the content and replicates it through opportunistic message exchanges. This
exchange can involve a huge number of vehicles (especially in urban areas) and
a large amount of information. A majority of studies [4,5,35] assume that when
a node with a piece of content in the AZ comes within the transmission range of
some other node that does not have it, the piece of content is replicated. This
replication takes into account neither the popularity of the content nor the size of
set of nodes carrying the content. Unfortunately, more information is not always
better, at least not in VANETs, when a massive number of messages increase
both spectrum congestion and management challenges.

Our Approach. The centralized intelligence and configuration flexibility that
SDN offers allows vehicles to flexibly define the AZ size and shape to cope with
content deletion. In challenging environments with highly varying density, SDN
can ensure better persistence and availability of floating content by accurately
tuning the AZ size. Once an AZ has been defined, the RSUC could reshape the
existing AZ or trigger the activation of a new AZ based on its global knowl-
edge. This on-demand creation or extension of an AZ saves network resources.
Figure 3(a) shows a use case where an AZ is created upon demand. An emer-
gency vehicle enters the zone covered by RSU1 where there is no pre-established
AZ. The emergency vehicle asks RSU1 to define an AZ via V2I communica-
tion. Then the request is forwarded by RSU1 to the RSUC, which sends back
the parameters of the AZ (shape, size, lifetime) based on the content lifetime,
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Fig. 3. (a) SDN-based FC activation, (b) AZ reshaping in an accident intersection
scenario

nodes density, and mobility. Since communication in FC is infrastructure-less,
this temporary on-demand AZ creation was not possible without using SDN.
Moreover, SDN could be involved in reshaping of an existing AZ. One interest-
ing use case is information dissemination in an intersection, which is a highly
localized area as depicted in Fig. 3(b). To ensure that the content is floating
outside the AZ defined by the intersection, one possible solution would be to
reshape the AZ and make it bigger. However, as argued in [5], the bigger the AZ
size is, the lower is the success probability (i.e. probability for a node entering
in AZ to get the content), if node transmission ranges and density are fixed.
Hence, the RSUC will define a new AZ’s shape based on its global knowledge
of the geographical area, node’s space distribution, RSUs’ traffic load, and the
desired size of the floating zone.

Content replication could also be supported by SDN. The RSUC can define,
through information collected from RSUs, the floating content’s priority. Subse-
quently, a node can decide to receive and/or ignore content based on a priority
rule that can take into account the content lifetime, number of nodes replicating
the content, and the intermittent nature of the connections. Thus, the SDN con-
troller implemented in RSUC could figure out the content popularity and decide
with which frequency the content is replicated. The RSUC can also define a
Range of Interest (ROI) inside the AZ. Indeed, the content is replicated mainly
inside the ROI (resp. outside in other applications). For instance, if there are
not so many copies of a content object inside the ROI, the SDN controller could
allow the exchange of content even outside (resp. inside) the ROI’s coverage
range. Consequently, the probability of loosing the content is very small.

5 Conclusions

In this work, we have identified CCN and FC as two suitable enablers for improv-
ing content storing, dissemination, and forwarding in future VANETs. Both should
be adapted to the high dynamic and volatile network environment. To this aim,
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SDN could provide support for CCN and FC, e.g., to select, according to node
mobility, the influential nodes where the content should be cached, or to activate
the AZ where the content should float. Future work will investigate the envisioned
integration of CCN, FC and SDN in VANETs in more depth.
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Abstract. With the advent of Cloud Radio Access Networks (C-RAN)
where base band units (BBU) have the ability to dynamically support
the bandwidth allocation and centrally manage the bearers transmitted
from the remote radio heads (RRH), bandwidth adaptation (BA) mech-
anism emerges as a promising solution to provide the required resources
for C-RAN to provide resources to the bearers during congestion. Exist-
ing studies use BA mechanism on congestion management only for LTE
system but rarely for C-RAN. To achieve this goal, this paper takes the
advantage of dual connectivity with the ability of bearer split to coopera-
tively provide resources by the serving RRHs, at the same time the mobil-
ity robustness and the throughput performance can be improved. The
main contribution of this work is to propose an improved BA mechanism
for C-RAN with dual connectivity in a centralized concept. More specif-
ically, this work designs a “downgrading index” includes two additional
centralized contribution attribute to decide the proportional resource
contribution of the bearers which are transmitted by the chosen RRHs
and are grouped to assist the serving RRHs. Finally, simulation results
illustrate the proposed BA mechanism for C-RAN with dual connectiv-
ity significantly reduces the probabilities of the handoff bearer dropping
and the bearer blocking.

Keywords: C-RAN · Dual connectivity · Bandwidth adaptation · Call
admission control · Handoff

1 Introduction

The fifth generation (5G) cellular wireless networks are expected to overcome
the amount of data traffic which is being increasing dramatically in recent years
[1]. As a consequence, the mobile operators need to spend more for building,
operating and upgrading the traditional Decentralized Radio Access Networks
(D-RAN) while the revenue does not balance with the cost. To find feasible solu-
tions emerging in the future, China Mobile has been developing and deploying
Cloud Radio Access Networks (C-RAN) which is believed to be an answer to
the challenges [2]. Moreover, Mobile and wireless communications Enablers for
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Twenty-twenty (2020) Information Society (METIS) proposed that the 5G archi-
tecture trends to embrace C-RAN to have a scalable and centralized control [3].
With centralized processing of C-RAN by separating the base band units (BBU)
and remote radio head (RRH), the architecture has the advantage of upgrading
and expanding the network capacity. In this respect, operators can have a large
saving in cost. However, the bearer would be blocked if there is no idle band-
width to be allocated by the BBU in C-RAN. To overcome the problems men-
tioned above, this work proposes an improved BA mechanism with centralized
concept in C-RAN. The improvement downgrades resources not only from the
requested RRH but from the managed RRHs. To find suitable RRHs to assist the
requested RRHs, the BBU discovers the candidate group, Gc and the assistance
group, Ga. The detailed definition of Gc and Ga is described in Sect. 3. More-
over, to decide how much resources each bearer from Ga shall release, according
to the proportional resource contribution of downgrading index which includes
four contribution attributes. This paper designs two contribution attributes in
a centralized concept. Therefore, each bearer from Ga only needs to partially
release resources to provide enough resources and the resources from the serving
RRHs can be decreased.

A GBR bearer is associated with a bearer priority, denoted as i, and a GBR
parameter denoted as Rgi and a Maximum Bit Rate (MBR) parameter denoted
as Rmi. To propose an improved BA mechanism includes the above-mention
two main QoS parameters, Rgi and Rmi, this paper also takes dual connectivity
which is in 3GPP LTE release 12 [4], is considered in the future of 5G architec-
ture, into account. A term “dual connectivity” refers to the operation with the
ability of bearer split where a given UE consumes radio resources provided by
one master eNB (MeNB) and one secondary eNB (SeNB). Adopt dual connectiv-
ity to C-RAN architecture, the serving RRH with larger transmission coverage
can substitute for the role of MeNB, where RRHm is denoted as the master
RRH. Similarly, the other serving RRH with smaller transmission coverage can
substitute for the role of SeNB, where RRHs is denoted as the secondary RRH.
Hence, the mobility robustness and the per-user throughput can be improved in
C-RAN. Furthermore, a UE consumes radio resources provided by RRHm and
RRHs causes RRHm and RRHs can cooperatively provide resources to the UE.
In sum, the objective of this paper is not only proposing an improved BA mech-
anism that is suitable in C-RAN but taking the advantage of dual connectivity
to deal with the resource management in congestion.

The remainder of this paper is organized as follows. In Sect. 2, related work
and motivation are described. Section 3 describes the system model, problem
formulation and basic idea of the proposed scheme. Section 4 describes the pro-
posed improved BA mechanism for C-RAN with dual connectivity. Simulation
results are presented Sect. 5. Section 6 concludes this paper.

2 Related Works

Regarding other existing BA mechanisms by taking the advanced QoS require-
ments into account, some results are discussed. Khabazian et al. [5] proposed a
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fairness-based preemption algorithm which takes into consideration the bearer
priority as well as the amount of the QoS over-provisioning of the bearers.
According to the two matrix to have the downgrading index, the contribution
of each bearer is computed to release resources in a fairness way. Moreover,
the downgrading index can be fine-tuned to have a optimize performance gain
by the operator. More recently, Khabazian et al. [6] proposed a multi-objective
and distributed BA mechanism which takes three bearer attributes into account
namely bearer priority, bearer QoS over-provisioning and bearer communica-
tion channel quality. With fine-tuning exponents, the performance measurement
can be reached a tradeoff. All the related works are proposed the designed BA
mechanisms focus on D-RAN architecture, which are not designed for C-RAN.

3 Preliminaries

Considered the downlink C-RAN architecture of handover scenario, the system
model is illustrated as shown in Fig. 1(a), where all the RRHs and the BBUs
are separated from the BSs and then the RRHs are connected to the BBUs
in centralized BBU pool through the fronthaul. In the proposed protocol, only
the resource management of resource blocks usage in bandwidth is considered.
Moreover, the bandwidth can be dynamically allocated by the BBUs according
to the load of controlled RRHs. Therefore, the traffic congestion in some RRHs
can be avoided due to the RRHs contribute the idle PRB resources to the busiest
RRHs by the centralized BBUs during congestion.

On the other hand, due to the fact that dual connectivity is considered in C-
RAN, the UE can consume radio resources provided by RRHm and RRHs. In the
proposed protocol, RRHm is managed by BBUm, while RRHk,r that transmits
the radio resources to the UE is also presented as RRHs, where RRHk,r is
the rth RRH managed by BBUk. In Fig. 1(a), when the UE is moving to the
transmission range of RRH1,1, where RRHm transmit resources to the UE plays
the role of master RRH, and RRH1,1 plays the role of secondary RRH is also
presented as RRHs. Both the RRHm and RRHs transmit radio resources to
the UE.

To avoid experiencing strong interference from the macro and small RRHs
when they are operated on the same frequency in the C-RAN architecture with
dual connectivity [4], the bandwidth of channel is divided into two different
parts. As shown in Fig. 1(b), the RRHm with larger transmission range operates
the lower frequency bands, i.e., a GHz. Meanwhile, the other RRHs with smaller
transmission range operate the higher frequency bands, i.e., b GHz. Note that if
the RRHs have transmission range overlap, then the bandeidth can be reassigned.
Besides, Fig. 1(b) illustrates the downlink resource block. In 3GPP LTE release
12 [7], a physical resource block is defined as Nsy consecutive OFDM symbols in
one downlink slot, Ts, and Nsc consecutive subcarriers in the frequency domain.
Therefore, a PRB in the downlink consists of Nsy ×Nsc resource elements during
two downlink slot Ts.
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Fig. 1. System model of C-RAN with dual connectivity and channel operation.

3.1 Basic Idea

The basic idea of this work is by taking the advantage of C-RAN with dual
connectivity to discover more resources from the chosen RRHs as assistants to
assist RRHm and RRHs for establishing a new bearer. Moreover, this work
designs a downgrading index that is suitable in the architecture in concept of
centralized characteristic. When performing the centralized CAC scheme, the
RRHs in Gc assist RRHm and RRHs to contribute more idle PRB resources.
When performing the centralized BA algorithm to release enough resources, the
RRHs in Ga assist to release more PRB resources for establishing new bearer.
Based on this concept, the probability of a bearer request blocking and handoff
bearer dropping can be significantly reduced by the assistance of the RRHs in
Gc and Ga as well as the designed downgrading index to decide the proportional
released resources of the active bearers.

4 A Bandwidth Adaptation Mechanism for Cloud Radio
Access Networks

This section presents the improved BA mechanism for C-RAN with dual con-
nectivity, three phases are described in the following.
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4.1 Group Discovery Phase

The group discovery phase aims to find Gc and Ga first. If the resources are
not enough when performing the centralized CAC phase, the RRHs in Gc can
assist to release idle PRB resources. If the idle resources are not enough, the
RRHs is Ga can release resources when performing the centralized BA phase.
The procedure is given as follows.

S1. To discover Gc, the BBU which controls RRHs selects the transmission
range of the RRHs which are overlapped with RRHs or the RRHs in Gc to
form Gc.

S2. After discovering Gc, the BBU simply sorts the RRHs according to the QoS
over-provisioning ratio uk,r of the RRHs in decreasing order. Let uk,r denote
the QoS over-provisioning ratio of RRHk,r, then uk,r can be expressed as
follows.

uk,r =

∑

i,j

γk,r
i,j

∑

k,r,i,j

bk,r
i,j

,

where γk,r
i,j = bk,r

i,j − bk,r
i,j (Rgi),

RRHk,r ∈ Gc

(1)

where bk,r
i,j denoted as the load contribution measured by the technology,

bk,r
i,j (Rgi) denoted as the resources the bearer bk,r

i,j requests to meet the guaran-
tee bit rate Rgi with priority i. Therefore, the QoS over-provisioning resources
of bk,r

i,j denoted as γk,r
i,j , where γk,r

i,j is the resources bk,r
i,j (Rgi) deducted from

the allocated resource bk,r
i,j . The larger uk,r means the more bearers bk,r

i,j in
RRHk,r take more resources that exceed their Rgi.

S3. After obtaining the QoS over-provisioning ratio order of each RRH, then
Ga can be found. Select the RRHk,r in Gc with uk,r that higher than the
threshold θ to form Ga. Note that the lower θ is, the more RRHs can be
selected to form Ga, and the more bandwidth usage of RRHs are influenced
to release resources. On the other hand, the higher θ is, the less RRHs are
selected to form Ga, thus the more difficult to release enough resources.

An example of the group discovery phase is given in Fig. 2. The serving
RRHs are RRHm and RRH1,1, where RRH1,1 also represents RRHs. To dis-
cover Gc, the transmission range of RRH1,2 and RRH1,3 are found overlapped
with RRHs. Therefore, RRH1,2 and RRH1,3 are added to Gc. Moreover, the
transmission range of RRH1,4 and RRH1,5 are overlapped with that of the
RRHs in Gc. Therefore, RRH1,4 and RRH1,5 are added to Gc. To discover Ga,
according to the Eq. (1), the BBU sorts uk,r of RRHk,r in Gc and selects the
RRHk,r with uk,r that higher than θ to form Ga. Assumes the order of QoS
over-provisioning ratio is u1,3 > u1,5 > u1,1 > u1,2 > u1,4, where u1,3 and u1,5

are higher than θ, which means u1,3 and u1,5 have more QoS over-provisioning
resources than other RRHs to provide. Therefore, includes RRHm and RRHs

(RRH1,1), Ga is formed by {RRHm, RRH1,1, RRH1,3, RRH1,5}.
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Fig. 2. Example of discovering the Gc and Ga.

4.2 Centralized CAC Phase

When an UE requests resources to establish a new bearer or maintain the rate
of a handoff bearer, the CAC policy is performed to decide whether there are
enough resources for the bearer admitting to establish. Here the centralized CAC
phase aims to enhance the exiting CAC scheme [6] and propose a centralized
CAC policy that is considered the centralized characteristic of C-RAN with
dual connectivity. Let nk,r

i denote the amount of bearers with priority i that
transmitted by RRHk,r and managed by BBUk. A new bearer or a handoff
bearer is the (nk,r

i + 1)-th. Let bk,r

i,nk,r
i +1

(R) denote a new bearer (nk,r
i + 1)-th

requests resources to meet bit rate R and let CQIk,r denote the reported CQI
value from the UE to RRHk,r. Let Ck,r denote the total capacity of RRHk,r in
OFDM PRB. The procedure is given as follows.

S1. When a new bearer or a handoff bearer bk,r

i,nk,r
i +1

requests PRB resources

bk,r

i,nk,r
i +1

(R) to meet bit rate R, RRHm and RRHs provide resources in

a proportional way. The original request resources bk,r

i,nk,r
i +1

(R) divided to

bk,r

i,nk,r
i +1

(Rk,r) to request from the serving RRHk,r according to their CQIk,r.

To express the proportional resources each serving RRHk,r needs to provide,
bk,r

i,nk,r
i +1

(Rk,r) can be expressed as follows:

bk,r
i,j (Rk,r) = bk,r

i,j (R) × CQIk,r
∑

k,r,i,j

CQIk,r ,

where RRHk,r ∈ RRHm ∪ RRHs,
(2)
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the serving RRHk,r only need to provide the proportional contribution of
bk,r
i,j (Rk,r).

S2. To ensure that the total idle PRB resources in the serving RRHk,r is enough
to provide their bk,r

i,j (Rk,r), Cpk,r is denoted as the prediction remaining
resources of RRHk,r.

Cpk,r = (Ck,r −
9∑

m=1

nk,r
i∑

n=1

bk,r
m,n) − bk,r

i,j (Rk,r) (3)

to obtain Cpk,r, all the allocated resources to the bearers in RRHk,r need

to be deducted from Ck,r, i.e., (Ck,r −
9∑

m=1

nk,r
i∑

n=1
bk,r
m,n), and then deduct the

requested proportional resources bk,r
i,j (Rk,r). Where the bearer priority is from

1 to 9. If one of the Cpk,r from the serving RRHk,r is negative, which means
the idle PRB resources of RRHk,r is not enough to provide the propor-
tional resource bk,r

i,j (Rk,r), then the BBU checks the requested bit rate. If the
requested bit rate bk,r

i,j (R) is larger than bk,r
i,j (Rgi), which means the request

bit rate is larger than the guarantee bit rate, then sets bk,r
i,j (R) to bk,r

i,j (Rgi).
Therefore, the procedure is back to S1 to compute bk,r

i,j (Rk,r) again to obtain
the new bk,r

i,nk,r
i +1

(Rk,r) of serving RRHk,r.

S3. If the requested bit rate is bk,r
i,j (Rgi) and one of Cpk,r is still negative, then

RRHm and RRHs need to assist each other. By summarizing all Cpk,r, if the
value of

∑
k,r

Cpk,r larger or equal to zero which means one serving RRH whose

Cpk,r is positive and can contribute the remaining resources to the other RRH
whose Cpk,r is negative. Otherwise, the RRHs in Gc need to provide idle
PRB resources to assist RRHm and RRHs. To obtain new request resources
bk,r
i,j (Rk,r) from each serving RRHk,r, let Crk,r denote the actual remaining

resources, where Crk,r = Ck,r −
9∑

m=1

nk,r
i∑

n=1
bk,r
m,n, then Eq. (4) can re-assign the

request resources in an assistance way.

bk,r
i,j (Rk,r) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

bk,r
i,j (Rk,r) + (Cpk,r − ∑

k,r

Cpk,r),

if Cpk,r > 0
Crk,r, if Cpk,r ≤ 0 or

∑
k,r

Cpk,r ≤ 0
(4)

therefore, the RRH whose Cpk,r is negative only need to provide the remain-
ing resources Crk,r.

S4. If the steps from S1 to S3 cannot release enough resources by the RRHs in
Gc and RRHm with RRHs, which can be expressed as follow.

Sidle
PRB(Gc) +

∑
k,r

Cpk,r < 0,where Sidle
PRB ∈ Gc (5)
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where Sidle
PRB denoted as the idle PRB resources, and Sidle

PRB(Gc) denoted as the
idle PRB resources from the RRHs in Gc. If Sidle

PRB(Gc) cannot fill the insuffi-
cient resources of RRHm and RRHs, which means Sidle

PRB(Gc) adds
∑
k,r

Cpk,r

still negative, then the proposed BA algorithm is performed to downgrade
bearers to release request resources bk,r

i,j (R). Otherwise, the admission is failed
then the bearer would be dropped.

4.3 Centralized BA Phase

The centralized BA phase aims to downgrade bearers from the RRHs in Ga

to release enough resources. Before downgrading the bearers, the downgrading
index is calculated to decide the proportional release resources. The downgrading
index includes four attributes in this paper. In addition to take the two bearer
attribute. After obtaining the value of downgrading index of the bearers, the
centralized BA algorithm is performed to release resources in a fair way.

S1. To compute the needed resources of each bearers from RRHs in Ga to be
released, the downgrading index dk,r

i,j need to be obtained, which includes
four attributes. The first attribute is the bearer priority, which is denoted
as i. The higher the bearer priority is, the lower the number is, and the
less resources need to be released. The second attribute is the QoS over-
provisioning resources, which is denoted as γk,r

i,j in Eq. (1). At most the

resources bk,r
i,j can downgrade γk,r

i,j to bk,r
i,j (Rgi) in order to ensure each bearer

can still meet its Rgi. The first two attributes are regarding the bearer itself,
and the last two attributes are regarding the C-RAN architecture. Thus the
attributes are in a hierarchical structure to decide the downgrading index.

S2. The last two attributes are in relation to RRH channel quality and BBU
period popularity. The third attribute is the RRH channel quality. This paper
takes the CQI as the channel quality from UE to the RRHs in Ga. The larger
the CQI, the more resources the RRH needs to be released. It is because
that with higher CQI, the RRH can provide less resource to meet the same
bit rate compared to the RRH with lower CQI. Moreover, the attribute can
have RRHm and RRHs provide more proportional of contribution. To denote
CQIk,r of RRHk,r in Ga, the RRH channel quality qk,r can be written as
follows.

qk,r =
{

CQIk,r, if CQIk,r > 1
1, otherwise. (6)

the UE may out of range from the RRHs in Ga, in order to avoid having
the value of qr be 0, the minimum value of qr is set to 1. Finally, the fourth
attribute is the period popularity of BBU which manages the RRHs in Ga.
This paper takes the resource utilization to measure the popularity of a BBU
in a period. If a BBU has larger period popularity, which predicts the next
period the BBU may need to provide more resources to the coming bearers.
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Let ξk denote the period popularity of BBUk, then ξk can be written as
follows.

ξk =

∑
i,j,r

Te∑
t=Ts

bk,r
i,j (t)

C(Ts − Te)
(7)

ξk is obtained from estimating the fraction of the total bandwidth capacity,
which denoted as C, and the total resources allocated to the bearers which
are established from BBUk over an observation time period from Ts to Te

sub-frames. From the view of the prediction of the popularity, if BBUk has
higher ξk, then the bearers in BBUk better not release more resources in
order to save the resources to serve the future needed bearers. For the ease
of the comparison of the resource utilization, ξk need to be normalized as
follows.

ξnor,k = (1 − ξk∑
k∈RRHk,r

ξk
) ·

∑
k∈RRHk,r

ξk (8)

S3. After obtaining the four attributes to obtain the value of downgrading index
for downgrading each bearers from Ga, the downgrading index is denoted as
follows.

dk,r
i,j = iα(γk,r

i,j )βqω
k,rξ

δ
nor,k, where α + β + ω + δ = 1 (9)

the purpose of adding the four exponents including α, β, ω, and δ is that
the downgrading index results in a different effect. With larger δ, the larger
the BBU utilization need not to release more resources. Note that the sum of
the four exponents is 1. To obtain the fraction of the resources each bearer
need to be released from the RRHs in Ga, dk,r

i,j need to be normalized. The

normalized downgrading index dk,r
i,j can be expressed as follows.

dk,r
i,j =

dk,r
i,j∑

k,r,i,j

dk,r
i,j

(10)

after obtaining the normalized downgrading index dk,r
i,j of bk,r

i,j in Ga, the
centralized BA algorithm is performed to release resources.

S4. With the obtained value of dk,r
i,j of bk,r

i,j , a centralized BA algorithm is pre-
sented to calculate the resources each bearer need to be released. This oper-
ation re-allocates the resources to all the bearers from Ga according to the
fraction of dk,r

i,j of bk,r
i,j . After the operation, the CAC scheme can decide to

admit the new bearer or not. In the centralized BA algorithm, this paper
includes a centralized approach and applies the idea of the BA algorithm
proposed by [6] because which can release resources in a proportional and
fair way.
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5 Simulation Results

This paper presents an improved BA mechanism for C-RAN with dual connectiv-
ity in centralized concept. To evaluate the improved BA mechanism (denoted as
proposed scheme), the proposed scheme is simulated compared to the BA mech-
anism that proposed by Khabazian et al. [6] (denoted as distributed Khabazian
scheme). However, the distributed Khabazian scheme is designed for D-RAN and
is not under the assist of dual connectivity. In order to compare the two scheme
in a fair way, this paper also compared the distributed Khabazian scheme with
dual connectivity (denoted as distributed Khabazian scheme with DC) under D-
RAN. These three protocols are simulated using the Network Simulator-2 (NS2)
and the models and assumptions are based on 3GPP assumptions [4]. The main
parameters and the classes of the bearers with their GBR and MBR are shown
in Table 1. To ensure that the total value of α + β + ω + δ are equal to 1, the
simulation aims to focus on the effect of the main exponents which are set to the
same value (0.91) in the two protocol. To discuss the effect of the bearer request
arrival rate and the number of RRHs of D-RAN and C-RAN, the performance
metrics to be observed are:

– Probability of bearer request blocking (PBRB): The failure probability of estab-
lishing a bearer. If a bearer requests resources for establishing but there are
not remaining resources for the bearer, then the bearer is not admitted by the
CAC scheme.

– Probability of handoff bearer dropping (PHBD): The failure probability of
maintaining a handoff bearer. If a handoff bearer requests resources from the
target eNB or RRH but there are not remaining resources for the handoff
bearer, then the bearer is not admitted by the CAC scheme.

5.1 Probability of Bearer Request Blocking (PBRB)

Figure 3(a) shows as the bearer request arrival rate increases, the PBRB increases
because the more requests arrive causes congestion occurs and thus increases the
PBRB. Observe that the PBRB of the proposed scheme is lower than the dis-
tributed Khabazian schem in each parameter of the exponential tune value, as
shown in Fig. 3(a). Due to there are more resources can be discovered by the
centralized characteristic and the assistance of the RRHs in Ga and the RRHs
in Gc, therefore, the more bearers are not be dropped. Figure 3(b) shows the
PBRB observed by tuning the umber of RRHs. The higher the number of RRHs
is, the higher the PBRB will be. As the number of RRHs increases, the more idle
PRB resources can be discovered and because the BBU finds other unused band-
width to assist to establish the new bearer. The proposed scheme is better than
the distributed Khabazian scheme because the distributed Khabazian scheme
cannot find other RRHs to contribute their resources. On the other hand, the
proposed protocol discovers more resources thus the PBRB reduces when the
bearer request arrival rate and the number of RRHs is increased. Moreover,
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Table 1. Simulation parameters.

Parameter Value

Simulation time 1000 s

System bandwidth Macro cell:10 MHz, Small cell:10 MHz

Carrier frequency Macro cell:2.0 GHz, Small cell:5.0 GHz

UE:2.0/5.0 GHz

Moving speed 3 km/h

Inter-site distance 500 m

Number of small cells 7 in macro cell sector

Number of UEs Uniform distribution with max = 60

Bearer classes GBR-bearer with priority 1

GBR = 32 kb/s, MBR = 64 kb/s

GBR-bearer with priority 2

GBR = 128 kb/s, MBR = 256 kb/s

GBR bearer with priority 3

GBR = 10 kb/s, MBR = 64 kb/s

(a) (b)

Fig. 3. (a) Probability of handoff bearer dropping vs. bearer request arrival rate.
(b) Probability of handoff bearer dropping vs. number of RRHs (BSs).

the distributed Khabazian scheme with DC has higher performance than dis-
tributed Khabazian scheme for the reason that with DC, the UE can have more
bandwidth to use.

6 Conclusions

An improved BA mechanism that is suitable in C-RAN with dual connectivity
is proposed. The proposed improved BA mechanism takes C-RAN with dual
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connectivity architecture and designs Ga from Gc to assist to release resources.
Moreover, the designed downgrading index adds two additional contribution
attributes in a centralized concept. Finally, simulation results illustrate the pro-
posed BA mechanism for C-RAN with dual connectivity significantly reduces
the probabilities of handoff bearer dropping and bearer blocking.
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Abstract. This paper presents a cooperative On-the-fly Decision maker
for Multi Ferry (ODMF) delay tolerant networks. ODMF chooses the
next node to visit for mobility-controlled data ferries. In ODMF, each
ferry keeps a history about its last visit time to nodes and applies it in
its decision making. Moreover, a ferry shares and exchanges the history
information with other ferries through an indirect signaling. While there
is no direct communication among ferries in our assumptions, ferries
employ nodes as relays for the indirect signaling of control information.
The simulation results show that ODMF outperforms the TSP and on-
the-fly approaches in terms of message latency. In scenarios with high
number of ferries, it can be seen that the impact of indirect signaling on
the performance is more notable. In ODMF, the travel time is reduced
for messages that are in the buffer of ferries by the cooperative deci-
sion making of ferries. In addition, we study and discuss the impact of
increasing number of ferries and increasing ferry speed on the perfor-
mance and cost of a message ferry network. We show that a required
performance can be achieved with less cost by increasing speed of ferries
than increasing number of ferries.

Keywords: Delay tolerant networks · Mobility-controlled · Multi ferry ·
On-the-fly decsion maker

1 Introduction

In Delay Tolerant Networks (DTNs), nodes can be scattered over a vast area
and far from the radio transmission range of each other. In such situations, a
direct communication among nodes is not possible. A data ferry is a specific
mobility-controlled wireless node that travels among disconnected nodes in a
DTN and exchanges messages among them [1]. A message ferry network is a DTN
where the communication among nodes is only possible employing a data ferry.
The trajectory of a data ferry is called ‘ferry path’. It impacts the performance
of a message ferry network. In a network with an asymmetric traffic load of
nodes where the traffic generation rate in nodes is different and variable in time,
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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visiting nodes by a ferry based on offline ferry path planning approaches such
as the solution for the Traveling Salesman Problem (TSP) may degrade the
performance. The TSP solution provides the shortest path to visit all nodes
without considering the traffic load in nodes and the flow of traffic. Therefore,
applying an on-the-fly decision maker in a ferry to dynamically choose the next
node to visit seems to be an efficient solution for such networks. An on-the-fly
algorithm adapts the trajectory of a ferry to the data traffic in a message ferry
network. However, a single ferry approach provides a limited resource that is
not sufficient for large or highly loaded networks. In such scenarios, adding more
ferries boosts the performance [6].

In this paper, we propose a cooperative On-the-fly Decision maker for Multi
Ferry networks (ODMF) where ferries share their observations using nodes as
relays (indirect signaling of control information among ferries). The main goal
of ODMF is making an on-the-fly decision in a ferry about the next node to
visit. In ODMF, each ferry keeps the history of its last visit to nodes. Keeping
the track of last visit time in ODMF helps to reduce too frequent or too seldom
visits to nodes. While there is no direct communication among ferries, they share
this history information through an indirect signaling via nodes to cooperate in
a message ferry network.

The simulation results show that ODMF outperforms existing on-the-fly deci-
sion makers and the TSP solution as an offline ferry path planner in multi ferry
networks in terms of message latency. Moreover, we show the importance of
sharing history information among ferries and its impact on the performance.
A message latency consist of a message waiting time in a node buffer after its
generation and the message travel time in a ferry buffer (travel delay) till it is
delivered at its destination. We study the impact of increasing number of ferries
on the constituent components of a message latency applying ODMF and exist-
ing on-the-fly approaches. In addition, we investigate the impact of ferry speed
in multi ferry scenarios. To the best of our knowledge, this is the first work that
applies and evaluates a cooperative on-the-fly decision making in multi ferry
networks.

The remainder of this paper is organized as follows: First, we will discuss
existing work for single and multi ferry networks in Sect. 2. In Sect. 3, we describe
our network model. Our on-the-fly decision maker algorithm is presented in
Sect. 4. Section 5 introduces the indirect signaling among ferries via nodes for the
cooperative decision making. In Sect. 6, we evaluate the performance of ODMF
in multi ferry scenarios and study the impact of the number and speed of ferries
on the performance and costs of the network.

2 Related Work

Message ferry path planning is modeled as a TSP problem in [1,2]. Authors
find the shortest path for a ferry to visit all nodes. However, some visits may be
unnecessary and a waste of resources. Moreover, the TSP solution do not consider
the traffic load and the flow of traffic in a network. In [3], authors present an
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approach to control the mobility of a ferry. The problem is modeled as a Markov
Decision Process (MDP) and solved by a heuristic algorithm to find a sequence
of nodes to visit in a Round-Robin (RR) fashion. A self-Organized Messages
Ferrying (SOMF) algorithm in [4,5] was proposed which employs the on-the-fly
decision making for mobility of a ferry in single ferry scenarios. The on-the-fly
decision maker selects a node to visit based on some weighted functions. The
weight for each function is learned by a ferry for a specific network topology.
Learning process takes a long time and becomes useless with variations in the
network. It also applies a fairness function that distributes the number of visits
among all nodes uniformly which may cause frequent and useless visits of a node.

As single ferry approaches cannot be applied in large and highly loaded net-
works due to the performance needs. To overcome limitation of a single ferry
network, authors in [6] proposed different architectures to deploy a multi ferry
network. However, they did not focus on the ferry path planning. In [7], authors
modeled multi ferry path planning as a Partial Observable Markov Decision
Process (POMDP). In their assumptions, nodes are located in clusters and fer-
ries visit the cluster heads to exchange messages. From a ferry point of view, the
clusters are stationary. However, cluster heads are mobile within a cluster. The
contribution of the algorithm is to plan the ferries paths based on the mobility
model of cluster heads. The mobility model of cluster heads is given as an input
for the POMDP.

None of the existing approaches take the advantages of cooperation among
ferries. There is a lack of an on-the-fly decision maker for multi ferry networks
in the literature which a ferry can adapt its trajectory based on the traffic of the
network and the decision of other ferries.

3 Network Model

3.1 Assumptions

In our work, the network is modeled as follows: wireless nodes (N) are of two
types; regular nodes (R ⊂ N) and ferry nodes (F ⊂ N).

System = (R ⊂ N) ∪ (F ⊂ N)|R ∩ F = ∅ (1)

From now on, we call regular nodes only ‘nodes’. Nodes are assumed to be dis-
connected stationary wireless nodes. They can generate and consume (receive)
messages. Message generation in nodes is variable in time with a random inter-
message arrival time. Ferries are mobility-controlled wireless nodes that travel
among nodes and transfer their messages. Location of nodes is known by ferries.
A ferry itself does not generate or consume any messages. It only collects mes-
sages from nodes and delivers them to their destinations. Ferries travel always
with a constant velocity. In our network, there is no obstacle to limit the direct
movement of ferries between any pair of nodes. Moreover, we assume that there
is no limit in the size of buffers in both ferries and nodes.
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The scale of distances between nodes are considered much bigger than their
radio transmission range.

d(i, j ∈ R) � txrange (2)

Therefore, we neglect the radio transmission range for both nodes and ferries
and consider it zero (txrange = 0). Moreover, the required time for a ferry to
travel among nodes is much bigger than the required message transmission time
(Ttx) between ferries and nodes. Thus, we neglect Ttx.

Ttravel(i, j ∈ R) � Ttx (3)

We assume that our network is a pure message ferry network and communication
among nodes is only possible via ferries. Moreover, there is no direct commu-
nication among ferries. A ferry can only obtain an observation whenever the
ferry visits a node. In our network, ferries plan on-the-fly for their trajectory. A
ferry visits a node, obtains an observation and chooses the next node to visit.
Therefore, there is no predefined path for ferries.

Next, we introduce steps for a ferry when it visits a node.

3.2 Steps of a Ferry Visit to a Node

In our multi ferry DTN, whenever a ferry visits a node, a set of functions is
triggered and run sequentially in the ferry. The functions are:

1. Exchange of messages with the node
(a) The ferry collects all messages from the node’s buffer
(b) The ferry delivers all messages for which the current node is the destina-

tion
2. Exchange the history information with the node (indirect signaling among

ferries)
3. Decide about the next node to visit using ODMF
4. Traveling towards the next (decided) node

In the next section, we describe our on-the-fly decision maker in ferries that
chooses the next node to visit.

4 On-the-Fly Decision Maker for Multi Ferry Networks

In this section, we propose a novel cooperative On-the-fly Decision maker for
Multi Ferry (ODMF) networks. The main goal of ODMF is to make on-the-fly
decisions in a ferry about the next node to visit. ODMF works only based on
the local observations of a ferry and the history of nodes that a ferry saves in its
memory. In our multi ferry network, there is no direct communication between
ferries (no long range communication), but ferries share control information for
better cooperation using an indirect signaling. Indirect signaling among ferries
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is done by employing nodes as relays. ODMF can be applied in single and multi
ferry networks without any modifications in the algorithm.

In our network, the ODMF in a ferry decides about the next node to visit
applying a Score function. The score function is calculated in a ferry for each
node r and a node with the maximum Score(r) value is selected as the next
node to visit. The Score for each node r is calculated as follows:

Score(r) =
fbnorm(r) + lvtnorm(r)

d(c, r)
(4)

where fbnorm(r) is a function that returns a normalized value for a node r based
on the number of waiting messages in the ferry buffer. A candidate node will have
a bigger fbnorm value if it is the destination for more messages. It is calculated
as follows:

fbnorm(r) =
msg.count(r)

msg.count(rmax)
(5)

msg.count(r) is the number of messages for the node r in the ferry buffer and
msg.count(rmax) is the number of messages for the node with the maximum
number of messages in the ferry buffer.

The second function is based on the history of nodes in the memory of a
ferry. Each ferry keeps the history of its last visit time to all nodes and applies it
in its decision maker. lvtnorm(r) returns a normalized value for the node r based
on the last visit time of ferry to node r. The value for each node r is calculated
as follows:

lvtnorm(r) = 1 − last.visit.time(r)
current.time

(6)

lvtnorm in the decision maker avoids any visit starvation in nodes. Visit star-
vation degrades the performance of a message ferry network because messages
in a starved node must wait for a long time to be collected by a ferry. It also
prevents frequent visits of a node in a short time window. Frequent visits of a
node may waste the resource in a message ferry network, when the visit rate for
a node is higher than its message generation rate.

d(c, r) in Score function is the distance between the current node c and a
possible next node r.

In the next section, we introduce the indirect signaling among ferries
for a cooperative decision making. Ferries exchange their history of nodes
(last.visit.time), that they save in their memory, using nodes as relays.

5 Cooperation of Ferries by Sharing History Information
Through Indirect Signaling

As mentioned before, each ferry keeps the history of its last visit time to all
nodes to apply it in its decision maker. The last visit time history of nodes in a
ferry is updated when the ferry visits a node.

In our multi ferry network, each node acts as a relay for signaling among
ferries. The signaling information is the last visit time history of nodes in ferries.
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Similar to ferries, each node keeps this history in it’s memory. The history infor-
mation in a node does not refer to the history of any specific ferry. All ferries
can update the history information in nodes to share their information with each
other. Whenever a ferry visits a node, the ferry exchanges the history informa-
tion with the node. Older history information is updated with more up-to-date
information in both sides. Therefore, a ferry receives history information of other
ferries through an indirect signaling via nodes. Moreover, the ferry shares its own
history by updating it in the node, if the ferry has more up-to-date information.

As mentioned in Sect. 3.2, the history information exchange between a ferry
and a node occurs before the decision making of a ferry about its next node to
visit. Therefore, the ferry can apply more up-to-date information to its decision
maker if it is available in the node. Indirect signaling among ferries can lead to
better cooperation of ferries. For instance, a ferry can receive an information
about a node that has been visited by other ferries recently. Thus, the ferry
avoids visiting the node since it could likely be a waste of resource.

Algorithm 1 describes the update of last visit time history when a ferry visits
a node. First, the ferry receives the history table that is in the node’s memory.
Then, the ferry updates its own history table and the history table of the node
by comparing values in both tables for all nodes in the network. Finally, ferry
sends the updated table to the node and the latter saves the updated history
table in its memory.

Algorithm 1. Update of the last visit time (lvt) history in a ferry
1: receive(lvt hist in node) � last.visit.time is the history in the ferry
2: for each node r do
3: if last.visit.time(r) < lvt hist in node(r) then
4: last.visit.time(r) ← lvt hist in node(r)
5: else
6: lvt hist in node(r) ← last.visit.time(r)
7: send(lvt hist in node)

6 Simulation Study

In this section, we evaluate and study the performance of the proposed ODMF
and existing approaches. In our comparisons, we evaluate two versions of ODMF.
In the first version, indirect signaling of control information among ferries exists.
We name this version ‘ODMF’. In the second version, there is no signaling among
ferries (no sharing of history information among ferries) but the decision func-
tion in a ferry is same as ODMF and we call it ‘ODMF-NC’ (non-cooperative).
To do this, we extended the Python based single ferry simulator introduced in
[4]. The main objectives of our simulations are as follows:
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1. Comparison of the ODMF versions with existing on-the-fly decision makers
and the TSP path planner as an offline approach in terms of message latency
and the constituent components of a message latency

2. Study on the impact of increasing number of ferries on the average message
latency in the network applying existing on-the-fly decision makers

3. Study on the impact of ferry speed on the performance and costs of single
and multi ferry networks

In our simulations, nodes are placed randomly in each simulation run. The
position of a node is restricted to a 1000× 1000 m2 area. Message generation
in nodes is variable in time. It starts at t = 0 and runs for 1000 s. Then, the
simulation is continued till delivery of all messages. We consider an asymmetric
traffic load in our network. Nodes can be categorized in our model according to
their message generation rates to very high rate (10% nodes), high rate (10% of
nodes), normal rate (70% of nodes) and no message generation (10% of nodes)
with mean inter-message arrival time of 1 s, 5 s, 10 s, ∞, respectively.

6.1 Comparison of ODMF with Existing Approaches

In the first simulation, we model the network with 20 nodes and 15 ferries and
compare two versions of ODMF with existing on-the-fly decision makers and the
TSP path planner as an offline approach. We run the simulation 10 times for each
algorithm. In each run the topology of the network, i.e. the placement of nodes is
different. Ferries start their travel from different nodes with a constant velocity
of 10 m/s. The on-the-fly decision makers (other than ODMF versions) that we
apply in our comparisons are ‘fb’ (ferry buffer) and ‘SOMF’ (Self-Organized
Message Ferrying) [4,5]. fb is a basic on-the-fly decision maker that applies a
ferry buffer function to choose a node to visit based on the number of messages in
a ferry buffer for a destination. SOMF applies a visit count function in addition
to the ferry buffer function and a distance function. Visit count function in
SOMF distributes the number of ferry visits among nodes.

Figure 1 shows the end to end latency of messages in 5 different approaches.
The end to end latency of a message refers to the time difference between a
message generation in its source and the delivery of message at its destination.

In terms of the median of end to end latencies, TSP has the worst result as it
is an offline path planner and does not consider the load of messages in nodes and
the flow of traffic in the network. However, regarding to the dispersion of latency
values and the maximum latency in the network fb is the worst approach. fb only
considers messages in a ferry buffer for its decision. This causes long waiting of
messages in nodes.

It can be observed that ODMF outperforms all existing approaches. Two
lessons is learned from the ODMF results. First, applying the last visit time his-
tory leads to better end to end message latency in a network comparing with other
metrics such as the visit count that is applied inSOMF.This canbe seenby compar-
ing ODMF-NC and SOMF which both approaches do not share any control infor-
mation and their difference is in their decision functions. Second, sharing history
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node buffer).

information through indirect signaling in ODMF is an efficient solution for the
cooperation of ferries in a multi ferry network. This can be seen by comparing
ODMF and ODMF-NC. To have a deeper insight about the performance of all
approaches, we divide the end to end message latency to its constituent elements.
The end to end message latency consists of two parts:

1. Message waiting delay in a node buffer after its generation till it is collected
by a ferry- delaywait

2. Message waiting delay in a ferry buffer after the ferry collected it and before
it is delivered at its destination. It is the time that a message travels in a
ferry buffer- delaytravel.

Therefore the end to end delay of a message can be calculated as following:

Delaye2e = delaywait + delaytravel (7)

Figures 2 and 3 illustrate the messages waiting delay ‘delaywait’ in nodes buffer
and messages travel delay ‘delaytravel’ in ferries buffer, respectively. TSP has
the highest median of travel delays, as it does not consider the destination of
messages in a ferry buffer. It always visits a predefined sequence of nodes in
order to ensure that all the nodes are visited and the path length is minimal.
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The best median value for delaytravel occurs in fb while it chooses a node to
visit only based on the waiting messages in a ferry buffer. However, it always
chooses a node with maximum number of waiting messages in a ferry buffer
and has no other metrics. This results in increasing the delaytravel of messages
for a destination that are in minority. ODMF has similar results to fb in terms
of median value for delaytravel but ODMF has the least maximum delaytravel
and better dispersion of values. In ODMF, cooperation of ferries by sharing the
history information leads to better strategy in visiting nodes. Due to the indirect
signaling of ferries, a ferry avoids visiting a node that has been visited by other
ferries. It causes faster delivery of messages that are waiting in the buffer of a
ferry. This is also the reason why ODMF is better than ODMF-NC. In ODMF-
NC, no signaling among ferries occurs. Therefore, a node may be visited by
different ferries in a short time window which impacts on the delaytravel of
messages in the buffer of ferries. In SOMF frequent visits of a node in a short
time window occurs not only by several ferries, but also it may occur by one ferry
while it tries to visit all nodes equally. The visit count function in SOMF may
force a ferry to visit a node several times in a short time window that impacts
the delaytravel of messages in the ferry buffer.

Looking at waiting delay of messages in nodes ‘delaywait’, it can be seen that
ODMF, ODMF-NC, SOMF and TSP have similar results. However, waiting
delays in ODMF versions is slightly better due to the last visit time history in
nodes. fb has the worst delaywait for messages while it only serves the messages
in a ferry buffer. Messages in the buffer of nodes may wait for a long time to be
visited by a ferry that applies fb. In fb, a ferry visits a node only if it has any
message for the node or the ferry buffer is empty and in this case fb chooses a
node randomly to visit.

Comparing constituent elements of end to end latency, we can conclude that
the last visit time history of nodes and indirect signaling in ODMF impacts
mostly on the travel delay of messages ‘delaytravel’ while in multi ferry networks
the waiting delay of messages ‘delaywait’ are not so different applying different
strategies to visit nodes.

6.2 Study on the Impact of Increasing Number of Ferries
on the Performance of Message Ferrying

In this section, we study the impact of increasing the number of ferries in a
message ferry network applying ODMF and existing on-the-fly decision makers.
We run the simulation 100 times and in each new run, the number of ferries
is increased by one. Therefore, the number of ferries is increased from 1 to 100
and we measure the average latency of messages after each run. Moreover, we
evaluate the impact of the number of ferries on the constituent elements of the
average end to end latency in the network which are the average waiting delay
(delaywait) and the average travel delay (delaytravel) of messages. The network
consist of 20 nodes and the placement of nodes are kept identical for all 100 runs
to see only the impact of the number of ferries in the network. Ferries start their
travel from one specific node (a depot) with a constant velocity of 10 m/s and
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keep it till delivery of all messages in the network. The traffic generation model
in nodes is same as in Sect. 6.1 for all 100 runs.

Figure 4 demonstrates the average end to end latency of messages in a net-
work employing 1 to 100 ferries. The average end to end latency decreases by
increasing the number of ferries in the network. ODMF is always the best app-
roach and shows better performance than ODMF-NC employing more ferries in
the network. However, both versions of ODMF have similar performances hav-
ing few number of ferries. The difference between versions of ODMF illustrates
the importance of indirect signaling in a network with high number of ferries.
Sharing the history information among ferries results in better cooperation and
coordination of ferries when there are high number of ferries in the network.

SOMF and ODMF-NC show a saturation in decreasing the average message
latency by adding 20 ferries or more in the network. On the other hand, the
average end to end latency in fb is not saturated and always decreases. fb is a
better decision maker than SOMF having more than 80 ferries. However, it is the
worst approach with less number of ferries. To find the reasons for the behavior of
different algorithms, we look at the constituents of a message latency. Figures 5
and 6 show the average (delaywait) and the average (delaytravel), respectively.
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With more ferries in the network, the delaywait tends to zero in all approaches.
Therefore, having 80 ferries or more, the delaytravel has the main impact on
the average end to end latency. In fb, increasing the number of ferries is more
effective in delaytravel comparing with SOMF and ODMF-NC because it only
serves the waiting messages in a ferry buffer.

6.3 Study on the Impact of Ferry Speed

In this section, we study the impact of ferry speed on the performance and cost
of message ferry networks. To do this, we increase the number of ferries from
1 to 15 for different speeds of ferries. The decision maker in ferries is ODMF
and 20 nodes exist in the network. Traffic model in the network is same as
in Sect. 6.1. Figure 7 shows the average latency of messages in the network for
different number of ferries and different speeds. The average message latency is
decreased by speeding up ferries. However, we can observe that a saturation in
the network occurs by increasing the number of ferries. Saturation means that
the increasing number of ferries does not have a tangible impact on the average
end to end latency in the network. We can see that the saturation occurs earlier
employing faster ferries.

Figure 8 illustrates the impact of ferry speed on the traveled distance of
each ferry in the network to complete a message ferry mission. Increasing the
ferry speed causes more traveled distance for each ferry. This is the cost of
improvement in message latency by increasing the ferry speed.

Figure 9 shows the total traveled distance of all ferries and the average message
latency for different setups in networks with 10 nodes. Each network setup is shown
in a pair of (number of ferries, ferry speed). For instance, (4,8) is a network setup
with 4 ferries that each ferry travels with the speed of 8 m/s. To achieve a required
average message latency in a network, there are possibilities to increase the speed of
ferry(ies) or number of ferries. For instance, to achieve the average message latency
below 500 s, we can have both (1,8) or (2,4) setups. The best setups are those which
have the least average message latency and the least total traveled distance of fer-
ries (total cost) in a network. Therefore, setups closer to the lower left corner are
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desirable setups in a network. Looking at different setups, it can be inferred that
adding up the number of ferries in a network imposes more total cost to a network
than speeding up less number of ferries to achieve the required performance.

7 Conclusion

In this paper, we proposed a cooperative On-the-fly Decision maker for Multi
Ferry networks (ODMF) where each ferry keeps a history of nodes and shares it
with other ferries through an indirect signaling. The results show that ODMF out-
performs existing approaches (offline and on-the-fly) in terms of message latency.
Sharing the last visit time history through an indirect signaling in ODMF causes
cooperative decisions in ferries and decreases the travel time of messages that are
in the buffer of ferries. The impact of indirect signaling is more in multi ferry net-
works with high number of ferries. Moreover, we studied the impact of number
and speed of ferries in message ferry networks. It can be seen from results that
with increasing the number of ferries, the saturation in a network occurs earlier
if we employ faster ferries. Increasing number of ferries after the saturation of a
network does not improve the performance as before. Besides, increasing number
of ferries imposes more cost to a network than increasing the speed of ferries to
achieve a required performance. In addition to the cooperative decision making,
ferries my cooperate in message forwarding by using nodes as relays to improve
the performance of a message ferry network. This is our future work.
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Abstract. This paper proposes a multipath routing optimization algorithm for
allocating bandwidth resources to nodes that are subject to interference from
flows in other parts of the network. The algorithm consists of three steps: path
discovery, path selection and load distribution. In addition to delay, power and
hop count, the routing metric also takes into account the interference of flows
from other parts of the network during path selection and load distribution. An
optimization model is formulated based on the flow cost and the bandwidth
usage by the other flows. The AIMMS package is used to solve the optimization
problem to obtain an optimal solution with the minimum total flow cost. Finally,
we use computer simulations to assess the performance and effectiveness of the
proposed routing technique.

Keywords: Optimization � Multipath routing � Interference � Wireless ad hoc
network

1 Introduction

In contrast to the infrastructure wireless networks, where each user directly commu-
nicates with an access point or based station, the wireless ad hoc network does not rely
on a fixed infrastructure for its operation [HoMo14]. When a node tries to send
information to other nodes out of its transmission range, one or more intermediate
nodes are needed. Many research works have been studied in this area, e.g., [KoAb06,
LuLu00, TsMo06].

Routing protocol is one of the most important challenges in wireless ad hoc net-
work. The goal is to find the appropriate paths from source to destination. Generally
speaking, the routing protocols can be classified into two categories: Unipath Routing
and Multipath Routing as shown in Fig. 1 [AaTy13, MuTs04, YiJi07].

There are already many works in routing protocols such as Proactive routing
protocols and Reactive routing protocols. Proactive routing such as DSDV (Destination
Sequenced Distance Vector) Routing [PeBh94] and WRP (Wireless Routing Protocol)
[MuGa96] is also called Table-Driven routing because they keep track of routes for all
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destinations and store the route information in tables. When the application starts, a
route can be immediately selected from the routing table. Reactive routing such as DSR
(Dynamic Source Routing) [JoMa96] and AODV (Ad hoc On-demand Distance
Vector) [PeRo99] is also known as On-Demand routing protocol because it does not
need to maintain the routing information or routing activity if there is no transmission
between two nodes. Routes are only computed when they are needed. These two
classes of routing protocols are usually Unipath routing which do not consider the
bandwidth limitation along the path. Since the bandwidth is usually limited in wireless
ad hoc networks, routing along a single path may not provide enough bandwidth for
transmission. This is why Multipath Routing is becoming more and more popular. This
routing technique uses multiple alternative paths through a network, which can yield
variety of benefits such as increasing fault tolerance, bandwidth aggregation, mini-
mizing end-to-end delay, enhancing reliability of data transmission and improving
security [BeGa84, Gall77, TsMo06]. The multiple paths computed might be over-
lapped, edge-disjointed or node-disjointed with each other [Wiki15b].

There are three fundamental components when designing the multipath routing:
Path Discovery, Path Selection and Load Distribution. These three have always been
the most important issues in the multipath routing. However, many papers are just
concerned with only one or two of these issues. For examples, the SMR (Split Mul-
tipath Routing) protocol is an on-demand MSR (Multipath Source Routing) protocol
that is concerned with the path discovery and path selection [LeGe00]. Some papers are
mainly concerned with the path selection [MaDa01, MaDa06]. Based on the AOMDV
(Ad hoc On-demand Multipath Distance Vector) [YeKr03], an NS-AOMDV (AOMDV
based on the node state) protocol [ZhXu13] was proposed to choose the path with the
largest path weight from the node state for data transmission. All of the above papers
do not discuss how to allocate the bandwidth to different multiple paths because once
several multiple paths are selected; an algorithm is required to distribute the load. Early
papers usually assume an unlimited bandwidth, e.g. [GiEp02, Vand93]. A distributed
routing and scheduling algorithm based on link metric is proposed [GiEp02] to
decrease the consumption of limited resources such as the power. However, it does not
take into account of limited bandwidth. An arbitrarily large bandwidth is also assumed
in the derivation of the lower and upper bounds of a uniform capacity in a
power-constrained wireless ad hoc network [ZhHo05].

Fig. 1. Classification of routing protocols
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There has been much work on optimization approaches in wireless ad hoc network.
Since energy is a major concern, one obvious objective is to minimize the power
consumption by formulating the routing problem as a LP (Linear Programming)
optimization model [KaTa08]. It usually leads to other problems such as the need to
improve the end-to-end delay while minimizing the power consumption during opti-
mization [SiWo98]. There has been optimization work based on limited resources such
as [KrPa06, LeCi98]. However, those papers do not consider the interference of
transmissions from other parts of the network.

Based on the above short comings, we would like to study a multipath routing
algorithm where bandwidth is limited, and to assign a Flow Cost as a function of
several essential factors which can be used during the path selection step. In the third
step of the multipath routing (load distribution). We would like to formulate an opti-
mum bandwidth allocation algorithm for the multiple paths under the constraint of
limited bandwidth available at each link. At the same time, we will also consider about
the interference from the other network flows in the network during our optimization
model.

In order to achieve our objectives, we would like to first provide a network model
for multipath routing in a wireless ad hoc network where nodes with limited bandwidth
can be shared by several network flows. For the path selection step of the multipath
routing, we would formulate an algorithm that assigns to every routing path in the
network a FC (Flow Cost) as a function of 4 different factors: interference in addition to
end-to-end delay, power consumption and hop count. The interference can come from
flows receiving influence from other parts of the network, but not just the physical
interference from other nodes like the noise. Our algorithm is designed for more
practical networks where bandwidth is limited so that congestion can arise due to the
competition of limited resource. A CN (Crowded Node) is identified for each multiple
routing path with the purpose to formulate a LP (Linear Programming) optimization
model and to obtain the minimum cost in all CNs. The optimization results allow us to
choose the best bandwidth allocation scheme for the CNs.

The contributions of our paper as the following: (1) Accounting for interference
from other flows in the network in addition to the traditional power consumption,
end-to-end delay and hop count. (2) Taking into account the bandwidth usage and the
interaction of other network transmission in the CNs. As far as we know, there is no
bandwidth allocation with this interaction carefully studied so far. (3) Solving the
optimization model in AIMMS and using the optimization results to obtain the
bandwidth allocation trend related with the flow cost.

The remainder of this paper is organized as follows: Sect. 2 presents the network
model used in our research and the related assumptions. Section 3 explains the 3 steps
of the multipath routing we propose/use in this paper. Section 4 provides the opti-
mization procedure for use in the bandwidth allocation algorithm and discusses the
optimization results. Section 5 summarizes our findings and future work. For the
remainder of this paper, the following symbols and notations pertain.

Ck
max Maximum capacity of the CN in kth routing path.

Ck
u Occupied bandwidth by other network flows in the CN of kth routing path.

DS Data rate from source node S.
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Dvu Link delay from node v to node u。.
Dmax Maximum delay of all links in the network.
Hk Number of hops of the kth routing path.
k Row number of RPT.
l Number of links in the network.
M Set of nodes located in the routing path.
n Number of nodes in a network.
Pvu Total power consumption from node v to node u.
Pmax Maximum power consumption.
R Distance between the source node S and destination node D.
R′ Radius of the Half-Circle.
r Maximum coverage distance of a node.
Uk FC value of the kth routing path.
Xk Allocated network flow rate of the kth routing path.

2 Network Operation, Modeling and Assumptions

As shown in Fig. 2, we consider a network with n mobile nodes, each with a limited
bandwidth. The nodes are equipped with Omni-directional antenna that has a maximum
transmission power Pmax and maximum interference Imax. A link between two nodes
would exist if they are within the transmission range of each other. Along each link
(v, u), let Pvu be the total power (such as the transmission power and the processing

Fig. 2. Network model
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power) required to deliver data. Also let Dvu be the link delay consisting of the
propagation delay and the processing delay; Ivu be the interference which can be
anything that alters, modifies, or disrupts a message (e.g., noise) as it transmits the data
from node v to node u. A routing path between a source and a destination consists of
the concatenation of different links, and its length can be measured in hops H (called
hop count). Another measure is the end-to-end delay which is the sum of all link delays
along the routing path. Likewise we can associate a total power and total interference
consumed along the path. The node with the minimum available bandwidth is iden-
tified as the CN (Crowded Node) which is most likely to have congestion in the
presence of many network flows.

Unless otherwise specified, the following assumptions are pertained:

(a) There is no link breakage during the transmission: This allows us to focus on the
channel conditions in this first stage of analysis without various complications.
This will be relaxed in our future research.

(b) The number of network flows and their occupied bandwidths for the crowded
node are known for the current transmission.

(c) The bandwidth of a node is limited. This is practical because the total bandwidth
of its outgoing links is limited. This important assumption is different from many
other papers which assume the bandwidth is big enough for the transmission of all
network flows in the network.

(d) The end-to-end delay for each link is fixed until the next route discovery.

3 Multipath Routing Algorithm

This section provides the details of the 3 steps of the multipath routing: path discovery,
path selection and load distribution. During our path selection step, we not only
consider the delay, power and path length, but also take the interference into consider.
In the load distribution, we create a LP (Linear Optimization) model to optimally
distribute the limited bandwidth to different multiple paths.

3.1 Path Discovery

Before a data packet is sent from the source to its destination, an end-to-end route must
be determined. During its routing discovery phase [MaDa01, WaZh01], a source would
initially flood the network with RREQ (Route REQuest) packets. Each intermediate
node receiving an RREQ will reply with an RREP (Route REPly) along the reverse
path back to its source if a valid route to the destination is available; else the RREQ is
rebroadcast. Duplicate copies of the RREQ packet received at any node are discarded.
When the destination receives an RREQ, it also generates an RREP. The RREP is
routed back to the source via the reverse path. As the RREP proceeds towards the
source, a forward path to the destination is established.

One can see that after each routing discovery process, an intermediate node can
acquire all the related information (such as its next-node number in the routing path and
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the end-to-end delay from the source) from the RREP packets it received, and therefore
can detect all the routing paths through it to a given destination. These paths will be
saved in the RPT (Routing Path Table) in the increasing order of the end-to-end delays
initially.

3.2 Path Selection

Before selecting the appropriate paths, the first step we need to do is to sort all the paths
in the RPT based on their FCs which consists of the following 4 parameters:

(a) Pvu: the total link power consisting of factors such as transmission power and
processing power.

(b) Hk: the path length of a route saved in the kth row in RPT. Obviously, we have
Hk � n−1 (k = 1, 2, 3, …).

(c) Dvu: link delay as introduced in the network model.
(d) Ivu: interference when transmitting packets from node v to node u.

We can now determine the FC of kth routing path in the RPT as the total contri-
butions of all the above parameters from all links along the path. Let Uk be the Flow
Cost of the kth path in the RPT and M be the set of nodes in the routing path such that
ðv; uÞ 2 M is the set of concatenated links to form the path. Then we have

Uk ¼
X

ðv;uÞ2M
Pvu

Pmax
þ Dvu

Dmax
þ Ivu

Imax

� �
þ Hk

n� 1
ð1Þ

Since the interference, power, delay and hop count take on different units and different
magnitudes, we have normalized each parameter with their respective maximum value
(i.e., Pmax, Dmax, Imax and n−1 respectively) so that their contributions become values
between 0 and 1.

We can now sort/update all the paths in the RPT according to their FCs in their
ascending order. The routing path with the smallest FC is saved in the first row of the
RPT. Its path index number is 1. The routing path with the second smallest FC is saved
in the second row with an index number 2, and so on and so forth. A smaller FC
indicates a routing path with a combination of lower power consumption, lower
interference, lower time delay and smaller hop count.

After the first step of updating the RPT, we can get new routing path information in
the table which is in an ascending order of FC. Thus, our second step is to simplify the
table by the procedure of node-disjoint scheme. We will compare all the routing paths
to see if they share the same node. When two or more routing paths share one same
node, we will delete the path with higher FC (larger row number in RPT) until all the
remaining routing paths are node-disjoint. For example, we firstly obtain the node
numbers in the first routing path (the one in the first row with lowest FC), then we
compare it with the node numbers saved in the second row. If they have one or more
same node numbers, we will delete the second row from the RPT. Next, compare the
node numbers with the third row, fourth row, etc. After the first iteration, all the paths
in RPT will be node-disjoint with the first row. So we begin our second iteration to
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compare the second row with the others with larger row numbers. Then third iteration
to compare the third row with the others with larger row numbers, the fourth iteration,
etc., until all the paths in RPT are node-disjoint.

After the above two steps, we can obtain a simplified Routing Path Table. Every
path in the table is node-disjoint with the others and the paths are in an ascending
number according to their FCs. Assume there are k rows in total in the table. We use U1

as the FC value for the first routing path saved in the first row in RPT; U2 as the FC
value for the second routing path saved in the second row in RPT; etc. Uk as the FC
value for the kth routing path saved in the last row in RPT. There are usually many
routing paths in the RPT even after the node-disjoint selection scheme. If we consider
all these paths, the efficiency of the algorithm will decrease. Therefore, we just consider
the first 2 routing paths here (it’s easy to expand the 2 routing paths to more).

3.3 Load Distribution

For each of the two multiple routing paths selected in Sect. 3.2, we need to distribute
the limited bandwidth to different paths. For each path, we can find a Crowded Node
with minimum available bandwidth. We attempt to optimize the bandwidth allocation
of the limited bandwidth available at the two CNs by taking into account the usage of
bandwidth by the other flows that can arise from anywhere in the network. In addition,
we plan to use the utilization factor (packet arrival rate/transmission rate) combined
with the FC in the optimization objective function to find the optimum bandwidth
allocation scheme which can achieve the minimum flow cost. The results of the
optimization would allow us to choose the best bandwidth allocation scheme among all
paths between a source-destination pair.

We use U as the total flow cost and Uk as the flow cost of kth path. Because we just
choose the first two paths in RPT, so k can be equal to 1 or 2. If we want to bring in
more multiple paths, we just extend the values of k. We assume the occupied band-
width for the CN in kth path is Ck

u and its maximum capacity is Ck
max. The bandwidth

will be allocated to the kth path is Xk. Then the optimization formulation is as the
following.

MinimizeU ¼
X

k¼1;2
Uk � C

k
u þXk

Ck
max

� Xk ð2Þ

Subject to:

Ck
u þXk �Ck

max; k ¼ 1; 2 ð3Þ
X

k
Xk �Ds; k ¼ 1; 2 ð4Þ

Xk � 0; k ¼ 1; 2 ð5Þ
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Constraint (3) says that the sum of arrival rates from all network flows cannot
exceed the maximum capacity (data rate) of a CN. Constraint (4) says that the sum of
all outgoing path capacities supporting the flows from the same source should be
greater than the source data rate. Constraint (5) is just a regular condition to ensure the
non-negativity of a flow value.

4 Optimization Performance

We shall use the AIMMS-CPLEX (Advanced Integrated Multidimensional Modeling
Software) solver to solve our optimization problem. We will take a 20 nodes network
for example as shown in Fig. 3.

Assume we have decided the two node-disjoint routing paths from source node 6 to
destination node 10: the first one with smallest FC is 6-5-7-10 (red path); and the
second path is 6-11-12-9-10 (green path). The two Crowded Nodes for these two
multiple paths are Node 5 and Node 12. For node 5, we assume there are two other
flows is using this node when we transmit the packets from node 6 to node 10, they are
1-3-5-7 and 4-5-8. These two flows occupy C1

u ¼ 120 Kbps. For node 12, we assume
there are three other flows is using this node for transmission: 13-12-14, 9-12-15-19
and 8-12-16. These three flows occupy C2

u ¼ 145 Kbps . The maximum capacity for
these two routing paths is 200 Kbps. The data arrival rate for current transmission
(from source node 6) is DS = 60 Kbps. Based on the above data information, we can
create an optimization model in the AIMMS to solve the problem and obtain the
optimal bandwidth allocation to the two multiple routing paths. We give some random
values of Flow Cost for the first and second routing path. After running the model in
AIMMS several times, we can get the different allocation results with different FC
values as shown in Table 1 below.

Fig. 3. A 20-nodes network example. (Color figure online)
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From the table, it is obviously to see that the higher FC values for the two multiple
paths, the higher Total FC as shown in Fig. 4.

The allocated bandwidth to a path is not an increasing function of FC as illustrated
in Fig. 5 for the first multiple paths. A smaller FC does not guarantee to obtain more
bandwidth because there is a FC for which a maximum bandwidth is obtained. So this
relationship tells us that we need to find the more appropriate values for two multiple
paths in order to optimally allocate the bandwidth according to our specific
requirements.

Table 1. Allocation optimization results

The 1st routing
path

The 2nd routing
path

Total
FC

FC Allocated
Bandwidth

FC Allocated
Bandwidth

1.4 48.3 Kbps 1.8 11.7 Kbps 73
2.7 50.0 Kbps 3.6 10.0 Kbps 143
3.2 50.4 Kbps 4.3 9.6 Kbps 169
3.6 53.7 Kbps 5.2 6.3 Kbps 193
4.0 54.7 Kbps 5.9 5.3 Kbps 215
4.3 55.9 Kbps 6.5 4.1 Kbps 231
4.7 53.8 Kbps 6.8 6.2 Kbps 252
5.5 47.8 Kbps 7.0 12.2 Kbps 288
6.4 41.9 kbps 7.2 18.1 kbps 323

Fig. 4. Relationship between FC and total FC
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In order to demonstrate the results from our optimization model is truly the opti-
mum one, we will use the first group of FC values and results from Table 1 as an
example. The FC values for the two routing paths are 1.4 and 1.8 respectively and the
Total FC obtained is 73 based on the FC and its bandwidth allocation results:
48.3 Kbps for the first routing path and 11.7 Kbps for the second routing path.
Therefore, we will give some other random bandwidth allocation schemes to see what
their Total FC will be.

Table 2 shows that the Total FC from the other random allocation schemes are all
bigger than our optimum Total FC value of 73. Therefore, we can demonstrate that the
result we get from our optimization model is the minimum.

Fig. 5. Relationship between FC and allocated bandwidth

Table 2. Other random allocation schemes

Bandwidth for 1st

routing path
Bandwidth for 2nd

routing path
Total
FC

FC = 1.4 for the 1st

routing path
FC = 1.8 for the 2nd

routing path

20 Kbps 40 Kbps 86
15 Kbps 45 Kbps 91
35 Kbps 25 Kbps 76
30 Kbps 30 Kbps 79
40 Kbps 20 Kbps 75
10 Kbps 50 Kbps 97
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5 Conclusion

We have provided in this paper a multipath routing optimization for the allocation of
limited bandwidth along multiple paths to a destination. The 3 steps of the multipath
routing, path discovery, path selection and load distribution are discussed in details. We
have integrated interference into the FC in both path selection and load distribution
stages in addition to other three factors of end-to-end delay, power consumption, and
hop count. An optimization model was created with consideration of interference by
other flows to solve the problem and to obtain the minimum total flow cost. From the
investigation of the relationship between the FC and Total FC, FC and Bandwidth
allocated to one path, we can show that an optimum result is obtained.

The bandwidth allocation optimization methodology proposed in this paper has the
benefit of increasing the reliability of the packet transmission and decreasing network
congestion. Future work includes the simulations of our algorithms in a test-bed which
will be created in Opnet and the applications of the beamforming directional antenna.
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Abstract. Localization and tracking of objects (e.g. objects or people)
in indoor environment will facilitate many location dependent or context-
aware applications. Localization of passive ultra high frequency (UHF)
radio-frequency identification (RFID) tags attached to objects or people
is of special interest because of the low cost of the tags and backscat-
ter communication that is power efficient. An augmented RFID system
for localization based on a new tag called Sense-a-Tag (ST) that com-
municates with the RFID reader as a passive tags and can detect and
record communication of other passive tags in its proximity was intro-
duced several years ago. In ST-based localization system, a large set of
passive landmark tags are placed at the known locations. The system
localizes ST based on the aggregation of binary detection measurements
according to localization algorithm, such as weighted centroid localiza-
tion (WCL). However, the aforementioned method is easily affected by
the outlier detection of distant landmark tags by ST. To improve local-
ization accuracy, this paper propose to iteratively refine the interrogation
area of the reader so that it includes only the most relevant landmark
tags. The performance of the proposed method is demonstrated by exten-
sive computer simulation and realistic experiments.

Keywords: Internet of Things · Ultra High Frequency (UHF) Radio
Frequency Identification (RFID) · Weighted centroid · Zoning algorithm

1 Introduction

In recent years, the concept of the Internet of Things (IoT) has been gaining
popularity. The basic premise of the concept is that “things” are interconnected
and have unique identifiers. One of the potential technologies for the IoT is
radio frequency identification (RFID). However, coarse-grain location of a tag
obtained by current RFID systems is not suitable for the context-awareness
of identifiable objects in IoT. The objective of this paper is to analyse and
improve the functionality of a novel semi-passive tag called “Sense-a-Tag (ST)”
introduced in [1]. The ST can be used for accurate indoor localization based on
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proximity detection. The ST is based on the idea of tag to tag communication
that has been introduced earlier [2]. ST is able to capture both UHF RFID reader
and tag signals and it is fully compatible with EPCGlobal Class 1 Generation
2 RFID protocol (we will refer to it as Gen2 protocol). The ST can also act
as a Gen2 tag and send the information to the reader. The ST can overcome
existing limitations of RFID systems including cost and localization accuracy.
The existing systems for proximity detection and localization are mainly based
on active RFID and run on specialized platforms. Since ST can be added as a
new hardware to any current Gen2 UHF RFID system without any modification
in hardware or firmware of off-the-shelf tags and readers, it can be considered
as a realistic solution for proximity detection and localization applications.

The ST-based localization system requires that RFID readers are installed
and a network of passive landmark tags is placed. The landmark tags are placed
at known locations. Since the ST can detect communication of the RFID reader
and the landmark tags in its proximity and send detected landmark tags’ IDs
to the reader. The host software estimates the position of the ST based on the
position of the detected landmark tags. In [3], we investigated the “weighted-
centroid” method of localization and activity tracking system based on proximity
detection using ST and RFID passive tags. In [3], the RFID reader reads all
landmark tags in each query round. Due to RF propagation characteristics, as
well as relative orientation among the reader, ST and landmark tag’s antennas,
it is possible that sometimes the ST detects some distant landmark tags while
missing to detect nearby landmark tags. This effect causes comparatively large
estimation error. In this paper, we propose a method where we iteratively refine
the interrogation area of the reader so that it includes only relevant landmark
tags in order to improve the ST localization accuracy. A combination of weighted
centroid localization method and the method of iteratively reducing the zone that
the ST detects is called the zoning algorithm in this paper.

We have calibrated our newly developed UHF RFID simulation framework
PASS based on the data obtained from the field experiment [4,5]. Using this
simulator we could simulate behaviour of all components of the system includ-
ing the reader, tags and ST in a given environment. The zoning algorithm is
evaluated in both PASS simulator and real office environment.

The paper is organized as follows. Section 2 introduces the background and
related work. In Sect. 3, based on the brief description about ST-based localiza-
tion system, we present combined localization method that includes the zoning
algorithm and Weighted Centroid Localization(WCL). Section 4 describes the
PASS simulator. The simulation and experimental results are shown in Sect. 5.
We conclude the paper with future discussion in Sect. 6.

2 State of the Art

Generally, we can divide any RF-based indoor positioning systems to two main
categories: range-based and range-free. In range-based localization, methods are
dependent on accurate measurement of the RF signal that we can get RFID



272 M. Rostamian et al.

tags or readers. Previous designs based on this methodology such as Cricket [6],
Radar [7], SpinLoc [8], all required information extracted from wireless prop-
agation such as RSSI, angle of arrival, relative velocity measurement or fine-
grained point-to-point distance information. However, the propagation parame-
ters of wireless signal is vulnerable to the non-line-of-sight situations, severe
multipath fading effects and dynamic temporal changes of indoor environment.
Therefore, the accuracy and robustness of range-based localization methods are
relatively low.

The main idea of range free localization depends on discriminating the pres-
ence of reference nodes within the target’s proximity [9,10]. The most encourag-
ing reason for using range-free localization systems is that they are less vulnera-
ble to the effects of complex indoor environment. Centroid method is an example
of a range free localization algorithm. Centroid method is based on finding the
position of the unknown object based on the avarage of the coordinates of the
coordinates of positions of the landmark nodes. LANDMARC [11] and WCL [12]
improved centroid design by assigning weights to the different reference nodes.
In weighted WCL the node, which is closer to the target node, would be assigned
larger weight in the location estimation algorithm.

Later, several methods have been introduced to improve proximity based
localization. APIT [10] segmented the area into a large number of triangular
regions with different sets of landmark nodes. The target node receives the mes-
sages from those landmark nodes that have common coverage with its location.
The overlapping area from all received data can be used to estimate the location
of a target node.

P. Bahl et al. [7] offered a localization method with two phases based on RSSI
and proximity respectively to increase the localization accuracy. They proposed
concepts named Environment Independent Positioning (EIP) and Environment
Dependent Positioning (EDP). In the initiation phase, the EIP provides a coarse
location. Based on this information, a model determination module produces
updated and appropriate signal propagation parameters. In the second phase,
EDP generates refined position according to the acquired environmental para-
meters.

Vire is also a classical algorithm for indoor positioning which based on Land-
marc solution [13]. Vire algorithm needs RFID readers that can get precise RSSI
of each reference tags or detected tags. Vire present the concept of virtual tags.
The advantage of Vire is the fact that it can rely on a smaller number of reference
tags. The disadvantage is the need to calculate the position of virtual tags and
the need to obtain signal strength information. Hence, the algorithm represents
a trade-off between real-time performance and accuracy.

CY Cheng [14] introduced a localization algorithm using clustering on signal
and coordination patterns. With this algorithm such technique increased the
accuracy of LANDMARC and Vire. The localization algorithm combines the
advantages of two models, applying the concepts of virtual tags and two-step
clustering analysis. Augmented RFID Receiver (ARR) introduced in [15] uses
a method called synchronous detection to be able to overcome frequency offset
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challenges associated with intercepting tag signals using a non-envelope detection
scheme. This system captures the data by an off-the-shelf UHF RFID reader
IC and then sends and processes the data using an FPGA hardware and soft
processor core. Since ARR has high power consumption and it communicates
with the host through Ethernet, it cannot be used for portable applications.

A. Atalye et al. in [1] introduced a device called Sense-a-tag that improves
localization in UHF-RFID systems. A localization system based on ST and WCL
algorithm has been investigated in [3]. The localization accuracy is directly
dependent on the density of deployed landmark tags, speed of the movement
of the ST and the distance between the ST and landmark tag on one side and
the reader antennas on the other side. In these papers, the localization accuracy
is studies for several different deployment scenarios. The accuracy achieved using
WCL method when the landmark tags are 1 m apart in the direction of y-axis
and 0.5 m apart in the direction of x-axis is about 32 cm.

3 Structure of the System

3.1 ST Structure

The ST is a semipassive device and can operate as a standard passive RFID tag
that communicates with RFID reader via backscattering communication. How-
ever, it has an important additional functionality: it can detect the backscattered
response from the tags to the reader.

The ST waits for the particular enquiry commands of the reader for land-
mark tags. Subsequently, if the ST captures the tag’s response and the reader’s
corresponding acknowledgement, it is considered that tag is detected by ST. The
proximity detection information about the detected tag is stored in the memory
of the ST. When the reader singulates the ST, the ST transfers the information
about the detected tag(s) to the reader.

Figure 1 presents the main operations of software executed on the host com-
puter. The software is used to control the reader and to read tag information
from the reader. However, in the figure we show only the part of the software
that is needed to process ST. In order to incorporate STs into existing RFID
systems, the readers treat the STs as standard tags. Since the readers are not
aware of the STs and they treat them as ordinary tags, the host has to specify
the procedure of reading the tags and the STs. Also, the host understands the
STs operations and it controls the reader using standardized commands. Hence,
the host is responsible for intelligent control of the system. The first task of the
host is to make sure that the reader first reads tags and then STs. Thus, the
reader has to be able to read tags rather than STs in the first reading cycle.
During this cycle, the STs listen to the tags responses and store the detected
tags information. In the second round, the reader reads only STs.

After initialization, the host initiates the query cycle. The tags’ ID numbers
and ST information are obtained by the reader and transferred to the host.
Next, the host has to analyse the ST information and to relate the tags with the
particular STs.



274 M. Rostamian et al.

Fig. 1. Steps implemented by the host for obtaining information from STs.

3.2 Zoning and WCL

The method used for localization is “Weighted Centroid”. In the centroid
method, the target calculates its position at the center of the detected refer-
ence tags, as shown in Fig. 2(a). To increase the accuracy of the localization,
weights are introduced into this system. Weights are used to calculate the dis-
tance of the target from each respective landmark tag, as shown in Fig. 2(b).
Depending on the system, weights can be a function of RSSI value or other fac-
tors that can reflect the distance from each tag. In our case, number of reads by
the ST was used for weight factors.

The algorithm which can be performed on each unknown location of ST is
shown in Eq. (1). In this formula, Pi(x, y) indicates the position of unknown ST
i. The known position of tag j is given by Bj(x, y). The number of tags which
are within the communication range of the unknown ST is indicated by m where
wij describes the weight value for landmark tag j used by the ST i.

Pi(x, y) =

∑m
j=1 wij ·Bj(x, y)∑m

j=1 wij
(1)

where wij is the number of times the tag is read by the ST in each report.
There are a couple of limitations in the centroid method. The localization

accuracy is dependent on the density of the landmark tags. On the other hand,
the power strength of the backscattered signal from passive tags varies in time.
That might cause ST to detect some landmark tags that are farther than some
other landmark tags that are not detected. This will cause significant localization
error.

Since ST can just detect the tags that complete communication with the
reader, if we confine reader’s interrogation zone to the landmark tags in proximity
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Fig. 2. (a) Centroid localization method. (b) Weighted-centroid localization method

of the ST, then the error will be smaller. In Gen 2 systems the reader can send
a command to select particular tags that will be read in the next query round.
During system setup, it is possible to assign the ID numbers to the landmark
tags so that the only landmark tags in particular zones can be selected. The
designer of the system has full freedom on how to assign the ID numbers and
what kinds of zones to select. In this paper we assign the ID numbers so that
we can divide the whole area into symmetric rectangular zones.

Fig. 3. Virtual zones with landmark tags (Color figure online)

Figure 3 shows an example configuration that consists of 16 landmark tags
and one ST that needs to be located. One reader that interrogates the landmark
tags and ST, is not presented in the figure. The 4 zones have been shown using
four different color rectangles containing 9 tags each. For example, zone A with
brown color covers landmark tags placed in rectangles 2, 3, 5 and 6. Zone B with
dark green color covers landmark tags placed in 5, 6, 8 and 9. To avoid error
in zone boundaries, there should be some overlapping area between the zones.
In our example we have rectangles 5 and 6 as an overlap area between zones A
and B.



276 M. Rostamian et al.

First, the reader interrogates the whole area. There are 8 different landmark
tags (LTs) in the detection range of the ST. As we mentioned before, there is
not a linear relationship between the distance and number of detections by the
ST. This will cause that in some situations, the landmark tags in rectangles 2 or
9 are detected more times by the ST compared to tags in the rectangles 5 or 8
and the estimated location error will be higher accordingly. In the second round,
the reader just interrogates two zones (just the landmark tags in rectangles 2,
3, 5, 6, 8 and 9) by adding a mask in the query. In the third round, the reader
will just interrogate one zone (landmark tags in 5, 6, 8 and 9). In this round we
can see that the landmark tags in 2 will be filtered from our equations.

4 Simulator Core

The augmented RFID system is modelled in our newly developed Proximity-
detection-based augmented RFID system simulator (PASS) framework. PASS is
a time-domain system-level simulator, which is based on position aware RFID
system (PARIS) simulation framework. The development environment is MAT-
LAB 2012a on Windows 8.1 (64bits). From PARIS simulation framework, PASS
inherits the behaviour model of a NXP UCODE G2XM based passive UHF RFID
tag and wireless propagation channel, as well as a core framework to perform
simple control and logging. While PARIS mainly focuses on ranging rather than
the system behavior, we completed the functionality of generic reader and tag
so that the simulator behaves according to ISO 18000-6C protocol [4,5]. The
sensatag model is designed to emulate the specific sensatag device. Following
the modular and hierarchical design pattern, the levels of PASS hierarchy are
separated, and different models for reader, tag, sensatag, and wireless channel
are also strictly divided.

5 Simulation and Experimental Results

We present the results of the simulation and the corresponding experiment in
the office environment. To characterize parameters of the simulator, noise level,
reader’s transmitting power and other parameters are obtained based on the
measurement data from the field experiment.

5.1 Simulation Results

To evaluate the idea of zoning-WCL based localization, first we establish the
experimental scenario in the simulator. The area 4 m× 2 m was covered with
passive UHF RFID landmark tags. Landmark tags are placed in the simulator
0.5 m from one another in the direction of X axis in 3 different rows that are at
the distance of 1 m from one another. A virtual robot that was tagged with an
ST was moving along a trajectory defined in the simulator. The simulator ran 3
different scenarios: (a) pure WCL, (b) WCL + half-division zoning, (c) WCL +
quarter division.
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Fig. 4. Localizing the ST in landmarked area. (a) WCL method. (b) WCL + dividing
zone to half in X direction. (c) WCL + dividing zone to half in Y direction. (d) WCL
+ dividing zone to quarters in X direction. (Color figure online)

Figure 4 shows the simulation results for the described scenarios. The blue
path is the path that virtual robot moves on. The red dots are the location
estimation of the ST at each time instance. Figure 4(a) illustrates the localization
based on WCL. The error in Y direction is expected to be larger than the error in
X direction due to more asymmetric deployment of landmarks in the direction of
Y axis. In Fig. 4(b) the landmark tags are divided into two zones in the direction
of X axis. That means we have two step localization procedure where in the first
step the reader reads all landmark tags and the second one it interrogates the
landmark tags in the half area where the ST is located. We do not see significant
improvement in location estimation because the zones are still big enough to put
unnecessary landmark tags in the detection area of the ST.

The same scenario was repeated in Y axis only and the results are shown in
Fig. 4(c). In this figure we can see the significant decrease in localization error in
the direction of Y axis error compare to the regular WCL. In Fig. 4(d) the zone
divided to 4 subzones in X axis and the localization procedure now includes
three steps. The root mean square error (RMSE) for zoning in X direction is
shown in Fig. 5. Based on the graph, we can observe an evident improvement in
X direction by dividing the zone to smaller sections. The error in Y direction
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increased because of involvement of less tags in Y direction. Note that if we
divide the zone in Y direction as well,this error would be much smaller like the
scenario that happened for X direction.

Fig. 5. RMSE for different X-axis zoning scenarios

Note that there is a non-linear relation between dividing zones and accuracy.
We need also to take into consideration additional processing time required when
more divisions are performed. Therefore, there is a trade-off between localization
accuracy and processing time.

5.2 Real Experiments with ST

The same experimental setup has been done in a laboratory to test the assump-
tions in a real environment. ST was mounted on a robot that followed at a
constant speed a black line path in a similar manner as in the simulator. A C#
based GUI was developed to get the results from the reader, run localization
algorithms and presents location of the ST on the GUI in real-time.

Stationary ST. First we placed the robot at a random location and stored 50
samples at that coordinate. We wanted to see if the zoning affects the localization
accuracy. Figure 7 shows the localization results with and without quarter zoning
for the random location. Real location of the ST is (175 cm, 50 cm). Each red
dot is representation of 1 location estimation. Obviously the results after zoning
are more precise compare to regular WCL. The average error in X direction
(vertical) decreased from 33.5 cm to 18.8 cm. Figure 6 illustrates the average error
and standard deviation for 50 samples on vertical direction with and without
quarter zoning.

The same experiment has been run for 10 more points and the mean value
of the error for all samples is bellow 21.6 cm compared to 38.1 cm for the regular
WCL method.
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Fig. 6. Average error and standard deviation on X axis for 50 samples (real experi-
ment).

Fig. 7. GUI for real-time localization. Fifty location estimates of the ST are shown for
the following cases: (a) Regular WCL, (b) WCL + quarter zoning

Mobile ST. To confirm simulation results, we repeated the same scenario of
Fig. 4 but using real ST and RFID system. The ST is placed on a robot that
follows the black line and move between the landmark tags. Figure 8(a) shows the
location estimations during the robot movements. Considering the Y direction
for example (horizontal axis), the red dots that are representation of location
estimations, are mostly close to the center. That is because the farthest set of
landmark tags on the right or on the left affect the estimation and we have larger
error in Y direction. Figure 8(b) illustrates the same scenario but localization
method is based on half zoning. We can clearly observe that the red dots converge
to the path and are on both sides of the black line.
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Fig. 8. Real-time localization of the mobile ST when location estimation is performed
using: (a) Regular WCL. (b) WCL + Half zoning (Y direction) (Color figure online)

6 Conclusion

In this paper it is demonstrated that it is possible to improve the localization
accuracy of ST-based augmented RFID localization system with the combina-
tion of WCL and zoning algorithm. Based on the zoning algorithm, the outlier
detection of ST towards distant reference tags is dropped, correspondingly the
estimated location of target from WCL is more accurate. The performance of
the proposed method is evaluated in the simulation and field experiment.

Future work includes two directions. The first direction is to improve the three
steps iterative zoning procedure. Applying the Kalman filter, the prediction of
ST’s future position will be available [16]. Based on the prediction, the zoning
algorithm would decide which zone to interrogate, which would reduce time for
running localization procedure significantly. The second direction is to formu-
late the flexible zoning scheme. Although the current zoning algorithm is more
robust to outlier detection, its potential to counter the localization heterogene-
ity is not developed. The heterogeneity in proximity detection-based localization
solution originates from the non-uniform distribution of reference nodes within
target’s proximity. In flexible zoning the division of landmark tags in zones is
adjustable according to the estimated position of the ST. Furthermore, the zone
could be refined iteratively into smaller size. The zoning algorithm would become
“zooming” algorithm. However, this method would bring about implementation
challenges. Since the RFID reader interrogates a group of tags by issuing com-
mand with a specific mask, then the assignment of EPC numbers would be much
more complex.
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Abstract. We consider the problem of defining a metric to capture com-
munication links vulnerability that is a function of threat models of con-
cern. The model is based on the Confidentiality-Integrity-Availability
(C-I-A) framework and combines communication links parametric mod-
els with dynamical historical models. The proposed model arrives at a
vulnerability matrix to describe the cyber component of a cyber-physical
system. The vulnerability matrix is used for flexible adaptive constrained
routing implemented on Software Defined Networks (SDNs) as a mitiga-
tion approach for threats of concern.
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1 Introduction

Cyber security is perceived as a challenge on different levels of cyber-physical
systems such as the smart grid. This is, in part, due to the fact that current
standard communication protocols were not designed with a cyber-security per-
spective. Complex interconnected cyber-physical systems offer a multitude of
opportunities and challenges within the cyber security context. Vulnerabilities
resulting from the cyber enablement of the physical system may not be fully
uncovered or understood, and this unveils many challenges into how to reenforce
the system against the unknown. A distinguishing characteristic of the cyber-
physical systems (e.g. smart grid) is that cyber-security approaches cannot be
considered without studying their impact on real-time operations of the physical
system.

One of the coupled interactions in the smart grid is between communication
network infrastructure and cyber-enabled control; in this context developing a
functional cyber-security assessment framework that can be used for flexible
cyber-physical mitigation approaches is still lacking. Information Technology
(IT) based security did not prove to be efficient due to its focus on the cyber
plane of the system. This motivated the emergence of several impact based cyber-
security frameworks; of which the C-I-A (Confidentiality-Integrity-Availability)
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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framework has prevailed as an adequate tool for high level cyber-security impact
analysis in cyber-physical systems.

Given a certain cyber infrastructure for a cyber-physical system such as the
smart grid, system engineers and operator should be able to asses the exist-
ing system according to various cyber-security threat models. This establishes
a baseline for system security planning and testing: highlighting weaknesses in
the system, and providing guidance and input to different mitigation schemes.
Previously, authors have developed a communication link vulnerability miti-
gation framework that satisfies Quality of Service (QoS) constraints of the
underlying power system. The mitigation framework is enabled through the
utilization of Software Defined Networks (SDN), as a flexible adaptive com-
munication infrastructure and control platform. The problem was formulated as
a constrained shortest path routing problem, that optimizes for the least vul-
nerable route with satisfactory QoS (delay). A model for the vulnerability of a
communication link was roughly outlined. In this work we further develop the
proposed communication link vulnerability. The proposed vulnerability model is
directly assessed in a dynamic constrained QoS routing setting.

Ad hoc networks are considered a promising solution for networking on the
distribution level [7], specifically for smart-metering systems and applications.
Moreover, previous works have considered optimizing ad hoc network manage-
ment using SDN [5,8]. This suggests that the proposed vulnerability metric
could be extended to ad hoc networks, with proper parameters pertinent to the
network specifics and operation.

The main contributions of this work include the following:

1. propose and develop a vulnerability metric model for communication links in
cyber-physical systems,

2. employ the proposed vulnerability metric via an SDN based adaptive QoS
routing.

2 System Model

Let N denote the number of nodes in the power system; for this discussion let N
refer to number of buses in the power grid. Then, we can assume a communication
network connecting the N buses in a topology that parallels that of the electrical
grid.

Consider a graph representation of the corresponding communication net-
work. The weighted undirected graph model G(V,E,w) describes an N -node
and M -link network, where the node set V = {v1, . . . , vN} and the edge set
E = {eij , i, j = 1, 2, . . . ,M} denote the buses and communication links, respec-
tively. The weight w on the edge between two nodes is defined as the cost of
the corresponding communication link. Then, the adjacency matrix A can be
defined as

Ai,j =
{

wij i �= j, for (i, j) ∈ E
0 otherwise. (1)
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Consider next the routing problem of communicating data between a source
node s and destination node t in the graph G. The shortest path route between
the pair can be found using various algorithms. Due to its simplicity and opti-
mality, Dijkstra-based routing algorithm has long been the most used algorithm
to arrive at the shortest path.

The SDN framework allows us to obtain a dynamic delay cost matrix Ad

sampled from the network at pre-defined intervals. Similarly, provided that a vul-
nerability cost metric is defined, then a corresponding vulnerability cost matrix
Av can be evaluated for the network. Hence, the problem of QoS routing while
mitigating link vulnerabilities is then formulated as a constraint shortest path
(MCSP) problem.

Within the smart grid, cyber-enabled control systems require information
delivery between relevant nodes with certain delay requirements; as an example,
the IEC 61850 GOOSE messaging specifies the message delay constrains for per-
formance class P2/3 to be within 3 ms [2]. Accordingly, if we define the delay cost
matrix Ad, then the problem of finding paths that satisfy the delay constraints
can be formulated as a constraint shortest path (CSP) problem. While the CSP
is NP-hard, many algorithms have been developed to find a feasible or a set of
feasible solutions [16].

In the context of smart grid systems, networked sensory and control impose
many constraints on data communications; nevertheless, in this paper we are
more focused on the development of a tractable vulnerability metric for com-
munication links. The proposed vulnerability metric will be utilized for various
threat models (Fig. 1).

s

ti

j

wij

Fig. 1. Communication network graph

2.1 Vulnerability Metric

The increased cyber coupling of the smart grid through more cyber-enabled
sensory and control increases the vulnerability surface of the smart grid. The
Confidentiality-Integrity-Availability (C-I-A) framework provides a neat classi-
fication of vulnerabilities based to their impact with respect to information.
In this work, we consider a vulnerability threat model directly related to the
C-I-A framework, where threats and attacks can be classified using the afore-
mentioned framework. Developing a metric that captures the elements affecting
the vulnerability level of a certain communication link will enable us to develop
a corresponding network response. It is intuitive that a link vulnerability is not a
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binary characteristic; i.e., a simple label of a link as vulnerable or not-vulnerable
is not very informative for system operation.

The communication link vulnerability metric proposed in this work satisfies
on the following “security metric” properties [14]: a security metric should be
quantitative, objective, employs a formal model, not boolean (0, 1), and reflects
time dependance [14]. Further, it would be advantageous if the metric self-reflects
the associated risk level to better provide an insight.

We next try to formalize our definition of vulnerability from a cyber-
security perspective; based on several definitions from information technology
and computing, to disaster management; the vulnerability of a system or group
of systems is defined as a weakness in that system that hinders its ability to
withstand threats [3]. Extending this definition to communication networks in
cyber-physical systems, leads us to consider the attributes and installed mecha-
nisms to arrive at a measure relating how vulnerable communication links are to
threat models of concern. In a smart grid’s communication network infrastruc-
ture, few of the communication link attributes can be combined to describe
and quantify a link vulnerability metric. These attributes can be grouped into
categories as shown in Fig. 2, and as follows

1. Dynamic; attributes in this category dynamically vary over time and in
response to events.
– History Lij

H ; a link that was previously targeted by an attacker is more
likely to be targeted again by a passive/active adversary.

2. Parametric, attributes in this category tend to be static and are charac-
teristic of the link. The parameters are scored and ranked in a hierarchical
fashion, in the first layer the threat model is linked to the parameters through
an impact analysis based on the C-I-A impact framework, and in the second
level each of the link parameter sets is internally ordered based on relative
vulnerability preference to establish set weights.

Threat
(DoS, MiTM, etc...)

Dynamic
(History, ) Parametric

C-I-A
( )

Static Link Parameters
( )

HL

App, LR, LO, LM, LSL

A, CI, CCC

Fig. 2. Link vulnerability model
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i. C-I-A
– CC : cost on confidentiality;
– CI : cost on integrity;
– CA: cost on availability.

ii. Ordered static link parameters, and these could include the following
among others.
– Lij

S : security installed measures: a link with strong encryption is typi-
cally less vulnerable,

– Lij
M : physical-channel modality: a wireless link is usually more vulner-

able than a fiber optic due to technology,
– Lij

O : ownership: a self-owned and operated channel is typically less vul-
nerable than a shared and/or leased channel,

– Lij
R : redundancy: a link with installed redundancy mechanisms is less

vulnerable compared to a single link,
– Lij

A : application: a link dedicated for command/control traffic is more
vulnerable to being targeted.

It is important to acknowledge the existence of interdependencies between the
various parameters, yet we argue that virtually decoupling the interdependen-
cies as a list is informative for our problem of interest. Link history LH is mod-
eled by a Markov model as is described in Sect. 2.2. Moreover, link parameters
{LS , LM , LO, LR, LA, . . .} are subsets with embedded monotonically increasing
ordering where a higher order is related to a more vulnerable state. The subsets
are constructed by system engineers and operators where an exhaustive enu-
meration of the related parameter possible values is established with the proper
ordering. Let the ordered subset related to a generic parameter Lx be denoted X,
then a plausible mapping of the set entries to a normalized weight is defined by

Xw =
1

|X| × {X1,X2, . . .} (2)

Lets consider link security as an example: the set S corresponding to LS

includes a ranking of the different installed and configured security measures.
For simplicity let a subset of security measures include three different encryption
mechanisms {Encr1, Encr2, Encr3}, where corresponding LS will be assigned
based on the strength of the encryption. Let � denote a security compari-
son operator where left hand is a stronger encryption than the right hand
operator, then if Encr1 � Encr2 � Encr3, a possible assignment could be
Lij
S ∈ {0, 0.33, 0.66}.

A similar approach can be used to arrive at the communication link parame-
ters subsets and their corresponding weights. We next consider how to combine
these parameters into a single representative vulnerability metric (Lij

V ). The
vulnerability metric should reflect the attributes that make a link more proba-
ble to be targeted by an attempted adversary action, as well as being affected
by that targeting. We base our vulnerability metric definition on the C-I-A
framework threat model. Consider the threat set Γ , where the set could include
threats such as denial of service (DoS), false data injection (FDI), among others.
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And consider a general link parameter ordered subset X = {X1,X2,X3}.
A threat Γm can be decomposed using the C-I-A model into a three part binary
indicator based on the threat cost/impact, as is shown below

Γm = 1C−I−A
m = [1m(CA) 1m(CI) 1m(CC)] (3)

Further, as shown in Fig. 2, a link vulnerability can be modeled as a function
of dynamic link history LH and parametric vulnerability LP of the link.

Lij
V (Γm) = Lij

H(Γm) + Lij
P (Γm) (4)

where LP , the parametric link vulnerability is further developed below.
This indicator is then embedded in the scoring of the ordered parameters

subsets X to arrive at the communication link parametric vulnerability Lij
P (Γm).

To facilitate the threat model embedded scoring of link parameters, ordered
parameter subsets are further clustered into sub-subsets according to their cor-
relation with the C-I-A decomposition of any threat. I.e consider the following
clustering of the ordered subset X̃ = XC ∪ XI ∪ XA. This is extended to link
parameter subsets P̃ = {S̃, M̃, Õ, R̃, Ã, . . .} This leads us to the following model
for the parametric link vulnerability (the superscript ij have been removed for
clarity, wherever L is presented it is related to communication link ij

LP (Γm) = LS + LM + LO + LR + LA + . . .

LP (Γm) = Γm · P̃ (5)

LP (Γm) =
1

|P|
|P|∑
n=1

(
[1m(CA) 1m(CI) 1m(CC)] ·

⎡
⎣
SC MC OC . . .
SI MI OI . . .
SA MA OA . . .

⎤
⎦

)
(6)

To further illustrate this proposal, if the threat model is focused on DoS
attacks, then the attack/threat decomposition vector will explicitly model the
DoS as Γm = [1 0 0], in terms of direct cost on availability. Similarly, the
corresponding link parametric sub-subsets will identify the relevant components
from each parameter subset that will be part of the vulnerability metric.

Finally, necessary normalization is performed when combining the different
metrics, and the vulnerability cost matrix for the whole communication network
is constructed such that Aij

v ∈ [0–100]. We next discuss the dynamic link history
vulnerability.

2.2 Link History

Most of the communication link attributes considered above are static and do not
change with time, unless advanced functionalities are installed such as service-
adaptive cryptography levels. However, vulnerability history of a link is affected
by events and status of the network; thus a link history LH is best modeled by a
dynamical model. It is important to note that the goal of the proposed dynamical
model is to provide a tool to quantify the probability of a communication link in
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the system being targeted based on detected events history. However, we do not
intend to provide an intrusion detection/prediction capability. For our purposes
it suffices to consider a Markov model, which is simply a system with one step
history. On the other hand, a longer history of the link would be beneficial to
tune the Markov model parameters (i.e., transition probabilities) [1,17].

Let the event of “targeting” the communication link between nodes i and j
be a stochastic event that happens with a probability P ij

A . Further, let the link
status be termed as Sij ∈ {G,T}, where G denotes a good link and T denotes a
targeted link, and is modeled by a Markov Model. A finite-state Markov chain
process is described by its transition matrix P where the P (l,m) element is
defined as the probability of state Xk+1 = m given that the previous state is
Xk = l. This is commonly known as the Markov property where the next state
of the system depends only on the current state, and is described as P (l,m) =
P(Xk+1 = m|Xk = l).

The transition matrix P for the 2-state model is mathematically described
by the following probabilities

P(Lk+1
ij = G | Lk

ij = T ) = PD

P(Lk+1
ij = T | Lk

ij = G) = PA

P(Lk+1
ij = G | Lk

ij = G) = 1 − PA

P(Lk+1
ij = T | Lk

ij = T ) = 1 − PD (7)

and P =
[
1 − PA PA

PD 1 − PD

]
.

Given that the Markov chain described above is time-homogeneous, then
we consider the stationary equilibrium/distribution of the chain for important
insights such as the probability of being in a certain state. Specifically, we can
obtain the probability that the communication link will be in state T (i.e., tar-
geted by an attacker) Lij

H . This is then combined with the parametric attributes
of the channel according to Eq. (4) to arrive at the vulnerability metric of the
link, Lij

V .

2.3 Sustainable Security

Above referenced communication link parameters are mostly characteristic of
the communication network, its usage and any ancillary additions to it. From a
cyber-security perspective, system engineers and administrators are responsible
for tracking the various network components and their corresponding configura-
tions. Based on this perspective, the proposed vulnerability model assumes that
system administrators should be able to log communication links respective para-
meters and flag each parameters sub-subcomponent relationship with the C-I-A
framework. Further, it assumes a fundamental understanding of the scope and
limits of each installed and configured component, their relative ordering with
respective to vulnerability, and the planned/unplanned interactions between the
cyber-physical components and the cyber-cyber components.



292 E. Hammad et al.

The usefulness of the proposed metric relies on a sustainable cyber-security
environment [13,15]; which can be described by two characteristics: (1) the estab-
lishment of a cyber-security eco-system where validation and frequent updates
are regulated to ensure up-do-date match between envisioned and actual sys-
tem state. This is necessary for any algorithms or network defined functionality
such as the one proposed by the authors via adaptive routing. (2) existence of
defined policies and system procedures for active recovery and mitigation feed-
back, where system engineers continuously adapt by applying necessary measures
to ensure a minimum future risk.

Further, the proposed model can be used as a tool for cyber-security assess-
ment of the communication network in use. As it will pinpoint the most vul-
nerable links based on system configuration and dynamic history of cyber
events. This assessment is helpful to (1) sketch a system update-upgrade plan
(2) develop a cyber-security monitoring procedure/application check points,
(3) revise response/recovery procedures. An Autonomous cyber-security system
is a future vision that will require tremendous intelligence and adaptability, and
is probably a threat to itself.

3 Software Defined Networks and Adaptive Constrained
Routing

Provided that we can obtain an updated communication network vulnerability
matrix Av that is regularly updated, then we can adaptively route information
based on a set criteria. The previous is valid if we have a communication net-
work paradigm/architecture that is able to: (1) have a dynamically updated
global network state, (2) be programmed with additional intelligence to control
network traffic, (3) be managed and configured with low complexity. Software
Defined Networks (SDN) is a very promising network architecture that is capa-
ble of supporting and enabling our adaptive routing. Moreover, it allows a more
complicated processing to optimize vulnerable link avoidance to minimize both
delay (of extreme importance in smart grid) and information leakage through
vulnerable links.

3.1 Software Defined Networks

Software defined networking offers the potential to change the traditional way
networks operate. Current communication networks are typically built from a
large number of network devices, with many complex protocols implemented on
them. Operators in traditional communication networks are responsible for con-
figuring policies to respond to a wide range of network events and applications.
Consequently, network management and performance tuning is quite challenging
and error-prone [1,10].

The main characteristic of SDN, is the separation of control and data planes,
where the network is decomposed to an SDN controller and various SDN data for-
warding switches. This architecture enables revolutionary approaches to network
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Fig. 3. SDN architecture

management, including adaptive networks that can dynamically be configured
and programmed to respond to changes in the network. Network layer appli-
cations can acquire detailed traffic statistics from network devices to construct
an up-to-date network view. One common standard for the implementation of
software defined networks is OpenFlow [11]. The OpenFlow standard defines a
communication protocol between network switches forming the data plane and
one or multiple controllers forming the control plane.

In this work the SDN system setup is built using free open source tools.
We use Floodlight v1.0 [12] as the SDN controller and Mininet 2.2.0 [9] for
the SDN switches. Floodlight is an Apache-licensed, Java-based OpenFlow SDN
Controller. Mininet can create a realistic virtual network. The SDN controller
can communicate with the switches via the OpenFlow protocol through the
abstraction layer present at the forwarding hardware.

The architecture of an SDN network is illustrated in Fig. 3 and is comprised
of Floodlight controller and Mininet switches. An OpenFlow controller typi-
cally manages a number of switches, and every switch maintains one or more
flow tables that determine how packets belonging to a flow will be processed
and forwarded. Communication between a controller and a switch happens via
the OpenFlow protocol, which defines a set of messages that can be exchanged
between these entities over a secure channel. The state monitor module can be
used to collect switch state and transmit it to the controller.

3.2 Constrained Shortest Path Problem and LARAC Algorithm

Given a network G(V,E), assume every link Lu,v ∈ E has two weights cuv > 0
and duv > 0 (denoting, cost and delay). For source and destination nodes (s, t)
and maximum delay Tmax > 0, let Pst denote the set of paths from s to t.
Further, for any path p define

c(p) =
∑

(u,v)∈p

cuv, d(p) =
∑

(u,v)∈p

duv. (8)
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CSP problem seeks to arrive at the shortest path between s and t nodes
with a certain link cost c. However, when the path is constrained by more than
one constraint, the problem is termed an MCP problem. Given that there are
multiple paths between s and t, a modified MCP problem, often called the
multiconstrained optimal path (MCOP) problem, is defined where the goal is to
retrieve the shortest path among a set of feasible paths.

A feasible path s → t is defined as path pst that satisfies d(pst) ≤ Tmax; let
Pst(Tmax) be the set of all feasible paths from s to t. Then, the CSP problem can
be formulated as an integer linear program (ILP) with a set of zero-one decision
variables [4,6,16]. The CSP NP-hard problem have many algorithmic approaches
that successfully arrived at feasible solutions. The Lagrangian Relaxation Based
Aggregated Cost (LARAC) algorithm developed in [4] solves the integer relax-
ation of the CSP problem efficiently.

3.3 Vulnerable-Link Adaptive Avoidance (VLAA) via SDN

We adopt the CSP formulation to capture the problem of best-effort avoiding
vulnerable links while maintaining a QoS constraint (specifically, a delay con-
straint). We propose a Vulnerable-Link Adaptive Avoidance (VLAA) algorithm
that uses previously-defined vulnerability metric in addition to communication
delay in order to arrive at a set of feasible paths between source node s and des-
tination node t. Link delays are observed through SDN switches at each update
interval, and if changes are observed, the OpenFlow Floodlight controller is
updated. Similarly, link vulnerability costs are observed and the controller cost
matrix is updated when changes are sensed.

The VLAA algorithm is implemented in two parts; a controller function which
is implemented in Floodlight using Java, and a switch function implemented in
Mininet using Python. The flowchart of the VLAA algorithm that is implemented
in the controller side is shown in Fig. 4(a). Here, the algorithms perform the
following main tasks [1]:

– Listening to messages from switches and calculating link delay value of each
link, and then constructing the link-delay cost matrix.

– Calculating the link-vulnerability cost matrix according to the proposed met-
ric; this matrix can be modified and calibrated by network engineers.

– Running a topology-update thread, and checking the link cost matrix updates
regularly; if a change is detected, the controller recalculates the routing paths.

– Calculating the routing paths based on the link cost metrics of interest, and
updating the flow table of each switch by advertise a PACKET OUT message
to switches.

The main function of the VLAA algorithm in the switches’ side is to collect
the values of link delays for the directly-connected switches as shown in Fig. 4(b).
This is achieved by periodically testing the link between that switch and all
connected switches with higher ID. Link delay testing is done periodically and
the average value is then compared with the last known value. If the new delay is



Mitigating Link Insecurities in SGs 295

Fig. 4. Flowchart of the VLAA algorithm

significantly different from the previous value, the switch updates the controller
accordingly.

The mechanism in which an SDN switch exchanges link-delay updates with
the Floodlight controller is implemented using Port Status messages. OpenFlow
standards (v1.0–v1.4) expect the switch to send Port Status messages to the
controller as port configuration state changes. These events include change in
port status (for example, if it was brought down directly by a user) or a change
in port status as specified by 802.1D standard.

4 Conclusions

In this work, we proposed a communication link vulnerability metric that is
suitable for cyber security study and mitigation. The proposed metric relies on
different parametric and dynamic characteristics of the communication network,
and is most useful in adaptive communication networks such as SDNs. Future
work would evaluate the proposed metric performance for different attack and
threat models within the mitigation framework via QoS routing implementation
in SDN.
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Abstract. In a vast data collection and processing applications of
machine to machine communications, identifying malicious information
and nodes is important, if the collected information is to be utilized in
any decision making algorithm. In this process, nodes can learn behaviors
of their peers in the form of recommendation from other nodes. These
recommendations can be altered due to various motives such as bad-
mouthing honest nodes or ballot stuffing malicious nodes. A receiving
node can identify an incorrect recommendation by computing similar-
ity between its own opinion and received recommendations. However, if
the ratio of false recommendations is low, the similarity score will be
insufficient to detect malicious misbehavior. Therefore in this paper, an
entropy-based recommendation trust model is proposed. In this model, a
receiving node computes the conditional entropy using consistency and
similarity of received recommendations with respect to its own opinions.
The computed entropy indicates the trustworthiness of the sender. The
proposed model clearly distinguishes malicious nodes from honest nodes
by iteratively updating trust values with each message. The performance
of the model is validated by a high true positive rate and a false positive
rate of zero.

Keywords: Recommendation trust · Similarity · Entropy ·
Consistency · Connected vehicles

1 Introduction

Machine to Machine (M2M) communications is offered as a solution to collect
vast amount of information from sensor and control actuators. In this setting,
information is collected distributively, and decisions can be made at nodes by
using the collected information. This information sharing enables nodes to ben-
efit from their neighbors’ experiences and to learn important information faster,
such as identifying emergency events in connected vehicles, determining the qual-
ity of products in e-commerce, and making friends in social networks. In verify-
ing or identifying false and malicious activity using the disseminated information
from node, recommendation about other nodes can play an important role. How-
ever, recommendation schemes can be manipulated to badmouth honest nodes
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and ballot stuff malicious nodes in order to have a stronger influence in the net-
work. By ballot stuffing and badmouthing, a malicious node can manipulate a
novice receiver to exclude any important information coming from honest nodes
or accept wrong information from malicious nodes. That is why trustworthiness
of recommendations must be estimated before accepting them.

Recommendation Trust (RT) is often considered as feedback credibility [1]
and its is defined as a measure of trustworthiness of a node’s recommendation
about another node. RT is estimated on the basis of similarity between an eval-
uator’s own opinion and received recommendations. In case a node sends a false
recommendation only for a few nodes, i.e. selective misbehavior, or switches
between malicious and honest behaviors in an on-off manner, it will attain a
very high similarity score. The evaluator may observe the pattern of recommen-
dations over a period of time and determine how consistent is the sender in
its recommendations. Consistency of information can allow a new evaluator to
determine whether to trust a recommender when it provides information about
new nodes.

In this paper, an entropy-based RT model is proposed which utilizes the con-
sistency of information as well as its similarity with evaluator’s own opinion. The
evaluating node calculates the average entropy based on following two factors:
(1) Jaccard similarity score [2] of the recommendations, (2) ratio of consistent
information over the total number of recommendations. Similarity is defined
as the fraction of recommendations of a node that are same as the opinion of
the evaluator. Consistency is defined as the fraction of recommendations from a
sender that does not change in consecutive messages. A lower entropy indicates
higher trustworthiness of the source since the information sent by this source has
less uncertainty. In order to predict the time dependent behavior of the source,
the recent trust is derived from the observed entropy and previous trust value.
With this proposed trust model, evaluator can identify the malicious nodes even
if there is a selective misbehavior or an on-off attack.

Remainder of this paper is organized as follows: Sect. 2 provides a literature
review, Sect. 3 provides details of the trust model Sect. 4 provides simulation
results and Sect. 5 provides a conclusion and future works.

2 Literature Review

Recommendation systems have gained significant attention in M2M communi-
cations [3,4]. In these systems, nodes provide feedback about behaviors of other
nodes in order to make communication secure and reliable. However, nodes can
manipulate their recommendations in order to have a stronger influence in the
network by supporting malicious nodes or by badmouthing honest nodes [5–7].
If the credibility of recommendations is not considered, an attacker can easily
defame a target node by creating multiple fake identities to generate false rec-
ommendations [8]. In order to use recommendations in establishing trust for a
seller in an e-commerce site or a user in a social network site, a personalized
similarity metric is proposed in [9,10]. In these studies, similarity is a measure
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of difference of satisfactions between two users over a set of common items.
In [1], a user’s recommendation is assigned as a weight equal to the similarity
and the weighted recommendations provide the trust in the recommended user.
Schemes in [1,9,10] are resilient against on-off attacks and effectively prevent
unsuccessful transactions. The similarity measure has been adapted for a mobile
ad hoc network in [11] which uses a fuzzy collaborative filter to restrain malicious
recommendations from effecting the trust computation. The proposed collabo-
rative filter uses the similarity between the nearest most similar neighbors to
compute trust in a node. While the proposed trust mechanism improves the
network throughput and packet drop ratio, it is not studied how reliable is the
trust estimation. Moreover, the system is only tested under the honest majority
scenario.

The infrequent badmouthing attacks are successful in defaming honest nodes
or credible items. That is why a scheme to prevent those attacks is proposed
in [12], where a drastic change in product rating with respect to time indicates
such attacks. In [12], Dempster-Shaffer Theory is used in a system to identify
malicious users and recover reputations of products or users. The system is
tested under honest majority assumption and provided good receiver operation
characteristics. However, if malicious users form a majority, the system may fail.
In [12], recommendation values are real numbers which are naturally different
from each other. This difference leads to oscillations while computing trust.
These oscillations are undesirable in M2M communications and can be masked
out by using binary recommendations similar to the one used in [13] for an e-
commerce system. However, the scheme proposed in [13] only filters most deviant
recommendations and ignores their sources. Hence, malicious nodes can survive
and may corrupt a larger portion of the network to have a stronger influence on
the network. That is why, in this paper RT is established in order to determine
whether a node’s recommendations can be trusted and included in obtaining the
true nature of the neighbors. The proposed entropy-based RT model is explained
in the following section.

3 Entropy-Based Recommendation Trust Model

In order to establish RT and use it to eliminate malicious recommenders, it is
assumed that in a given network some of the nodes have opinions about each
other and they update their opinions based on their experiences. These nodes
communicate their opinions in the form of recommendation to their neighbors
in order to assist them to make their own judgments about other nodes. In this
scenario, malicious recommenders modify values of their opinions, where they
report a binary “1” for a malicious node and a binary “0” for an honest node in
order to misguide the evaluating node. Let us consider that an evaluator node
E, having a set of opinions G, receives recommendations R1,R2, ...,Rd with
cardinality A, from sources s1, s2, ..., sd, as shown in Fig. 1. In our work, the
cardinality A was fixed for all cases. The opinions as well as recommendations
comprise of binary values such that a binary “0” indicates that a negative recom-
mendation and a binary “1” indicates a positive recommendation. The node E
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Fig. 1. Opinion of E and recommendations sent by neighbors

computes a Jaccard Similarity score [2] between its own opinion and the received
recommendation from any node sk as follows.

Sim(E, sk) =
|G ∩ Rk|
|G ∪ Rk| . (1)

The similarity score computed in (1) is basically P [G∩Rk] where the universal set
is assumed to be {G∪Rk}. Hence, assuming that probability psk = Sim(E, sk),
then the entropy resulting from the similarity score is given by,

Hsk = −psk ∗ logA(psk). (2)

If the recommendation from the source sk is similar to the evaluator E, the
entropy will be low. However, if the similarity score is around 0.5, the entropy
will be the maximum since the source is unreliable. In order to avoid detection,
a malicious node may maintain a high similarity by giving incorrect feedback
for a few nodes. Moreover such a node may only send incorrect feedbacks when
they are most beneficial for the attacker, i.e. in a probabilistic manner. Hence the
consistency of recommendations from this sender must be observed in subsequent
messages in order to identify its true nature. Every time the node sk sends a
recommendation, E observes Rk for any inconsistencies in Rk = {r1, r2, ..., rA}.
For simplicity, let us assume that symbols r1, r2, ..., rA always assume a binary
value. Now let a given symbol rki assume a value ai in mi out of N messages
from sender sk. Then the probability pkri of ri taking the value ai in the next
message is given by

pkri = P [rki = ai] =
mi

N
. (3)



Entropy-Based Recommendation Trust Model 301

The entropy of input symbols of this source is given by

HRk
=

A∑
i=1

−pri ∗ logA(pri). (4)

The trust of sk for the message N is the average entropy of its similarity as well
as entropy of input symbols and is given by

Tk(N) = θ · (1 − (Hsk + HRk
)) + (1 − θ) · Tk(N − 1), (5)

where θ is a weight parameter that recognizes the importance of recent entropy
and previous trust. For the first set of recommendations from the sender sk, the
trust is only measured by the similarity, that is, Tk(0) = Hsk . The value of trust
can be normalized however in this work, if Tk(N) is undefined or below zero, it
is assigned a value of zero. If Tk(N) is greater than one, it is assigned a value of
one.

The performance of the system is measure in terms of true and false positive
rates which are defined as follows:

True Positive Rate (TPR). TPR determines how correctly are the malicious
nodes identified and it is given by

TPR =
PM |M

PM |M + PH|M
,

where PM |M is the probability of detecting a malicious node as malicious and
PH|M is the probability of detecting a malicious node as honest.

False Positive Rate (FPR). FPR determines the error produced by misclassifying
an honest node as malicious and it is given by

FPR =
PM |H

PH|H + PM |H
,

where PH|H is the probability of correctly identifying the honest nodes as honest
and PM |H is the probability of misclassifying the honest nodes as malicious.
Two parameters, TPR and FPR, will be used to study the performance of the
proposed scheme in later sections.

4 Simulation Results

In order to test the trust model, a network of connected vehicles is assumed where
cars travel together for some distance. In this scenario, one vehicle may encounter
the same neighbors over and over and forms opinions about them. These opin-
ions may change with time, however, for honest vehicles the changes will be
infrequent. Nodes will report their opinions in the form of recommendations, in
scheduled broadcast messages. Some of these senders act maliciously and modify
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their recommendations about q of their neighbors. Malicious nodes send mes-
sages containing modified recommendations with a probability p. Honest nodes
may misjudge some of the other nodes and amount of error thus introduced is
assigned an error probability of 0.04. The error introduced by the honest nodes
is treated as noise and does not affect the performance of the overall system.

It is assumed that the malicious nodes do not collude to provide incorrect
recommendations about the same target nodes. However, it can be shown that
even if the nodes collude, the consistency of the information and the similarity
between evaluator and recommender can be used to identify malicious nodes
and result will not be severely affected. Another assumption is that all mali-
cious nodes misbehave with the same probability. This assumption would affect
the true positive rate, since the threshold value for trust to classify nodes as
malicious, will be affected.

Performance of the model will be tested in three aspects that include trust
evolution with number of messages, true positive rates and false positive rate.
First it will be studied how the trust of honest and malicious nodes evolve with
the number of messages. For these experiments, malicious nodes constitute 50%
of the nodes. These nodes send 100 messages in which they send their recom-
mendations about 100 other nodes therefore the cardinality A is 100. The trust
values of honest and malicious nodes are updated with each message, by averag-
ing the previous trust, and combined entropy of similarity and consistency. For
the simulations, equal weight is applied to the previous trust, and the combina-
tion of similarity and consistency, which means that θ = 0.5. In the first message
all nodes send correct information in order to attain a high initial trust value.
First the evolution of trust is studied in Fig. 2. In Fig. 2 the honest nodes, despite
of introducing noise in the information, attains a maximum trust value of over
0.999. However the malicious nodes send false recommendations about 10 out
of 100 neighbors, i.e. q = 10, with different probabilities. In this scenario if p is
low, the malicious node attains a relatively higher average trust value of about
0.6, although the trust of these nodes decreases gradually with the number of

Fig. 2. Recommendation trust evolution
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messages. It can be observed that at a low p, trust values of malicious nodes may
increase with more correct messages, nevertheless the initial trust of the nodes
can not be recovered completely. However if p is larger, the trust value is reduced
at a much faster rate. The trust values of malicious nodes decline sharply with
the first few messages and does not increase easily with correct messages. Thus
the model identifies selective misbehavior and assigns low trust values to the
malicious nodes even if the probability of incorrect information, p, is low.

Let us further examine the impact of number of false recommendations on
trust evolution. For this experiment, a relatively larger value of q is considered
in Fig. 3. In Fig. 3, the value of q = 30%, which means that out of 100 nodes,
recommendations for 30 nodes have been modified. With this setting, even if
the malicious nodes send a very small number of messages with modified rec-
ommendations, hence p is small, the proposed scheme reduces their trust values
drastically. Hence it is learned that if a large number of recommendations is
modified then detecting malicious nodes becomes easier.
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Fig. 3. Impact of increasing number of altered recommendations

In order to study the true positive rate, 50% of the nodes are configured as
malicious and send false recommendations with different probabilities. The mali-
cious nodes show selective misbehavior, such that they only ballot stuff or bad
mouth q of its neighbors with a probability p and give honest recommendations
about the others.

Figure 4 demonstrates that when p and q both are low, then the TPR is
low, as the recommendations remain consistent most of the time and recom-
mendations for only few neighbors are modified by the malicious nodes. These
malicious nodes maintain a high similarity most of the time and show extremely
infrequent misbehaviors. That is why, it is difficult to identify malicious nodes
when p and q are low. However if the malicious activity becomes more obvious,
either by increasing p or q or both, the true positive rate increases significantly.
On the other hand, the trust of honest nodes increases with each message and
therefore they are never misclassified. Hence the proposed trust model does not
produce any false positives and the false positive rate is zero.
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Fig. 4. TPR for a recommendation vector of length 100 bits where q bits are maliciously
modified with a probability p

5 Conclusion

The essence of machine to machine communication is to identify reliable infor-
mation even when some of the participants are malicious. In this study the
malicious behavior has been modeled as false feedback about peers. These mali-
cious peers are identified using the proposed entropy based trust model and
their recommendations are excluded by the system. On the other hand the trust
of honest nodes is increased with each interaction and their recommendations
are used to predict the behavior of other nodes. How the system will make use
of such recommendations is studied in our other research. The proposed trust
model is tested only for binary recommendations. The scheme can be extended
for non-binary recommendations which are used in most e-commerce systems.
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Abstract. During the last decade, researchers and developers have been
attracted to Vehicular Ad-hoc Network (VANET) research area due to
its significant applications, including efficient traffic management, road
safety, and entertainment. Several resources such as communication, on-
board unit, storage, computing, and endless battery are embedded in
the vehicles, which are used for enhancing Intelligent Transportation
Systems (ITSs). One of the crucial challenges for VANETs is to securely
share an important information among vehicles. In some cases, the data
owner is also not available and unable to control the data sharing process,
i.e., sharing data with a new user or revoking the existing user. In this
paper, we present a new method to address the data sharing problem
and delegate the management of data to a Trusted Third Party (TPA)
based on bilinear pairing technique. To achieve this goal, we use a cloud
computing, as the mainstream platform of utility computing paradigm,
to store the huge amount of data and perform the re-encryption process
securely.

Keywords: Vehicular ad-hoc networks · Cloud computing · Data access
control · Bilinear pairing technique · Proxy re-encryption

1 Introduction

Recent improvements in hardware, software, and communication technologies
lead to many improvements and developments in the networking area. One of the
main networking technologies that has attracted the researchers’ and industries
consideration over the last decades is VANETs [1]. VANET is a self-organized
network composed of mobile nodes connected with wireless links where the
vehicles act as nodes [2]. Vehicular network is formed between moving vehicles
equipped with wireless interfaces that could be homogeneous or heterogeneous
technologies. These networks are considered as one of the real-life applications of
the ad-hoc network, which enable communications among nearby vehicles as well
as between vehicles and nearby fixed equipment (roadside equipment). Vehicles
can communicate to infrastructure in a Vehicle-to-Infrastructure (V2I) design
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where Road Side Unit (RSU) functions as an interface between On Board Unit
(OBU) and main core network. Vehicles can also directly communicate to each
other in Vehicle-to-Vehicle (V2V) design [3].

The main aim of VANET is to provide safety for drivers and passengers by
developing novel applications and solutions. The idea of vehicular network has
been expanded into ITS and Intelligent Vehicular Network as promising solu-
tions to transportation and traffic-related problems in modern cities by creating
safe, secure, and healthy environment [4]. However, the growth of vehicular net-
work and its applications and services requires scalable infrastructure, computing
capacity, and storage [5].

One of the main challenges of vehicular networks is to securely share the
critical information among vehicles. To address this problem, the data owner
who wants to share the data with other vehicles, can outsource the data to the
remote servers of cloud computing [6,8]. However, delegating the management of
such an important information to the untrusted cloud server is not reasonable,
due to the confidentiality and integrity of outsourced files [13,14]. One way
to solve this problem is using the proxy re-encryption technique that allows
the data owner to encrypt the data before outsourcing to the remote servers,
and delegate the management of encrypted data to the cloud server without
requiring to decrypt them. Although there are several methods to support proxy
re-encryption in cloud computing, the data owner must generate a re-encryption
key for allowing a new user to access the data and decrypting it. Therefore, the
existing methods are inapplicable when the data owner is unavailable. Moreover,
sending the owner’s private key to the third part to perform the management is
not a usable solution.

This paper presents a new method for securely sharing data in the vehicular
networks by using cloud computing and the bilinear pairing technique. After
encrypting the data, the data owner, who wants to share the data, transfers it
to the cloud computing, which is responsible for re-encrypting the ciphertext for
the users. The data owner also delegates the key management of the encrypted
data to the TPA while preserving the privacy of data by blinding the private
key. As a result, when a new user requests to access the outsourced data, the
TPA is able to generate the re-encryption key, which allows the user to decrypt
it by the user’s private key.

The rest of the paper is organized as follows: Sect. 2 presents a background
on vehicular networks, and vehicular cloud computing. Section 3 explains the
preliminaries and makes an overview on the bilinear pairing technique. Section 4
describes the architecture and system operation of the proposed method. The
related works as well as the advantages and disadvantage of the existing methods
are stated in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Background

This section explains the concept of cloud computing, mobile computing and
vehicular networks, respectively, since these are the cornerstone of vehicle cloud
computing concept.
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2.1 Vehicular Ad-hoc Networks

In this era, by growing the new intelligent technologies as a remarkable contrib-
utor of transportation systems, the employing of ITS concept has significantly
brought attention of governments and academia in this area [9]. Meanwhile, the
use of VANET as a subset of Mobile Ad-hoc Network (MANET) is the significant
wireless technology proposed exclusively for vehicular environment. The employ-
ment of this technology in ITS is the concept which is significantly demonstrated
to enhance the road safety, efficiency, and services through real-time V2V and
V2I communications [10].

In ITSs, each vehicle plays the role of sender, receiver, and router to broad-
cast data to the vehicular network, which then utilizes the data to ensure safe
and free-flow of traffic [11]. To take place the communication between RSUs
and vehicles, vehicles must be equipped with OBU that enables short-range
wireless ad-hoc networks to be formed. In addition, vehicles must be equipped
with a hardware, which permits detailed position information, such as Global
Positioning System (GPS) or a Differential Global Positioning System (DGPS)
receiver. On the other side, fixed RSUs that are linked to the backbone net-
work must be mounted, to facilitate communication. Communication configura-
tions in VANET contain V2V, V2I, and routing-based communications. They
rely on very accurate information regarding the surrounding environment, which
requires the employment of accurate positioning systems and well communica-
tion protocols for transferring information [12].

2.2 Vehicular Cloud Computing

Cloud computing is a comparatively new trend in the field of Information Tech-
nology (IT) that decreases computing, storage and other functions from tra-
ditional desktop and portable computer devices since all the functions can be
virtualized in cloud computing platform [15,17]. Cloud computing provides ubiq-
uitous, applicable, and on-demand network access to the vast shared comput-
ing resources, such as all networks, servers, storages, applications, and services.
Consequently, end users only need some simple I/O devices to enjoy powerful
processing ability and convenient service in cloud computing platform [18]. One
of the main applications of cloud computing is in vehicular networks, as vehicular
cloud computing.

Vehicular cloud computing can be divided into two categories: (1) Vehicular
Computing, and (2) Vehicular using Cloud. In the first type of VCC, each vehicle
can play a role as a datacenter, while in the VuC, the vehicles will be connected
to the cloud for outsourcing data and augmenting the computation resources [6].
In the following, we briefly explain these two concepts:

1. Vehicular Computing (VC): The cloud computing paradigm enables the uti-
lization of excess computing power in a way that vehicles are treated as
underutilized computational resources, which can be used for providing pub-
lic services. In this scenario, the parked vehicles can be counted as a huge idle
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(a) Vehicular Computing(VC)

(b) Vehicular using Cloud (VuC)

Fig. 1. Vehicular cloud computing architectures

resource that is merely wasted. For instance, many people park their vehicles
in the parking airports while traveling. In addition, some vehicles are stuck
in congested traffic. These characters of such vehicles make them an ideal
nominee for nodes in a cloud computing network [5,6]. Figure 1(a) shows
three main components of VC, such as VANET infrastructure, gateways and
brokers.

2. Vehicular using Cloud (VuC): It has been emerged as a new concept to effi-
ciently solve the drivers’ problem by using the cloud services instead of sharing
their own resources. In VuC, vehicles utilize VANET infrastructure to connect
to conventional clouds and use the real-time services, for example monitoring
the real-time traffic information and infotainment. VANET infrastructure,
gateways, and virtualization layer are three main components of VuC. RSUs
act as gateways between the vehicles and clouds. They are also responsible
to provide the virtualization layer. To connect the gateways to clouds, high
speed wired communication (e.g. optical fiber) can be used, while wireless
communication (e.g. V2V and V2I) is used to connect the vehicles to gate-
ways [19,20]. It is important to mention that our proposed method is based
on VuC. Figure 1b shows the general architecture of VuC.

By taking advantage of VCC, the problem of municipal traffic management
centers, which is the lack of adequate computational resources, will be removed.
This is because the vehicles assist local consultants to resolve traffic incidents in
a timely fashion. The chief concentration of the VCC is to provide on demand
solutions for unpredictable incidents in a proactive fashion. VCCs present a
unified incorporation and reorganized management of on board facilities. More-
over, they adapt dynamically based on the system environments and application
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requirements. A federation of VCCs presents a decision support system and
becomes the temporary infrastructure replacement in case of natural disaster
that abolishes standing infrastructure. The Federal Communication Commission
(FCC) allocated Dedicated Short-Range Communication (DSRC) for support-
ing the vehicular networks. Furthermore, road infrastructures such as cameras,
access points, and inductive loop detectors are supportive for VCC.

3 Preliminaries and Definition

This section briefly reviews the cryptographic background about the bilinear
map and the required security assumptions.

3.1 Bilinear Maps

In 2001, some researchers [21–23] introduced a special type of encryption method,
which is called proxy re-encryption, on the basis of bilinear maps. Let G1, G2 be
cyclic groups with prime order p; g1, g2 ∈ G1 be the generators of the group G1;
and a, b ∈ Zp that indicates a, b are randomly selected from a finite set Z.

Function e : G1 × G1 → G2 is a bilinear map with the following properties:
(1) Bilinearity: for all a, b ∈ Zp, it can be seen that e

(
g1

a, g1
b
)

= e(g1, g1)
ab,

and (2) Non-degeneracy: If g1, g2 ∈ G1 have the capability to generate G1, then
e(g1, g1) can generate G2.

3.2 Complexity Assumptions

Most of the cryptosystems that have designed on the basis of bilinear map prop-
erties, rely on the Decisional Bilinear Diffie-Hellman (DBDH) assumption. This
assumption indicates that for any g1 ∈ G1, a, b, c ∈ Zp, and Q ∈ G2, it is hard
to distinguish e(g1, g1)

abc from the random given that (g1, g1a, g1b, g1c, Q).

4 Proposed Method

In this section, we propose our method on the basis of proxy re-encryption
technique for providing a secure mechanism to share data in vehicular-based
cloud computing.

4.1 Architecture of the Proposed Method

Figure 2 shows the architecture of the proposed method, which consists of four
important components, as follows: (1) Data Owner (DO): who encrypts and
outsources the data to the cloud server, and delegates the re-encryption process
to the cloud service provider; (2) TPA: who is responsible for adding or revoking
users based on the received information from DO; (3) Cloud Service Provider
(CSP): who stores the revived data from DO, checks the access control of the
files, and re-encrypts data for new users; and (4) User: who asks the CSP for
accessing an encrypted file.
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Fig. 2. The architecture of the proposed method for secure data sharing in VCC

4.2 Definition

– KeyGen(1k) → (pk, sk, pp). This algorithm generates the public and secret
key for the DO (pkd, skd) and users (pkd, skd) as well as some public parame-
ters by using a security parameter 1k.

– KeyDelegation(skd) → (Aux). This algorithm uses the secret key of the data
owner to generate the auxiliary key that can be used by TPA to generate the
re-encryption key for the users.

– ReKeyGen(pku, skt, Aux) → (rekey). The output of this algorithm is a new
key that can be used by the CSP to re-encrypt the outsourced ciphertext.

– Enc(F, pkd, skd) → (C). This algorithm decrypts the DO’s file by using the
public and secret key of the DO.

– ReEnc(C, pku, rekey) → (C ′). It is responsible to re-encrypts the outsourced
ciphertext based on the users’ public key and the generated key by the TPA.

– Dec(C ′, sku) toM. The user can use this function to decrypt the re-encrypted
outsourced file (C ′) using her secret key.

Table 1 shows the notation of the proposed method for secure data sharing in
vehicular-based cloud computing.

4.3 System Operation

The designed data sharing method for VCC consists of the following phases:
(1) Setup. Our method operates over two groups G1, G2 of order p with the

bilinear map properties e : G1 × G1 → G2. First of all, the system parameters
(g ∈ G1, Z = e(g, g) ∈ G2) need to be randomly generated and distributed
among the users and the owners. Then, each client needs to select a random
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Table 1. The notation used in explanation of the proposed method

Symbol Description

g A generator for G1

Z e(g, g)

xd Secret Key of the data owner

xu Secret Key of the user

gxd Data owner public key

gxu User public key

r Random Number

q Large prime Number

DO Data Owner

TPA Trusted Third Party

CSP Cloud Service Provider

number as a secret key and generate her public key based on this random number,
for example, (pku = gxu , sku = xu) for each user and (pkd = gxd , skd = xd) for
each data owner.

(2) Data encryption and key delegation. Assume that the DO wants to
share a file F ∈ G2 among users. The Do generates a random number r and
a unique large prime number q for each file. Then, the DO encrypts F by:
C = (Zrq.F, gr.

xd
q ). Then, the owner outsources the encrypted file (C) as well

as a list of the authorized users to the vehicular cloud and delegates the man-
agement of the file to the CSP. Finally, the DO makes the TPA responsible for
adding a new user for this file by sending a blind version of her secret key ( q2

xd
)

to the TPA.
(3) Data re-encryption. If a new user requests the CSP to access the encrypted

file (C), firstly, the CSP has to check whether the new user has eligibility to access
data. After confirming that, the CSP asks the TPA to generate the re-encryption
key based on the user’s public key by:

rekey = pku
( q2

xd
) = g

xu.q2

xd

Up on receiving the re-encryption key, the CSP re-encrypts the outsourced
file (C) by using the following equation:

C ′ = (Zrq.F, re − encrypt(gr.
xd
q , g

xu.q2

xd ))

re − encrypt(gr.
xd
q , g

xu.q2

xd ) = e(gr.
xd
q , g

xu.q2

xd ) = Zrqxu

(4) Data Decryption. After obtaining the re-encrypted file C ′ =
(Zrq.F, Zrqxu), the user is able to decrypt the file by:

F =
Zrq.F

(Zrqxu)
1

xu
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Remark 1. It is important to mention that although the transferred parameters
between DO and TPA is blinded, we can generate a session key to encrypt and
decrypt the data by using the public key of the DO (pkd) and the public key of
the TPA (pkT ).

Remark 2. All of the communications between DO and TPA, DO and CSP, and
User and CSP are performed by using the existing RSU and OBU.

5 Related Work

Most of the existing methods for secure data sharing have been proposed for
cloud and mobile cloud computing. In this section, we make an overview on
some of the proposed method based on proxy re-encryption and focus on their
advantages and disadvantages.

Proxy re-encryption (PRE) is a cryptosystem, which can be used to turn a
ciphertext encrypted under one key into an encryption of the same plaintext
under another key by using a proxy. Blaze et al. [21] was the first to propose a
PRE scheme without having to learn the plaintext and secret key based on the
ElGamal cryptosystem [24]. Although this scheme is semantically secure under
the Decision Diffie-Hellman assumption in G, it suffers from several issues, such
as bidirectionality, collusion, and re-encryption key generation process.

Ivan and Dodis [22] presented a unidirectional PRE approach on the basis of
standard public key cryptosystems in which Alices secret key is divided in two
parts ska = sk1 + sk2 and distributed between Proxy and Bob. Although this
method addressed the bidirectional problem of the first PRE scheme, it needs a
pre secret-sharing, which enforces Bob to store the additional secret key.

Ateniese et al. [23] solved the aforementioned problems and designed a unidi-
rectional proxy re-encryption method by using the bilinear maps. To prevent the
collision attack, the authors considered a master key security without requiring
the pre-sharing of secret keys between parties.

Tysowski et al. [25] extended the Ateniese method [23] and presented a
manager-based re-encryption scheme for mobile cloud computing based on the
bilinear maps. However, this method has several drawbacks, such as: consider-
ing a manager as a trusted entity to generate the public key and secret key of
all other parties, and requiring the re-encryption task by changing the group
membership.

We propose a first proxy re-encryption method for sharing data securely in
vehicular-based cloud computing. In this method, all parties are able to generates
their public and private keys. One of the main contributions of this method is
that the new user can access the outsourced data even if the data owner is
unavailable. This is because the data owner delegated the management of data
access control to the TPA by using a blinded key results in preserving the privacy
of data.
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6 Conclusion and Future Work

Secure data sharing is one of the important issues in vehicular ad hoc networks.
Although the vehicles are able to directly share the data using V2V communica-
tion in vehicular networks, this technique is inefficient. Recently, researchers have
introduced the vehicular cloud computing, which can provide several benefits for
users, such as data sharing. In this paper, we presented a secure data sharing
method for vehicular-based cloud computing using a proxy re-encryption tech-
nique. When the DO encrypts the file and outsources it in the vehicular cloud,
the data access management is delegated to the TPA by a blind version of her
key. This method also enables a new user to request the CSP for accessing the
encrypted data even if the data owner is unavailable. Future work is in progress
to consider trust management in the proposed framework.
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Abstract. In this paper, we consider a collaborative beamformer (CB)
design that achieves a dual-hop communication from a source to a
receiver in highly-scattered environments, through a wireless sensor net-
work (WSN) comprised of K independent and autonomous sensor nodes.
The weights of the considered CB design at these nodes, derived to max-
imize the received signal-to-noise ratio (SNR) subject to constraint over
the nodes total transmit power, have expressions that inevitably depend
on some form of the channel state information (CSI). Only those requir-
ing the local CSI (LCSI) available at their respective nodes lend them-
selves to a truly distributed implementation. The latter has the colossal
advantage of significantly minimizing the huge overhead resulting oth-
erwise from non-local CSI (NLCSI) exchange required between nodes,
which becomes prohibitive for large K and/or high Doppler. We derive
the closed-form expression of the SNR-optimal CB (OCB) and verify
that it is a NLCSI-based design. Exploiting, however, the polychromatic
(i.e., multi-ray) structure of scattered channels as a superposition of L
impinging rays or chromatics, we propose a novel LCSI-based distributed
CB (DCB) design that requires a minimum overhead cost and, further,
performs nearly as well as its NLCSI-based OCB counterpart. Further-
more, we prove that the proposed LCSI-based DCB outperforms two
other DCB benchmarks: the monochromatic (i.e., single-ray) DCB and
the bichromatic (i.e., two-ray) DCB (B-DCB).

Keywords: Distributed collaborative beamforming (CB, DCB) ·
Relaying · MIMO · Scattering · Device/machine-2-device/machine
(D2D/M2M) communications · Wireless sensor networks (WSN)

1 Introduction

Due to its strong potential in establishing a reliable and energy-efficient
communication in wireless sensor networks (WSN) applications, collaborative
beamforming (CB) has garnered the attention of the research community [1–12].
The so far proposed CB designs could be broadly categorized as either the local
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CSI (LCSI)-based (i.e., distributed) CB namely the monochromatic DCB (M-
DCB) and the bichromatic DCB (B-DCB), or the non-local CSI (NLCSI)-based
(i.e., non-distributed) CB namely the optimal CB. When designing M-DCB,
authors in [1–12] ignored scattering present in almost all real-world scenarios
but very few ones with both practical and investigation values in which they
have consequently assumed a simple monochromatic (i.e., single-ray) channel.
In scattered channels, however, said to be polychromatic (i.e., multi-ray) and
characterized by the angular spread (AS) [13–17], due to channel mismatch,
the performance of M-DCB slightly deteriorates in areas where the AS is small
and becomes unsatisfactory when it grows large [18–23]. In contrast, B-DCB in
[22,23] which accounts for scattering by an efficient two-ray approximation of the
polychromatic channel at relatively low AS not only outperforms M-DCB, but
also achieves the optimal performance at small to moderate AS values in lightly-
to moderately-scattered environments. Nevertheless, its performance substan-
tially deteriorates at large in highly-scattered environments [22,23]. OCB which
is able to achieve optimal performance even in highly-scattered environments is
NLCSI-based and cannot be implemented in WSNs due to its distributed nature
[24]. Indeed, the often independent and autonomous sensors must estimate and
broadcast their own channels at the expense of an overhead that becomes pro-
hibitive for a large number of nodes and/or high Doppler [24,25]. The aim of
this work is then to design a novel DCB technique implementation that requires
a minimum overhead cost and, further, is able to achieve optimal performance
for any AS values, thereby pushing farther the frontier of the DCB’s real-world
applicability range to include highly-scattered environments.

In this paper, we consider an OCB design whose weights are derived to
maximize the received SNR subject to constraint over the nodes’ total trans-
mit power, to achieve a dual-hop communication from a source to a receiver
in highly-scattered environments, through a WSN comprised of K independent
and autonomous sensor nodes. We verify that the direct implementation of the
so-obtained OCB is NLCSI-based. Exploiting, the polychromatic structure of
scattered channels, we propose a novel DCB LCSI-based implementation that
requires a minimum overhead cost and, further, performs nearly as well as its
NLCSI-based OCB counterpart. Furthermore, we prove that the proposed LCSI-
based DCB always outperforms M-DCB which is designed without accounting
for scattering and that it is more robust against scattering than B-DCB whose
performance substantially deteriorates in highly-scattered environments.

The rest of this paper is organized as follows. The system model is described
in Sect. 2. Section 3 derives the power-constrained SNR-optimal CB design in
closed-form and verifies that its direct implementation is NLCSI-based. Our
novel DCB implementation is proposed in Sect. 4. Section 5 analyzes its per-
formance while Sect. 6 verifies by computer simulations the theoretical results.
Concluding remarks are given in Sect. 7.

Notation: Uppercase and lowercase bold letters denote matrices and column
vectors, respectively. [·]il and [·]i are the (i, l)-th entry of a matrix and i-th entry
of a vector, respectively. IN is the N -by-N identity matrix. (·)T and (·)H denote
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the transpose and the Hermitian transpose, respectively. ‖ · ‖ is the 2-norm of a
vector and | · | is the absolute value. E{·} stands for the statistical expectation
and (

ep1−→)
p1−→ denotes (element-wise) convergence with probability one. J1(·) is

the first-order Bessel function of the first kind, Ei(·) is the exponential integral
function, and � is the element-wise vector product.

2 System Model

Consider a WSN comprised of K single-antenna sensor nodes uniformly and
independently distributed on the disc D(O,R). A source S and a receiver Rx
are located in the same plane containing D(O,R), as illustrated in Fig. 1. Due to
high pathloss attenuation, we assume that there is no direct link from S to Rx.
Let (rk, ψk) denote the polar coordinates of the k-th node and (As, φs) denote
those of the source. The latter is assumed, without loss of generality, to be at
φs = 0 and to be located relatively far from the nodes, i.e., As � R.

Fig. 1. System model.

Furthermore, the following assumptions are considered throughout the paper:
(A1) The source is scattered by a given number of scatterers located in the

same plane containing D(O,R). The latters generate from the transmit signal L
rays or “spatial chromatics” (with reference to their angular distribution) that
form a polychromatic propagation channel [15–18]. The l-th ray or chromatic is
characterized by its angle deviation θl from the source direction φs and its com-
plex amplitude αl = ρle

jϕl where the amplitudes ρl, l = 1, . . . , L and the phases
ϕl, l = 1, . . . , L are independent and identically distributed (i.i.d.) random vari-
ables, and each phase is uniformly distributed over [−π, π]. The θl, l = 1, . . . , L
are i.i.d. zero-mean random variables with a symmetric probability density func-
tion (pdf) p(θ) and variance σ2

θ [13,15,16]. All θls, ϕls, and ρls are mutually
independent. All rays have equal power 1/L (i.e., E

{|αl|2
}

= 1/L). Note that
the standard deviation σθ is commonly known as the angular spread (AS) while
p(θ) is called the scattering or angular distribution. We are particularly inter-
ested here in addressing highly-scattered environments.

(A2) The nodes’ forward channels to the receiver [f ]k, k = 1, . . . ,K are
zero-mean unit-variance circular Gaussian random variables [9,11].
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(A3) The source signal s is narrow-band with unit power while noises at the
nodes and the receiver are zero-mean Gaussian random variables with variances
σv

2 and σn
2, respectively. The source signal, noises, and the nodes’ forward

channels are mutually independent [9,11,12,26].
(A4) The k-th node is aware of its own coordinates (rk, ψk), its forward chan-

nel [f ]k, its backward channel [g]k, and the wavelength λ while being oblivious
to the locations and the forward channels of all other nodes in the network
[1–5,11,12].

Due to A1 and the fact that As � R, it can be shown that the backward
channel gain from the source to the k-th node can be represented as

[g]k =
L∑

l=1

αle
−j 2π

λ rk cos(θl−ψk). (1)

Obviously, in the conventional scenario where the scattering effect is neglected
(i.e., σθ −→ 0) to assume a monochromatic plane-wave propagation channel, we
have θl = 0 and, hence, [g]k can be reduced to [g1]k = e−j(2π/λ)rk cos(ψk), the
well-known steering vector in the array-processing literature [1–12,19–25].

As can be observed from (1), the summation of L chromatics causes a vari-
ation, with a particular channel realization, of the received power at the k-th
node. The channel is then said to experience a form of fading. When L is large,
according to the Central Limit Theorem, the distribution of the channel gain
[g]k approaches a Gaussian. Since, according to A1, E{αl} = 0 for l = 1, . . . , L,
then [g]k is a zero-mean Gaussian random variable and, hence, its magnitude is
Rayleigh distributed. Therefore, when L is large enough (practically in the range
of 10), the channel from the source to the k-th node is nothing but a Rayleigh
channel. It can also be observed from (1) that we did not take into account
any line-of-sight (LOS) component in our channel model. If this were the case,
[g]k’s distribution would approach a non-zero mean Gaussian distribution and
the channel would become Rician.

A dual-hop communication is established from the source S to the receiver
Rx. In the first time slot, S sends its signal s to the nodes while, in the second
time slot, each node multiplies its received signal by a properly selected beam-
forming weight and forwards the resulting signal Rx. The received signal at the
latter is given by

r = swHh + wH(f � v) + n, (2)

where w � [w1 . . . wK ] is the beamforming vector with wk being the k-th node’s
beamforming weight, h � f � g with f � [[f ]1 . . . [f ]K ]T and g � [[g]1 . . . [g]K ]T ,
and v and n are the nodes’ noise vector and the receiver noise, respectively.
Several CB designs exist in the literature but we are only concerned herein by
the one which maximizes the received signal-to-noise ratio (SNR) subject to
constraint over the nodes’ total transmit power [26].



320 S. Zaidi et al.

3 Power-Constrained SNR-Optimal CB

Let wO denote the power-constrained SNR-optimal CB, or simply OCB, which
satisfies the following optimization problem:

wO = arg max ξw s.t. PT ≤ Pmax, (3)

where ξw is the achieved SNR using w and PT = (1 + σ2
v) ‖w‖2 is the nodes’

total transmit power. From (2), ξw is given by

ξw =
Pw,s

Pw,n
, (4)

where Pw,s = |wHh|2 and /Pw,n = σ2
vw

HΛw + σ2
n are, respectively, the desired

and noise powers with Λ � diag{|[f ]1|2 . . . |[f ]K |2}. Note that wO should satisfy
the constraint in (3) with equality. Otherwise, one could find ε > 1 such that
wε = εwO verifies (1 + σ2

v) ‖wε‖2 = Pmax. In such a case, since dξwε
/dε > 0

for any ε > 0, the SNR achieved by wε would be higher than that achieved
by wO contradicting thereby the optimality of the latter. As such, (3) could be
rewritten as

wO = arg max
wHhhHw
σ2

vwHΛ̃w
s.t. (1 + σ2

v) ‖w‖2 = Pmax, (5)

where Λ̃ = Λ + βI and β = σ2
n(1 + σ2

v)/
(
σ2

vPmax

)
. It is straightforward to show

that the OCB solution of (5) is

wO =
(

Pmax

K (1 + σ2
v) η

) 1
2

Λ̃−1h, (6)

where η =
(
hHΛ̃−2h

)
/K. Nevertheless, according to (6), OCB is a NLCSI-

based design since the computation of its beamforming weight [wO]k at the k-th
node depends on information unavailable locally, namely [g]k, k = 1, . . . ,K and
[f ]k, k = 1, . . . , K as well as Pmax/K and σ2

n/Pmax. In order to implement wO in
the considered WSN, each node should then estimate its backward channel and
broadcast it over the network along with its forward channel. This process results
in an undesired overhead which becomes prohibitive especially for large K and/or
high backward channel’s Doppler, resulting thereby in substantial throughput
losses [24]. Therefore, OCB is unsuitable for implementation in WSNs, unless
relatively exhaustive overhead exchange over the air were acceptable or if wO

were to be implemented in conventional beamforming, i.e., over a unique physical
terminal that connects to a K-dimensional distributed antenna system (DAS).

4 Proposed DCB Implementation

In order to reduce the excessively large implementation overhead incurred by
the NLCSI-based OCB, we resort to substitute η with a quantity that could be
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locally computed by all nodes at a negligible overhead cost. This quantity must
also well-approximate η to preserve the optimality of the solution in (6). In this
paper, we propose to use ηD = limK→∞ η in lieu of η. First, we show that

η =
1
K

K∑
k=1

|[f ]k|2
(|[f ]k|2 + β)2

L∑
l=1

L∑
m=1

αlα
∗
me

j4π sin
(

θl−θm
2

)
zk ,

(7)

where zk = (rk/λ) sin ((θl + θm) /2 − ψk). Using the strong law of large numbers
and the fact that rk, ψk and [f ]k are all mutually statistically independent, we
have

ηD = lim
K→∞

η
p1−→ ρ1

L∑
l=1

L∑
m=1

αlα
∗
mΔ (θl − θm) , (8)

where ρ1 = E
{

|[f ]k|2/ (|[f ]k|2 + β
)2} = −(1 + β)eβEi(−β) − 1 and Δ (φ) =

E
{
ej4π sin(φ/2)zk

}
. Note that to derive the closed-form expression of Δ (φ), the

zk’s pdf fzk
(z) which is closely related to the nodes’ spatial distribution is

required. In this paper, we are only concerned by the main distributions fre-
quently used in the context of collaborative beamforming that are: Uniform
distribution and Gaussian distribution. It can be shown that [1,2]

fzk
=

⎧
⎨
⎩

2λ
Rπ

√
1 − (

λ
Rz

)2
, −R

λ ≤ z ≤ R
λ Uniform

λ√
2πσ

e− (λz)2

2σ2 , −∞ ≤ z ≤ ∞ Gaussian
, (9)

where σ2 random variables corresponding to the nodes’ cartesian coordinates.
Using (9) we obtain

Δ (φ) =

⎧
⎪⎪⎨
⎪⎪⎩

2
J1(4π R

λ sin(φ/2))
4π R

λ sin(φ/2)
, φ �= 0

1, φ = 0
Uniform

e−8(π σ
λ sin(φ/2))2 , Gaussian

. (10)

Substituting η with ηD in (6), we introduce

wP =
(

Pmax

K (1 + σ2
v) ηD

) 1
2

Λ̃−1h, (11)

the beamforming vector of our proposed DCB. From (11), in contrast with [wO]k,
the k-th node’s beamforming weight [wP]k solely depends on the forward and
backward channels [f ]k and [g]k, respectively, which can be locally estimated.
Therefore, according to (11), the proposed beamformer is a LCSI-based design
that requires only a negligible overhead that does not grow neither with K
nor with the Doppler, namely Pmax/K, σ2

n/Pmax, and R or σ depending on the
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nodes’ spatial distribution. Consequently, the proposed LCSI-based DCB is much
more suitable for a distributed implementation over WSN than its NLCSI-based
OCB counterpart. Furthermore, we will prove in the sequel that it performs
nearly as well as the latter even for a relatively small number of nodes. We
will also compare it with two other LCSI-based DCB benchmarks, namely M-
DCB and the recently developed B-DCB. The former’s design ignores scattering
and assumes a monochromatic channel and, hence, its CB solution reduces from
(11) to

wM =
(

Pmax

K (1 + σ2
v) ρ1

) 1
2

Λ̃−1a(0), (12)

where a(φ) � [[a(θ)]1 . . . [a(θ)]K ]T with [a (θ)]k = [f ]ke−j(2π/λ)rk cos(θ−ψk). In
turn, the B-DCB design whose CB solution is given by

wBD =
(

Pmax

K (1 + σ2
v) ρ1

) 1
2 Λ̃−1 (a(σθ) + a(−σθ))

(1 + Δ (2σθ))
, (13)

relies on a polychromatic channel’s approximation by two chromatics at ±σθ

when the latter is relatively small. Note that from (12) and (13) both wM and
wBD depends on the information commonly available at each node and, hence,
are also suitable for a distributed implementation in WSNs.

5 Performance Analysis of the Proposed DCB

Let ξ̄w = E {Pw,s/Pw,n} be the achieved average SNR (ASNR) using the CB
vector w. Note that the expectation is taken with respect to rk, ψk and [f ]k for
k = 1, . . . ,K and αl and θl for l = 1, . . . , L. Since to the best of our knowledge,
ξ̄w for w ∈ {wP,wO,wM} is untractable in closed-form thereby hampering a its
study rigorously, we propose to adopt the average-signal-to-average-noise ratio
(ASANR) ξ̃w = E {Pw,s} /E {Pw,n} as a performance measure instead to gauge
the proposed DCB against its benchmarks.

5.1 Proposed DCB vs M-DCB

Following derivation steps similar to those in [22, Appendix A] and exploiting
the fact that, according to A1, we have

E {α∗
l αm} =

{
0 l �= m
1
L l = m

, (14)

we obtain E {PwP,s} = Pmax
(1+σ2

v)ρ1

(
ρ2 + (K − 1)ρ23

)
where ρ2 = E{|[f ]k|4/(|[f ]k|2+

β)2} = 1 + β + β(2 + β)eβEi(−β) and ρ3 = E
{|[f ]k|2/ (|[f ]k|2 + β

)}
= 1 +

βeβEi(−β). Furthermore, to derive E {PwP,n}, one must first take the expectation
only over the rks, ψks and [f ]ks yielding to
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E {PwP,n} = Eαl,θl

{
σ2

vPmaxρ2
∑L

l,m=1 αlα
∗
mΔ (θl − θm)

(1 + σ2
v) ηD

}
+ σ2

n

= σ2
v

Pmaxρ2
(1 + σ2

v) ρ1
+ σ2

n. (15)

It directly follows from the latter results that the achieved ASANR using the
proposed DCB is

ξ̃wP =
ρ2 + (K − 1)ρ23
σ2

v (ρ2 + βρ1)
. (16)

As can be observed from (16), ξ̃wP linearly increases with the number of nodes
K. More importantly, from the latter result, ξ̃wP does not depend on the AS σθ

meaning that the proposed DCB’s performance is not affected by the scattering
phenomenon even in highly-scattered environments where σθ is large.

Now, let us focus on the achieved ASANR ξ̃wM using M-DCB. Following the
same approach above, one can prove that

ξ̃wM =
ρ2 + (K − 1)ρ23

∫
Θ

p(θ)Δ2 (θ) dθ

σ2
v (ρ2 + βρ1)

, (17)

where Θ is the span of the pdf p(θ) over which the integral is calculated1.
Since Δ (0) = 1 regardless of the nodes spatial distribution, it follows from
(16) and (17) that when there is no scattering (i.e., σθ = 0), ξ̃wM = ξ̃wP . In such
a case, indeed, wP = wM

∑
l=1 αl/

√∑
l=1 αl

∑
m=1 α∗

m and, hence, PwP,s =
PwM,s

∑
l=1 αl

∑
m=1 α∗

m. Since according to (14) E {∑
l=1 αl

∑
m=1 α∗

m} = 1,
we have E {PwP,s} = E {PwM,s}. Furthermore, it is straightforward to show that
PwP,n = PwM,n when σθ = 0 and, therefore, M-DCB achieves the same ASANR
as the proposed DCB when there is no scattering. This is in fact expected since
the assumption of monochromatic channel made when designing the monochro-
matic solution is valid in such a case. Nevertheless, assuming that the nodes’s
spatial distribution and the scattering distribution p(θ) are both Uniform, it can
be shown for relatively small AS that [27]

ξ̃wM 

ρ2 + (K − 1)ρ233F4

(
1
2 , 2, 3

2 ; 3
2 , 2, 2, 3,−12π2

(
R
λ

)2
σ2

θ

)

σ2
v (ρ2 + βρ1)

, (18)

where 3F4

(
1
2 , 2, 3

2 ; 3
2 , 2, 2, 3,−12π2(R/λ)2x2

)
is a decreasing function of x whose

peak is reached at 0 known as hypergeometric function. It can be inferred from
(18), that the ASANR achieved by the M-DCB decreases when the AS σθ and/or
R/λ increases. This is in contrast with the proposed DCB whose ASANR remains
constant for any σθ and R/λ. Therefore, the proposed DCB is more robust against
scattering than M-DCB whose design ignores the presence of scattering thereby
resulting in a channel mismatch that causes severe ASANR deterioration.

1 In the Gaussian and Uniform distribution cases, Θ = [− inf, + inf] and Θ =
[−√

3σθ, +
√

3σθ], respectively.
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5.2 Proposed DCB vs B-DCB

It can be shown that the achieved ASANR using B-DCB is given by [22]

ξ̃wBD =
2ρ2 + (K−1)ρ2

3
(1+Δ(2σθ))

∫
Θ

p(θ) (Δ (θ + σθ) + Δ (θ − σθ))
2
dθ

σ2
v (ρ2 + βρ1) (1 + Δ (2σθ))

. (19)

It follows from (19) that when there is no scattering (i.e., σθ = 0), ξ̃wBD boils
down as expected to its maximum level ξ̃wP , regardless the nodes spatial dis-
tribution. Since, as has been shown in [22,23], B-DCB is able to achieve its
maximum ASANR level for small to moderate AS values such as in lightly- to
moderately-scattered environments, it turns out that the proposed DCB and
its B-DCB counterpart achieve the same ASANR in such environments. How-
ever, when σθ is large such as in highly-scattered environments, using the fact
that Δ (2σθ) 
 0 for large σθ, one can easily show that limK→∞ ξ̃wBD/ξ̃wP =∫

Θ
p(θ) (Δ (θ + σθ) + Δ (θ − σθ))

2
dθ. Since the right-hand side (RHS) of the lat-

ter equality is a decreasing function of σθ, the ASANR gain achieved by the pro-
posed DCB against B-DCB increases with the latter. Consequently, in highly-
scattered environments where the AS is large, the proposed DCB outperforms
B-DCB whose performance deteriorates due to the channel mismatch.

5.3 Proposed DCB vs OCB

As PwO ,s and PwO ,n are a very complicated functions of several random valu-
ables, it turns out that it is impossible to derive the ASANR ξ̃wO in closed-form.
However, a very interesting result could be obtained for large K. Indeed, one
can show that

lim
K→∞

ξ̃wO

ξ̃wP

=
(ρ2 + βρ1) E

{
1

ηD

(
limK→∞ hHΛ̃−1h

K

)2
}

ρ23

(
E

{
1

ηD
limK→∞ hHΛ̃−1ΛΛ̃−1h

K

}
+ β

)

p1−→
(ρ2+βρ1)

ρ1
E

{(∑L
l,m=1 αlα

∗
mΔ (θl − θm)

)}

ρ2
ρ1

+ β
= 1, (20)

where the third line exploits (14) while the second exploits the law of large
numbers by which we can prove that limK→∞ hHΛ̃−1h/K = ρ3

∑L
l,m=1 αlα

∗
mΔ

(θl − θm) and limK→∞ hHΛ̃−1ΛΛ̃−1h/K = ρ2
∑L

l,m=1 αlα
∗
mΔ (θl − θm). For

large K, the latter result proves that the proposed LCSI-based DCB is able
to achieve the same ASANR as the NLCSI-based OCB and, therefore, is able
to reach optimality for any AS value. This further proves the efficiency of the
proposed DCB.

Using the same method as in (20), one can easily show that limK→∞ ξ̃w/

ξ̄w
p1−→ 1 for w ∈ {wP,wO,wM}. Therefore, all the above results hold also for

the ASNR as K grows large.



Distributed Collaborative Beamforming for Real-World WSN Applications 325

6 Simulation Results

All the empirical average quantities, in this section, are obtained by averaging
over 106 random realizations of all random variables. In all simulations, the
number of rays or chromatics is L = 10 and the noises’ powers σ2

n and σ2
v are 10

dB below the source transmit power ps = 1 power unit on a relative scale. We also
assume that the scattering distribution is uniform (i.e., p(θ) = 1/(2

√
3σθ)) and

that αls are circular Gaussian random variables. For fair comparisons between
the Uniform and Gaussian spatial distributions, we choose σ = R/3 to guarantee
in the Gaussian distribution case that more than 99% of nodes are located in
D(O,R).

Figure 2 plots the empirical ASNRs and ASANRs achieved by w ∈
{wO,wP,wM} as well as the analytical ASANRs achieved by wP and wM versus
K for σθ = 20 (deg) and R/λ = 1, 4. The nodes’ spatial distribution is assumed
to be Uniform in Fig. 2(a) and Gaussian in Fig. 2(b). From these figures, we
confirm that the analytical ξ̃wP and ξ̃wM match perfectly their empirical coun-
terparts. As can be observed from these figures, the proposed DCB outperforms
M-DCB in terms of achieved ASANR. Furthermore, the ASANR gain achieved
using the proposed DCB instead of the latter substantially increases when R/λ
grows large. Moreover, from Figs. 2(a) and (b), the achieved ASANR using the
proposed LCSI-based DCB fits perfectly with that achieved using NLCSI-based
OCB, which is unsuitable for a distributed implementation in WSNs, when K
is in the range of 20 while it looses only a fraction of a dB when K is in the
range of 5. This proves that the proposed DCB is able to reach optimality when
K is large enough. It can be also verified from these figures that ξ̃wP and ξ̃wB

perfectly match ξ̄wP and ξ̄wM , respectively, for K = 20. All these observations
corroborate the theoretical results obtained in Sect. 5.

Figure 3 displays the empirical ASNRs and ASANRs achieved by w ∈
{wO,wBD, wP,wM} as well as the analytical ASANRs achieved by wP and
wM versus the AS for K = 20 and R/λ = 1. It can be observed from this figure
that the ASANR achieved by M-DCB decreases with the AS while that achieved
by the proposed beamformer remains constant. This corroborates again the the-
oretical results obtained in Sect. 5. Furthermore, we observe from Fig. 3 that B-
DCB achieves the same ASNR as the proposed DCB when the AS is relatively
small such as in lightly- to moderately-scattered environments. Nevertheless, in
highly-scattered environments where the AS is large (i.e., σθ ≥ 20 deg), the
proposed DCB outperforms B-DCB whose performance further deteriorates as
σθ grows large. This is expected since the two-ray channel approximation made
when designing B-DCB is only valid for small σθ. Moreover, it can be noticed
from Figs. 3(a) and (b), that the ASNR gain achieved using the proposed DCB
instead of M-DCB and B-DCB can reach until about 6.5 (dB) and 4 (dB), respec-
tively. From these figures, we also observe that the curves of ξ̄wP and ξ̄wO are
indistinguishable. As pointed out above, this is due to the fact that both OCB
and the proposed DCB constantly reach optimality.
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Fig. 2. The empirical ASNRs and ASANRs achieved by w ∈ {wO,wP,wM} as well
as the analytical ASANRs achieved by wP and wM versus K for σθ = 20 (deg) and
R/λ = 1, 4 when the nodes’ spatial distribution is (a): Uniform and (b): Gaussian.
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well as the analytical ASANRs achieved by wP and wM versus σθ for K = 20 and
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7 Conclusion

In this paper, we considered a power-constrained SNR-optimal CB design that
achieves a dual-hop communication from a source to a receiver, through a WSN
comprised of K independent and autonomous sensor nodes. We verified that
the direct implementation of this CB design is NLCSI-based. Exploiting, the
polychromatic structure of scattered channels, we proposed a novel LCSI-based
DCB implementation that requires a minimum overhead cost and, further, per-
forms nearly as well as its NLCSI-based OCB counterpart. Furthermore, we
proved that the proposed DCB implementation always outperforms M-DCB
which is designed without accounting for scattering and that it is more robust to
scattering than B-DCB whose performance substantially deteriorates in highly-
scattered environments.
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Abstract. Mobile ad hoc networks (MANETs) are well suited for tactical
groups whose operations require that the network adapt to dynamic topology
changes without the aid of centralized infrastructures. As more coalition forces
deploy in tactical operations, their networks require inter-connectivity for
sharing broadcast, multicast and unicast traffic from coalition applications such
as situational awareness and sensor data. Inter-MANET connectivity, however,
should not be at the cost of compromising a national MANET’s sovereignty in
terms of radio devices, subnet address space, and communication and routing
protocols. In this paper, we describe our implementation of a gateway appli-
cation that enables coalition tactical MANETs to inter-connect based on role
names instead of IP addresses while keeping their national radios and net-
working sovereign and while protecting their private network addresses. We
exhibit results and learned lessons from our laboratory experiments where we
tested our gateway application in several MANET formations to ensure the
functionality of relay connectivity, domain name service and network address
translation features. The gateway application has potential to serve as a proto-
type for the future development of secure interoperability policies, service level
agreements and standards at the tactical edge, e.g., for future NATO standard-
ization agreements (STANAGs).

Keywords: MANET � Gateway � Interoperability � Domain name service �
Network address translation � Wireless � Mobile ad hoc network Coalition
networking

1 Introduction

As more national tactical forces are deployed in international coalition operations, they
are expected to be interoperable to share basic application traffic such as situational
awareness and sensor data. Future national forces are expected to take advantage of
mobile ad hoc networking (MANET) technology, which adapts network topologies to
tactical operations and enables dispersed nodes to pervasively inter-connect. The
self-configuration benefits of MANET technology come from routing protocols that are
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used in conjunction with wireless radios and networking protocols. In a coalition
deployment, national forces deploy with their own tactical radios and networking
protocols and require gateways to share common application data with other nations
who may not be equipped with the same radios and protocols. Currently, NATO’s
(North Atlantic Treaty Organization) protected core networking (PCN) concept relies
on gateways in strategic enterprise networks [1] to facilitate quality of service
(QoS) and policy negotiations; however, its approach is not yet relevant at the tactical
edge due to the dynamic inter-networking challenges of MANETs. The authors in [2]
present an architecture for secure interoperability between coalition tactical MANETs
that promotes keeping national tactical radios and networking protocols sovereign. The
architecture includes a gateway node designed for national MANETs that
inter-connects with peer coalition gateways for secure information exchange.

In this paper, we describe such a prototype gateway application constructed on an
Android device using two IEEE 802.11 (WiFi) radios, one internal and one external to
the Android device. The gateway application is designed to relay the traffic between the
two radios, connecting intra-MANET traffic flows on a national radio to inter-MANET
traffic shared between the gateways on the coalition radio, e.g., NATO narrowband
waveform (NBWF) [3–5]. In other words, each nation’s MANET connects to another
nation’s MANET by its own gateway and without changing its service set identification
(SSID) or subnet address. The implementation also includes domain name service
(DNS) functions that enable role-based connectivity between national MANET nodes,
simplifying the prerequisite requirement of possessing the internet protocol (IP) ad-
dresses of a destination node before information sharing. In addition, the gateway
application protects the private network addresses of a national MANET by mapping
them to designated public network addresses via network address translation (NAT).

We present results from our laboratory experiments where we tested our gateway
application in several MANET formations with WiFi radios. We demonstrate that our
prototype application inter-connects autonomous MANETs using sovereign radios and
networking protocols, including frequency assignments, routing protocols and network
addresses.

The rest of the paper is organized as follows. We present the basic inter-connectivity
and networking of MANETs under several scenarios in Sect. 2 where we recommend a
frequency assignment scheme for gateway radios given our measured metrics. In
Sect. 3, we present results and learned lessons from our DNS testing trials. We present
similar results in Sect. 4 for testing the NAT function. We provide a summary in Sect. 5.

2 Basic Connectivity

In this section, we describe experiments we conducted to examine the inter-connectivity
and networking of MANETs across gateways with three scenarios. In the first scenario,
a MANET from nation A (MANET-A) and a MANET from nation B (MANET-B)
inter-connect using gateways. In the second scenario, MANET-B connects MANET-A
and MANET-C (from nation C), acting as a relay network between nations A and C.
In the third scenario, the MANETs of the three nations inter-connect using their own
local gateways while the gateways form a MANET of their own.
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As mentioned earlier, the gateway application on a node routes the traffic between
the two radios on the gateway: one used for inter-MANET connections and one for
intra-MANET traffic. We use the internal WiFi radio of the Android device (with the
gateway application) to connect to the local intra-MANET side of the gateway. We
enable the gateway device to also drive an external radio tuned to a shared gateway
channel that connects to the inter-MANET side of the gateway. The operation of the
second radio is made possible by a customized Android operating system,
Cyanogenmod 12.1 with a modified Kali Linux Nethunter kernel made for Nexus 5
(phone) and Nexus 7 (tablet) devices [6]. The external radio used throughout our
experiments is the TP-LinkTM [7].

To simplify the experiments, we assign different radio frequency (RF) channels to
represent different nations; the national subnet address and the MANET’s SSID are
other distinguishing features. We use the non-overlapping North American channel
selection i.e., channels 1, 6 and 11 in accordance with [8].

Our experiments were performed in a laboratory under controlled static conditions.
Mobility trials are planned for future work. The MANETs use the optimized link state
routing protocol (OLSR) [9] for multi-hop connectivity. To enforce multi-hop con-
nections and to avoid cross-talk between co-channel non-adjacent nodes, we used a
separate customized application that generates ‘iptables’ commands and creates firewall
rules. These rules permit testing of topologies that would otherwise require physically
separating devices to restrict connectivity.

We used an iPerf [10] application to generate TCP and UDP (transmission control
and user datagram protocols) traffic for the experiments and measured throughput to
evaluate the effects of network changes in the scenarios.

Given an SSID, a common WiFi channel (via TP-Link) and a shared subnet
address, the gateways discover one another as nodes of a MANET using the OLSR
signaling. While gateway assignment is pre-determined in our experiments, future
MANETs could use algorithms such as [11] to dynamically assign the gateway role to a
node.

A gateway’s primary task is to relay traffic from one of its radios to another, serving
two SSIDs and subnets. The relay function in our gateway application is implemented
by configuration settings of ‘iptables’ commands and OLSR routing table instructions.
The gateway nodes are equipped with two OLSR instances, one for each RF interface;
there is no cross-talk between the two OLSR instances.

Scenario 1. In this first scenario, depicted in Fig. 1, commander of nation A
(CMDR-A) connects to commander of nation B (CMDR-B) under several cases,
detailed in Table 1. In this stage of the experiment (basic connectivity) we assume that
the commanders know one another’s IP addresses. As shown in the figure, MANET-A
is on subnet 192.168.11.xx and MANET-B is on subnet 192.168.12.xx.

The two phones in Fig. 2, which represent nodes 1 and 6 of Fig. 1, are CMDR-A
and CMDR-B, respectively with addresses 192.168.11.10 and 192.168.12.11. The two
tablets in Fig. 2 represent nodes 3 and 41 of Fig. 1 as GW-A (gateway of MANET-A)
and GW-B (gateway of MANET-B), respectively, each with two radios, one internal

1 Notations for nodes 2 and 5 are reserved for multi-hop configurations of this scenario.
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and one TP-Link external to the tablet. The external radios for inter-gateway com-
munication share subnet 192.168.1.x. Traffic packets are generated by the iPerf
application at CMDR-A node destined for CMDR-B’s IP address. The packets are sent
to GW-A by default due to their unknown destination subnet address in MANET-A;
every MANET node is assigned a default gateway. The packets are then forwarded to
GW-B where their subnet addresses are recognized and where they are forwarded to
CMDR-B.

The use cases tabulated in Table 1 differ in the RF channels assigned to the MANET
radios and to the gateways. For example in use case 3, GW-A is assigned channel 01
(intra-MANET radio) and channel 11 (inter-MANET radio). In addition:

• Case 0 also differs from the other use cases in its network address assignments. In
this use case we make a baseline measure of throughput from a flat (same subnet)
multi-hop network. Here, we expect co-channel interference to contribute to col-
lisions and loss of packets.

• Case 1 examines the potential overhead of the gateway application and its intro-
duction to two MANETs separated by subnet addresses but not by radio frequency.
All nodes, including the gateways’ internal and external radios, are tuned to channel

Fig. 1. The configuration of two MANETs in Scenario 1. Nodes 3 and 4 are gateways with two
radios tuned according to use cases in Table 1. The internal radio interface (I/F) is denoted
WLAN0, while the external radio interface is denoted WLAN1. MANETs are partitioned with
three parameters: The MANET’s SSID, the operating WiFi channel and the subnet address. The
subnet address of the gateway MANET is 192.169.1.xx.

Table 1. Channel assignments of the radios in Scenario 1.

Use
case

MANET-A GW-A GW-B MANET-B Description

0 11 11/11 11/11 11 One flat MANET, base
measure

1 11 11/11 11/11 11 Two MANETs, two GWs, all
@ Ch.11

2 11 11/11 11/06 06 Two MANETs, one GW @
Ch.11/06

3 01 01/11 11/06 06 Two MANETs & GWs, Ch.
01/11/06
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11, as they were in case 0. The subnet addresses of the twoMANETs are 192.168.11.
xx and 192.168.12.xx, and that of the gateway MANET is 192.168.1.xx.

• Case 2 is designed to measure the effect of reduced co-channel interference.
One MANET is assigned to operate on channel 6; its gateway’s internal radio is also
tuned to channel 6 while the rest of the nodes operate on channel 11.

• Case 3 offers the environment in which we measure potential improvements in
throughput by dedicating channel 11 to inter-gateway communication. Both gate-
ways’ external radios are tuned to channel 11 while the MANETs are tuned to
channels 1 and 6, respectively.

Fig. 2. The laboratory configuration of two MANETs in Scenario 1. The two MANETs are
depicted in yellow ellipses. The two tablets (representing nodes 3 and 4 of Fig. 2) are gateways
with two radios, one internal and one external to the tablet. The external radio is the TP-Link.
(Color figure online)

Fig. 3. The configuration of three MANETs in Scenario 2. Nodes 4 and 5 are gateways of
MANET-B depicted in our laboratory experiment with a Nexus 7 tablet and a Nexus 5 phone,
respectively. Their external radios are the TP-Link.
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Scenario 2. In Scenario 2 (single use case), MANET-B provides connectivity between
MANETs A and C so that CMDR-A establishes a multi-hop connection to CMDR-C.
This scenario is depicted in Fig. 3.

Scenario 2 continues the theme of minimizing co-channel interference; MANETs A,
B and C are assigned to operate on channels 1, 6 and 1 respectively, while the gateways
operate on one common channel 11. This test ensures that an iPerf-generated packet
destined from CMDR-A to CMDR-C is relayed correctly through the gateways in
MANET-B, leaving subnet 192.168.11.x through 192.168.12.x for 192.168.13.x.
MANET-B has two gateways: a firewall rule forces them to establish their peer-to-peer
connection via their internal radios under subnet 192.168.12.x, leaving their TP-Links
on channel 11 under subnet 192.168.1.x to serve connections to each of their neigh-
bouring MANETs. In this scenario, the OLSR on the gateway nodes is configured (via
our gateway application) to advertise host network association (HNA) messages so that
subnets can be found for route discovery. The HNA messages advertise network routes
(subnet IDs) in the same way topology control (TC) messages advertise host routes. We
avoid (and recommend against) using multiple interface declaration (MID) messages
that advertise all the internal routes to other subnets; this ensures that internal routes are
kept private on a multi-national scenario.

Scenario 3. In Scenario 3, the traffic flow is from CMDR-A to CMDR-C. This sce-
nario configuration is depicted in Fig. 4.

Scenario 3 is similar to Scenario 2 in that MANETs A, B and C are assigned to
operate on channels 1, 6 and 1 respectively, while the gateways operate on one
common channel 11. In Scenario 3, however, each MANET is assigned one gateway
whereas in Scenario 2, MANET-B had two gateways.

Laboratory Results. We present our experimental results and summarize learned
lessons of our three scenarios. To put the throughput results in perspective, we first
present the commercial specifications of our link connections. The specifications are:

• TP-Link to the tablet/phone connection is USB 2.0 (universal serial bus) with
maximum data rate up to 480 Mbps.

Fig. 4. The configuration of three MANETs in Scenario 3. Nodes 3, 7 and 4 are gateways that
form a MANET of their own; these gateways are depicted in our laboratory experiment with
Nexus 7 tablets. Their external radios are the TP-Link.
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• Internal radios of the tablets are (802.11b/g/n) rated up to 150 Mbps.
• Internal radios of the phones are (802.11a/b/g/n/ac) rated up to 300 Mbps.
• TP-Link to TP-Link connection (802.11n) is rated up to 150 Mbps; this is the main

inter-gateway connection common for interoperability in our scenarios and the
relative bottleneck among the links.

The TCP and UDP throughput results are presented in Figs. 5 and 6, respectively.
Each scenario (and use case) is run ten times; each time (i.e., every point on the graph)
is an averaged value over a 30-second iPerf transmission. The TCP packets are
transmitted at the highest possible rate for assured reception; the iPerf UDP packets are
transmitted at 50 Mbps load.

The TCP throughput increases of Scenario 1 cases 1 to 3 are well noted and result
from the reduction of co-channel interference. The throughput of Scenario 1 case 0,
however, is higher than those of cases 1 and 2. The MANET in Scenario 1 case 0 is a
flat merged network using channel 11; with no gateway, it presumably has the most

Fig. 5. TCP throughput results of Scenarios 1 to 3.

Fig. 6. UDP throughput and loss rate results of Scenarios 1 to 3.
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co-channel interference among the scenarios. This throughput observation indicates
that there is overhead associated with the gateway application managing a connection
in a two-MANET formation partitioned by subnet addresses (Scenario 1 cases 1 and 2).
We also presume that the carrier sense multiple access (CSMA) of the 802.11 radios
had the opportunity to optimize access time to channel 11.

The channel transition of the iPerf traffic for Scenario 1 case 3 is 1-11-6 whereas that
of Scenario 3 is 1-11-1 next to a MANET operating on channel 6. Our results show that
Scenario 3 produced higher average throughput than Scenario 1 case 3. It is possible
that co-channel sensing of CSMA influences transmission times such that optimum
throughput performance may be achieved, e.g., by performing bulk acknowledgements.

In the UDP throughput results shown in Fig. 6, we note that the data points are not
as stable as those of TCP in Fig. 5 because UDP is a connectionless protocol and does
not re-transmit lost or erroneous packets. Here, the throughput of Scenario 1 case 1 is
lower than Scenario 2; both have similar loss rates. This observation indicates that
co-channel interference in Scenario 1 case 1 reduces the throughput of UDP packets
such that it is lower than hopping over two additional gateways in Scenario 2 where
there is no co-channel interference.

The HNA feature of OLSR is implemented per (radio) interface in order to enforce
control over the direction of advertised subnets and to avoid circular routes. This allows
us to dedicate a gateway to a neighbouring MANET – the external radio of the gateway
that connects to the neighbour MANET advertises a specific subnet.

A MANET providing a connection service between two MANETs (e.g., Scenario 2)
must advertise subnet addresses inside its network as well as outside. Every MANET
node is assigned a default gateway; these internal HNA advertisements help the default
gateway of a node route the message to the subnet of the destination address. These
internal HNA messages are not needed in a MANET that has only one gateway serving
multiple neighbours, such as the formation in Scenario 3.

3 Domain Name Service

Domain name service (DNS) is an Internet standard protocol made of a collection of
request for comments (RFC) documents [12] published by the Internet Engineering
Task Force. The messaging exchange in the protocol allows a node to address its
destination by a name, instead of by the numerical representation of the IP destination
address. In this work, we use the role name of a MANET node such as CMDR. Earlier,
in the basic connectivity section, we had assumed that the two commanders in Fig. 1
were in possession of one another’s IP addresses. Now, the IP address of the desti-
nation does not have to be known a priori at the source. With the DNS feature,
CMDR-A can address CMDR-B by its role name and its domain name, e.g., cmdr.b
representing the commander’s role name in MANET-B domain.

The DNS protocol message flow and its trigger by CMDR-A are explained below
with reference to Fig. 1. A traffic message is formed with cmdr.b as the destination
address. The message is queued until DNS software resolves the ‘RoleName.domain’
and maps it to an IP address. A DNS signaling message is sent to GW-A, the default
gateway of the source node, CMDR-A. The DNS signaling message is forwarded to
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GW-B because domain ‘.b’ is identified with GW-B in GW-A. At GW-B, the DNS
software resolves the ‘RoleName.domain’ to the IP address mapping of CMDR-B.
GW-B responds to GW-A with the IP address for CMDR-B. Then, GW-A forwards the
signaling message to CMDR-A’s queue where the original traffic message is stored.
Subsequently, the traffic message is sent from 192.168.11.10 to 192.168.12.11.

In Fig. 7, we present a screen shot of our DNS experiment where cmdr.ca generates
a ‘ping’ command to cmdr.uk whose address is successfully resolved to 192.168.12.11.
In the experiment, the ‘.ca’ and ‘.uk’ represent Canada and United Kingdom domains,
respectively replacing CMDR-A and CMDR-B. The DNS query (signaling message) is
triggered per ‘traffic flow’, i.e., as needed. The result of a query is cached for a
configurable time-to-live (TTL). In our Android implementation, we use a Linux DNS
server (DNSmasq) and replace the Android default DNS, i.e., Google, because it
requires connection to the Internet2. The DNS server is currently implemented on the
gateway nodes; however, it can be implemented on any node in the MANET, so long
as a traffic source can route DNS queries to the DNS server node.

Figure 7 also shows screen shots of our customized application on Nexus 5 phones
representing CMDR-A (left) and CMDR-B (right) of Fig. 1. As mentioned earlier, in
our customized application, every node is assigned a default gateway, and now, in this
stage, a default DNS server. It is this customized application that enables a node to
control its radio interfaces, act as or assign a gateway or a DNS server. The screen shots
of CMDR nodes show the CMDRs’ default gateway and DNS server addresses as
192.168.11.101 and 192.168.12.102, respectively. In our experiments, we successfully

Fig. 7. A ‘ping’ command from cmdr.ca (CMDR-A in Fig. 1) is translated to cmdr.uk’s IP
address (CMDR-B) via the DNS server implemented on GW-A and GW-B. Screen shots of our
customized application on Nexus 5 phones representing CMDR-A (left) and CMDR-B (right)
show the CMDRs’ default gateway and DNS server addresses as 192.168.11.101 and
192.168.12.102, respectively.

2 DNSmasq allows us local control to add and to resolve domain names.
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performed end-to-end ‘ping’ and ‘traceroute’ commands on Scenarios 1, 2, and 3,
testing the DNS function in all aforementioned MANET configurations, but for brevity
we do not show their screen captures here.

4 Network Address Translation

We extend the features of our custom application to include network address translation
(NAT) such that the DNS query response returns a configurable public IP address of a
MANET node’s RoleName (in the query) not its actual private IP address. The private
IP address of the destination node is not only kept sovereign within its MANET
domain, it is further protected by the NAT feature such that it is not shared outside of
the MANET domain.

We have chosen to implement this feature on the gateway node which is at the edge
of the MANET as the final trusted node that releases traffic packets to external
domains. An outgoing traffic packet from a source node is sent with a private source IP
address and a public destination IP address, acquired by the DNS protocol. When this
packet arrives at the default gateway (of the source node), its private source IP address
is mapped to a public source IP address. This process is referred to as a source NAT.

Analogously, an incoming traffic packet that arrives at the gateway carries public
source and destination IP addresses. At the gateway, by a process referred to as a
destination NAT, the packet’s public destination IP address is mapped to a private
destination IP address.

We present Fig. 8 as evidence of our NAT implementation. The WiresharkTM flow
capture of Fig. 1 configuration is shown where cmdr.ca (CMDR-A) generates a ‘ping’
command to cmdr.uk (CMDR-B) whose address is successfully resolved to
10.168.12.11. This address is the public address of cmdr.uk as it is in 10.x.x.x network
address space, not the 192.x.x.x network address space where the private address
resides. The flow capture shows the implementation of both source and destination
NATs as the private addresses are protected and hidden.

Source and destination NAT techniques are employed and executed in the Linux
kernel. We use the Netfilter feature of the Linux kernel to implement NAT in our
application. The application generates source and destination NAT rules, S-NAT and
D-NAT respectively, such that the IP Table gets reconfigured with ‘iptables’
commands.

It is important to note that the gateway node itself, as a member of the MANET,
must subject its internal (radio) traffic to the NAT rules. It is also important to note that
with our scheme, the subnet address space of the public domain becomes limited as the
number of nodes increases and their addresses are mapped to a public address. In a
coalition operation, the public subnet addresses must be managed and even
pre-assigned to the participating nations.
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5 Summary

Gateways provide traffic relay service between two autonomous MANETs. In this
work we presented experimental results performed on three MANET scenarios. We
have shown that even though a gateway is an extra relay in the MANET, there is a
noticeable improvement in throughput when the frequency assignments are managed in
a coalition deployment such that co-channel interference is reduced. Frequency man-
agement, however, should be weighed against the inevitable exposure to jamming as
more frequency allocations (different channels) mean more targets.

We implemented the relay functionality along with DNS and NAT in a customized
Android application. We implemented the gateway discovery function by taking
advantage of the OLSR protocol and its HNA messages. The gateway application
manages configuration settings such that MANETs can be partitioned by RF radio
channels, subnet addresses and SSIDs.

From a security perspective, we showed that MANETs can operate using sovereign
private subnet addresses and only share their assigned public subnet addresses. The
public address space assignments in a coalition deployment, however, require careful
planning to avoid public-address collisions between network gateways.

In this work, we have realized the architecture that was detailed in [2]. For brevity,
we have omitted the prototyping results of the encryption strategy as they are out of
scope of this work.

Fig. 8. A ‘ping’ command from cmdr.ca is translated to cmdr.uk’s public IP address via the
DNS server and NAT implemented on GW-A and GW-B. Screen shot of Wireshark captured
messages shows the gateway addresses as 192.168.1.101 and 192.168.1.102, and the public
addresses of the two commanders as 10.168.11.10 and 10.168.12.11, respectively in subnet
10.x.x.x. not 192.x.x.x.
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In a MANET, there is no “physical” way to ensure that a high-assurance mobile
exchange point is connected to the perimeter of the network. Appropriate architectures
and algorithms may employ multiple exchange points or allow for a single mobile
exchange point to serve as the “logical” gateway between two networks. Along that
theme, we are considering the following areas in our future research: policy enforce-
ment at the tactical edge, distributed DNS and load balancing between multiple gate-
ways. These new architectures will ensure that network connectivity between two
partners will be more robust (i.e., survivable) despite mobility and changes to topology.

Acknowledgment. The authors wish to thank Ms. Susan Watson for her valuable time and
suggestions for this work.
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Abstract. Recent advances in wireless and computing technology have led to
accelerated efforts to equip soldiers at the tactical level with sophisticated
handheld communications devices to share situational awareness data. An
important consideration is how to secure these devices, and how to ensure that
the users of the devices have not been compromised. This paper presents the
details of prototyping activity we conducted in which two commercial biometric
devices were integrated with a handheld communication device to perform
continuous user authentication. We discuss the design of the prototype, its
performance, and lessons learned that apply to future efforts at implementing
continuous authentication in a military-focused setting.

Keywords: Continuous authentication � Mobile ad hoc networks � Biometric
authentication

1 Introduction

The concept of a networked soldier has been a part of military doctrine for years [1–4].
With recent advances in commercial and military technology, in the near future dis-
mounted soldiers will be equipped with handheld networked computing devices to
provide geographic situational awareness and to provide communications and infor-
mation sharing capabilities during tactical operations. To ensure the integrity and
confidentiality of the data on the communications devices, some form of user
authentication is required such that a user can authenticate to his or her device.
Additionally, it is desired that beyond a one-time user-to-device authentication, the
trust relationship between user and device can be maintained through some form of
continuous user authentication. The need for this continuous authentication is espe-
cially relevant in tactical operations, where users may be operating in contested or
dangerous environments and are faced with a significant risk of device loss or capture
by an adversary.
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In this paper, we discuss the design, implementation, and evaluation of a prototype
in which we integrated two commercial biometric devices with a smartphone operating
in a mobile ad hoc network (MANET). The first biometric device measured the user’s
electrocardiogram (ECG) reading and the second measured the user’s pulse.
While many of the more common authentication techniques currently being explored in
the literature may have significant value for commercial applications, this paper dis-
cusses how those techniques are less applicable in a military setting. Specifically, the
contribution of this paper is twofold:

(1) the paper details the military-specific constraints that place serious real-world
limitations on the types of continuous authentication techniques that would be
useful and feasible in a tactical edge scenario; and

(2) the paper demonstrates—with prototyping, integration, and experimentation—the
feasibility of a practical method for continuous user authentication that could
operate under (a subset of) the constraints imposed by a military tactical net-
working use case.

A variety of techniques for continuous user authentication have been proposed in the
academic literature, where these are often based on monitoring one or more of a user’s
biometric features. Initial variants of this work considered the case of a user sitting at a
desktop computer and focused on monitoring data such as keystroke timing—see, for
instance [5] for an early discussion of this style of continuous authentication, or [6, 7] for
more recent iterations on this theme. Exploring user mouse dynamics was seen as a
promising technique for the desktop user as well, as reported in [8]. For mobile devices
such as smartphones, however, keyboard and mouse techniques are not applicable, and
recent studies have focused on using elements such as touch-screen interactions or
leveraging the outputs from on-board gyroscopes or cameras to develop a reliable bio-
metric. Promising results have been obtained using touch-screen interaction for con-
tinuous authentication, looking at how a user swipes, “pinches to zoom”, or performs
other touch gestures; these gestures are compared to a stored template as in [9] or to data
learned dynamically during the session as in [10]. The possibility of using a smart-
phone’s on-board motion sensors to identify users and/or perform continuous authen-
tication is explored in [11], but it is clear that there is still more work to be done to make
such a system robust. In [12], the authors combine motion sensing with images observed
by the on-board camera in an attempt to increase the reliability of a motion-based system.

Despite the promise of the continuous authentication techniques proposed in
[5–12], their applicability to a tactical military environment is limited. Keyboard- or
typing-based techniques are not useful since dismounted tactical users are unlikely to
have keyboards. Touch screen-based techniques have limited value since users are not
expected to be interacting frequently enough with the device for this technique to
ensure “continuity” (i.e., there will be large gaps in time where the user will not touch a
screen); additionally, users will likely be wearing gloves, which will reduce the sen-
sitivity of any such algorithms. Examining output from the onboard gyroscopes still
requires more robustness; furthermore, in a military setting, users can be expected to
move in unpredictable ways, which could complicate generating a “template” of user
behaviour. The high tempo and unpredictable nature of tactical operations necessitates
a non-intrusive method of performing continuous authentication.
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In this work, we consider two commercial sensors worn on the user’s wrist; one
measures a user’s ECG reading as a means of providing strong initial authentication,
and the other continuously measures the user’s pulse as a means of providing “con-
tinuity”. The possibility of using ECG data as a means for user authentication has been
a topic of study for some time. In 2001, [13] showed that ECG data collected from a
12-lead ECG on individuals at rest was sufficient to perform user identification, cor-
rectly identifying better than 45 individuals out of a group of 50. The effect of anxiety
and stress on the accuracy of ECG identification was explored in [14], which showed
that high-resolution ECG data provided a reliable means of user identification for
individuals at rest and for those performing in high anxiety situations, with a better than
90% correct identification rate. Work by a number of researchers, including [15, 16],
has focused on methods to improve the accuracy of performing user identification
through ECG and has achieved success rates above 95%. Taken together, ECG and
pulse measurements are a potentially attractive biometric combination since they also
provide a proof-of-life indicator, which is vital in contested military environments.

The remainder of this paper is organized as follows. In Sect. 2, we discuss the
implementation details of our prototype, including the devices we used, how they were
integrated with a custom smartphone application (app), and how they—in combination
with the app—performed continuous authentication. Section 3 details the testing and
evaluation of the prototype; we show the results of experiments run to measure the
average time to detect a “lost device” and the average time to detect a “compromised”
user. In Sect. 4 we provide discussion and lessons learned from this exercise, including
notes on how such technology could be modified in order to be better suited for a
tactical operations use case. We sum up with a brief conclusion in Sect. 5.

2 Prototype Implementation

We developed a prototype implementation that provides continuous authentication
functionality for the particular use case of a dismounted soldier operating in a tactical
environment. Our basic assumptions were that the user was equipped with a portable
communications device consisting of a small graphical user interface display and a
radio for short-range communication. In this use case, it is desirable (and practical) for
the user to authenticate to the device only once—upon power up at the beginning of the
mission. Thereafter, the device should remain active and should not “lock” even if the
user has not interacted with the device for several minutes; it is impractical for a user in
a tactical setting to re-authenticate once a mission has begun. In the absence of locking
or re-authentication, a continuous authentication system should detect if the user has
lost the device (i.e., detect a dropped/stolen device) or if the user has been compro-
mised (i.e., detect loss of life).

For our prototype, we used a Nexus 5 smartphone with an external 802.11 trans-
ceiver to serve as our tactical communications device. The smartphone communicated
using ad hoc 802.11 with other similarly-configured devices as part of a mobile ad hoc
network. We integrated two external devices with the smartphone: (1) the “Nymi
band”, a commercial wristband produced by Nymi Inc. (see [17]) that measures a
wearer’s ECG reading; and (2) the “MIO LINK”, a commercial wristband produced by
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MIO Global (see [18]) that measures a wearer’s heart rate. The outputs of the Nymi
band and the MIO LINK were fused by a custom Android app we created to detect a
lost device or a compromised user.

Out of the box, the Nymi band operates as follows. A user completes an enrollment
process (only required on first use) in which the user wears the wristband and uses a
company-provided “companion app” to assign a password and provide training data of
the user’s ECG reading (performed by the Nymi wristband). Whenever the user sub-
sequently puts on the Nymi band, the user must complete an “activation” step, which
consists of the Nymi band running an ECG measurement and validating (through the
“companion app”) that the correct user is wearing the band. Once the band is activated
the user no longer needs to re-activate the band unless the band is removed. Note that
this is an important security feature provided by the Nymi—the fact that wristband
removal is detected ensures that (in most use cases) the user who authenticated is still
the user wearing the wristband. At this point, the activated band can unlock appro-
priately provisioned devices. Nymi also provides an API for the Nymi band to com-
municate with custom applications; at the time this work was completed, we used the
Nymi software development kit (SDK) version 2.0 and our smartphone communicated
with the wristband over Bluetooth.

The MIO LINK device is not tied to a particular user and thus does not require
enrollment. The device simplymeasures a user’s heartrate when worn on the user’s wrist.
The heart rate signal is broadcast using Bluetooth. We paired our smartphone with the
MIO LINK and polled the heart rate signal over the Bluetooth channel. Note that if
multiple users were operating in close proximity, the individual MIO LINK devices
would be each be paired to a unique smartphone, thus avoiding any inadvertent crosstalk.

We created a custom smartphone app that took the inputs from both the Nymi band
and MIO LINK. The process flow of the continuous authentication app is shown in
Fig. 1. Initially the app ensures that a live user exists and is within range of the
smartphone by checking the pulse rate from the associated MIO LINK. If the pulse rate
is greater than zero, then the app will query the Nymi band. If the user had previously
activated the Nymi band and has not yet removed the wrist strap, then the Nymi band
will authenticate the user to the device. Note that this authentication is essentially
confirming that an authenticated user put on the band at some earlier time, ran an ECG
authentication (to “activate” the band) and has not yet removed it; this authentication
step is not re-running the ECG, it is merely performing an integrity check that the band
has not been removed.

Following the Nymi band integrity check, initial authentication is complete and the
app enters a “continuity” checking phase. In this phase, the app continuously polls the
MIO LINK (once per second) and confirms the presence of the MIO LINK signal. If
the signal is absent for more than 3 s, the app concludes that the smartphone has been
physically separated from the MIO LINK; the inference is that the smartphone has been
lost and the app de-authenticates the user. If the signal is present but the measured pulse
rate is zero, the inference is that the user has been compromised (potentially deceased)
and the app de-authenticates the user. If the signal is present and the pulse is non-zero
the user remains authenticated. Note that the need for the second device in addition to
the Nymi band—the MIO LINK in this case—is to check for continuity of the user’s
proximity and proof-of-life. The Nymi band can confirm that an authenticated user has

A Prototype Implementation of Continuous Authentication 345



not removed the band and thus can “unlock” a device, but it does not continually
update the unlocked device with a proof-of-life signal.

When a de-authentication event occurs, the app logs the event and immediately
sends a message to the commander using the communication channels available in the
MANET (where it is assumed that the IP address of a commander or administrator node
is provisioned ahead of time). The message to the commander indicates the ID of the
smartphone that was de-authenticated along with a “reason code” for the
de-authentication—either that the phone was lost or that the user was compromised.

Figure 2 provides screenshots of the continuous authentication app. In Fig. 2(a),
the app shows that the user has successfully authenticated with the Nymi band, as
shown by the two green “OK” circles on the left1. The user’s pulse signal is present
(Status is “OK”) and the heart rate is non-zero (it is 74 beats per minute here). Thus,
this user has successfully completed initial authentication and continuity has also been
maintained, leading to an overall “Authentication Status” of “OK”. In Fig. 2(b), while
the user has completed initial authentication, at some point the signal from the heart
rate monitor was lost for more than 3 s, leading to an invalid status (shown as “—”).
This results in an “Authentication Status” of “NO” and generates a message of “Phone
lost”. This message is timestamped, logged by the app, and sent to the user with the IP
specified on the display (in this case the commander with IP 192.168.10.17).

Fig. 1. Process flow of continuous authentication app. The app obtains pulse rate data from a
commercial heart rate monitor and obtains ECG data integrity from a commercial ECG reader.

1 Note that the two green circles in the app are labeled “provision” and “validation”. These are terms
and concepts used in the Nymi SDK 2.0 package. We used the “provision” and “validation” buttons
to trigger the Nymi band to communicate with our app and confirm initial authentication.
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3 Testing and Evaluation Results

We performed two simple experiments to evaluate the performance of our continuous
authentication prototype. In the first experiment we measured the time required for the
system to detect a lost device (i.e., absence of MIO LINK signal) and in the second
experiment we measured the time to detect a compromised user (i.e., pulse rate of
zero).

For the first experiment we conducted a series of 100 trials2. The procedure fol-
lowed for each trial is described below, where the participants involved are a user (who
wears the equipment) and an experimenter (who records the data):

(1) User dons the Nymi band and MIO LINK;
(2) User completes the “activation” step for the Nymi band by measuring his/her

ECG reading; experimenter ensures the activation is successful (i.e., Nymi band
has recognized user);

(3) Experimenter ensures the MIO LINK is functioning properly (i.e., blue light on
wristband is flashing approximately once per second);

(a) (b)

Fig. 2. Screenshot of continuous authentication app. The app detects the initial authentication
from the ECG and the user continuity from the heart rate. In (a), initial authentication is
successful and the heart rate signal is present and is non-zero. In (b), initial authentication is
successful but the heart rate signal has been lost so the “Authentication Status” is set to “NO” and
a message is automatically forwarded to the commander. (Color figure online)

2 Note that since the trials involved testing on human subjects—including measuring and recording
pulse rates and ECG readings—all testing was conducted with the approval of the DRDC Human
Research Ethics Committee.
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(4) User opens the custom continuous authentication app on the smartphone and
authenticates to the smartphone (this involves pressing two buttons on the app to
tell the app to begin accepting outputs from the Nymi and from the MIO LINK);

NOTE: At this point the user is authenticated to the smartphone and the app
will detect a dropped phone or a compromised user.

(5) User holds the smartphone, while the experimenter monitors the app for at least
one minute and ensures that Authentication Status remains listed as “OK”;

(6) Experimenter logs a “begin test” event on the app; then the user immediately
places the phone on the ground and walks away at a comfortable walking pace;

(7) User continues walking, while the experimenter monitors the app until the
Authentication Status changes to “NO” (at which point user can return);

(8) Experimenter notes the distance travelled by the user at the instant the app
changes the Authentication Status to “NO”; experimenter ensures the reason-code
logged by the app for loss of authentication is due to “Phone lost”.

In Fig. 3 we plotted the cumulative distribution function (cdf) of the distance
travelled by the user before the lost device was detected. We note that a lost device is
detected after the user has travelled a median of 13.2 mand 95% of all lost devices are
detected within 16.4 m. The detection sensitivity depends upon the range of the BLE
(Bluetooth Low Energy) signal connecting the smartphone to the MIO LINK; pre-
sumably a tighter detection range could be obtained using a lower power signal.

For the second experiment we conducted a series of 100 trials, where once again the
participants involved were a user and an experimenter. The procedure for each trial was
as follows:

NOTE: Steps 1 to 5 are identical to those followed in the first experiment.

(6) Experimenter logs a “begin test” event on the app; then the user immediately
removes the MIO LINK from his/her wrist;

Fig. 3. Performance of continuous authentication prototype to detect a lost device showing the
cdf of the distance a user has travelled before detection.
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(7) The experimenter monitors the app until the Authentication Status changes to
“NO”;

(8) Experimenter notes the time between the “begin test” log timestamp and the log
timestamp at which the app changes the Authentication Status to “NO”; experi-
menter ensures the reason-code logged by the app for loss of authentication is due
to “user health compromised”.

The cumulative distribution function (cdf) for the time to detect a user health
compromise (i.e., a zero pulse rate from the MIO LINK as opposed to a loss of signal)
as measured over 100 trials is shown in Fig. 4. We note that a heart rate of zero beats
per minute was detected after a median time of 6.5 s, and 95% of all cases were
detected within 9.4 s.

4 Discussion

In implementing the prototype app using the two commercial wristbands, it became
clear that the devices were being used for two distinctly separate functions. The first,
authentication, dealt with the user’s identity and was being performed by the Nymi
band; the second, continuity, dealt with the ongoing validity of the user’s identity and
was performed by the MIO LINK. Together these two sources of data provided an
implementation of continuous authentication applicable to a military tactical network
use case.

A corollary to this realization is that either function could be performed by other
devices (or indeed by a single device), and that continuous authentication can be
achieved by separating the “user authentication” function from the “user continuity”
function. In fact, the continuity function does not need to continually validate a user’s
identity—it must simply validate continuity of the presence (and life) of the user who
performed the initial authentication. This is an important distinction from typical

Fig. 4. Performance of continuous authentication prototype to detect user health compromise
(i.e., a heart rate of zero beats per minute).
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studies of continuous authentication, which generally focus on biometrics that can
identify a user in an ongoing manner based on current activity that matches a stored
user profile or set of features (see, for example, [9–12]). In our use case, there is no
expectation that a user should ever become separated from his/her device, and there is
no expectation that a device should ever “lock” once a user has authenticated. As long
as the device can trace the continuity of the initial authentication, this continuity does
not require an additional authentication component.

In our prototype, initial authentication is currently performed by the Nymi band,
but it could be replaced by another authentication device including a fingerprint
scanner, a secure token, or even a simple password. We note that the Nymi band
supports password authentication as an alternative to the ECG reading, and we have
found that the password authentication was generally simpler to perform. The primary
advantage offered by the Nymi device is the presence of an “integrity” measure,
whereby the Nymi band detects if an authenticated user has removed the band. For
most commercial applications this is adequate to ensure a “continuous authentication”
and to unlock a device. Unfortunately the Nymi band (in its current form) does not offer
a continued proof-of-life detection such as a heart rate monitor, nor does it continue to
beacon out its signal once initial authentication has taken place and the target device is
unlocked—thus our use of the MIO LINK to provide “continuity”. Continuity and
proof-of-life could, of course, be performed by other means such as a different heart
rate monitor or an alternate monitor such as body temperature, body sounds, body
movement, etc.

In Fig. 5, we propose a process flow for continuous authentication using a single
device (instead of the two devices in our prototype) that meets the requirements of our
tactical military use case. A single device is mechanically linked to a user (e.g., using a
wristband) and the user performs an initial authentication with the device (e.g., using a
biometric, token, or password). Once initial authentication is complete, the device will
maintain its “integrity” so long as the mechanical linkage is intact—that is, if the
mechanical linkage is broken, the device will detect the mechanical break (as the Nymi
does) and will indicate this in its communications with the smartphone. The device
measures the user’s pulse (or other proof-of-life, though pulse is simple and reliable)
and sends the pulse signal along with an “integrity” signal at frequent periodic inter-
vals. Three conditions would result in a de-authentication event: (1) the integrity signal
is invalid, (2) the entire signal is absent, or (3) the pulse is zero. Each of these
conditions would result in a different reason code for de-authentication to be presented
to a commander.

The process flow in Fig. 5 is similar to the flow from Fig. 1, but includes the
important addition of an integrity check with every transmission of the pulse signal.
Our prototype included the integrity check only at initial authentication and then relied
on the pulse signal alone to provide continuity. While the omission of the integrity
check in our prototype may appear reasonable since a pulse is already a “continuous”
signal, it leaves open the vulnerability of the system to an adversary that removes the
heart rate monitor from our user and replaces it on his/her own wrist in the short
window of time before the loss of pulse is detected (e.g., in less than the median
detection time shown in Fig. 4). If an integrity check is included with each instance of
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the heart rate signal, the integrity check will fail in the case described above due to the
loss of mechanical linkage, thus this vulnerability is averted3.

In developing and using our prototype, we arrived at a number of other conclusions
that are of interest to a military application of continuous authentication. These are
summarized below:

• In a contested tactical network environment, we envision users operating as part of a
MANET to communicate with the other members of their unit (e.g., Platoon,
Section, Squad, etc.), where each user’s node is equipped with a form of continuous
authentication. Should any user’s device experience a continuous authentication
failure, the commander of the unit would be notified. The course of action the
commander should follow at this point is not obvious. From a technical standpoint it
is not difficult to lock out or disable the device. However, from an operational
standpoint, this may not be the most desirable immediate course of action—perhaps
the user is still there but has experienced equipment difficulties; perhaps an
adversary has control of the device but it is preferable to observe what the adversary
does with the device before it is disabled, etc. Ultimately, we maintain that a failure
of continuous authentication that alerts the commander will empower the com-
mander to take action; the commander could use another communication channel to
determine the user’s status, could request a re-authentication, could revoke the

Fig. 5. Recommended process flow for continuous authentication for tactical operations. Once
initial (strong) authentication is complete, the primary goal of the continuous authentication
system is to ensure proof-of-life and continuity of user, which can be achieved using a heart rate
monitor (for proof-of-life) and a mechanical linkage (e.g., a wristband) that detects removal to
ensure the integrity of the initial authentication.

3 Note that in our prototype we have made the tacit assumption that the BLE connection between the
wristbands and the smartphone is secure. To ensure the security of this connection is beyond the
scope of this paper.
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device’s encryption key, could remotely zeroize the node, or could defer the
decision until more information is available, depending upon mission constraints.

• The inclusion of a “reason code” for a failure of continuous authentication is vital in
order to assist a commander in determining a sensible course of action in response.
For instance, if the reason for failure is deemed a “lost device”, it might be rea-
sonable to remotely lock the device, but at the same time allow the device to
continue broadcasting situational awareness messages in order to more easily locate
and recover the device. If the reason for failure is a “user compromise”, the com-
mander may wish to direct immediate effort (including medical expertise) to the last
known location of the user.

• For nodes that are part of a MANET, it is possible that certain nodes will be
disconnected from the commander at any given time. Should a node fail continuous
authentication while disconnected from the commander, the commander may miss
the notification of the failure. We suggest that it may be desirable for nodes to
periodically transmit continuous authentication status information to the comman-
der as part of their standard situational awareness updates. In this fashion, the
commander will be notified of the failure as soon as the node returns in range and
the commander receives a situational awareness update.

• In our prototype, the two wristbands communicated with the smartphone using
Bluetooth Low Energy. Relying on a wireless connection (commercial or other-
wise) for continuous user authentication is problematic as it may be vulnerable to
jamming and other simple denial of service techniques. In addition to simple
jamming, BLE (or other standard protocols) may be vulnerable to spoofing at the
protocol level. A wired connection to other body sensors is more robust, however
this presents problems as well since additional wiring to mechanical linkages and
body sensors may be cumbersome. The choice ultimately depends upon envisioned
use cases and adversarial capabilities.

5 Conclusion

In this paper, we presented a prototype implementation of a continuous authentication
system for a military tactical network use case in which two commercial biometric
wristbands were tethered to a smartphone in a MANET; the prototype system detects if
a user loses the smartphone or becomes compromised. For our use case, we observed
that continuous authentication can be achieved by a device that monitors the continued
presence of the user following an initial strong authentication. It is not necessary for the
continued presence to validate the identity of the user, but merely to confirm the
continuity of the user from initial login. We recommend the use of an authentication
device that contains a mechanical linkage (e.g., a wristband) that can perform initial
authentication and also detect the continued presence of a user (e.g., through a heart
rate monitor). With such a device, any loss of continuity or integrity—either through a
loss of heart rate signal or a loss of mechanical linkage—would result in a
de-authentication event. Developing or implementing such a device is feasible today
using existing commercial products and could increase the usability and security of
mobile devices for tactical applications.
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Abstract. Mobility pattern of nodes in a mobile network has signifi-
cant impact on the connectivity properties of the network. Due to its
importance in civil and military environments, and due to the several
complex issues present in this domain, one such mobile network that has
drawn attention of researchers in the past few years is Airborne Networks
(AN). Since the nodes in an airborne network (AN) are heterogeneous
and mobile, the design of a reliable and robust AN is highly complex and
challenging. This paper considers a persistent backbone based architec-
ture for an AN where a set of Airborne Networking Platforms (ANPs)
such as aircrafts, UAVs and satellites, form the backbone of the AN. As
ANPs may be unable to have end-to-end paths at all times due to the
limited transmission ranges of the ANPs, the AN should be delay toler-
ant and be able to transmit data among ANPs within a bounded time.
In this paper we propose techniques to compute the minimum transmis-
sion range required by the ANPs in such delay tolerant airborne net-
works.

Keywords: Airborne Networks · Airborne Networking Platform · Delay
tolerant networks

1 Introduction

An Airborne Network (AN) is a mobile ad-hoc network that utilizes a heteroge-
neous set of physical links (RF, Optical/Laser and SATCOM) to interconnect a
set of terrestrial, space and highly mobile Airborne Networking Platforms (ANPs)
such as satellites, aircrafts and Unmanned Aerial Vehicles (UAVs). Airborne net-
works can benefit many civilian applications such as air-traffic control, border
patrol, and search and rescue missions. The design, development, deployment and
management of a network with mobile nodes is considerably more complex and
challenging than a network of static nodes. This is evident by the elusive promise of
the Mobile Ad-Hoc Network (MANET) technology where despite intense research
activity over the past years, mature solutions are yet to emerge [1,2]. One major
challenge in the MANET environment is the unpredictable movement pattern of
the mobile nodes and its impact on the network structure. In case of an AN, there
exists considerable control over the movement pattern of the mobile platforms.
For instance, to realize the functional goals of an AN, Air Force personnel can
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specify the controlling parameters of the network, such as the location, flight path
and speed of the ANPs that form the backbone of the AN. Such control provides
designers an opportunity to develop a topologically stable network even when the
network nodes are highly mobile.

It is increasingly being recognized in the networking research community that
the level of reliability needed for continuous operation of an AN may be difficult
to achieve through a completely mobile, infrastructure-less network [3]. In order
to enhance reliability and scalability of an AN, Milner et al. in [3] suggested the
formation of a backbone network with ANPs. In order to deal with the reliability
and scalability issues of an AN, we consider an architecture for an AN where
a set of ANPs form the backbone of the AN. This set of ANPs may be viewed
as mobile base stations with predictable and well-structured flight paths and the
combat aircrafts on a mission as mobile clients.

It is desirable that such a backbone network remain connected at all times
even though the topology of the network may change with the movement of the
ANPs. Such continuous network connectivity can be achieved if the transmission
range of the ANPs is sufficiently large. However, a large transmission range also
implies high energy usage. Accordingly, one would like to know the smallest
transmission range for the ANPs which ensures connectivity at all times. In
[4], the authors precisely address this problem and propose techniques to find
the smallest transmission range to ensure that the backbone network remains
connected at all times. The authors define the critical transmission range (CTR)
as the minimum transmission range of the ANPs to ensure that the dynamic
network formed by the movement of the ANPs remains connected at all times,
and present algorithms to compute the CTR when the flight paths are known.

Due to the critical nature of ANs, the ANPs may be subject to adversar-
ial attacks such as Electromagnetic Pulse attacks or network jamming. Such
attacks can impact specific geographic regions at specific times and if an ANP is
within the fault region during the time of attack, it will be rendered inoperable.
In [5], the authors consider the scenario where some of the AN nodes fail due
to a region fault, i.e., the failed nodes are confined to a geographic region.
The authors define a critical transmission range in faulty scenario (CTRf ) as
the smallest transmission range necessary to ensure that the surviving nodes of
the AN remain connected irrespective of the location of the fault and the time
of the fault. The authors study this problem in [5] and propose techniques to
compute the CTRf .

It may be noted that in previous problems studied in [4,5] the backbone
network is required to be connected at all times. Accordingly, techniques were
proposed to compute CTR and CTRf in [4,5]. However, it may not be possible
to equip the transmitters of the ANPs with transmission ranges at least as large
as the CTR or CTRf . In such a scenario, the backbone network may be forced to
operate in a disconnected mode for some amount of time. It is also conceivable
that the data to be transmitted through the ANPs may be tolerant to some
amount of delay. Hence, ANPs may not need to have end-to-end paths at all
times but should be able to transmit data to each other within a bounded time.
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These requirements lead us to study the problem of computation of critical
transmission range in delay tolerant airborne networks. More specifically, the
critical transmission range in delay tolerant network (CTRD) is defined as the
minimum transmission range necessary to ensure that every pair of nodes in the
backbone network can transmit at least one bit of data with each other within
a bounded time. In this paper we formulate the problem for computing CTRD

and propose techniques to compute CTRD. To the best of our knowledge this
problem has not been studied before.

The rest of the paper is organized as follows: In Sect. 2 we present the related
works, in Sect. 3 the AN architecture considered in this study is detailed, in
Sect. 4 the connectivity problem in delay tolerant ANs is formulated and solution
techniques proposed, finally in Sect. 5 we present our experiments.

2 Related Works

Due to the Joint Aerial Layer Networking (JALN) activities of the U.S. Air
Force, design of a robust and resilient ANs has received considerable attention
in the networking research community in recent years. It has been noted that
purely mobile ad-hoc networks (i.e., networks without infrastructure) have lim-
itations with respect to reliability, data transmission, communication distance
and scalability [3,6]. Accordingly, the authors of [3,6] have suggested the intro-
duction of a mobile wireless backbone network where the nodes serve as mobile
base stations (analogous to cellular telephony or the Internet backbone), in which
topology of the dynamic backbone network can be managed through the control
of movement patterns and transmission ranges of the backbone nodes.

Although there have been several studies on various aspects of mobile ad-hoc
networks, most of these studies consider infrastructure-less networks, whereas
the focus of this study is on ANs with a backbone infrastructure. Noted among
the studies on infrastructure-less mobile ad-hoc networks is topology control in
MANETs [6–9]. The goal of these studies is to assign power values to the nodes
to keep the network connected while reducing energy usage. The authors of
[7,8] have proposed distributed heuristics for power minimization in mobile ad-
hoc networks, but have offered no guarantees on their worst case performance.
Santi in [9] studied the minimum transmission range required to ensure network
connectivity in mobile ad-hoc networks. He proved that the critical transmission

range for connectivity (CTR) is c
√

lnn
πn for some constant c where the mobility

model is obstacle free and nodes are allowed to move only within a bounded
area. In these studies the mobility patterns are not known unlike the problem
studied in this paper where it is assumed that the flight paths of the ANPs are
known. Also, this paper studies the computation of the minimum transmission
range in a delay tolerant setting that has not been studied in previous studies.

As there may be times that the networks may have to operate in a discon-
nected mode, the last few years have seen considerable interest in the networking
research community in delay tolerant network (DTN) design [10]. The authors of
[11] survey challenges in enhancing the survivability of mobile wireless networks.
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It is mentioned in [11] that one of the aspects that can significantly enhance net-
work survivability is the design of end-to-end communication in environments
where the path from source to destination is not wholly available at any given
instant of time. In this design, adjusting the transmit power of the nodes plays
an important role. Existing DTN research mainly focuses on routing problem
in DTNs [12,13]. The paper [14] provides a survey on routing algorithms for
DTN. For such algorithms to be effective, every pair of nodes should be able to
communicate with each other within a bounded period of time. Papers such as
[15,16] have studied the problem of topology control in DTNs. In these papers,
the time evolving network is modeled by a space-time graph and it is assumed
that the this graph is initially connected and the problem is to find the minimum
cost connected subgraph of the original graph. To the best of our knowledge, no
studies exist that study the computation of the minimum transmission range of
nodes in DTNs such that the time evolving network is connected over time.

3 System Model and Architecture

As mentioned previously, the level of reliability needed for continuous operation
of an AN may be difficult to achieve through a completely mobile, infrastructure-
less network, and if possible, a backbone network with ANPs should be formed
to enhance reliability. It may be noted that in [5] the authors present the system
model and architecture of the AN considered in this paper. We summarize that
description in this section to preserve the completeness of our presentation.

In order to achieve the goal of reliability, an architecture of an AN is proposed
where a set of ANPs form a backbone network and provide reliable communi-
cation services to combat aircraft on a mission. In this architecture, the nodes
of the backbone networks (ANPs) may be viewed as mobile base stations with
predictable and well-structured flight paths and the combat aircrafts on a mission
as mobile clients. A schematic diagram of this architecture is shown in Fig. 1.
In the diagram, the black aircrafts are the ANPs forming the infrastructure of
the AN (although in Fig. 1, only aircrafts are shown as ANPs, UAVs/satellites
can also be considered as ANPs). It is assumed that the ANPs follow a circu-
lar flight path. The circular flight paths of the ANPs and their coverage area
(shaded spheres with ANPs at the center) are also shown in Fig. 1. Thick dashed
lines indicate the communication links between the ANPs. The figure also shows
three fighter aircrafts on a mission passing through a space known as an air cor-
ridor, where network coverage is provided by ANPs 1 through 5. As the fighter
aircrafts move along their trajectories, they pass through the coverage area of
multiple ANPs and there is a smooth hand-off from one ANP to another when
the fighter aircrafts move from the coverage area of one ANP to that of another.
At points P1, P2, P3, P4, P5 and P6 of Fig. 1, the fighter aircrafts are connected
to the ANPs (4), (2, 4), (2, 3, 4), (3), (1, 3) and (1), respectively.

In this paper, it is assumed that two ANPs can communicate with each
other whenever the distance between them does not exceed the specified thresh-
old (transmission range of the on board transmitter). We are aware that in an
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Fig. 1. A schematic view of an Airborne Network

actual airborne network deployment, successful communication between two air-
borne platforms does not depend only on the distance, but also on various other
factors such as (i) the line of sight between the platforms [17], (ii) changes in
the atmospheric channel conditions due to turbulence, clouds and scattering,
(iii) the banking angle, the wing obstruction and the dead zone produced by the
wake vortex of the aircraft [18] and (iv) Doppler effect. Moreover, the transmis-
sion range of a link is not a constant and is impacted by various factors, such as
transmission power, receiver sensitivity, scattering loss over altitude and range,
path loss over propagation range, loss due to turbulence and the transmission
aperture size [18]. However, the distance between the ANPs remains an impor-
tant parameter in determining whether communication between the ANPs can
take place, and as the goal of this study is to understand the basic and funda-
mental issues of designing an AN with twin invariant properties of coverage and
connectivity, such simplifying assumptions are necessary and justified. Once the
fundamental issues of the problem are well understood, factors (i)–(iv) can be
incorporated into the model to obtain more accurate solutions.

For simplicity of the analysis, two more assumptions are made. We assume
that (i) all ANPs are flying at the same altitude thus restricting the problem
to a two-dimensional plane, and (ii) they follow a circular flight path. Although
these assumptions are made for this study to simplify our analysis, our techniques
remain valid even when the ANP altitudes are different and the flight paths are
irregular. The techniques proposed in this paper are equally applicable to any
scenario as long as the flight paths are periodic and are a priori known.
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4 Computation of Critical Transmission Range in Delay
Tolerant Airborne Networks CTRD

In [4] the critical transmission range (CTR) was defined as the minimum trans-
mission range of the ANPs required to ensure that the dynamic network formed
by the movement of the ANPs remains connected at all times. This definition
of CTR implies that although the network topology is dynamic and may change
with time, if the ANPs have their transmission ranges set to CTR, the network
will remain connected at all times. In [4] algorithms were proposed to compute
the CTR when flight paths of the ANPs are known.

As ANPs may be susceptible to faults, specifically region based or geograph-
ically correlated faults that may render ANPs in a particular geographic region
to fail, the authors of [5] introduce the notion of critical transmission range in
faulty scenario (CTRf ). For a given fault region radius R, the authors of [5]
define CTRf as the smallest transmission range necessary to ensure network
connectivity at all times in the presence of at most one region fault of radius R
anywhere in the network. In this study it is assumed that all nodes within the
fault radius R become inoperable after such a fault. The authors of [5], given
region fault radius R, propose techniques to compute the CTRf that allows
the network to remain connected at all times after a region failure of radius R,
irrespective of the location of the fault and the time of failure.

As noted above, the CTR and CTRf computations of [4,5] respectively
ensure that the network always remains connected in a non faulty, and faulty
scenario. However, due to resource constraints of the AN, it may not be possible
to equip the ANPs with radios that have coverage of radius CTR or CTRf .
Therefore, in this situation the backbone network cannot remain connected at
all times. On the other hand, based on the type of data that should be trans-
mitted between ANPs, data transmissions may be tolerant to some amount of
delay. Hence, ANPs may not require to have end-to-end paths between all ANPs
at all times, but instead they should be able to transmit data to each other
within some limited time through intermediate nodes across different network
topologies over time. In this section we investigate the problem of computation
of minimum transmission range in such delay tolerant airborne networks.

We consider that the trajectories and the distance function sij(t) of the net-
work nodes are periodic over time. As a consequence, the network topologies
are periodically repeated. However, periodicity is not an underlying assumption
and our results can be utilized in non-periodic scenario as well as long as the
node trajectories for the whole operational duration of a network are given.
In [5] the authors present how to compute the link lifetime timeline and accord-
ingly the network topologies caused by ANPs mobility in a time period when
all inputs are given. We represent the set of topologies in a periodic cycle start-
ing from time t0 (current time) by the set G = {G1, G2, . . . , Gl}. Each network
topology Gi exists for a time duration of Ti.

In Fig. 2, an example of a dynamic graph with two topologies G1 and G2, one
periodic cycle is shown. G1 and G2 last for T1 and T2 time units respectively.
It can be observed that there is no end-to-end path from A to C in either G1
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or G2. However, A can transmit data to B in G1, and B can forward it to C
in G2. In this situation we say that A can reach C through a temporal path
with delay equal to the lifetime of G1, i.e. T1; and that the temporal path is
completed in G2. We define a temporal path from node s to d to be a set of
tuples {(t1, (v1, v2)), (t2, (v2, v3)), . . . , (tk, (vk−1, vk))} such that v1 = s, vk = d,
vi ∈ V , and for every tuple (ti, (vi, vi+1)), edge (vi, vi+1) is active at time ti,
and ti ≥ ti−1 for all 1 ≤ i ≤ k. Moreover, without loss of generality, we assume
that ti corresponds to the starting time of a topology in G. Then, the path delay
is defined to be tk − t0 where t0 is the starting time of G1 in the first periodic
cycle. We note that all path delays are computed with respect to starting point
t0 but we later show that we can modify the starting point to any time.

A A B B 

C C 

G1 

A A B B 

C C 

G2 

Fig. 2. A dynamic graph with two topologies G1 and G2

We note that the existence of a path from node i to j with some delay does
not guarantee the existence of a path from j to i with the same delay. For
example, in Fig. 2 the path from C to A has a delay of T1 + T2 while the path
delay from A to C is equal to T1. We say that a dynamic graph G(t) is connected
with delay D if there exists a temporal path from every node i ∈ V to every node
j ∈ V \ {i} with delay smaller than D. It may be noted that, if the transmission
range Tr is too small, ANPs may not be able to communicate with each other
at all, i.e. there may be no temporal path of finite delay between the ANPs.
We define critical transmission range in delay tolerant network (CTRD) to be
the minimum transmission range necessary to ensure that the dynamic graph
is connected with delay D. We define the connectivity problem in delay tolerant
networks as the problem of computation of CTRD given the delay threshold D,
and the following input parameters:

1. a set of points {c1, c2, . . . , cn} on a two dimensional plane (representing the
centers of circular flight paths),

2. a set of radii {r1, r2, . . . , rn} representing the radii of circular flight paths,
3. a set of points {p1, p2, . . . , pn} representing the initial locations of the plat-

forms, and
4. a set of velocities {v1, v2, . . . , vn} representing the speeds of the platforms

In order to find the value of CTRD, first we explain a technique to check
whether a transmission range Tr is adequate for having a connected dynamic net-
work with delay D. First, we determine the set of events (L(tr)) when the state
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of a link changes from active to inactive (and vice-versa), when the transmission
range is set to Tr. The technique to build the set L(tr) was proposed in [5] and we
restate it here for the sake of completeness. From the specified input parameters
(1) through (4) we first determine the lifetime (active/inactive intervals) of every
link between every pair of nodes i and j by comparing sij(t) with Tr and find-
ing the time points that the state of a link changes. Let L(Tr) = {e1, e2, . . . , el}
denote the set of events, or ei’s, when the state of a link changes when transmis-
sion range is Tr; let L(tr) be sorted in increasing order of the time of the events.
Hence, between two consecutive events ei and ei+1 that occur at times ti and
ti+1 the set of active links is unchanged. Algorithm1 summarizes this technique
of computing L(Tr).

Algorithm 1. Link Lifetime Computation
Input: (i) a set of points {c1, c2, . . . , cn} representing the centers of circular flight paths,
(ii) a set of radii {r1, r2, . . . , rn} representing the radii of circular flight paths, (iii) a
set of points {p1, p2, . . . , pn} representing the initial locations of the platforms, (iv) a
set of velocities {v1, v2, . . . , vn} representing the speeds of the platforms.
Output: L(Tr): an ordered set of events that the state of a link changes from active to
inactive or inactive to active.

1: L(Tr) ← ∅
2: for all pairs i, j do
3: Compute l to be the set of time points t such that sij(t) = Tr (using equation

(5) of [5]) over a period of time, to find the instances of times t where the state of
the link (i, j) changes. If sij(t) = Tr and is sij(t) increasing at t, it implies that
the link dies at t, and if sij(t) decreasing at t, it implies that the link becomes
active at t.

4: for all lk ∈ l do
5: Find the position of lk in L(Tr) using binary search and Add the event into

L(Tr). (L(Tr) is sorted in increasing order)
6: end for
7: end for

It has been shown in [5] that the time complexity of Algorithm1 is O(n4), and
|L(Tr)| = O(n2). Before describing the rest of the technique to check whether
a transmission range Tr is adequate for having a connected dynamic network
with delay D, we propose the following observation:

Observation 1. For a given transmission range Tr, there is a temporal path
from every node u to every node v with finite delay iff the superimposed graph
Gc = {V,

⋃l
i=1 Ei}, where Ei is the set of edges in Gi, is connected.

Although a transmission range Tr may be enough to result in a connected super-
imposed graph Gc, it may not be sufficient for the existence of a temporal path
between every pair of nodes with delay smaller than a threshold D even if D is
as large as

∑l−1
i=1 Ti. Figure 3 depicts an AN with three topologies in one period.
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A A B B 

C C 
G1 

D D 

(a)

A A B B 

C C 
G2 

D D 

(b)

A A B B 

C C 
G3 

D D 

(c)

Fig. 3. A dynamic graph with three topologies G1, G2 and G3

It can be observed that A cannot have a temporal path from A to D in the
first period. Actually the fastest path includes edges (A,B) in G3 in first period,
(B,C) in G2 in the second period and (C,D) in G1 in the third period. There-
fore, the path delay is 2(T1+T2+T3). Generally, in the worst case in every period
just a subpath (a set of consecutive edges) in one topology is used and therefore
the maximum delay of a temporal path will be Dmax = (l − 1)

∑l
i=1 Ti. Hence,

if D ≥ Dmax, examining the connectivity of Gc is enough to decide whether
for a transmission range there exists a temporal path of delay smaller than D
between every pair of nodes in the dynamic network.

We now present an algorithm that checks for a given value of transmission
range Tr, whether a network is connected with delay D where D < Dmax. Let
N(u) denote the set of nodes that are reachable from u ∈ V with delay smaller
than D. Initially N(u) = {u}. The algorithm starts by computing the connected
components in every topology Gi. Let Ci = {Ci,1, Ci,2, . . . Ci,qi} represent the
set of connected components in Gi where Ci,j is the set of nodes in the jth
component of Gi, and qi = |Ci|. Let g and h be the quotient and remainder of

D∑l
i=1 Ti

respectively, and t0 +h is the time where the network topology is Gp for
a p, 1 ≤ p ≤ l. Therefore, the topologies in time duration t0 to t0+D includes G1

to Gl for g number of cycles and G1 to Gp in the last periodic cycle. Starting from
the first topology G1 in the first period, in each topology Gi, if a node v is in the
same connected component with a node w ∈ N(u), then v can be reachable from
u through a temporal path which is completed in Gi; hence, N(u) is updated
to N(u) ∪ (

⋃
k:N(u)∩Ci,k �=∅ Ci,k). In this step the algorithm goes through all the

topologies from t0 to t0 + D. In the end, if N(u) = V for all u ∈ V , then the
transmission range Tr is sufficient for having a connected network with delay D.
In Algorithm 2 the steps of checking the connectivity of a dynamic graph with
delay D is presented.

As shown in [5] the number of topologies, l in a single period of the dynamic
topology is O(n2). Thus, the computation of the connected components of a graph
Gi = (V,Ei) using either breadth-first search or depth-first search requires a time
complexity of O(|V |+ |Ei|) = O(n2). Hence, Step 2–4 of Algorithm 2 takes O(n4).
It may be noted that this algorithm is used for the case when D < (l−1)

∑l
i=1 Ti.

Therefore, the number of periods g < l − 1, and g = O(n2). Computation of
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Algorithm 2. Checking Connectivity of Airborne Network with delay D

Input: G(t) = {G1, G2, . . . , Gl} and delay threshold D
Output: true if dynamic graph G(t) is connected with delay D; otherwise false.

1: Initialize N(u) = {u} for every u ∈ V
2: for all topologies Gi, 1 ≤ i ≤ l
3: Compute Ci = {Ci,1, Ci,2, . . . Ci,qi}, the set of connected components of Gi

4: for all periods 1 to g
5: for all topologies Gi, 1 ≤ i ≤ l
6: for all node u ∈ V
7: N(u) ← N(u) ∪ (

⋃
k:N(u)∩Ci,k �=∅ Ci,k)

8: for all topologies Gi, 1 ≤ i ≤ p (the topologies in the last period)
9: for all node u ∈ V

10: N(u) ← N(u) ∪ (
⋃

k:N(u)∩Ci,k �=∅
Ci,k)

11: for all node u ∈ V
12: if N(u) �= V , return false
13: return true

Step 5 is also O(n2) since |N(u)| and the total size of all components in Gi is O(n).
Overall, it can be concluded that the time complexity of Algorithm2 is O(n7).

Additionally, as all the delays are computed with respect to t0, we can easily
extend this technique to any ti, by repeating Algorithm 2 for every ti, 1 ≤ i ≤ l
where ti is the starting time of topology Gi. Thus, this extension increases the
complexity by a factor of l = O(n2).

Finally, similar to the computation of CTR and CTRf in [4,5], in order to
compute CTRD a binary search can be carried out within the range 0−Trmax to
determine the smallest transmission range that will ensure the AN is connected
with delay D during the entire operational time. The binary search adds a factor
of log Trmax to the complexity of Algorithm 2 to compute CTRD.

5 Simulations

The goal of our simulation is to compare critical transmission ranges in different
scenarios of non faulty (CTR), faulty (CTRf ) and delay tolerant (CTRD) to
investigate the impact of various parameters, such as the number of ANPs, the
region radius and delay, on the critical transmission range. In our simulation
environment, the deployment area considered was a 1000 × 1000 square mile
area. The centers of the orbits of the ANPs were chosen randomly in such a way
that the orbits did not intersect with each other. In our simulation, we assumed
that all the ANPs move at the same angular speed of ω = 20 rad/h. Hence a
period length is 0.1π h. One interesting point to note is that, in this environment
where all the ANPs are moving at the same angular speed on circular paths, the
value of CTR is independent of the speed of movement of the ANPs. This is
true because changing the angular speed ω effects just the time at which the
events take place, such as when a link becomes active or inactive. If we view the
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Fig. 4. (a) Transmission Range vs. Number of Nodes; (b) Transmission Range (CTRD)
vs. Delay

dynamic topology of the backbone network over one time period as a collection
of topologies G = {G1, G2, . . . , Gl}, where Gi morphs into Gi+1, 1 ≤ i ≤ l at
some time, by increasing or decreasing the angular speed of all ANPs, we just
make the transitions from Gi to Gi+1 faster or slower, without changing the
topology set G. Similarly, the set of ANPs that fail due to failure of a region at
a certain time remains unchanged.

In our first set of experiments we compute CTR, CTRf when R = 20, 60, and
CTRD when D = 0.5 period, 2 period for different values of number of nodes, n.
Figure 4(a) depicts the result of these experiments. In these experiments, for each
value of n we conducted 30 experiments and the results were averaged over the
30 different random initial setups. We set orbit radius = 10. We observed that
as expected, an increase in the number of nodes results in a decrease in CTR,
CTRf and CTRD. Moreover, CTRD ≤ CTR ≤ CTRf for all instances. In all of
the experiments, we computed CTRD with respect to all times (corresponding
to beginning of a new topology) and not just t0.

In the second set of experiments, we conducted experiments to investigate
the impact of delay D on the value of CTRD. Figure 4(b) depicts the results.
We observe that when value of delay D is zero the value of CTRD is equal to
CTR and by increasing delay, CTRD decreases and the interesting observation
is that when delay becomes greater than 2 period the decrease in the value of
CTRD is unnoticeable or even zero.
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Abstract. Dynamic reconfiguration and network programmability are
active research areas. State of the art solutions use the Software
Defined Networking (SDN) paradigm to provide basic data plane abstrac-
tions and programming interfaces for control and management of these
abstractions; however, SDN technologies are currently limited to wired
networks and do not provide the appropriate abstractions to support ever
changing wireless protocols. On the other hand, the Software Defined
Radio (SDR) paradigm enables complex signal processing functionality
to be implemented efficiently in software, instead of on specialized hard-
ware; however, SDR does not cater to the demand for adaptive radio
network management with respect to changing channel conditions and
policies. To overcome these limitations, we present CrossFlow, a princi-
pled approach for application development in SDR networks. CrossFlow
defines fundamental radio port abstractions and an interface to manip-
ulate them. It provides a flexible and modular cross-layer architecture
using the principles of SDR and a mechanism for centralized control using
the principles of SDN. Through the convergence of SDN and SDR, Cross-
Flow works towards providing a target independent framework for appli-
cation development in wireless radio networks. We validate our design
using proof-of-concept applications, namely, adaptive modulation, fre-
quency hopping, and cognitive radio.

Keywords: Software-defined networking · Software-defined radios ·
Dynamic reconfigurability · OpenFlow · GNU radio

1 Introduction

With ever-changing wireless standards and protocols, there has been a conscious
shift towards a programmatic approach for designing and implementing wireless
radios. This has led to a tremendous interest in Software Defined Radios (SDR).
SDR is a powerful concept in which filters, amplifiers, modulators and other
complex signal processing blocks are realized in software, instead of on special-
ized hardware. As the task of signal processing is handed over to software, it
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is possible to use general purpose hardware, connected to an RF front end, to
create powerful and highly flexible radios.

While the SDR paradigm has revolutionized the design of wireless radios,
it does not provide an efficient method to control a network of SDRs. Since
SDRs can be reconfigured to provide a wide variety of radio functionalities, it
would be highly desirable to have a consistent interface to expose the SDR’s
functional modules to the network application developer. As modules can be
added, removed or changed any time, such an interface framework must be able
to adapt to these changes, report events to the application, and allow control of
various constituent modules while hiding their complexity from the application
developer. This level of abstraction is necessary because, as the network grows
and becomes more heterogeneous, it is impossible for the application developer to
keep track of low-level details. Here, by the notion of heterogeneous networks, we
take into consideration a network containing both wired and wireless devices.
Hence, the architecture should enable network control, meet requirements of
users, and abstract away the details of the implementation.

In order to provide abstractions taking into account the above considerations,
we use the concept of Software Defined Networking (SDN). SDN defines abstrac-
tions that represent data plane components and the interface to control and
manage these abstractions. These primitives (including asynchronous callback
function event reporting) enable an application developer to obtain a logically
centralized view of the network. The application developer can then dynamically
adjust rules to reflect changing network conditions and requirements.

In this paper, we aim to integrate SDR and SDN to provide a principled
approach for developing a consistent interface to manage underlying abstractions
of SDRs. We build upon the abstract model presented in our previous paper [1],
where we described a monolithic architecture for wireless radio port abstraction.
In the current paper, we go beyond that and broaden the design space to provide
a modular design, which is in line with the design principle of SDR. This also
enables an integration of both wired and wireless networks which can be managed
in a programmatic manner, thereby enabling development of key applications
catering to a heterogeneous network. We call our platform CrossFlow. Some
network applications that we envision can leverage CrossFlow include, but are
not limited to, the following:

1. Physical layer adaptation including (i) frequency hopping to resist nar-
rowband interference and prevent unauthorized interception; (ii) transmission
power control to maintain a target link quality while reducing interference to
other users and/or extending battery life; (iii) adaptive modulation and coding
to trade-off throughput and communication reliability and adapt to channel
conditions (e.g., pathloss and interference).

2. Quality of service (QoS) provisioning to provide QoS policies imple-
mented through medium access control, throttling, admission control,
scheduling, and error control techniques (e.g., ARQ and FEC).
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3. Adaptive routing to allow a CrossFlow controller, with its global view of the
network, to dynamically switch between different routing protocols depending
on the network conditions and the application constraints.

4. Self-healing network to allow the CrossFlow controller to deploy fault man-
agement applications based upon self-healing mechanisms.

5. Cross-layer control to allow joint optimization of parameters, algorithms,
and protocols at all layers of the protocol stack.

We use the generalized model of SDN introduced in [2] as a template for
defining the abstractions and their features discussed above. We also build upon
the concept of wireless radio ports as discussed in [3]. This abstraction is com-
posed of a number of smaller abstractions, one for each processing block, so that
fine-grained control of the processing capabilities of a radio device is provided to
application developers without exposing its intricate details. This enables manip-
ulation of critical physical, data link, and network layer properties through var-
ious well defined interfaces. Thus, using the architecture of CrossFlow, we can
build applications across all layers of the network stack.

For validation purposes, we use the popular GNU Radio [4] framework, which
provides a modular, open-source Digital Signal Processing (DSP) software envi-
ronment for SDRs. GNU Radio modules are written in C++ and provide a
mechanism to connect and manage data between them. A Python wrapper ties
these blocks together to implement applications. We run GNU Radio on a host
PC connected (via Ethernet) to a Universal Software Radio Peripheral (USRP)
N210 device from Ettus Research, and we also run CPqd SoftSwitch software [5]
as a separate module. CPqd SoftSwitch serves as a switch agent interacting
between the SDN controller and GNU Radio modules. This is done through mes-
sage extensions which we will discuss in subsequent sections. We also develop
three proof-of-concept applications to validate our design principles: frequency
hopping, adaptive modulation, and cognitive radio.

Our contributions can be summarized as follows.

1. We propose a framework that provides a uniform and consistent view of SDRs,
so that a network of SDRs can be managed in an efficient manner.

2. We extend the SDN model with message extensions to provide support for
wireless radio interfaces.

3. We provide sample applications using the framework for validation.

The rest of the paper is organized as follows. In Sect. 2, we review the related
work done in this area. Section 3 describes the CrossFlow architecture with its
SDN extensions. Section 4 describes a proof-of-concept implementation of three
applications using our framework. Section 5 concludes the paper.

2 Background and Related Work

Software Defined Networking. Network reconfigurability is a major challenge
in the networking industry. The explosion of mobile devices and cloud services
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has increased the need for on-demand installation of services and reconfigura-
tion of flow rules according to changing traffic patterns. In addition, network
elements like routers and switches have their own unique interfaces and as such
management of network components is a source of concern for network applica-
tion developers. As the network grows, this complexity increases exponentially
and rolling out new services becomes a tedious and complicated process.

Software Defined Networking (SDN) is an architecture which tries to address
these challenges by decoupling the control and forwarding functions. This
enforces abstraction of underlying implementation and enables applications or
network services to be developed using the abstractions. This simple and elegant
design also provides applications a centralized view of the network. As a result, it
has sparked tremendous research interest in providing a scalable, secure and pro-
grammatic approach towards the challenges discussed above. While SDN is a rev-
olutionary approach, it is still mainly geared towards wired networks. Through
our previous work, ÆtherFlow [3], we tried to provide a protocol independent
approach for bringing wireless into the SDN model. In this paper, we go a step
further and try to provide a mechanism for dynamic radio resource management
for SDRs to obtain true network visibility in a heterogeneous network.

GNU Radio framework. GNU Radio [4] is a free and open-source framework
that provides signal processing functionality to implement SDRs. The main con-
stituents of the framework are basic blocks which perform distinct signal process-
ing functions. GNU Radio enables the composition of these blocks to synthesize
new radio functionality on general purpose hardware, but it is not suitable for
developing applications to control a network of SDRs. This is because each block
exposes its own set of interfaces which does not scale with increasing numbers
of radios in the network. In this paper, we provide uniform interfaces to control
and manage these processing block abstractions, so that an application developer
does not need to handle every block’s unique interface characteristics.

Aside from GNU Radio, the idea of providing a programmable wireless data
plane has been implemented in [6,7]. These papers provide modular blocks and
focus on real-time guarantees for processing signals. But, like GNU Radio, they
do not provide any logical interface to control a network of such programmable
devices. The paper [8] deals with centralized control of devices but it focuses
mainly on LTE networks. Our paper is orthogonal to these works as we pro-
vide a mechanism for centralized control while making the exposed interfaces
protocol independent. The combination of SDRs and SDN has recently been
used in a variety of contexts [9–12]. In [11], SDR and SDN are used to create a
testbed for LTE technologies while [9,10] focus on integration of SDR and SDN
for 4G/5G technology. In [13], an SDR model for management of interference
in dense heterogeneous networks is proposed while [12] developed a jamming
architecture using SDN and SDR principles. These papers provide distinct solu-
tions for various scenarios but do not provide a generic framework for handling
various protocols in a principled manner.

The most closely related work to CrossFlow is the RcUBe framework [14],
which provides structured abstractions for decision, control, data, and register
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Fig. 1. Abstraction model of CrossFlow

planes of SDRs. A key difference between CrossFlow and RcUBe is that Cross-
Flow allows SDRs to be managed by the same SDN controller as other network
devices, thereby enabling unified control of a heterogeneous network.

3 CrossFlow Architecture and Design

In this section, we motivate and describe the architecture and design of Cross-
Flow. In Sect. 3.1, we introduce the proposed data plane abstractions. Then, in
Sect. 3.2, we describe how we extend the OpenFlow protocol to accommodate
CrossFlow messages.

3.1 Data Plane Abstractions

We extend the data model proposed in [2] to create an abstraction model for the
CrossFlow framework, which is displayed in Fig. 1. We build upon the wireless
radio port concept proposed in [3] to create a new layer of abstractions. This
layer of abstractions exhibits a composition or has-a relationship with the wire-
less radio port abstraction (i.e., the wireless radio port has a sink, modulator,
or channel coder). This means that the blocks of this layer are the objects or
members that comprise the wireless radio port. These blocks are derived from
the most commonly used processing blocks in GNU Radio [4]. This abstract
wireless radio port model serves the following design vision:

– It allows visibility into the signal processing blocks from an application point
of view, without going into implementation details.

– It allows for the development of an event driven framework for radio operation.
– It could enable composition of blocks to implement new functionality. For

future work, we envision that a network application could specify which blocks
to connect for a specific wireless port instance, and the internal framework
could handle the implementation.

In this paper, we focus on the first two bullets. Specifically, we develop an
abstract interface to enable event-driven dynamic configuration of a fixed set
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of signal processing blocks at run-time. In order to change a signal processing
block’s parameters, the application needs to send a <command, value> tuple in
a message. For queries and receive event responses, it registers for events with
each block and, when an event occurs, appropriate callbacks are invoked. One of
the main requirements of the CrossFlow model is that each abstraction should
implement four types of interfaces as proposed in both [2,3], namely, capabilities,
configuration, statistics, and events. Thus far, CrossFlow provides the interfaces
for a wireless radio port abstraction with two processing blocks: Sink and Mod-
ulators. However, we plan to extend it to include the other processing blocks
shown in Fig. 1. The Sink abstraction allows the SDN controller to manage the
signal sinks which can be a USRP device, file, or a socket, while the Modulators
abstraction allows management of modulation schemes (e.g., BPSK, QPSK, and
8PSK).

The interfaces for Sink and Modulators are categorized as follows:

1. Sink:
– Capabilities: The interface allows the SDN controller to query the capa-

bilities of sinks such as: (i) Type of sink (USRP, socket, etc.); (ii) Channels
supported; (iii) Center Frequency; and (iv) IP address.

– Configuration: The interface allows the SDN controller to configure
properties of signal sinks such as: (i) Gain; (ii) Frequency, and (iii) Sample
rate.

– Statistics: The interface allows the SDN controller to gather statistics for
sinks such as the received signal strength indicator (RSSI).

– Events: The interface allows the SDN controller to take decisions based
upon events such as low or high RSSI.

2. Modulators:
– Capabilities: The interface allows the SDN controller to query the prop-

erties of the modulator block such as: (i) Modulations supported; (ii) Cur-
rent samples/symbol; and (iii) Use of a Gray code indicator.

– Configuration: The interface allows the SDN controller to configure
properties of the modulator block such as: (i) Choice of modulation scheme
(e.g. BPSK, QPSK and 8PSK); (ii) Sample/symbol; and (ii) Use of a Gray
code.

– Statistics: The interface allows the SDN controller to gather statistics for
the modulator block such as: (i) Signal to Noise Ratio (SNR) and (ii) Bit
Error Rate (BER).

– Events: The interface allows the SDN controller to take decisions based
upon events in the modulator block such as: (i) Low or high SNR and (ii)
Low or high BER.

3.2 Message Extensions

CrossFlow uses SDN design principles to control a network of configurable SDRs.
As such, to enable control plane interactions between the SDN controller and
the SDR, we had two options: either we could have implemented our own control
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protocol to enable their interactions or extend the existing OpenFlow [15] frame-
work. This is because OpenFlow does not natively support wireless features. In
order to enable a cleaner implementation, we decided to extend OpenFlow by
using experimenter messages within the OpenFlow protocol, similar to Æther-
Flow. Experimenter messages are a part of the standard OpenFlow protocol
which provides a mechanism for vendors to include propriety information within
the protocol. This approach has two advantages. First, we do not need to imple-
ment a new protocol for control and data plane interactions. Second, since we are
using experimenter messages to carry CrossFlow messages, the SDN controller
does not need to perform special handling for these messages. This enables the
controller to remain target independent and hence it can handle both wired and
wireless devices. In the current version of CrossFlow, we define three messages:

– Configuration message request: Request for modification of parameters,
such as gain, frequency, SNR threshold, and modulation scheme.

– Statistics message request: Request for statistics, such as SNR and BER.
– Event message response: Response for events, such as low SNR.

4 Proof-of-Concept Implementation

4.1 Illustrative CrossFlow Implementation

In this section, we describe our implementation of adaptive modulation, fre-
quency hopping and cognitive radio applications using the CrossFlow frame-
work. For illustration, we implement our model on a USRP N210 SDR from
Ettus Research. We use the CPqD Softswitch [5] (ofsoftswitch) software as
the switch agent in the SDN model. Its main functionality is to enable com-
munication between GNU Radio and the python based Ryu SDN controller.
As described in previous sections, the applications will send messages to the
processing blocks, e.g., to configure them. The ofsoftswitch then forwards this
request to a centralized CrossFlow Hub inside the GNU Radio domain.

There are four main components (blocks) in the illustrative CrossFlow mod-
ule that we implement in GNU Radio, namely, the CrossFlow Hub, the Modu-
lation Controller (Mod Controller for brevity), the SNR Monitor and the USRP
Controller (see Fig. 2).

– The CrossFlow Hub is the interface between the Modulation (Mod for brevity)
and USRP controllers in GNU Radio and the Ryu SDN controller. The
CrossFlow Hub and the Ryu SDN controller communicate via packet data
unit (PDU) socket. The CrossFlow Hub is responsible for receiving commands
from ofsoftswitch (or any other compliant interface), interpreting the com-
mands, and forwarding the commands to the appropriate controller block (i.e.,
the USRP or Mod controller in our implementation). It is also responsible for
receiving information from different controller blocks and sending information
to the Ryu SDN controller. The CrossFlow Hub has in/out ports to send com-
mands and receive information to/from the GNU Radio controller blocks. It
also has in/out PDU ports for interfacing with Socket PDU.
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Fig. 2. Transmitter implementation diagram of CrossFlow with two processing blocks:
Sink and Modulators

– The Mod Controller is responsible for receiving commands from the
CrossFlow Hub, and selecting the appropriate modulation scheme from the
modulation bank. For illustration, we include three modulation schemes
(BPSK, QPSK, and 8PSK); however, thanks to the modular design, we can
easily add more schemes. The Mod Controller can also feedback information
to the Ryu SDN controller about the modulation scheme that is currently in
use and the number of modulation schemes available in the modulation bank.

– The SNR Monitor is responsible for monitoring the SNR level and generating
an event in case the SNR level falls below a certain threshold, which can
be configured by the application. Currently the framework uses the existing
SNR probe of GNU Radio, which supports four SNR estimators for M -PSK
modulated signals. This monitoring block is also responsible for relaying the
SNR statistics back to CrossFlow Hub in response to a SNR statistics query
generated by the application.

– The USRP Controller is responsible for controlling different RF parameters
of the USRP Transmitter/Receiver based on commands from the CrossFlow
Hub. In our proof-of-concept implementation, we control the carrier frequency
and the power of the signal. It can also feedback information to the CrossFlow
Hub about the current RSSI, SNR, carrier frequency, power, etc.

Although our illustrative implementation only has three controllers (facilitating
abstraction of the USRP Sink/RF implementation, SNR estimation, and the
adaptive modulation implementation), additional controllers can be easily added
to support new functionalities and abstractions.
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Table 1. Variation of the SU’s SNR and PER as a function of the PU’s normalized
transmission power. The SU transmits at a fixed rate of 1 Mbps.

PU’s normalized TX power SU’s packet error rate SU’s signal-to-noise-ratio (dB)

0 0.15 % 5.8553

0.09 6.34 % −0.2983

0.14 19.89 % −0.9483

4.2 Example Applications

Frequency Hopping Application: Frequency hopping is a technique of trans-
mitting radio signals by spreading the signal over a sequence of changing fre-
quencies. It can be used against jamming and for protecting against unauthorized
eavesdropping. In our implementation, the Ryu SDN controller simply issues a
GNU-CONFIG-FREQ command with the desired frequency and pushes this
configuration to the device. As shown in Fig. 2, the ofsoftswitch receives this
command and forwards it to the GNU Radio domain. The centralized CrossFlow
Hub inside the GNU Radio domain processes this request and issues appropriate
commands to the USRP Controller, which ultimately signals the USRP block to
tune to the requested frequency.

Adaptive Modulation Application: Adaptive Modulation is a technique
where the modulation is changed according to the conditions of the channel.
There are various estimators which are used for obtaining channel quality. These
can be based on SNR, BER, or other environment specific parameters. Sim-
ilar to the frequency hopping application, the Ryu SDN controller issues the
GNU-CONFIG-MOD command with the appropriate modulation scheme (e.g.,
BPSK, QPSK, or 8PSK) and forwards the request to the device. The request
ultimately reaches the Mod Controller, which is a multiplexer block that selects
the requested modulation scheme as shown in Fig. 2.

Cognitive Radio Application: We build upon the frequency hopping appli-
cation mentioned above to construct a cognitive radio application. Cognitive
radio is a type of radio in which the device is aware of its environment and can
dynamically change its operating parameters like transmission power, frequency,
gain, etc., in response to the environmental conditions. In CrossFlow, we imple-
ment an application that can configure a radio device to switch channels based
upon a low SNR event measured by the device. The experimental setup is shown
in Fig. 3, where we have three USRP N210 devices that act as sender, receiver
and noise source. In our setup, the sender and receiver are secondary users (SUs)
and the noise source is the primary user (PU). We assume that the SUs are fre-
quency agile and can operate at either 910 MHz or 915 MHz. All transmissions
use a 2 MHz bandwidth. Meanwhile, we assume that the PU only operates at
910 MHz. The SUs are set 5 m apart.
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Fig. 3. Setup for cognitive radio application in CrossFlow

Using this setup, we conduct two tests: one to measure the effect of the
PU’s transmission power on the SU’s packet error rate (PER) and SNR at the
910 MHz carrier frequency (measured over 1,000,000 packets transmitted by the
SU at 1 Mbps while the PU operates at normalized transmission powers of 0.0,
0.09, 0.14, where 0.0 indicates that the PU is silent), and another to measure how
quickly the cognitive radio can trigger and respond to a low SNR event (with
normalized PU transmission powers 0.09, 0.17 and 0.22, and SU data rates of
256 Kbps, 512 Kbps and 1 Mbps).

Table 1 shows the PER and SNR values obtained in the first experiment
where the PU and SU transmit on the 910 MHz carrier frequency at the same
time. As expected, the SU’s PER increases and SNR decreases as the PU’s
transmission power increases on the same channel.

In the second experiment, which demonstrates a simple cognitive radio appli-
cation, we assume that the PU is initially silent and that the SU is initially
transmitting in the spectrum “hole” at 910 MHz. Once the PU starts to trans-
mit, the SU experiences a decrease in its SNR. When the SNR falls below a
specified threshold (4 dB in our experiment), a low SNR event is triggered by
the SU’s SNR Monitor block and the event summary is sent to ofsoftswitch
through the CrossFlow Hub. This request is then forwarded to the Ryu SDN
controller using the event response message. The application, upon receiving
this message, sends a GNU-CONFIG-FREQ command so that the SU changes
its carrier frequency to 915 MHz to avoid the interference from the PU. The
sequence of actions involved in changing the channel is similar to the sequence
in the frequency hopping application described earlier.

In Fig. 4(a), we show the number of packets that are lost over the course of
time required for the SNR to be sensed below the 4 dB threshold, for the receiver
to generate the low SNR event, and for the Ryu SDN controller to respond by
issuing the GNU-CONFIG-FREQ command, and finally for the transmitter to
switch frequencies. We repeat this experiment three times for each combina-
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Fig. 4. Packet losses incurred while the SU transitions to the unoccupied channel,
and the associated transition delay, for di erent SU rates (kbps) and normalized PU
transmission powers.

tion of SU data rate (256, 512, and 1024 kbps) and normalized PU transmission
power (0.09, 0.17, and 0.22), and report the average of each group of three mea-
surements in Fig. 4(a). In Fig. 4(b), we report the time that elapses over the
aforementioned sequence of events. We note that this switching time is indepen-
dent of the SU’s data rate and the PU’s transmission power.

5 Conclusion and Future Work

In this paper, we presented a framework for programming a network of soft-
ware defined radios using software defined networking (SDN) principles. The
framework we propose allows adaptive, flexible, and real-time (re)configuration
of software defined radio interfaces from a network controller application. It
streamlines the development of network applications by hiding the low level
internal details of the signal processing pipeline. In order to validate our app-
roach, we also provide three proof-of-concept applications: frequency hopping,
adaptive modulation and cognitive radio. This shows that our design is viable
and can be extended to introduce new capabilities.
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One of the challenges that we need to consider is in-band control of the radio
devices. Currently we implemented our design using an out-of-band wired control
channel. The CrossFlow framework can easily be extended to enable in-band
control of devices and it will be our next design goal. Another area of focus is the
latency between controller and SDR framework. The issue can be mitigated by
the introduction of distributed control module in SDR. The distributed control
module will allow devices to take local decisions while the centralized controller
is responsible for introducing policies and global management, thereby ensuring
reduced latency.
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Abstract. An aerial network is a self-organized network formed by air-
craft systems deployed for a mission-specific purpose. Aerial networks
are characterized by dynamic topologies and frequent network connec-
tions and disconnections primarily due to the fast moving nature of the
aircraft systems. This paper considers an abstract paradigm for an aer-
ial network, modeling it as a dynamic graph, and analyzes its reliability,
throughput and latency characteristics. It defines metrics to measure
the performance of an aerial network in terms of reliability, throughput,
and latency. The analysis is intended to provide insights into the perfor-
mance characteristics of an aerial network as a function of topology and
mobility. The insights derived from this analysis are expected to lead to
strategies for improving the network performance in real-world applica-
tions. This analysis also provides a set of building blocks which would
lead to a general framework for identifying reliable and critical paths in
a network (Approved for public release: distribution unlimited.).

Keywords: Aerial network · Adhoc network · Reliability · Through-
put · Latency

1 Introduction

An aerial network is formed by aircraft systems deployed in the air for a spe-
cific mission. The network may include manned and unmanned aircraft systems
(UASs), ground vehicles, control stations and services, as illustrated in Fig. 1. In
an aerial network, nodes may travel at high speeds, range extends to hundreds of
miles, and network topology is constantly changing. The use of airborne networks
has typically been restricted to military applications until now. In recent years,
with the expanded roles of UASs and the desire to bring dynamic infrastructure
to disaster areas, there has been increased interest in airborne network research.
Airborne networks are envisioned to play an important role in Next Generation
(NextGen) Air Transportation Systems.
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1.1 Aerial versus Terrestrial Networks

Aerial networks can be viewed as a class of Mobile Ad-hoc Networks (or
MANETs) consisting of nodes moving in and out of the network as they fly.
Typically, MANETs are formed without any supporting infrastructure. Aerial
networks differ from traditional MANETs and ground networks due to their
extreme high speed, long distances, relative multi-path free operation, and
dynamic rate adaptation. These differences solicit different operating characteris-
tics and present challenging problems as well. In addition to operating conditions
described above, NextGen air transportation systems envisioned by the U.S.’s
Federal Aviation Administration (FAA) require enhanced safety and security.
Although significant progress has been made in many dimensions of air trans-
portation systems (e.g. airspace management, data link capability), there is a
clear need for continued efforts to enhance the safety and security capabilities
(e.g. sense and avoid, safe navigation, and secure communication) of NextGen
air transportation systems. Aerial networking is an approach towards achieving
these objectives.

Satellite-based
communications

Ground network

Air-air
communications

Ground-based
communications

Communications in 
and around airports

Fig. 1. An illustration of airborne network consisting of terrestrial, satellite, and RF
links to connect to control stations on the ground and to other airplanes.

1.2 Aerial Network Protocols

Until recently, aerial networking is limited to military applications only. Within
the civilian domain, aerial networking protocols are still emerging. It is envi-
sioned that aerial networks will use Internet Protocol and require high-data-rate,
low-latency, and self-configuration capabilities. The Air Force Research Labora-
tory (AFRL) has developed a proprietary, IP-based tactical targeting networking
technology capable of communicating over 300 nautical miles for defense appli-
cations [1]. Aerial networks can also be designed to use a heterogeneous set of
physical links (for example, radio-frequency and satellite communications) to
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interconnect terrestrial, space, and other airborne networks. Link 16, a TDMA-
based secure, jam-resistant, high-speed digital data link that operates over-the-
air in the L-band portion (969–1206 MHz) of the UHF spectrum, is another
example. With Link 16, military aircraft as well as ships and ground control
stations can exchange real-time information. Link 16 also supports the exchange
of text messages and imagery data and provides two channels of digital voice
(2.4 Kbit/s and/or 16 Kbit/s in any combination).

Successful deployment of aerial networks require comprehensive modeling
and simulation of airborne networks. Modeling and simulation of airborne net-
works, in turn, require models of airborne vehicles, antenna propagation pat-
terns, mobility models, terrain models, and weather patterns. Deployment of
successful aerial networks also require the implementation of information assur-
ance strategies and their integration with network management and planning
tools.

1.3 Contributions

This paper considers an abstract paradigm for an aerial network, modeling it
as a dynamic graph, and analyzes its reliability, throughput, and latency char-
acteristics. It defines metrics to measure the performance of an aerial network.
The analysis is intended to provide insights into the performance characteristics
of an aerial network as a function of topology and mobility. The insights derived
are expected to lead to strategies for improving the reliability, throughput and
latency in real-world applications.

2 Aerial Network as a Dynamic Graph

This section outlines the mathematical preliminaries of random graphs that are
necessary for the analysis presented here. An aerial network with its dynamic
topology can best be represented as a random graph. We consider networks with
two terminals: a source (s) node and a target (t) node and follow the notation
used in [3]. Let G=(V ,E,P ) represent a probabilistic graph with a set of nodes
vi ∈ V , a set of edges eij ∈ E, and a link failure probability matrix pij ∈ P . Let
Gst (V,Est,Pst) represent an overlay graph containing a path from s to t with its
associated set of edges and probabilities (Est,Pst). An overlay graph is created
during the route discovery process (RDP); a process followed by a source node
to find its target node. Although either nodes or links may fail in a network, the
scope of this analysis is limited to networks with link failures only, i.e., nodes are
assumed to be failure-free. An edge eij represents a link connecting two adjacent
nodes vi and vj . A path between two nodes vi and vj that are not adjacent to
each other in G is defined as a sequence of distinct links connecting the two
nodes. Information flows from one node to another as long as there is a path
connecting the two nodes. A (s− t) cut divides the set of vertices V in the graph
Gst (V,Est,Pst) into two disjoint subsets S and T such that s ∈ S and t ∈ T .
Cst(i) represents a cut-set indexed by i in the overlay graph connecting the two
nodes s and t (Fig. 2).
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Table 1. Terminology and notation used to represent a graph [3]

G(V,E,P) A network with the set of nodes V, set of links E
and link failure probability matrix P

s A source node in the network G

t A target node in the network G

S The set of all source nodes

T The set of all target nodes

NS A set of network states

NSi Network state i

Gst (V,Est,Pst) An overlay network that contains a path from s to t with its
associated (V,Est,Pst)

n Number of nodes, |V |
m Number of edges, |Est|
nc Number of cut-sets in a graph

Fp Probability that a network is disconnected

s − t A cut in Gst (V,Est,Pst) where s ∈ S and t ∈ T

Cst(i) ith cut-set of Gst (V,Est,Pst)

cij Capacity of the link eij

c(S, T ) Capacity of an s − t cut in a static network

cp(S, T ) Capacity of an s − t cut in a probabilistic network

Rst(Gst) Reliability of route between s and t

R Reliability of an entire network

�st Data flow between s and t

zst Probability that a data flow occurs between s and t

l(i, j) Link latency between two nodes i and j

L(s, t) Path latency between the a source node s and its target node t

Fp Probability that the network gets disconnected

3 Network Reliability Analysis

This section presents the reliability analysis of an aerial network. It outlines
the concept of reliability in the context of an aerial network and provides an
approach to estimate the reliability of a path between a source node, s, and a
terminal node, t [3].

An aerial network is characterized by fast moving aircraft systems. Thus,
a link failure is primarily attributed to mobility of a node. A link failure may
be temporary because an inactive link may become active again when the node
comes back within the range of another node that is connected to the network.
On the other hand, if a node fails, it will be removed from the aerial network.
The topology of the network might change when a node is disconnected from
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one node and is connected back again possibly to a different node. Hence, it
is reasonable to assign a probability of failure to every link in the network. A
probabilistic graph is appropriate representation of an aerial network.

An overlay network is created while a node s is discovering a path to its
destination t. Although the graphs, in general, may be directed, we consider un-
directed graphs for simplicity of analysis. The model can easily be extended to
directed graphs as well. While the probability of failures may be different from
one link to another, for simplification, it is assumed that the failure probabilities
are same for all the links, i.e., pij = p and they are independent of each other.

For illustration purpose, let us consider a benchmark graph from among those
given in [2] shown in Fig. 2. It represents a typical overlay network created during
a route discovery process.

s t

2

1 3

4

Fig. 2. An illustration of an overlay network [2]

Reliability is a performance measure for the overlay network created during
RDP between two nodes. Network reliability can be computed as a function link
failure probabilities and cut-sets in the corresponding graph. The problem of
enumerating all cut-sets in a graph is an NP-hard problem, for which a solution
is proposed in [2]. The graph shown in Fig. 2 has the following cut-sets:

Cst(1) = {es1, es2}
Cst(2) = {e3t, e4t}
Cst(3) = {es1, e12, e24}
Cst(4) = {e13, e14, e24}
Cst(5) = {e13, e34, e4t}
Cst(6) = {es2, e12, e13, e14}
Cst(7) = {e14, e24, e34, e3t} (1)
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Assume that there are m physical links in a network between s and t, i.e.,
(|Est| = m). Let p represent the probability of link failure. The failure probability
of a network state NS with exactly i physical link failures, i.e., (|NS| = i) is
pi(1 − p)m−i. Let Ni be the number of disconnected states NS with |NS| = i.
Then, the probability that the network gets disconnected (Fp) is the sum of the
probabilities over all disconnected states, i.e.,

Fp =
m∑
i=0

Nip
i(1 − p)m−i (2)

Reliability of a two-terminal network is defined as the probability of having
atleast one path between the two nodes [5]. When viewed as the complement of
the network failure probability, it can be expressed as follows:

Rst(Gst) = 1 −
m∑
i=0

Nip
i(1 − p)m−i. (3)

Network failure states (NS) can be completely characterized by cut-sets.
With the use of cut-sets, reliability Rst(Gst) of the network Gst(V,Est, Pst) [3]
can be expressed in the following closed form:

Rst(Gst) = 1 −
m∑

i=nc

| Cst(i) | pi(1 − p)m−i (4)

where m = |Est| is the cardinality of the edge set Est,nc is the number of cut-
sets, and |Cst(i)| is the cardinality of cut-set with exactly i edges. The reliability
of the entire overlay network can be defined as [3]

R =

∑
s∈V

∑
t∈V,t�=s zstRst(Gst)
n(n − 1)

(5)

where n = |V |, and zst is the probability that a data flow occurs between the
two nodes s and t.

4 Throughput Analysis

Throughput of a network can be estimated using cut-sets of a graph that rep-
resents the network. The concept of max-flow min-cut strategy to estimate the
throughput of a network was first introduced in [4]. This section extends this
concept to probabilistic networks.

Cut-set: An s − t cut is a partition of V such that s ∈ S, t ∈ T , and S and T
are disjoint subsets of V . The capacity of a s − t cut is defined as follows:

c(S, T ) =
∑

(u,v)∈(S×T ),(i,j)∈E

cijdij (6)
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where cij is the capacity of the link eij and dij = 1 if i ∈ S and j ∈ T , 0
otherwise. Minimum s − t cut is obtained by minimizing c(S, T ).

Max-flow min-cut: The max-flow min-cut theorem suggests that the maximum
amount of data passing from the source (s) to the target (t) in a network is equal
to the amount of flow corresponding to the minimum s − t cut [4].

Throughput for a probabilistic network needs to take the reliability of the
links into account. In its simplistic form, throughput of an unreliable link can
be obtained by multiplying the amount of flow on the link with its reliability.
Thus, the capacity of an s− t cut in a probabilistic network can be expressed as
follows:

cp(S, T ) =
∑

(u,v)∈(S×T ),(i,j)∈E

cij(1 − pij)dij (7)

where pij represents the failure probability of the link eij . The minimum s − t
cut for a probabilistic network will be different from a static network. Hence,
the throughput of a probabilistic network will be different from that of a static
network.

5 Latency Analysis

Link latency (li,j) is a parameter that characterizes an aerial communication
link (i, j) between two nodes i and j. If a path consisting of n number of nodes
exists between a source s node and its target (t) node, then, the path latency,
L(s, t), is the sum of the latencies corresponding to the sequence of links {(s, 1),
(1, 2), . . ., (i, i + 1), . . ., (n − 1, t)} that constitute the path (s–t).

L(s, t) = ls,1 +
n−2∑
i=1

li,i+1 + ln−1,t (8)

Path latency can be viewed as the end-to-end delay between the source and
target nodes assuming that there is no queuing delay. Latency is a deterministic
parameter for a given path unlike throughput which is a function of the reliability
of the communication links between the source and target nodes.

6 Discussion and Summary

Modeling an aerial network as a dynamic graph, this paper presents the basic
concepts of reliability, throughput and latency as related to an aerial network
with intermittent links. The objective of this analysis is to characterize an aerial
network and to get insights into the performance of the network in terms of its
capabilities and limitations. The analysis presented here is suitable for a scenario
in which the topology of the network is known. It will be extended to a more
general framework that includes strategies for identifying most reliable and most
critical paths in the network and a study of topologies that maximize the network
performance.
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1 Introduction

Multihop wireless networks are commonly used for the range extension and
throughput improvement in ad hoc and peer-to-peer networks, with applica-
tions in sensor networks and emergency/disaster communication. Recently, the
multihop communication (in the form of relaying) is also being used in wide-area
cellular systems [1–3]. The multihop transmission can use time division duplex
(TDD) or frequency division duplex (FDD) modes, both having their pros and
cons. FDD uses two distinct frequency channels for transmitting and receiving
the packets at the same time, while TDD operates on only one frequency chan-
nel where the transmission and reception of the packet(s) is interleaved in time.
Since FDD does not need a guard time interval to separate the transmission
from the reception, it is more efficient in wide area scenarios with long transmis-
sion links which introduce non-negligible signal propagation delays [4]. The full-
duplex and/or half-duplex FDD modes have been proposed for the mobile radio
systems like 3GPP LTE [3], GSM/GPRS [5], UMTS [6], WiMAX [7]. Recently,
the FDD has also been proposed for 5G networks [8].

In an FDD system, the available frequency band (F) is divided in two distinct
bands (F1 and F2), with a guard band to separate them. The presence of guard
band can allow a node to cancel the self-interference by sufficiently attenuating
the received side-band power from its own transmission by using RF duplex
filter. The node can therefore transmit the data on F1 and receive on F2 at
the same time, leading to the full-duplex communication. In FDD, the F1 as
well as F2 frequency bands can be grouped into blocks of contiguous channels.
The available spectrum can thus be allocated to support the multiple users
simultaneously on different bands. Since the transmissions on F1 and F2 bands
in FDD systems are generally continuous, the receiver can feedback the most
recent channel information to the transmitter. Thus, the delay is reduced for the
channel information feedback, medium access control, and retransmission, which
can enhance the system throughput [4].

Use of Directional Communication: The increasing use of high resolution
multimedia applications by a rapidly increasing number of mobile users is mak-
ing the wireless resources scarce. The proliferation of 5G devices would further
aggravate this problem. As a result, the designers are considering the use of
above 6 GHz frequency bands (e.g., 12–18 GHz, 28 GHz, 60 GHz and 72–73 GHz
bands), as larger RF spectrum bandwidth is available at these frequencies. How-
ever, the attenuation experienced by the signals (i.e., the path losses caused by
the atmospheric path loss) is much higher at higher frequencies. So higher fre-
quency links require more power. Use of directional antennas can be very helpful
in realizing high data rate links as they increase the transmission range, besides
offering spatial reuse [9,10]. The directional antennas are also more resistant
to the interference as any unwanted signal which is not in the direction of the
antenna beam has little impact on the node. Moreover, the use of multiple beam
directional antennas (MBDA) in a wireless node allows the simultaneous trans-
mission or reception on different beams using the same channel. As a result,
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(a) (b)

Fig. 1. FDD communication: (a) A node can communicate only with another node of
opposite gender; (b) Two nodes of the same gender cannot communicate with each
other.

the system capacity can be enhanced considerably. Fortunately, the size of these
antennas also becomes more manageable at higher frequency bands.

In this paper, we consider a multihop wireless network consisting of the FDD
nodes equipped with MBDA, which are operating in full-duplex mode. However,
this partitions the nodes available in the network in two classes (or genders) as
described below. If node A uses F1 for signal transmission and F2 for reception
(we denote it as the male node), it can establish a link to communicate with
another node B only if the latter receives the signal at F1 and transmits at F2
(we denote it as the female node). Node A cannot communicate with another
node of the same gender (i.e., male node) that also transmits at F1 and receives
at F2 (see Fig. 1). This requires that the frequency bands F1 and F2 in FDD
nodes be chosen carefully for the transmission and reception such that a node
could effectively use its multiple beams to establish links with its multiple 1-
hop neighbors, in order to simultaneously communicate with them. We call this
problem as the gender assignment of the node.

When multiple nodes are available in a 1-hop neighborhood of a given node,
the gender should be assigned such that this node can establish communication
links with multiple neighboring nodes spread in different directions. This can
help in establishing the routes which pass through the nodes in different parts
of the network while avoiding the congested network nodes and regions. In fact,
the gender should be assigned such that each node can establish links with
approximately half of its 1-hop neighbors in different directions. This strategy
allows almost all the nodes in the graph to have communication links with nearly
half of their 1-hop neighbors.

2 Proposed Distributed Gender Assignment Algorithm

We consider solving the gender assignment problem as a simple undirected graph
coloring problem. Recall that a simple undirected graph G = (V,E) consists of
a set of vertices V and a set of edges E. Each edge e ∈ E connects two vertices
u, v ∈ V . This edge is thus represented as e = {u, v}. For two vertices u, v ∈ V ,
u is called a neighbor of v if u and v are joined by an edge e (i.e., {u, v} ∈ E).
Throughout this paper, we use graph to mean simple undirected graph for short.

We can create a representative graph of the wireless network as follows:
Each wireless node is represented as a vertex in the graph. Two vertices are
joined if the corresponding nodes are within a specified distance d of each other



Gender Assignment for Directional FDD Nodes 393

(i.e., within a 1-hop distance). Since the nodes are assigned any one of two
genders (i.e. male or female), the connections can be viewed as a bipartite graph.
Recall that in a bipartite graph (V,E), the set of vertices V consists of two
disjoint groups V1 and V2, in the sense that each edge in E only connects a
vertex in V1 to another vertex in V2 [11]. In the representative wireless graph,
the nodes of each gender fall into a group. Then the connections between the
nodes that can communicate with each other form a bipartite graph. It should
also be noted that we want each node to connect to approximately half of its
1-hop neighbors.

Based on these observations, we now formulate our problem as follows. Let
the representative graph of the wireless nodes be G = (V,E). Assume genders are
assigned (two colors) to the vertices. Therefore for each vertex v, its neighbors are
either of opposite or the same gender. We denote NB(v) to be all the neighbors
of different gender from v, and NC(v) to be all the neighbors of the same gender
as v. Our goal is to solve the following optimization problem: determining a
gender assignment such that |NB(v)| ≈ |NC(v)| for each vertex v ∈ V (where
|A| denotes number of elements in the set A). This will satisfy the requirement
that each node has approximately equal number of neighbors from each gender.

Although this problem seems to be similar to extracting the maximal (in
the sense that the number of vertices is maximized) bipartite subgraph from
some graph, it has certain additional interesting aspects as discussed below. The
problem of finding the maximal bipartite subgraph is NP-complete. Here our
problem is different and more complicated, because our target is not finding
the “largest” subgraph, but rather an almost equal division between the 1-hop
neighbors of each node. Moreover, because the wireless connections of all the
nodes may not be known globally, we have to do this assignment using local
information, one vertex at a time.

We present our heuristic distributed gender assignment algorithm below
which attempts to maintain a balance between the number of male (M) and
female (F) nodes in each 1-hop neighborhood. Also note that the placement of
the male and female nodes in the 1-hop neighborhood of any node, in terms of
the direction from this node, should be almost evenly distributed. The advantage
of our algorithm is that it “locally optimizes the solution”, i.e., it makes sure
that each node has almost equal number of neighbors with different genders in
its 1-hop neighborhood.

Before presenting the pseudocodes of our algorithm, we make some notation
conventions. For each node v, g(v) denotes its gender assignment (1 = M and
0 = F). Then we note that 1− g(v) is the opposite gender assignment to v’s. We
also denote degG(v) to be the number of 1-hop neighbors of v in the graph G.
We call G1 a complementary graph of G2 in G, if G1, G2 have disjoint sets of
vertices, disjoint sets of edges and G = G1 ∪ G2. Moreover, if the set of vertices
of G2 is V2, we denote G1 = G\V2. Finally we use arg max

v∈V
degG(v) to denote

the set of vertices in V having the largest number of neighbors in G (V is not
necessarily the set of vertices of G). As a main result, the pseudocodes of our
heuristic distributed gender assignment algorithm is given below:
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Pseudocodes: Heuristic Distributed Gender Assignment Algorithm

1: INPUT: a visible subgraph G = (V,E) of the global graph, with V = {v1, . . . , vn}
and E = {e1, . . . , em}
2: Step 1: First Seed Node Selection and its Gender Assignment.
3: Randomly equally likely pick v0 in V . Denote by N0 the set of v0’s 1-hop neighbors
in G.
4: Randomly equally likely pick v in arg max

u∈N0
degG(u); g(v) ← 1;

5: Step 2: Gender Assignment in 1-hop Neighborhood of the First Seed.
6: Determine 1-hop neighborhood. Let (v1, . . . , vp) be all the neighbors of v in
clockwise order, starting from the North Direction.
7: N ← (v1, . . . , vp);
8: Assign genders to 1-hop neighborhood of v.
9: for k in {1, . . . , p}, do:
10: if k is odd, do: g(vk) ← 0; else do: g(vk) ← 1;
11: end for
12: Step 3: Next Seed Node Selection.
13: Consider the complementary graph of unassigned nodes G′.
14: G′ ← G\N ; randomly equally likely pick v′ in arg max

u∈N∪{v}
degG′(u);

15: Step 4: General Gender Assignment in 1-hop Neighborhood (Phase 1).
16: Determine unassigned 1-hop neighborhood. Let (v′

1, . . . , v
′
q) be all the

unassigned neighbors of v′ in clockwise order, starting from the North
Direction.
17: N ′ ← (v′

1, . . . , v
′
q);

18: Assign genders to unassigned 1-hop neighborhood of v′.
19: for k in {1, . . . , q}, do:
20: if |NB(v′)| − |NC(v′)| > 2, do: g(v′

k) ← g(v′);
21: else if |NC(v′)| − |NB(v′)| > 2, do: g(v′

k) ← 1 − g(v′);
22: else do: N ′

k ← “1-hop neighborhood of v′
k”;

23: if |{u ∈ N ′
k, g(u) = 1}| > |{u ∈ N ′

k, g(u) = 0}| , do: g(v′
k) ← 0;

24: else if |{u ∈ N ′
k, g(u) = 1}| < |{u ∈ N ′

k, g(u) = 0}| , do: g(v′
k) ← 1;

25: else do: g(v′
k) ← g(v′);

26: end for
27: Step 5: General Gender Assignment in 1-hop Neighborhood (Phase 2).
28: for k in {1, . . . , q}, do:
29: if v′

k disconnects other 1-hop neighbors of v′, do: g(v′
k) ← 1 − g(v′);

30: end for
31: Step 6: Run Steps 3-5 with updated G until all the nodes are assigned
genders.
32: OUTPUT: Graph G with gender-assigned nodes.

The following example uses a connected graph with 16 nodes. We assume
that the 1-hop neighbors of a node are known. The algorithm iteratively selects
a seed node in each step, and assigns the gender to the seed node and its 1-hop
neighboring nodes. The 1-hop neighbors of a node are shown connected with the
node by a solid or broken link in the graphs in our examples.
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1. First Seed Node Selection:
The first seed node is selected from a group of nodes consisting of a randomly
selected starting node and its 1-hop neighbors, as described below. The num-
ber of 1-hop neighbors (whose gender has not yet been assigned) of each node
from the above group, is recorded and the node with the maximum number
of unassigned 1-hop neighbors is selected as the first seed node. If more than
one node has the maximum number of unassigned 1-hop neighbors, one of
them is randomly selected as the first node. This seed node is assigned the
“male” gender.

For example in Fig. 2a, node 5 is selected as the starting node. It has four
1-hop neighbors (9, 10, 15, 14). Among these five nodes, node 15 is selected as
the first seed and assigned the male gender, because it the maximum number
of seven unassigned 1-hop neighbors.

2. Gender Assignment in 1-hop Neighborhood of the First Seed:
Gender of the 1-hop nodes of first seed is assigned in an alternating order (e.g.,
M followed by F, or F followed by M) in the clockwise direction, starting from
the node in the North direction, such that all the nodes in 1-hop neighborhood
are equally (or nearly equally) divided in two genders. The first 1-hop node
is assigned a gender opposite of the seed node. Two consecutive nodes in
the clockwise order are assigned opposite genders. Note that our algorithm
will work equally well if we select the anti-clockwise order and chose a node
starting in a direction other than the North, as long as the same convention
is followed.

In Fig. 2a, Node 15 is the first seed node and its 1-hop neighbors in the
clockwise order starting from North are 3, 1, 4, 14, 5, 10 and 7. The gender to

(a) (b)

Fig. 2. (a) First seed selection for the neighborhood of node 5 and gender assignment
in the neighborhood of node 15, (b) Gender assignment in phase 2 for the neighborhood
of seed node 5. Node 9 will change to a male gender to keep it connected.
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first node (node 3) is assigned as F (which is opposite of seed node) and the
remaining nodes are assigned gender in an alternating order in the clockwise
direction. The result of this assignment is shown in Fig. 2a.

3. Next Seed Selection:
The next seed is selected from the list of all the assigned nodes in the graph.
The node which has the maximum number of the unassigned nodes in its
1-hop neighborhood is the candidate seed node. If more than one such nodes
exist, the seed is randomly selected from the list of candidate seed nodes.

In Fig. 2a, node 3 is selected as the next seed (after seed 15) since it has
the maximum number of four unassigned neighbors with nodes [12, 2, 6, 11].

4. General Gender Assignment in 1-hop Neighborhood (Phase 1):
A gender to each unassigned 1-hop neighbor node of the current seed is
assigned in the clockwise order, by considering the following two criteria:
(i) The difference in the number of male and female nodes in the 1-hop
neighborhood of the seed should not exceed a threshold (we use a threshold
of 2 here), and (ii) The difference in the number of already-assigned male and
female nodes in its 1-hop neighborhood, including the gender of the current
node is minimized.

For example, in Fig. 2a, node 3 is the seed with nodes [12, 2, 6, 11] as its
unassigned 1-hop neighbors in the clockwise order. For deciding the gender
of the first node 12, we first check the difference between the male and female
nodes in the 1-hop neighborhood of seed node 3, which is one. In the 1-hop
neighborhood of node 12, the nodes 3 and 7 are female and nodes 1 is the only
male. Therefore, its gender is assigned as male which satisfies both the above
criteria. For the next node 2, again we first check the difference between the
male and female nodes in the 1-hop neighborhood of seed node 3 which in
this case is three; so node 2 is assigned the female gender to minimize the
difference between the male and female nodes in the neighborhood of seed
node based on criteria (i).
Exception: If there are equal number of already-assigned male and female
nodes in the 1-hop neighborhood of a given node, its gender is assigned as
the opposite gender of the current seed.

5. General Gender Assignment in 1-hop Neighborhood (Phase 2):
After assigning gender to all the 1-hop neighbors of the current seed node in
Phase 1, the connectivity of each of these nodes is checked. If any node is
left unconnected, its gender is changed to the opposite gender of the current
seed. For example, the node 9 in the neighborhood of seed node 5 in Fig. 2b
is left unconnected in Phase 1. Therefore, its gender will change to male,
which is opposite gender of seed. Thus, node 9 will have one link available for
communicating with its one hop neighbor (node 5).

6. The next seed is selected as discussed in Step 3 and gender assignment per-
formed in its 1-hop neighborhood until all the nodes are assigned a gender.
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(a) (b)

Fig. 3. (a) Histogram of the number of 1-hop neighbors before the gender assignment,
(b) Histogram of the number of connected 1-hop neighbors after the gender assignment,
for the random graph of 16 nodes shown in Fig. 2b.

3 Performance Evaluation

In this section, performance of the proposed gender assignment algorithm is
evaluated for two different graphs. The first example is a random graph with 16
nodes (Fig. 2b) and the second example is a 5 × 5 grid graph. The results are
average for 1000 runs with different starting nodes. The 1-hop neighbors of a
node are determined such that their Euclidean distance from the node is below
a threshold. A histogram representing the frequency of occurrence of the number
of 1-hop neighbors for each node in the random graph of 16 nodes (before gender
assignment) is shown in Fig. 3a. For example, an average of 12 % of nodes have 4
nodes in their 1-hop neighborhood (before gender assignment). A node can com-
municate with other nodes of opposite gender in its 1-hop neighborhood. We call
these nodes as the “connected 1-hop neighbors”. Figure 3b shows the histogram
representing the frequency of occurrence of the connected 1-hop neighbors for
each node in the graph, after the gender assignment. We observe that more than
90% nodes have at least 2 connected 1-hop neighbors, and about 85% nodes have
3 or more connected 1-hop neighbors. Figure 4a shows the number of male and
female nodes in the 1-hop neighborhood of each node of the graph. We observe
that the 1-hop neighbors of a node are almost equally divided among the male
and female genders for all the 16 nodes of the graph. A histogram of the differ-
ence between the number of male and female nodes in 1-hop neighborhood of
each node of the graph is shown in Fig. 4b. This plot further verifies that the
maximum difference between the number of male and female nodes is less than
2.2 in 1-hop neighborhood of each node.

A sample of the gender assignment output for a 5 × 5 grid graph is shown
in Fig. 5a. Before the gender assignment in this graph, nine nodes had eight 1-
hop neighbors each, 12 edge nodes had five 1-hop neighbors each, and the four
corner nodes had 3 neighbors each. After the gender assignment (see Fig. 5b), we
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(a) (b)

Fig. 4. (a) Gender distribution in the 1-hop neighborhood of each node, (b) Histogram
of the difference between two genders among 1-hop neighbors, for the random graph
of 16 nodes shown in Fig. 2b.

observe that all nodes have at least two connected 1-hop neighbor, and 80% nodes
have three or more connected 1-hop neighbors. Figure 6a shows that the 1-hop
neighbors of every node are almost equally divided among the male and female
genders. Figure 6b shows that the maximum difference between the number of
male and female nodes in the 1-hop neighborhood of each node of the graph is
less than 2.3.

(a) (b)

Fig. 5. (a) A sample gender assignment result, for the 5 × 5 grid graph, (b) Histogram
of the number of connected 1-hop neighbors after gender assignment.
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(a) (b)

Fig. 6. (a) Gender distribution in the 1-hop neighborhood of each node, (b) Histogram
of the difference between the nodes of two genders among 1-hop neighbors.

(a) (b)

Fig. 7. Average distribution of genders in 1-hop neighborhood of all the seed nodes:
(a) for the random graph in Fig. 2b, (b) for the grid graph in Fig. 5a. The results are
average of 1000 runs.

Average distribution of nodes in different directions for both graphs is illus-
trated in Fig. 7. We have used six sectors of 60◦ each in these plots, which cover all
the directions. We observe that our gender assignment algorithm assigns nearly
half the 1-hop nodes to opposite gender in each sector. The Y-axis of these plots
shows fractional number because we have taken an average for all the seeds over
1000 runs.

Our algorithm thus assigns equal (or nearly equal) number of colors (genders)
in every neighborhood for both graphs. After the gender assignment, there isn’t
any unconnected node in either graph and each node can communicate with
approximately half of its neighbors in different directions.
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4 Conclusion and Future Work

We considered a multihop wireless network consisting of the directional FDD
nodes equipped with MBDA, operating in full-duplex mode. Such networks offer
the advantages of higher throughput, better link reliability, and superior interfer-
ence mitigation. However, the multihop FD-FDD communication partitions the
nodes in two classes (or genders) wherein the nodes of the same class (or gender)
cannot communicate with each other. This can seriously impact the communi-
cation between neighboring nodes. Therefore, the gender (or frequency channel)
of these nodes should be selected such that each node is able to simultaneously
communicate with its multiple 1-hop neighbors, located in different directions.

A heuristic, distributed gender assignment algorithm was presented to assign
the appropriate gender to these directional, FD-FDD nodes in a multi-hop
network. Our simulation results demonstrated that our algorithm successfully
assigned the gender to all the nodes in the network, such that each node could
establish communication links with approximately half of its 1-hop neighbors in
different directions. This arrangement can also help in establishing the robust
and multi-path routes which pass through nodes in different parts of the net-
work while avoiding the congested network nodes and regions. To the best of
our knowledge, this is the first algorithm to extract a balanced bipartite graph,
where the neighbors of the bipartite graph is roughly equal to the remaining
neighbors in the graph. In addition to being an interesting and complex prob-
lem, this problem is solved using only local node information, and not the global
knowledge of the network.
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Abstract. In this paper, we are presenting a software defined based massive
multiple input multiple output (MIMO) panel array antenna with flexible radi-
ation patterns and beam steering application. This design involves a Ka-band
(31.7 GHz to 33.46 GHz) 4 � 4 microstrip patch planar array with dual linear
polarizations and good isolation which is required for a massive MIMO antenna
system. In this case, by controlling input excitations of the selected radiating
elements in the array, we generate radiation patterns with variable beamwidths
or directivity at the broadside angle. Further, by applying variable amplitude and
phase excitations to the partial or full array, we generate beam steering radiation
patterns. Additional analysis and measured performance results will be pre-
sented during the conference.

Keywords: Software defined phased array �Massive MIMO panel �Microstrip
patch � Dual linear polarization � Millimeter wave

1 Introduction

High gain directional antennas are highly desired in long range communication sce-
narios such as multipoint communications, airborne communication networks, airborne
to ground communications, satellite to ground terminals and satellite to airborne
platforms, such as shown in Fig. 1. The antenna design becomes more challenging
when the separation between the transmitter and receiver system is variable such as an
airborne communication system communicating with another such airborne commu-
nication system. Similarly, if the same communication system is involved with other
communication platforms then we would need multiple radiating beams. These can be
implemented using a software defined or digital beam forming (DBF) approach where
array beams, both in transmit or receive mode, are constructed in virtual domain.

To accomplish above discussed antenna system design, we need an array antenna
aperture with individual input excitations such as in a massive multiple input multiple
output (MIMO) communication system. This array aperture can be reconfigured by
selective excitations of the radiating elements so that we can generate radiated beams
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with flexible beamwidths or directivity for a chosen polarization and matching band-
width. Similarly, by simultaneous excitation of a group of radiating elements with
proper amplitude and phase excitations, we can generate multiple radiated beams in the
digital domain. Beams can be steered by applying variable amplitude and progressive
phase shifts, therefore a lot can be achieved with one array antenna aperture with the
help of software defined approach contrary to an analog beam forming network
(BFN) based array antenna where flexibility is limited.

There are some research efforts towards the introduction of a massive MIMO
antenna for beamforming which are documented in [1–3]. The design challenge
involves a large size array starting from several radiating elements to a 100th of radi-
ating elements in an array. Some conventional 2 elements MIMO antennas for several
handheld communication platforms are presented in [4–6]. Different phased arrays
antennas and beam forming algorithms can be found in [7–10]. However, in this paper,
design of a massive MIMO panel array (4 � 4 subarray) with dual linear polarization
at millimeter wave frequency is presented which can be used as a building block for
realizing a large size massive MIMO antenna system. Results include impedance
matching, isolation and radiation patterns for different selective excitations of the array
radiating elements.

2 Massive MIMO Panel Array Geometry

Figure 2 shows the proposed massive MIMO panel array geometry where each of the
radiating elements are dual linear polarized (Fig. 2(a)). The patch is fed using micro-
strip transmission lines from below the ground plane using via connections to the patch,
where via refers to a wire. The 4 � 4 subarray or panel array is shown in Fig. 2(b)

Fig. 1. Scenario showing the airborne (UAV) communication platform communicating with
other communication platforms.
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where patch to patch inter-element spacing is maintained around 0.585k (free space
wavelength (k) is at the design frequency of 32.6 GHz). Overall subarray or panel size
is 23.2 mm � 23.2 mm. Since feedlines are placed below the ground plane, any
spurious radiation from these would be eliminated. Additionally, it would be easy to
connect software defined radios from this arrangement than when feed ports are placed
on the same side as the radiating elements. In the fabricated version of this array, we
plan to employ stripline instead of the microstrip feedlines so that the 50Ω
K-connectors can be placed.

3 Impedance Matching and Isolation Performance

The impedance matching (Sii/Sjj) for both polarizations (X-linear and Y-linear) are
shown in Fig. 3(a). From this figure, it can be seen that, impedance matching of
S11 � –10 dB is maintained between 32.20 GHz to 34.20 GHz for all the X-polarized
feed ports. The matching performance for Y-polarized feed ports is shown in Fig. 3(b)
which has the same bandwidth of 32.20 GHz to 34.20 GHz.

Figure 4 shows isolation between (i) the two linear ports in each of the patches and
(ii) the adjacent patches for both X-polarized and Y-polarized feed excitations. The
good isolation between the two linear ports of the individual patches is a desired feature
for a massive MIMO antenna system which is shown in Fig. 4(a). From Fig. 4(a), it
can be seen that both polarizations in each of the patches are maintaining port isolation
of better than 22 dB therefore, the two ports will not couple energy between them.
From Fig. 4(b) for X-polarization case, it can be seen that isolation is better than 15 dB
throughout the matching band of 32.20 GHz to 34.20 GHz, therefore two adjacent
patches do not couple energy that can be of concern. Similarly, Fig. 4(c) for
Y-polarization shows that isolation of better than 20 dB is maintained throughout the

(a) (b)

Fig. 2. Proposed millimeter wave (Ka-band) (a) Single microstrip patch antenna with dual linear
polarizations and (b) a 4 � 4 massive MIMO panel array with dimensions and inter-element
spacing.

404 S.K. Sharma and S. Krishna



matching band and therefore, would offer almost no coupling between the patches.
Thus, the isolation study confirms that we have good isolation between linear polar-
izations of the individual patches as well as between the adjacent patches for array
implementations, all of which are desired feature of a massive MIMO antenna design.

4 Generation of Flexible Radiation Patterns

Since the array has individual feed port excitations for both X- and Y-polarization
cases, hence by exciting the ports with proper amplitude and phase coefficients, we can
generate flexible radiation patterns such as discussed in this section. We should make it
clear that for simplicity, we have kept amplitude and phase values constant for all the
radiating elements which are excited and chosen for the pattern generation.

(a)

(b)

Fig. 3. Impedance matching performance for the (a) X-polarized excitations and (b) Y-polarized
excitations.
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(a)

(b)

(c)

Fig. 4. Isolation between the (a) two linear polarizations in individual patches, (b) X-polarized
feed excitations adjacent patches in the array, and (c) Y-polarized feed excitations between the
adjacent patches in the array.
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4.1 X-Polarization Based Flexible Radiation Patterns

This subsection shows flexible radiation patterns when X-polarization ports in the array
are excited while Y-polarization ports are matched terminated. Figure 5 shows a case
when we excite single element, and linear arrays of 1 � 2, 1 � 3 and 1 � 4 combi-
nations for the two principal cut planes (Phi = 0 deg and 90 deg). Figure 5(a) shows
Phi = 0 deg cut plane patterns where it can be seen that pattern’s broadside gain is
increasing as array size is increasing hence better directivity. Similarly, Fig. 5(b) shows
radiation pattern performance for the Phi = 90 deg cut plane and along the array axis
hence the array factor contribution is seen. The patterns show higher gain or directivity
and consequently, narrow beamwidths as array size increases. We can do the similar
exercise for other linear arrays as part of this planar array, however for the sake of
brevity these results are not shown here. Thus, it can be seen that by selective excitation
of the radiating elements, radiation patterns with variable gain or beamwidths can be
generated.

(a)

(b)

Fig. 5. Flexible radiation pattern generation at 32.6 GHz from the 4 � 4 subarray by selective
excitation of the 1 � 4 linear radiating elements for the X-polarization case (a) along one
radiating element and (b) along the array axis (single, 1 � 2, 1 � 3, 1 � 4 linear cases).
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Figure 6 shows flexible radiation pattern generation for the two principal cut planes
(Phi = 0 deg and 90 deg) when we selectively excite radiating elements in planar array
fashion, i.e., single, 2 � 2, 3 � 3 and 4 � 4 array cases. From Fig. 6(a), it can be seen
that, pattern beamwidth gets narrower as we increase the number of radiating elements.
In other words, the broadside gain increases to 17.35 dBi for 4 � 4 array case com-
pared to 6.16 dBi that of a single radiating element. Similar is the observation for
Fig. 6(b) which shows the patterns for Phi = 90 deg cut plane. Finally, it should be
noted that, there are several other possible linear and planar radiating element com-
binations which are not included here due to limited paper size.

(a)

(b)

Fig. 6. Flexible radiation pattern generation at 32.6 GHz by selective excitation of a group of
radiating elements in planar array configuration for the X-polarization (single, 2 � 2, 3 � 3 and
4 � 4 array) (a) Phi = 0 deg cut plane and (b) Phi = 90 deg cut plane.
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4.2 Y-Polarization Based Flexible Radiation Patterns

This subsection shows flexible radiation patterns when Y-polarization ports in the array
are excited while X-polarization ports are matched terminated. Figure 7 shows a case
when we excite single element, and linear arrays of 1 � 2, 1 � 3 and 1 � 4 combina-
tions for the two principal cut planes (Phi = 0 deg and 90 deg). Figure 7(a) shows
Phi = 0 deg cut plane patterns fromwhich it can be seen that the pattern broadside gain is
increasing as array size is increasing hence better directivity. Similarly, Fig. 7(b) shows
radiation pattern performance for the Phi = 90 deg cut plane and along the array axis
hence array factor contribution is seen. The patterns show higher gain or directivity and
consequently, narrow beamwidths as array size increases. We can do the similar exercise
for other linear arrays as part of this planar array, however for the sake of brevity these
results are not shown here. Thus, it can be seen that by selective excitation of the radiating
elements, radiation patterns with variable gain or beamwidths can be generated.

(a)

(b)

Fig. 7. Flexible radiation pattern generation at 32.6 GHz from the 4 � 4 subarray by selective
excitation of the 1 � 4 linear radiating elements for the Y-polarization case (a) along one
radiating element and (b) along the array axis (single, 1 � 2, 1 � 3, 1 � 4 linear cases).
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Figure 8 shows flexible radiation pattern generation for the two principal cut planes
(Phi = 0 deg and 90 deg) when we selectively excite radiating elements in planar
fashion, i.e., single, 2 � 2, 3 � 3 and 4 � 4 array cases. From Fig. 8(a), it can be seen
that, the pattern beamwidth gets narrower as we increase the number of radiating
elements. In other words, the broadside gain increases to 17.37 dBi for 4 � 4 array
case compared to 6.12 dBi that of a single radiating element. Similar observation can
be drawn for Fig. 8(b) which shows the patterns for Phi = 90 deg cut plane. Finally, it
should be noted that, there are several other such linear and planar radiating element
combinations which are not included here.

(a)

(b)

Fig. 8. Flexible radiation pattern generation at 32.6 GHz by selective excitation of a group of
radiating elements in planar configuration for the Y-polarization (single, 2 � 2, 3 � 3 and 4 � 4
array) (a) Phi = 0 deg cut plane and (b) Phi = 90 deg cut plane.
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5 Generation of Beam Steering Radiation Patterns

Since the proposed massive MIMO panel array (Fig. 2(b)) has individual feed port
excitations for both X- and Y-polarization cases, hence by exciting the ports with equal
amplitude and progressive phase shifts, we can also generate steered radiation patterns
such as shown in this section. We have kept amplitudes constant for simplicity while
phase shifts have been varied. In real implementations, we would compute proper
amplitude and phase coefficients for generating an arbitrary beam scan radiation pattern
by employing beam forming algorithms such as in [7–10] although it is not discussed
here.

Figure 9 shows 3D radiation patterns for the beam scan cases for both X- and
Y-polarizations for the positive half of the elevation angles only. The beam scan
performance for the negative half of the elevation angles is almost the same as in case
of the positive half of the elevation angles, hence for the sake of brevity is not shown

(a)

(b)

Fig. 9. Beam steering performance of the 4 � 4 planar array configuration for 32.6 GHz by
varying progressive phase shifts for the (a) X-polarization and (b) Y-polarization.
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here. From Fig. 9(a), it can be seen that as the beam scans towards elevation angle of
theta = 50 deg, gain of the main beam drops to 11.6 dBi from 17.35 dBi that of the
broadside beam, hence there is gain drop of almost 6 dB as beam scans. This gain drop
is a feature of any beam steering array. Similarly, from Fig. 9(b) for the Y-polarization,
it can be seen that as the beam scans towards elevation angle of theta = 53 deg, gain of
the main beam drops to 11.4 dBi from 17.35 dBi that of the broadside beam, hence
there is gain drop of almost 6 dB as well. Comparison of the two polarization cases
shows that both polarizations almost perform similar which is a desired feature of a
dual polarization beam steering array antenna. Once again we should note that, we can
generate beam scan performance for the different linear combinations of the array also.
Further, by applying variable amplitude in addition to the phase shifts, additional
radiation pattern features can be generated.

6 Fabrication and Implementation Approach

The full array will be fabricated using the multilayer printed circuit board (PCB) ap-
proach with metal plated vias. The amplitude and phase excitations of the patch ele-
ments would depend on the computed amplitude and phase values based on the
selected beamforming algorithms. For receive mode of the array, each of the radiating
elements will be backed by low noise amplifiers (LNAs), variable gain attenuators
(VGAs) and phase shifters as shown in [11]. Consequently, for the transmit mode of
the array, each of the radiating elements will be backed by power amplifiers (PAs), in
addition to the VGAs and phase shifters. There will be a diplexer to switch between the
transmit and receive mode of the operation. Finally, to control the amplitude and phase
of the array elements, we would employ microcontrollers such as done in [11].

7 Conclusions and Future Study

This paper presented simulation study results of a 4 � 4 microstrip planar massive
MIMO panel array with dual polarization capability in Ka-band frequency range. In
such an array, we have control of all the feed ports (in this case 32 ports, 16 ports each
for the X-polarization and Y-polarization). By applying variable amplitude and phase
coefficients to the selected feed ports in a selected polarization, we can obtain flexible
radiation patterns for the fixed beam and steered beam cases. For simplicity, in this
paper, we assumed amplitude to be constant while we varied phase values for a group
of radiating elements. In practical realization, we will fabricate array antenna aperture
in addition to RF input ports and beam forming network for the transmit and/or receive
mode. The beamforming algorithm controlled through the microcontroller would be
applied to the array feed ports which is a software defined based approach in reference
to this array antenna. Further, the panel size can be increased and/or a large massive
MIMO antenna can be implemented using the proposed massive MIMO panel array
antenna of 4 � 4 size. During the conference, additional analysis and measured results
will be presented.
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