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The main objective of the SOHOMA workshops is to foster innovation in
sustainable manufacturing and in this context to promote concepts, methods and
solutions addressing trends in the service orientation of agent-based control tech-
nologies with distributed intelligence and the integration with enterprise
management.

The book is structured in eight parts, each one grouping a number of chapters
describing research in actual domains of the digital transformation in manufacturing
and trends in future service and computing oriented manufacturing control: Part 1:
Cloud and Cyber-Physical Systems for Smart Manufacturing, Part 2: Reconfig-
urable and Self-organized Multi-Agent Systems for Industry and Service, Part 3:
Sustainability Issues in Intelligent Manufacturing Systems, Part 4: Holonic and
Multi-agent System Design for Industry and Service, Part 5: Should Intelligent
Manufacturing Systems be Dependable and Safe?, Part 6: Service-oriented Man-
agement and Control of Manufacturing Systems, Part 7: Engineering and Human
Integration in Flexible and Reconfigurable Industrial Systems, Part 8: Virtualiza-
tion and Simulation in Computing-oriented Industry and Service.

These eight evolution lines have in common concepts, methodologies and
implementing frameworks for Digital transformation in service and computing
oriented manufacturing.

By defining an Internet-scale platform for networked production encapsulating
the right abstractions to link effectively and scalably the various stakeholders of the
Manufacturing Value Chain (materials and component producers, manufacturing
plants, technology providers, services, and integrators) the actual vision and ini-
tiatives about developing generic architectures and core technologies for the Digital
Transformation of Manufacturing (DTM) are presented in the research reported in
the workshop, and included in the present book.

An effect of this initiative is shifting from good-dominant logic to service-
dominant logic (also expressed as Product-Service Extension] which enhances the
utility of product delivered to customer, e.g., installing, configuring/tuning, training
the customer, repairing, maintaining/upgrading) adding value in customer
operations.

The global vision for DTM refers to: (i) Pervasive instrumenting manufacturing
resources, materials flows and environments, (ii) Interconnecting orders, products
and resources in a secured Industrial Internet of Things, (iii) Taking smart decisions
in production management and control by distributing intelligence among
multi-agent systems (MAS) acting as information counterparts of physical assets,
and orchestrating production workflows as manufacturing services in Service Ori-
ented Architectures (SOA).

New developments are related to the digital transformation of manufacturing;
they are described in this book.

Cloud manufacturing (CMfg), one of these new lines, has the potential to move
from production-oriented manufacturing processes to customer- and
service-oriented manufacturing process networks, e.g. by modelling single manu-
facturing assets as services in a similar way as SaaS or PaaS software service
solutions. In CMfg all manufacturing resources and abilities for the manufacturing
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life cycle can be provided in different service models. The Industrial IoT (IIoT)
integrated in the cloud allows creating novel network architectures seamlessly
integrating smart connected objects, and distinct cloud service providers. The IIoT
represents a core enabler for product-centric control and increasing servitization: the
product directly requests processing, assembly and materials handling from avail-
able providers while it is in execution and delivery. The product monitors its own
status; notifies the user when something goes wrong; helps the user to find and
access the necessary product-related models and information from manufacturers in
the CMfg ecosystem, and eases the synchronization of product-related data and
models.

To achieve high levels of productivity growth and agility to market changes,
manufacturers will need to leverage Big Data sets to drive efficiency across the
networked enterprise. A number of contributions formulate proposals for a
framework allowing the development of Manufacturing Cyber Physical Systems
(MCPS)—ICT systems (sensing, actuating, computing, communication) embedded
in physical objects, interconnected through several networks including the Internet,
and providing businesses with a wide range of innovative applications based on
digitalized data, information and services. MCPS include capabilities for complex
event processing and Big Data analytics, which are expected to move the manu-
facturing domain closer towards digital- and cloud manufacturing within the
Contextual Enterprise.

Projects are described related to the German governmental vision Industry 4.0 to
support processes connected with the industrial revolution based on CPS: enterprise
integration, networking, and digital engineering. The general goals of this initiative
are: efficient control of complex distributed systems as a society of autonomous
units; integrating the virtual world (where each physical element including sensors,
products, human operators, robots and machines is represented by a SW
unit/information counterpart) with the physical world (CPS); optimize decision
making and efficiency (such as cost effectiveness, high performance and energy
efficiency); new business models and approaches to value creation (service orien-
tation, product-service extension, Direct Digital Manufacturing, CMfg …).

A brief description of the book chapters follows.
Part 1 reports recent advances and on-going research in Cloud and Cyber-

Physical Systems for Smart Manufacturing. The contributions point at: design of
High Availability (HA) CMfg systems integrating distributed MES agents; an
analysis framework for the classification of CPS development solutions; formal
modelling of distributed automation CPS with CP-agnostic software; integrating
advanced data analytics into industrial CPS; the gap analysis on research and
innovation for MCPS; development of a redundant and decentralised directory
facilitator for resilient Plug and Produce CPS.

Part 2 includes papers devoted to Reconfigurable and Self-organized Multi-
Agent Systems for Industry and Service. Multi-agent Systems represent the back-
bone of the distributed intelligent control in manufacturing; however, additional
techniques and tools are needed for enhancements: Big Data, ontologies, simulation
tools, security modules; predicting the unexpected; fault tolerance and high
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availability. SOA—dual to MAS, is used more and more as implementation of
MAS in different layers, providing interoperability between enterprise businesses,
MES and shop floor layers. The included papers describe: a self-organising model
for mobile robots in large assembly structures using MAS; specification of
self-organising logistics systems in terms of openness, intelligence and decen-
tralised control; generic reconfigurable and pluggable material handling system
based on genetic algorithm; principles of smart condition-based maintenance for a
fleet of mobile entities.

Part 3 introduces Sustainability Issues in Intelligent Manufacturing Systems,
analysing the greenness dimension of products, manufacturing processes and sys-
tems to maintain equilibrium between economic, social and environmental
requirements and constraints. The following subjects are developed: definition of
emerging key requirements for future energy-aware production scheduling systems
in the MAS and holonic perspective; MAS framework for manufacturing sustain-
ability and optimization; solution for data mining of energy consumption in man-
ufacturing environment; modelling cybersecurity and resilience for software-
defined networks-based manufacturing applications.

Part 4 includes recent research in the area of Holonic and multi-agent system
design for industry and service. Research activities reported in the field focus on
holonic and MAS control frameworks that integrate predictive, proactive and
reactive mechanisms to provide efficient global batch production performance, and
to face increasing unpredicted events. The holonic approach is the main engine for
distributing intelligence of MES middle control layer (mixed batch planning and
product scheduling, resource allocation, product traceability, production history,
predictive maintenance) among agents representing the physical assets, with the
scope of rejecting disturbances and reconfiguring shop-floor teams in real-time. In
order to cope with both optimality in batch execution and robustness to unforeseen
events such as occurrence of rush orders and degradation of resource capabilities,
some of the papers included in this section propose holarchies of semi-heterarchical
type combining centralized behaviours with decentralized ones, such as the duality
System Scheduler—Delegate MAS or the formal specification of a self-sustainable
holonic system.

Part 5 groups papers dealing with Dependability and safety of Intelligent
Manufacturing Systems. Reliability, availability, security, testability and main-
tainability of products, processes and systems as well as their greenness are eval-
uated through dependability and safety studies oriented towards: application of
measurement-based AHP to product-driven system control; operational research
models and approaches applied to product-driven systems facing unexpected per-
turbations; holonic facility environment monitoring and control for radiopharma-
ceutical agent-based production; MAS framework for autonomous real-time
resource management of CPS when disruptions are frequent; exploring the design
space for myopia-avoiding distributed control systems using classification models.

Part 6 introduces contributions for the Service-oriented Management and
Control of Manufacturing Systems. The concepts of services are integrated into
holonic manufacturing systems (HMS), leading to Service-oriented HMS. The
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service becomes the main element of negotiation and exchange among holons, by
defining:

• How manufacturing services are presented to the system in terms of identifi-
cation and richness of description (from the manufacturing ontology);

• The strategies and methods to compose complex process workflows by com-
bining individual services to reproduce the desired results;

• The strategies for executing atomic or composite manufacturing services (how
to access and invoke such services).

Some papers in this section deal with: dynamic service reconfiguration with
MAS tasks; semantic model to perform pluggability of heterogeneous smart devices
into the Smart City environment; active monitoring of the product to solve the “lack
of information” issue in the use phase.

Part 7 gathers contributions in the field of Engineering and human integration
in flexible and reconfigurable industrial systems. These papers analyse how the
human operator is integrated in the control architecture of an Intelligent Manu-
facturing System (IMS). “Human-in-the-loop” concepts consider the intervention of
humans (typically for information providing, decision making or direct action on
physical components) during the intelligent control of any functions at the opera-
tional level of manufacturing, such as scheduling, maintenance, monitoring, supply,
etc. The objectives of systems integration evolved in the last few years, shifting
from a model where the system was intended to adapt automatically and be
equipped with reasoning and decision making capabilities aiming at replacing
human ones to a model where CPS are focusing on use scenarios fully involving the
humans. With a human-centred design approach in IMS, human resources can be
assisted by recently developed ICT tools helping them detecting in advance
problems, proposing efficient solutions and taking smart decisions. Representative
papers in this section discuss respectively about instantiating the PERFoRM system
architecture for industrial case studies, and defining a highly flexible, distributed
data analysis framework for Industry 4.0 Manufacturing Systems.

Part 8 is devoted to Virtualization and simulation in computing-oriented
industry and service. Papers in this section present resource virtualization tech-
niques and resource sharing in industrial environments. Virtualization of resources
and their capabilities allow for manufacturing services encapsulation in the cloud.
In CPS (Cyber Physical System) approach of manufacturing, a major challenge is to
integrate the computational decisional components (i.e. cyber part) with the phys-
ical automation systems and devices (i.e. physical part) to create such network of
smart cyber-physical components at MES and shop floor levels. The basic concept
of MES and shop floor virtualization involves migration of all workloads that were
traditionally executed on physical machines located on the shop floor to the private
cloud infrastructure as virtual workloads. The included papers describe: a simula-
tion platform for Virtual Manufacturing Systems (VMS); environments to simulate:
distributed agent-based manufacturing systems, adaptable agent-based smart grid
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management and an object-oriented holonic controller for a modular conveyor
system.

The studies included in this book show that control paradigms for the manu-
facturing domain have evolved over time from centralized to decentralized or
semi-heterarchical and were mainly driven by the new trends in information and
communication technology such as: mobility, connectivity, increase of the deci-
sional capabilities, service orientation and more recently the usage of cloud
infrastructures to host control applications, run intensive optimization procedures
and store large amount of production and resource data. This is how the concept of
cloud manufacturing arose; its scope is to handle manufacturing resources and
processes according to the quality of services (QoS) they provide in response to
user preferences, and thus efficiently operate and manage them in a unified manner,
providing high availability and flexibility in realizing customer orders in both small
batches and mass production.

In conventional production structures with multiple workstations which allow
job-shop fabrication scenarios, there are several physical control and computing
entities that are single points of failure (SPoF) which can be avoided only by
hardware redundancy; among these entities which execute centralized tasks are the
system scheduler (for high performance computing tasks), the product router (the
PLC responsible for routing products throughout the cell towards assigned
resources), and the central application for production tracking and resource
monitoring.

Private cloud platforms integrated as IaaS in manufacturing solve the high
availability problem through resource virtualization techniques and provisioning of
computing resources (CPU, storage, I/O) and applications. Also, the system
scheduler (SS) implemented in the cloud infrastructure must communicate with the
distributed MES (dMES), in which manufacturing resources and product execution
orders are agentified; these agents cooperate in a multi-agent framework, both with
the SS to receive scheduled orders and report their execution, and between them at
dMES level.

Secure communication protocols must be used in such CMfg systems in order to
access real-time production data and resource status information from agentified
devices: (i) mobile intelligent embedded devices containing both the order execu-
tion data (scheduled operations for product execution and assigned resource for
each operation) and the WIP data over the product’s execution lifecycle; (ii) sta-
tionary computing devices providing resource status data and receiving from the SS
application programs for assigned operations on products.

The book offers a new integrated vision on Cloud and HPC, Big Data, Analytics
and virtualization in Computing-oriented Manufacturing, combining emergent
information and communication technologies, service-oriented control of MAS and
holonic architectures as well as total enterprise integration solutions based on SOA
principles. The MCPS philosophy adopts heterarchical and collaborative control as
its information system architecture, based on MAS—SOA duality. In this approach,
MAS and Data Analysis are the basic technologies proposed to address the
requirements and features envisioned by Industrie 4.0, and also taking in
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consideration the MCPS principles. The first provides the conceptual framework to
realize the underline system infrastructure that is required to achieve the desired
flexibility and adaptability levels, while the second provides the proper tools cap-
able to analyse and obtain the required information to fulfil the desired system
functionalities, also taking advantage of the increased data availability.

These two levels present specific characteristics and requirements which are
covered by CPS principles, where the operational level is mainly related with the
physical world, characterized by the IoT and its smart devices, also demanding the
processing and analysis of real time data streams in order to attend the rapid
response monitoring and control requirements. On the other hand, the supervisory
level is hosted in a virtual world defined by a cloud-based infrastructure where
robust software applications are used to attend the requirements of complex system
management and high level information for decision-making, supported by big data
analytics.

All these aspects are treated in the present book, which we hope you will find
useful reading.

Digital Transformation in Service and Computing … 7



Part I
Cloud and Cyber-Physical Systems

for Smart Manufacturing



High Availability Cloud Manufacturing
System Integrating Distributed MES
Agents

Silviu Răileanu, Florin Anton and Theodor Borangiu

Abstract The paper describes a semi-heterarchical manufacturing control solution
based on a private cloud infrastructure which collects data in real time from
intelligent devices associated to shop-floor entities: resources and mobile devices
embedding the work in process (WIP) on products during their execution cycle. The
cloud platform acts as a centralized system scheduler (SS), planning jobs and
allocating resources optimally at batch level, and integrates real-time data and status
information from agentified shop floor devices. The cloud infrastructure is also used
for storage of historic data, for manufacturing set up and control (configuring
resource teams for production orders received, selecting the control strategy choice,
dynamic rescheduling of order execution in case of resource failure or rush order
occurrence) and for hosting the web interface for: remote cell monitoring, reception
of client requests, cell configuration, raw material inventory and reports generation.
Implementation and experimental results are reported.

Keywords Cloud manufacturing ⋅ Private cloud ⋅ MES ⋅ High availability ⋅
Distributing intelligence ⋅ Mobile/intelligent devices ⋅ Agentification

1 Introduction

Control paradigms for the manufacturing domain have evolved over time from
centralized to decentralized or semi-heterarchical [1] and were mainly driven by the
new trends in information and communication technology (ICT) such as: mobility,
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connectivity, increase of the decisional capabilities, service orientation and more
recently the usage of cloud infrastructures to host control applications, run intensive
optimization procedures and store large amount of production and resource data [2].
This is how the concept of cloud manufacturing (CMfg) arose [3]; its scope is to
handle manufacturing resources and processes according to the quality of services
(QoS) they provide, and thus efficiently operate and manage them in a unified
manner, providing high availability and flexibility in realizing customer orders in
both small batches and mass production [2].

At the manufacturing execution system (MES) level, cloud computing refers
mainly to virtualization of applications such as mixed batch planning, job
scheduling and resource allocation, or product traceability and production tracking
[4]. While MES implementations are different and dependent of the physical
infrastructure, the generic MES functions are standardized by ISA-95.03 specifi-
cations [5]. ISA-95 defines 5 levels for the hierarchical organization of a manu-
facturing enterprise, as follows: (i) layers 0, 1 and 2 represent the process control
level together with its associated intelligent devices and control system, (ii) layer 3
represents the manufacturing operating level and consists of a series of activities
such as scheduling, quality management, maintenance, production tracking, a.o.
and (iii) layer 4 is in charge with managing the business-related activities of the
manufacturing operation.

In conventional production structures with multiple workstations which allow
job-shop fabrication scenarios, there are several physical control and computing
entities that are single points of failure (SPoF) which can be avoided only by
hardware redundancy; among these entities which execute centralized tasks are the
system scheduler (for high performance computing (HPC) tasks), the product router
(the controller (PLC) responsible for routing products throughout the cell towards
assigned resources), and the central application for production tracking and
resource monitoring.

Private cloud platforms integrated as IaaS (Infrastructure as a Service) in man-
ufacturing solve the high availability (HA) problem through resource virtualization
techniques and provisioning of computing resources (CPU, storage, I/O) and
applications. Also, the system scheduler (SS) implemented in the cloud infras-
tructure must communicate with the distributed MES (dMES), in which manu-
facturing resources and product execution orders are agentified; these agents
cooperate in a multi-agent framework (MAS), both with the SS to receive scheduled
orders and report their execution, and between them at dMES level [6].

Secure communication protocols must be used in such CMfg systems in order to
access real-time production data and resource status information from agentified
devices: (i) mobile intelligent embedded devices containing both the order execu-
tion data (scheduled operations for product execution and assigned resource for
each operation) and the WIP data over the product’s execution lifecycle; (ii) sta-
tionary computing devices providing resource status data and receiving from the SS
application programs for assigned operations on products [7, 8].

The paper is structured in six sections: Sect. 2 describes the structure of the dual
SS-dMES control architecture, Sect. 3 describes the dynamic model of the control
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architecture, Sect. 4 describes the cloud infrastructure which will host the central-
ized system scheduler and integrating architecture, Sect. 5 presents an experimental
case study and the last section is devoted to conclusions.

2 The Control Architecture

The proposed semi-heterarchical control architecture performs manufacturing tasks
as follows: (i) resource team configuring, batch planning, product scheduling,
resource allocation, cell and production monitoring will be done on the upper SS
level running in cloud infrastructure for the received batch orders, and (ii) execution
and rescheduling of orders in execution will be done on the lower dMES level;
information will be communicated to the upper level for recording and decision
making at special event occurrence Resource breakdown/recovery, rush order, local
part storage depletion. The choice of having centralized batch optimization and
decentralized production control (which may override the centralized optimization)
is justified by the HPC availability to run complex optimization programs on far
(batch) horizon while having the ability to quickly react at unexpected events
possible through intelligence distribution, agentification and decentralization of the
control structure. The advantage of this semi-heterarchical control architecture is
that it can deal rapidly and locally with orders in execution while computing in
parallel at the upper level with high availability an optimized schedule for the orders
waiting to be executed. This reduces the myopia of the system at global batch level
and preserves the system’s agility.

The semi-heterarchical control solution is designed around a common database
containing four types of information distributed in 10 tables: (i) shop-floor level
information (1—available resources, 2—available operations, 3—products that can
be executed, 4—distribution of operations on resources, 5—operations needed to
execute products), (ii) clients information (6—clients identification and 7—placed
orders), (iii) information resulted as a consequence of the planning and scheduling
(8—sequence of orders, sequence of operations, the resources processing the
operations and the specific time duration), and (iv) information needed to com-
municate between the web interface and the shop-floor level (9—operation exe-
cution reports and 10—synchronization data). The composing entities are
instrumented and the categories of information above defined are updated and
processed as depicted in Fig. 1.

(A) Orders, represented by WIP data, are instrumented with intelligent embedded
devices capable to run a multi-agent system and communicating over wireless
networks. From an informational point of view the WIP is represented by an
order agent. Each order agent sends to the database located on cloud the order
and operations status. It receives from cloud the product type, the operations to
execute according to a certain control strategy (hierarchical/heterarchical).
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(B) Processing resources (robots, CNC machines) have computing terminals
(PCs) attached to their controllers. The PCs run a multi-agent system used to
integrate the resources with the mobile embedded devices (located on pallet
carriers) embedding WIP, and with the cloud system. From an informational
point of view the resources are represented by resource agents who run on the
attached PC and send the periodically updated resource status to the database
located on cloud.
Resource and order agents are located on the same network and exchange
execution information (search operations on resources, request execution of an
operation, receive acknowledges from resources).

(C) Transporting resources are represented by the devices of the conveyor (track
motors, lifts, diverting elements, etc.) controlled by a PLC which is accessed
through a TCP/OPC bridge. This type of resource communicates only with the
mobile order agents uploaded on the embedded devices of each pallet where a
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product will be progressively executed by the visited resources, and fulfils
transport services (ex.: order agent requests transport to a specified resource,
transport resource realizes the transport operation and an acknowledgement is
issued upon completion).

(D) The cloud infrastructure hosts a set of machines running the database, the
optimization engine, the web server and the agent used to synchronize the data
from the database with the optimization engine and with the shop-floor level.

3 The Dynamic Model

In order to provide coupling between applications running on the cloud infras-
tructure and shop-floor devices/resources composing the dMES [9], as well as a
flexible message structure which helps the integration of composing entities, the
Java Agent Development Framework (JADE) [10] has been used. JADE is specially
designed for the development of decentralized systems; control systems also fall
into this category, where software agents are loosely coupled and communicate
through messages standardized by the Foundation for Intelligent Physical Agents
(FIPA) (http://www.fipa.org).

Thus, each of the composing entities of the control architecture presented in
Fig. 1 has an associated agent: WIP is represented by an order agent, the resources
(both processing and transporting) are represented by a resource agent and a
supervisory agent runs on the cloud infrastructure. The result is an event-driven
architecture (EDA) [11] composed of individual agents used in a MAS framework
for monitoring and control; EAD’s main advantages are: easy integration of new
entities, smart data utilization and an asynchronous and non-blocking operating
mode.

The operating process (Fig. 2) of the control system is divided into several
sub-processes as follows:

• Continuous update of the GUI with information from shop-floor entities (re-
sources and WIP): resource confirm their online status periodically (each min-
ute) and order agents update the state of operations associated to resources after
their execution (Dynamic data for interface creation; System state and WIP,
Update WIP and visited resources state, Confirm the realization of a product,
Update resource data).

• Receipt of orders (orders are inserted through the CMfg GUI on the cloud
platform and stored in the associate database segment).

• Production optimization (orders are planned and scheduled taking into account
the resource availability); an optimization algorithm is selected and configured
by the user through the cloud GUI according to the enterprise strategy.

• Set up of the team of resources that will be involved in the execution of the
batch and updating their availability status.
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• Transmission of planned and scheduled orders to order agents embedded on
mobile devices entering the shop floor for product execution. The supervisor
agent is in charge with the individual transmission of each planned and
scheduled order to a dedicated order agent running on the embedded devices
entering the cell. (Signal start production, Read control strategy, Read
operations).

• Execution: each order agent will be in charge with the execution of its associated
product; when the product is finished, the pallet carrying the final product exists
the cell and the order holon is deleted, allowing thus the cloud SS to transfer a
new order agent for the execution of the next planned product.
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• Detection of resource failure and storage depletion. These events are discovered
due to continuous resource state update and monitoring of production execution;
they generate a rescheduling of orders on the newly available resources.
Resource update is done by resource agents in order to confirm they are online;
they are sent periodically (each minute) to the cloud infrastructure. Execution
monitoring is done by order agents, which are asynchronously tracking the
progressive realization of operations on resources.

4 HA Design of the Cloud Infrastructure

The upper control layer (Fig. 1) has been implemented using an IaaS (Infrastructure
as a Service) cloud system running the supervisor agent, database and optimization
engine. The cloud system used is an ISDM (IBM Service Delivery Manager) based
on Tivoli Service Automation Manager (TSAM) version 7.2 which uses as a
hypervisor VMware ESXi 4.1 [12]. Because the applications are running in cloud
one could consider that the applications benefit from all the cloud facilities, such as
High Availability (HA) offered by the hypervisor and also Distributed Resource
Sharing (DRS) offered by the hypervisor too. In reality the situation is not as simple
as that; using a cloud system does not mean that the CMfg applications will just
inherit the same facilities like the platform they are using.

Because the cloud system is an IaaS, it offers virtual machines as a service; these
virtual machines can be used to set up the environment in order to run the appli-
cations: in our case a complex database updated with differentiated timing and the
supervisor agent. The services in cloud are offered with the facilities that the cloud
system supports like HA, meaning that the virtual machines (VM) used will be
always available, but that does not guarantee that the applications inside the VM
will be offered with HA. The reason for this is that the software could have bugs
(the applications or the operating system) which will render the CMfg service
unavailable, even if the VM is properly running from hardware point of view.

In order to solve this high availability problem extended to real time CMfg
monitoring and control applications, an HA cluster was foreseen for database and
application availability. The solution we propose is depicted in Fig. 3 and is
composed by the following VMs:

1. Two load balancers (VMs) which are running in a cluster; the Load Balancer
VM is publicly available and can be accessed from Internet. The function of the
Load Balancer cluster is to get requests from internet for two types of services:
secure https requests (port 443) and JAVA agent communication, and to forward
these requests to the HA cluster in the internal network. The Load Balancer acts
also as a gateway for the HA Nodes. For the JAVA agent communication
requests a VPN tunnel implemented with IPSec (Internet Protocol Security) [13]
has been created between the Load Balancer and the manufacturing infras-
tructure. In this way the https requests are coming from Internet and the JAVA
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agent communication requests are coming from an internal network over an
encrypted communication channel using VPN. The requests are processed by
the Load Balancer and distributed to the HA Nodes using a Round Robin
algorithm in order to load evenly the nodes. The HA Nodes are checked for
service availability by many agents (agents used to verify if the Node is up and
running and the service is accessible) from the Load Balancer. If a service is
unavailable on a HA Node the session will be commuted to the other node and
the other incoming requests are sent to the available node until the failed one
recovers. The Load Balancer Backup is used only to check the status of the main
Load Balancer; if the main Load Balancer fails, the backup one will take over by
assigning the public IP and starting the load balancing function—in this way it
becomes the main load balancer and the failed node becomes the backup one.
The load balancer is implemented using the piranha [14] load balancer from
RedHat on the Linux operating system.

Load Balancer
(public IP)

Load Balancer
Backup

HA Node 1
www, db, java

HA Node 2
www, db, java

DB Node Group 1

Node 1

Node 2

DB Node Group 2

Node 3
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Internal Network

Service Network

Internet

Fig. 3 The VM
infrastructure in cloud
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2. The HA Cluster is composed by two nodes (VMs) and offers availability for
three services: (i) web interface access using the https protocol on port 443; the
service uses apache as a web server and the connection is encrypted using 1024
bit SSL (Secure Socket Layer) certificates [15]; (ii) JAVA agent communication,
the connections being made between the agent which is running on the HA node
and the agents on the manufacturing infrastructure; the connection is encrypted
in Internet (an IPSec tunnel has been created between the Load Balancer and the
gateway of the manufacturing infrastructure), the connection is unencrypted in
the internal network; (iii) database access: the database management system
used is a MySQL database implemented using MySQL Cluster for High
Availability.
The HA Cluster is configured to execute the services on both nodes in parallel
which is quite unusual for the HA solution which was chosen, namely a RedHat
High Availability Cluster. This configuration has been designed in order to offer
a plus of performance by using load balancing. The behaviour of the cluster if a
service fails is to try to restart that service on the node where the service failed;
if this action has no effect and the service is already running on the other node
the service will be stopped on the current node. The last special situation is
when the service is not running on both nodes and the restart has failed; in this
situation the service will be migrated on the other node. The fencing function (a
function which isolates the failed node in order to avoid data corruption) was
inhibited on the cluster because the two nodes can execute the services in
parallel without restrictions.

3. The MySQL cluster is using four VMs grouped in two Node Groups. The
Database is distributed between the two Node Groups, for example if we con-
sider a table on the database which has four fields (F1, F2, F3 and F4), Node 1
will store F1 and F3, Node 2 will store F3 and F1, Node 3 will store F2 and F4,
and Node 4 will store F4 and F2. Between the nodes the cluster offers data
replication and data consistency. In the example above the database will be
available and consistent even if two nodes from two node groups will fail. The
MySQL Cluster protects against outages offering the following facilities:

• Synchronous Replication—Data within each data node is synchronously
replicated to another data node.

• Automatic Failover—the heart beating mechanism detects in real time any
failures and automatically fails over to other nodes in the cluster, without
service interruption.

• Self-Healing—Failed nodes are able to self-heal by automatically restarting
and resynchronizing with other nodes before re-joining the cluster, with
complete application transparency.

• Shared Nothing Architecture, No Single Point of Failure—each node has its
own disk and memory, so the risk of a failure caused by shared components
such as storage, is eliminated.
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If an error event is detected on any level of the infrastructure (Load Balancer,
HA Cluster or MySQL Cluster) a notification to the system administrator will be
sent in order to inform about the problem and to offer the opportunity to debug and
solve the malfunctions.

5 Case Study: Experimental Results

Experiments have been done in order to validate data collection from shop-floor
entities (consisting of mobile devices associated to WIP and resources) and the
integration of this data into a cloud infrastructure. The results are shown in Fig. 4.

Thus, a batch of orders has been defined and launched in execution using the
control application running on cloud. The steps taken are: update resource status,
define product recipes using the available operations, define batch of orders from
the available products, plan and schedule orders, validate the delivery date based on
the computed makespan, select semi-heterarchical as control strategy, launch in
execution planned and scheduled orders.

During the execution period a resource has changed its state from online to
offline, no longer being available for production (resource failure). Since it no
longer updates its status in the cloud database it will be considered offline and the
remaining batch of orders was rescheduled using the available resources while the
orders in execution (WIP) are negotiating in real-time the allocation of remaining
operations on the available resources.

Since the data synchronization between the two levels (cloud and shop-floor
devices) is practically instantaneous, the efficiency of using the cloud infrastructure
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to realize the offline planning and scheduling consists in the fact that production is
still running with local, order agents optimization at shop-floor level until the Cloud
re-planning and rescheduling of remaining products are performed and the hierar-
chical mode is resumed. Thus, time is gained by realizing the two activities in
parallel (Fig. 4), since the Cloud SS optimization of scheduling a large batch of
orders takes less time (due to its speed HPC characteristics) in comparison with
classical SS implementing, thus guaranteeing the termination of rescheduling until
the execution of WIP completes.

6 Conclusions

The paper describes a semi-heterarchical manufacturing control solution based on a
private cloud infrastructure which collects data in real time from intelligent devices
associated to shop-floor entities: resources and mobile devices embedding the WIP
on products during their execution cycle. The cloud platform acts as a centralized
SS, planning jobs and allocating resources optimally at batch level, and integrates
real-time data and status information from agentified shop floor devices. The
advantages brought by this control architecture are: easy integration of manufac-
turing data into a cloud infrastructure using a multi-agent framework distributed on
the field entities and on the cloud (Fig. 1), fault tolerance and high availability of
the applications centralized at MES level, running on cloud (Fig. 3) and the pos-
sibility to run in real manufacturing time intensive applications (such as opti-
mization engines used for re-planning and re-scheduling in case of shop floor
disturbances) in the cloud (Fig. 3).

A Public Key Infrastructure (PKI) solution with SSL authentication and
encryption for intelligent products travelling on pallets in the shop floor and
embedding WIP data to be transferred to the Cloud has been designed. From an
implementation perspective, SOA alignment at shop floor level involves
TCP/IP-based communication over Wi-Fi supporting higher level protocols. Our
contribution in the security area CMfg implementation of the communication
between the Cloud SS and the intelligent devices in the dMES (embedded devices
for WIP, resource orders discovering the cell status) considered security challenges
associated with data and information flow protection as well as authentication and
authorization of the actors involved (order agents and resource agents).

Another advantage of using the Cloud IaaS for manufacturing management is
the service oriented connectivity with the upper, business layer of the enterprise,
offering direct access of clients to order acceptance, resource availability, and
estimation of delivery of products via a cloud GUI. SOA principles can be used for
the standardization of the data and information flow from the shop floor (production
execution) level to the management (customer order tracking) level of the
enterprise.

Regarding the infrastructure and the tools used to implement the CMfg solution,
they offer High Availability on two levels: the cloud system offers HA at the
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infrastructure level and the Load Balancing/HA Clustering solutions offers HA at
the application level.

From the point of view of security, the communication between clients and the
web interface is encrypted using self-signed SSL certificates that offer a good level
of security by using the Diffie-Helman algorithm [16]. The communication between
JAVA agents is also encrypted in Internet by using an IPSec VPN tunnel between
the gateways of the manufacturing infrastructure and the load balancer in the cloud
infrastructure. The other connections are made in the local network which is a
private network implemented with virtual LAN’s (VLAN). In the cloud system the
HA Cluster and the MySQL cluster are in the same VLAN, but if a higher level of
security is required there is the possibility to isolate the MySQL Cluster from the
Load Balancer by using a VLAN which will connect the HA Cluster with MySQL
Cluster.
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Classification of Cyber-Physical Systems
Developments: Proposition of an Analysis
Framework

Olivier Cardin

Abstract Cyber-physical systems have encountered a huge success in the past
decade in several scientific communities. The main attraction of the concept relies
in the fact that it encompasses many scientific topics that were distinct before. The
downside is the lack of readability of the current developments about cyber-
physical systems. This work intends to introduce an analysis framework able to
classify the developments. An extensive study of literature enabled to extract four
major criteria that are to be used in the framework: cognitive capabilities, appli-
cation domain, interaction with humans and network technologies. Several exam-
ples of literature are used to illustrate the use of the framework.

Keywords Cyber-physical systems ⋅ Cognition ⋅ Framework ⋅ Human factor ⋅
Applications

1 Introduction

The first definition that can be found about cyber-physical systems (CPS) dates
from 2006 [1], during a workshop with the American National Science Foundation1

(NSF). The extension of cybernetic systems towards CPS is therefore explicitly
dealt with in literature since 2006–2007 and is constantly growing in popularity.
A short analysis of the main scientific journals’ editors about the evolution of the
number of publications in journals directly dealing with CPS shows a fast and
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global evolution and a constant raise of the number of papers all along the last ten
years (Fig. 1). All along their development, more synthetic definitions were sug-
gested, such as those of [2] or [3]. The recent one, suggested by [4], allows a clear
synthesis of the various aspects of this large concept, coupling in addition the
notion of services with CPS: “Cyber-Physical Systems (CPS) are systems of col-
laborating computational entities which are in intensive connection with the sur-
rounding physical world and its on-going processes, providing and using, at the
same time, data-accessing and data-processing services available on the internet”.

To do so, embedded software in CPS uses sensors and actuators, connect with
each other and with humans communicating via standard interfaces, and have
abilities of storage and processing of data coming from sensors or from the network
[5]. The main characteristics that can be expressed for general purposes CPS are
[6]: a high level of physical/cyber integration; data processing in each physical
components, because of generally limited resources of communication and/or
processing; high level of connectivity via cabled or wireless networks, Bluetooth,
GSM, GPS, Wi-Fi, etc.; adapted to multiple scales in time and space; able to
dynamically reconfigure or reorganize themselves; highly automated, in closed
loops; reliable or certified in some cases.

The notion of CPS is very wide and encompasses an extremely large class of
systems. As a matter of fact, numerous fields of research are relevant of this key-
word. This is probably a huge opportunity as it gives the possibility to create a
consistent ecosystem in numerous fields of applications, such as intelligent man-
ufacturing for example. However, there is a risk of scattering of research efforts
inside this wide notion. To overcome this eventuality, this article intends to
introduce an analysis framework aiming at classifying the various developments
found in literature and positioning them relatively in each application field.

Fig. 1 CPS concept
dissemination in literature
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First, the framework will be presented and the items defining the axes of the
framework are described. The last section introduces the application of the
framework to various examples of developments found in literature in order to
illustrate the use of the framework.

2 Classification

Analyzing the general functionalities that are to be expected from a CPS [7],
interesting aspects that could be used in the framework are expressed:

1. Integrated in its environment: record and evaluate physical data from sensors,
act or react to specific events on physical environment with actuators;

2. Efficient in its environment: specific to an application domain and enhancing the
capabilities and possibilities of the overall environment;

3. Connected to its environment: connect to a global network and to the other CPS
with digital tools in order to use available data and services in order to interact
with this digital environment;

4. Cooperating with its environment: equipped with multimodal human-machine
interfaces.

Based on this decomposition, the analysis framework will be detailed in the next
sections following these four main functionalities of CPS.

2.1 Integration Level

A classification of CPS in five categories (5C) according to the level of integration
it offers was presented by [8]:

• C1. At Connection level, CPS operate on a Plug and Play network and use data
provided by sensors on the network;

• C2. At Conversion level, CPS process data and aggregate them in a higher
semantic level;

• C3. At Cyber level, CPS can apprehend other CPS and their environment and
can interact with them in order to enrich their own data processing;

• C4. At Cognition level, CPS are able to process data in order to diagnose their
own state, based on simulations and a differential analysis of sensors data;

• C5. At Configuration level, CPS shall adapt on their own facing disturbances,
reconfigure or adjust their parameters in an autonomous way in order to get back
to a nominal behaviour as soon as possible.
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This classification was initially introduced in order to provide a step by step CPS
deployment tutorial, from sensing functionalities to functions creating more added
value. The total integration of these 5 levels in a CPS is currently extremely rare and
might not be pertinent in any situations. We suggest in this article to extend the use
of this functional decomposition and use it in order to evaluate the level of
autonomy and intelligence embedded in a given CPS. This constitutes the first
criterion of the framework that we suggest to define (C1 to C5).

2.2 Application Domain

A second classification criterion is defined as the application domain of the CPS.
This feature was already dealt with in numerous works in literature. Therefore, we
suggest using in this framework the list of potential fields established in a synthesis2

made by the NIST and the universities of Virginia and Berkeley:

• Communication: this field deals with every CPS aiming at designing innova-
tive communication means;

• Consumer: integrates all the CPS having an objective of modification of con-
suming habits of the customers;

• Energy: deals with all the applications in production or distribution of energy;
• Infrastructure: includes both works about buildings and civil engineering;
• Health Care: includes all the aspects of health care management;
• Manufacturing: includes all the aspects of industrial engineering;
• Military: focuses on the application in the field of security and Defence;
• Robotics: includes all the applications oriented towards robotics, whether

humanoid, production, service or mobile;
• Transportation: includes all the modes of transport, individual or collective, of

people or merchandises, urban traffic management systems, transportation
logistics and supply chains.

This criterion might be expressed as one or as the conjunction of two application
domains.

2.3 CPS and Humans

The objectives of systems integration evolved in the last few years, shifting from a
model where the system was intended to adapt automatically and be equipped with
reasoning and decision making capabilities aiming at replacing human ones to a

2http://cyberphysicalsystems.org.
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model where CPS are focusing on use scenarios fully involving the humans. Two
possible scenarios [9] were specifically designed.

In the first one (called Automation scenario), the human is guided by the CPS,
i.e. the global decision making process is performed by the CPS and the human
executes the operation himself. It is also a human that is responsible of the
implementation and maintenance of the CPS. In a manufacturing context, his
scenario corresponds roughly to an online and pulled flow oriented transposition of
the classical functions of planning and scheduling that can be encountered cur-
rently. This scenario is intended to fit well to the workshops implying a heavy
manual duty in a manufacturing environment targeting a high flexibility.

The second scenario (Tool scenario) emphasizes the human in the core of the
decision loop. The idea is to make the CPS being guided by a human initiated to the
cooperation with the CPS, but still actively assisting the human in the decision
making process. This scenario intends to fit the activities in which operations are
partially or fully automated, but where the operator’s expertise brings a significant
contribution notably in terms of agility and quality enhancement.

In both first and second scenario, it is the combination between calculation
abilities of CPS and communication with human capacities that enable the
enhancement of the performance of the cooperation system. Frameworks such as
HilCP2SC (Human-in-the-Loop Cyber-Physical Production Systems Control) are
being developed [10], in order to offer the possibility to integrate the preferences of
the human in a multi-objective decision making context led by the CPS. More than
a framework, it is probably necessary to modify the (manufacturing) distributed
systems design paradigm, using CPS reference models that need to be anthro-
pocentric, such as those suggested by [11] or [12] for example. Whatever the
scenario, a significant evolution of the tasks, qualifications and skills of the human
operators in charge of the cooperation with the CPS [13] is foreseen. Therefore,
basic and professional trainings of those operators needs to adapt in order to give
them the keys to efficiency in a problem resolution process, to have a more accurate
conscience of process interdependencies of which they are a link and to be able to
take regulated initiatives for self-organization in case of disruptions occurring in the
nominal working of the system.

Considering this criterion, a larger list was induced from the levels suggested
by [9]:

• Full: the human only has a role of supervision of the CPS, which is able to take
all the necessary decisions without any intervention of the human;

• Automation: the CPS guides the human during its task by taking most of the
decisions and leaves the functions of adaptation to the human;

• Tool: the human guides the CPS and is in charge of most of the decisions;
• Manual: CPS only provides data to the human, who is in charge of all the

decisions.

Classification of Cyber-Physical Systems Developments … 29



2.4 Last Criterion and Framework Expression

Finally, the last criterion that is suggested here covers a technological aspect of the
CPS relative to the communication technologies used to plug on the network. The
levels of this criterion are open, because of the constant evolution of available
technologies. The following levels can be cited as current examples of what can be
used: Ethernet, Wi-Fi, Zigbee, WSN (Wireless Sensors Network), GSM, GPS, etc.

With this last criterion, a 4-criteria-framework enabling to specify the character-
istics of a study relative to CPS is defined, and might be written in the following way:
{Functionalities; Domain; Interaction with human; Network technologies} (Fig. 2).

3 Framework Application to Current Literature

This section introduces examples retrieved from literature and illustrates the use of
the framework through an analysis grid. From this grid, an analysis is presented that
highlights the position of current research in the framework in several application
domains.

Fig. 2 Framework graphic view
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3.1 Analysis Grid of Current Literature

The articles exposed in this section are representative of the current developments
currently available in literature and specifically addressing the concept of CPS in
addition to some industrial applications inManufacturing. It is obvious that a lot more
applications can be encounteredwithout addressing CPS, but these are not included in
the limits of this analysis. Table 1 positions a dozen articles relatively to their level of
integration (C1 to C5) and their connection with humans (Full to Manual). For each
reference, the whole classification is also given (below in italic, Table 1) in order to
analyse the current advances relatively to the application domains.

3.2 Conclusions Drawn from the Analysis Framework

The first conclusion that can be drawn from this table is the high density of
applications between C2 and C4. Globally, it was expected to encounter relatively
few applications with C5 abilities, as these cover at the time being more perspec-
tives than actual possibilities. However, the low interest for C1 level is more
surprising. In parallel, the application domain of the sole C1 application is inter-
esting to notice. Health Care domain is a sensible field where autonomous CPS
might take time to be accepted. This is correlated with the fact that both the Health
Care applications found are in Manual and Tool modes, i.e. with a high interaction
with human operators who still has the last word during decision making.

Table 1 CPS developments examples classification

Full Automation Tool Manual

C1 [14] {C1; Health;
Manual; WSN}

C2 [15] {C2; Manufacturing;
Full; Ethernet}

[16] {C2; Health Care;
Tool; GSM}
[17] {C2; Manufacturing;
Tool; Wifi}

C3 [18] {C3; Transportation;
Full; WSN}

[19] {C3; Transportation/Robotics;
Tool; Radio}
[20] {C3; Manufacturing;
Tool; Ethernet}
[21] {C3; Manufacturing;
Tool; Ethernet}
[22] {C3; Manufacturing;
Tool; Ethernet}
[23] {C3; Manufacturing;
Tool; Zigbee}

C4 [24] {C4; Infrastructure;
Full; WSN}

[25] {C4; Transportation;
Tool; Ethernet}

C5
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At the other side, the Transportation field, aiming at providing autonomous
vehicles as CPS, is developing CPS with a high level of autonomy and relatively
few interactions with humans (Tool or Full), which is coherent with the objectives
of the end products. Same conclusions for Infrastructures, where the nature of the
product dealt with enables relatively rapidly the setup of a high level of autonomy.

In Manufacturing, a very high density of works is located around {C3; Manu-
facturing; Tool}, which seems relevant to the state of the art of such a domain.
What can be finally noticed is the lack of references in Automation mode. One
possibility is that such a mode requires the human to trust the CPS, which might not
be the case at the time being. However, it does not presume of the future appli-
cations which might implement massively this mode.

4 Conclusion

This article introduces a new analysis framework for classifying CPS applications
relatively to their cognitive abilities, their application field, the interaction with
human operators and finally the network technologies that are used.

This framework was described and applied to several examples retrieved from
literature. From the grid extracted from this analysis, several conclusions are drawn
for each encountered application domain, noticing that this framework globally fits
the main trends that can be spotted in each specific field.

The perspective of this framework is to extend the analysis to a wider class of
applications in order to refine the grid and provide a clearer and sharper outlook on
the research efforts in each application domains.
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Formal Modelling of Distributed Automation
CPS with CP-Agnostic Software

Dmitrii Drozdov, Sandeep Patil and Valeriy Vyatkin

Abstract This paper introduces the application of formal modelling to

cyber-physical systems for the purpose of formal verification of cyber-physical

agnosticism properties of decentralised automation software. Service-oriented cyber-

physical systems are modelled using the IEC 61499 function block architecture.

Then, the IEC 61499 model is represented in terms of SMV formal language, which

is verified using the nuXmv model checker. The timestamped events mechanism is

implemented in IEC 61499 using the existing syntax of the standard. The impact of

jitter on the behaviour of physical system is demonstrated in both simulation within

IEC 61499 execution environment and in counter-examples extracted from nuXmv.

The methodology presented in this paper creates the premise for automatic verifica-

tion of the cyber-physical agnosticism of systems.

Keywords Formal verification ⋅ Distributed automation systems ⋅ Cyber physical

systems ⋅ IEC 61499 ⋅ nuXmv ⋅ SOA

1 Introduction

Wired and wireless networking is becoming a necessary part of industrial con-

trol systems design and is one reason for which new cyber-physical approach to

modelling is required. As illustrated in Fig. 1, the phenomenon observed in cyber-
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Fig. 1 Cross-dependencies

and influences in

cyber-physical systems

physical systems is the variety of cross-dependencies and influences between physi-

cal processes, computational devices and communications, which needs to be taken

into account in the design and verification stage. Since most of the systems’ function-

ality nowadays is implemented via software, the ability of software to be agnostic to

the mentioned cross-influences is of high importance. An industrial motivation for

achieving invariance of cyber-physical systems’ (CPS) behaviour was presented, for

example, in the SmartGrid domain in [21, 28].

It has been demonstrated in a number of recent works, e.g. [4–7] that distributed

CPS with service-oriented distributed architecture can be efficiently modelled using

IEC 61499 function blocks, while [9] demonstrates the use of web-services in IEC

61499 applications and [10] shows a case study combining IEC 61499 and Arrow-

head SOA platform. In [27] the work started on addressing the cyber-physical agnos-

ticism (CPA) challenge of software design by finding an appropriate design archi-

tecture. By modelling in PtolemyII environment and by applying the time-stamped

events pTides semantics to the operation of control system, it was demonstrated that

disturbances on the physical system behaviour introduced by jitter in communica-

tion can be efficiently mitigated. The demonstration was achieved by simulation

of systems with jitter, by comparing performances of a conventional event-driven

model and by the time-stamped events semantics. This paper attempts to extend the

range of disturbances for which the stress-test of systems is performed by applying

more exhaustive model-checking instead of simulation. For that, formal model of

the cyber-physical system needs to be developed.

The paper is structured as follows. In Sect. 2 a brief overview of related works is

presented. Section 3 discusses implementation of timestamps without ground change

of the IEC 61499 syntax and then continues with addressing methods of modelling

timestamps in SMV modelling language. Section 4 presents details of the case study.

Section 5 presents modelling of the cylinder CPS case study in SMV, and Sect. 6

presents elements of timestamps modelling in SMV. The paper is concluded with a

summary, acknowledgements and references.
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2 Related Work

2.1 Invariance in Cyber-Physical System Design

The CPA demonstration in [27] extends the intentions of latency insensitive design

of (only digital) systems presented in [3]. These works are related to the large body

of works on networked event-driven controls, such as [1, 2], whose mathematical

apparatus can be used, although their motivation is completely different (e.g. saving

batteries of wireless sensor nodes).

2.2 IEC 61499

The IEC 61499 standard introduces a system-level reference software architecture for

distributed automation systems. The most essential claim of the IEC 61499 archi-

tecture is about minimizing developers’ efforts in deploying automation software

to different distributed architectures of hardware [22]. The event-driven activation

mechanism of FBs helps to preserve causality in distributed systems, which is an

important enabler of this distributed deployment transparency. This can be consid-

ered as a provision of cyber-physical agnosticism w.r.t. re-deployment of software

to different networking hardware configurations.

2.3 IEC 61499 Formal Modelling and Verification

The IEC 61499 architecture has been the target of numerous formal modelling and

verification approaches, started from works [17, 18, 24–26] which demonstrate the

potential of automatic check of system properties when distributed system recon-

figuration occurs. In particular, these works focus on physical mechatronic system

reconfiguration, which entails partial software evolution and may impact on the sys-

tem’s compliance with functional or non-functional requirements. For that purpose,

[10] emphasises the use of closed-loop modelling pattern where behavioural model

of plant is taken into consideration in order to verify properties relevant to the physi-

cal system’s behaviour. The early works on formal modelling of IEC 61499 were

summarised in the survey [14]. Subsequent works attempted to extend the mod-

elling framework by handling richer data types [13], by proposing comprehensive

automatic model-generation methods and tools [16]. Timing aspects of IEC 61499

modelling were also in the focus, for example in [23]. In [19, 20] IEC 61499 was

modelled with one of the most powerful model-checking language SMV.
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2.4 Time-Stamped Semantics

While cyber-physical systems can be modelled in the PtolemyII environment using

heterogeneous combination of continuous and discrete state domains (with pTides

semantics), implementation of such systems would require the corresponding modi-

fication of the implementation language, the IEC 61499, by extending its event con-

cept with timestamps. The corresponding attempts were made in [8, 15, 27]. While

these attempts require further harmonization we will be mainly relying on the version

of [27].

3 Timestamped Semantics for IEC 61499 SMVModels

For the objectives of this paper a simplified implementation of timestamps in IEC

61499 is used. For each event input or output of a function block an additional data

input/output of type TIME is introduced for transferring the timestamp between func-

tion blocks. In this way simulation can be conducted without changing the underlying

execution environment and tools of IEC 61499. In our case the nxtStudio environ-

ment is used.

3.1 Global Time in SMV Model

To control timestamp events, the incrementing global timer is introduced to the SMV

model. To bound the model state space, only the time interval from 0 to T_max is

considered during verification. The global time variable is determined by the rule:

TGlobal < Tmax ∨ 𝛾 ∨ (∧(Doi)) ⇒ TGlobal = TGlobal + Dmin (1)

Also, the rules for delay blocks’ timestamp changing were modified to stop any

execution after Tmax is reached. The listing in Fig. 2 shows the SMV code of time

scheduler with global time for two delay blocks.

4 Case Study

As a case study we continue the one cylinder example from [27]. It can be eas-

ily scaled up and put in the context of many real-life applications. It is schemati-

cally presented in Fig. 3. The function block application implements the control of
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MODULE TimeSchedu le r (D1o , D1i , D2o , D2i , be t a , gamma )
VAR V1 : i n t e g e r ;
VAR V2 : i n t e g e r ;
VAR DMin : i n t e g e r ;
VAR TGlobal : i n t e g e r ; g l o b a l t imes t amp
ASSIGN
i n i t ( TGloba l ) : = 0 ;
V1:= c a s e

D1o >= 0 : D1o ;
TRUE : Tmax ;

e s a c ;
V2:= ca s e

D2o >= 0 : D2o ;
TRUE : Tmax ;

e s a c ;

DMin := c a s e
V1 <= V2 : V1 ;
V1 > V2 : V2 ;
TRUE : 0 ;

e s a c ;
D1i := c a s e

( gamma & D1o > 0) & TGlobal < Tmax : D1o − DMin ;
TRUE: D1o ;

e s a c ;
D2i := c a s e

( gamma & D2o > 0) & TGlobal < Tmax : D2o − DMin ;
TRUE: D2o ;

e s a c ;
n ex t ( TGlobal ) : = c a s e

TGlobal<Tmax & (gamma & (D1o > 0 | D2o > 0 ) ) :
TGloba l + DMin ;

TRUE: TGlobal ;
e s a c ;
DEFINE Tmax := 3000 ;

Fig. 2 Time scheduler for two delay blocks

a “pneumatic cylinder with a retracting spring”, using a position sensor and propor-

tional valve actuator. The control tracks a certain desired position of the cylinder as

provided by the setpoint input SP of the FB Error. The sensor reading is obtained

and initially processed in the FB Sensor. Then it is passed to the FB Error by emit-

ting event. The FB Error calculates the difference between SP and current position

and passes it to the FB Controller that recalculates the control signal and passes it

to the Actuator FB.
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Fig. 3 Model of pneumatic cylinder with a network-connected actuator

5 Modelling of the Cylinder with PID Control
Application in SMV

Figure 4 shows the top-level model in nxtStudio. The one_cyl function block type

is the combined model of cylinder and controller which is to be converted to

SMV model for verification. Joystick (FB type ManControl) and CylView (FB type

HCylinder) are HMI modules used for real-time simulation in nxtStudio and are not

used for formal verification. However, to emulate input setpoint change (pos input of

the model), some additional SMV code was added manually to the model. Figure 5

shows the FB network of the verified model—combined cylinder and control.

The SMV model for the presented function blocks is generated automatically

using the fb2smv [11] converter, but as it does not fully support SMV models of IEC

Fig. 4 Function block

model of the cylinder CPS
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Fig. 5 Closed-loop model

Fig. 6 Cylinder position plot built from the counterexample data

61499 function blocks with time delay, additional code implementing time scheduler

[12] was added manually as shown in Fig. 2. The input set point initially has value 0

and at the time moment when Tglobal = 500 it is changed to 50.

Figure 6 shows the cylinder position plot built from counterexample data for the

SMV model with parameters as follows: time bound Tmax = 8000, sampling time

E_CYCLE.DT = 500. All time values are given in discrete model time units, which

can be considered as milliseconds on real time scale. The counterexample, generated

by nuXmv model checker is converted to table format in .csv file and MS Excel is

used to draw the plot.

6 Modelling Random Time Delay in IEC 61499

Following the approach of [27] we introduce the time-stamped events concept to

the application and compare its performance with the reference cases. In [27] the

comparison was done using the Ptolemy II modelling environment (Fig. 7). In this
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Fig. 7 PtolemyII model of three communication delay cases for comparison [27]

paper we make a step towards implementation and implement the same setup in

IEC 61499. As IEC 61499 does not support timestamp and random event delay

emulation, the application was modified to implement timestamps through standard

input-output data relations. Two CAT blocks: GetTimestamp and TimeDiff are intro-

duced and added to the cylinder-control model together with the E_DELAY func-

tion block which emulates communication delay between sensor and controller (see

Fig. 8). GetTimestamp CAT block outputs the time when REQ event was triggered.

TimeDiff block calculates the difference between input timestamp and current sys-

tem time when its REQ event is triggered and outputs this time difference to the

controller. Figure 9 shows the nxtStudio model of three cases combined, the ideal

case without any communication delay, the case with communication jitter observed

for the controlled with fixed sampling rate, and the case with delay and timestamps,

where the controller is using the DT parameter based on the actual communication

time calculated using timestamps.

The delay randomizer CAT block (randomizer1) is added to the model to generate

random communication delay value synchronously for two cases: cylinder model
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Fig. 8 IEC 61499 cylinder model with PID control and communication delay

Fig. 9 nxtStudio model of three cases
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with delay and model with delay and timestamps. Outputs from all three cases are

combined into one plot (drawn by the scope block) to make the comparison. The

randomizer1 block, after START event is triggered, generates a new random delay

value within the range [0;2000] milliseconds every 100 ms and passes this value

to delayed cases. This assures that the modelled delays are always similar for both

delayed cases and plots comparison is correct.

In SMV, the random delay is modelled by leaving the E_DELAY input DT unas-

signed; in this case, the verifier will consider all possible delay values. However, to

reduce the model state space when the delay range is relatively wide, the DT input

can be assigned only with some key values instead of all possible values within the

range.

7 Conclusion

Preliminary results on modelling of cyber-physical systems with jitter in the SMV

modelling language are presented. The paper exemplifies the methodology using a

simple cylinder example. The initial results are promising both in terms of modelling

the jitter in CPS by means of SMV, and modelling the mitigation measures such as

use of the time-stamped semantics in IEC 61499 and subsequent modelling of it in

SMV. Future work will include definition of metrics of cyber-physical agnosticism

and their representation in specification languages supported by the nuXmv model-

checker. These steps will be followed by comprehensive verification trials of the CPA

properties of CPS controlled by the IEC 61499 extended by the time-stamped events

semantics.
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Industrial Cyber Physical Systems
Supported by Distributed Advanced
Data Analytics

Jonas Queiroz, Paulo Leitão and Eugénio Oliveira

Abstract The industry digitization is transforming its business models, organiza-
tional structures and operations, mainly promoted by the advances and the mass
utilization of smart methods, devices and products, being leveraged by initiatives
like Industrie 4.0. In this context, the data is a valuable asset that can support the
smart factory features through the use of Big Data and advanced analytics
approaches. In order to address such requirements and related challenges, Cyber
Physical Systems (CPS) promote the development of more intelligent, adaptable
and responsiveness supervisory and control systems capable to overcome the
inherent complexity and dynamics of industrial environments. In this context, this
work presents an agent-based industrial CPS, where agents are endowed with data
analysis capabilities for distributed, collaborative and adaptive process supervision
and control. Additionally, to address the different industrial levels’ requirements,
this work combines two main data analysis scopes: at operational level, applying
distributed data stream analysis for rapid response monitoring and control, and at
supervisory level, applying big data analysis for decision-making, planning and
optimization. Some experiments have been performed in the context of an electric
micro grid where agents were able to perform distributed data analysis to predict the
renewable energy production.
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1 Introduction

The technological advances and reduced costs for collecting, storing, sharing and
analyzing data, as well as the mass adoption of digital and internet based services
by consumers, enterprises and governments have led to a digital transformation of
the economy [1]. This process, called digitization, is drastically affecting companies
and industries, requiring the transformation and reshaping of their business models,
organizational structures, as well as their operations, where the traditional rela-
tionship they have with their products and customers has been changed to become
continuous and unbounded, throughout the products’ life-cycle [2]. In this domain,
the digitization has been powered and promoted by the advances and the mass
utilization of embedded and networked sensors and cloud computing technologies.
It has also contributed to a considerable increase in the access and availability of
diverse types of data and information, as well as with the emergence of the smart
devices and products, which are mainly researched within the context of the Internet
of Things (IoT) and Services [3].

Furthermore, these concepts go beyond the industrial domain (smart factories,
machines and products), covering buildings and homes (smart buildings) and even
complete cities and their infrastructures (smart cities, transportation and grids). In
the digitized industry, data represents the main factor responsible for the changes
and transformation in both its operations and businesses and because of this it
should be understood and actively managed as a valuable asset that can leverage the
generated value [4]. In this sense, the data from smart machines and products has a
great value, which can be further increased when integrated and combined with
other data, e.g., from historical and others external, contextual and enterprise
information [2]. Additionally, the high volume of data, which some years ago was
underused mainly because of the lack of tools and expertise to process and analyse
it, nowadays can have its fully value extracted through the use of Big Data and
advanced analytics approaches [5, 6].

In this context, data analysis has been widely applied in industrial domain, e.g.,
at operational level for process monitoring, diagnosis, optimization and control, and
at business level for customer relationship management, supply chain, sales and
others [7, 8]. For example, the continuous analysis of the available data in industrial
environment can enhance the operation management, as well as online products
reviews can be analysed to improve the way companies treat their products and
customers, optimizing and enhancing their profits. According to [4] the use of Big
Data and advanced analytics can result in 20 to 25 percentage increase in pro-
duction volume and up to a 45 percentage reduction in downtimes.

These new concepts of smart machines and products require industries to build
and support several new technologies and infrastructures. Among them, data
management (e.g., retrieval, integration and analysis) comprises an essential
requirement to support the smart capabilities and features, which pose several
challenges, regarding mechanisms to integrate distributed, heterogeneous, dynamic,
and stream data sources [6]. Also, a cloud-based infrastructure can support all the
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remote and local software features, such as the monitoring of health and perfor-
mance, diagnostic, remote control, optimization and reconfiguration strategies and
algorithms, as well as to enable the autonomy of smart products and machines,
enabling them to learn and adapt to their environment, user preferences and operate
on their own, which are essential requirements to achieve Industrie 4.0 goals [9,
10]. All these aspects should be combined to develop supervisory and control
systems capable to support the management of the large amount of heterogeneous,
distributed and dynamic components, as well as the processes and operations,
which are constantly subject to disturbances or evolving to attend new require-
ments, optimize and ensure the quality of outcomes and reduce the downtimes. In
this context, Cyber Physical Systems (CPS) [10] propose the integration of physical
and virtual worlds to support all these requirements and capabilities, by embedding
computational elements in physical entities and connecting such entities in a
cloud-based infrastructure, aiming to provide a more effective management of the
physical environment and their processes.

In order to realize the CPS features, namely self-adaptation, reconfiguration,
responsiveness, fault tolerance, automated diagnosis and proactive maintenance
[10, 11], Multi-agent systems (MAS) [12] have being pointed as a suitable
approach. In MAS, several autonomous, collaborative and self-organizing
decision-making entities called agents interact and exchange knowledge to
achieve their goals [12]. Additionally, MAS employ standardized communication
interfaces and protocols which ensure more flexibility, modularity and openness for
such systems. The application of agent-based technology in the industrial domain to
solve problems related to production automation and control, supervision and
diagnosis, production planning, and supply chain and logistics, is surveyed in [13,
14], and has been covered by the field of Industrial Agents [15].

While most of existing works focus on the design of CPS control approaches,
this work intends to contribute with the issues and challenges related to the
supervisory aspects, considering the advanced data analysis as a key enabler for
these systems’ smart features. The main objective is to provide a conceptual model
to support more intelligent and adaptive supervisory and control industrial CPS. For
this purpose, this work addresses two industrial levels, combining two main data
analysis scopes: (1) at operational level, applying distributed data stream analysis
for rapid response monitoring and control, and (2) at supervisory level, applying
more robust and big data analysis for decision-making, planning and optimization.
This advanced distributed and collaborative data analysis approach proposes to
endow agents with data analysis capabilities and cooperation strategies, enabling
them to perform local and collaborative data analysis, continuously improve and
dynamically adapt their capabilities, based on the aggregation of knowledge. Some
experiments in the context of an electrical micro grid have being performed where
the preliminary results show that agents are able to perform distributed predictive
data analysis of renewable energy production.

The rest of the paper is organized as follows. Section 2 presents the main
concepts of the proposed approach for the distributed advanced data analysis.
Section 3 overviews and discusses the preliminary experiments and results by
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considering an electrical micro grid case study. Finally, Sect. 4 rounds up the paper
with the conclusions and points out the future work.

2 Combining Data Analysis and MAS to Realize
Industrial CPS

Considering the issues previously discussed, this work intends to design and
develop an agent-based data analysis approach towards a flexible and adaptive
industrial supervisory and control CPS, capable to cope with the requirements of
Industrie 4.0. Additionally, this approach is more concerned with the supervisory
and monitoring aspects than with the system and process control, covering the
models and mechanisms to obtain and provide the required information for process
management and decision-making, based on the data of different industrial
automation levels.

2.1 Agent-Based Data Analysis Powering Industrial CPS

The design of the proposed approach requires the consideration of some essential
requirements and features related to ongoing and upcoming challenges and issues
raised by the Industrie 4.0 vision, as illustrated in the left side of Fig. 1. Such
features cover different industry automation levels that can be generalized in the
operational level characterized by the monitoring and control of processes, and the
supervisory and business level, characterized by the supervision of the whole plant
and its operation, integrated with the business management. These two levels
present specific characteristics and requirements which are covered by CPS prin-
ciples (Fig. 1—centre), where the operational level is mainly related with the
physical world, characterized by the IoT and their smart devices, also demanding
the processing and analysis of real time data streams [16] in order to attend the rapid
response monitoring and control requirements. On the other hand, the supervisory
level is hosted in a virtual world defined by a cloud-based infrastructure where
robust software applications are used to attend the requirements of complex system
management and high level information for decision-making, supported by big data
analytics.

In this approach, MAS and Data Analysis (DA) (Fig. 1—right) are the basis
technologies proposed to address the requirements and features envisioned by
Industrie 4.0, and also taking in consideration the CPS principals. The first provides
the conceptual framework to realize the underline system infrastructure that is
required to achieve the desired flexibility and adaptability levels, while the second,
provides the proper tools capable to analyse and obtain the required information to
fulfil the desired system functionalities, also taking advantage of the increased data
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availability. In general, MAS and data analysis have been used successfully but
separately to address several issues in industrial domain. In particular, MAS is used
to develop adaptive and intelligent control systems, while data analysis provides
effectively data-driven decision-making algorithms. In this sense, several works
leverage and discuss the potentials and how the integration of them can provide
better solutions [17].

Besides combining MAS with DA, this approach also intends to address two
data analysis scopes: Big Data and Data Stream analysis. The first is related with the
analysis of great volumes of heterogeneous data to extract valuable information for
supporting the decision making, optimization and planning, while second is related
with the analysis of the continuous incoming operational data, at real or near
real-time, providing simpler information, but addressing the process’ monitoring
and control rapid response requirements.

In this context, there are already some works that cover the combination of these
data analysis levels. For example, the lambda architecture that is proposed in [18]
to address Big Data batch processing and real time data stream processing was
adapted by [19] for an architecture of recommender systems, and also by [20] for an
architecture to a data analysis system for a vehicular network. Other works discuss
similar approaches, e.g., in [21] a distributed highway traffic stream mining system
is presented that considers a central server to perform more robust DA tasks and
support the monitoring components at lower level.

In this context, other desired features that can be achieved by the combination of
MAS and data analysis include (see Fig. 1—right): MAS infrastructures for dis-
tributed DA, and multi-algorithm, plug&play and continuous models’ improving.
The first focuses on the use of MAS architectures and organizations to support and
enhance the various data analysis phases, providing a flexible and scalable data
analysis infrastructure. For example, agents can be employed to perform, in a
distributed and cooperative way, the data retrieval, pre-processing, integration and

Fig. 1 Essential requirements and features of the proposed approach
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analysis. The second comprises three related aspects which focus on the use of
MAS to provide a dynamic and adaptive infrastructure to perform DA. For instance,
the use of multiple DA algorithms and models, e.g., one per agent, which can
perform the same task over the data, and at the end the results could be combined to
obtain more accurate information. Also, the use of MAS to provide an open and
dynamic infrastructure that enables the seamless addition (plug&play) of new
algorithms and data sources to the system, as well as mechanisms and algorithms
that enable DA models to be continuously updated to fit the environment’s
dynamics.

While the previous features are more related to infrastructural aspects, there are
also others related to industrial supervisory and control aspects. In Fig. 1, the
distributed decision-making and support element comprises coordination and
negotiation mechanisms and algorithms for agents based on distributed and local
DA, and takes collaborative decisions for the monitoring and diagnosis system’s
conditions. In this sense, agents could use different DA algorithms and model to
analyse environment variables, interacting with other agents to enhance or rectify
the outputs. The pattern recognition, anomaly detection and prediction element
represents the common application of DA for monitoring, prediction, diagnosis and
to obtain additional information about the environment and the conditions of its
elements, usually aiming at identifying problems and possible system improve-
ments, while the dynamic control of complex environments element comprises the
support of dynamic adaptation and optimization of operations and processes in face
of changes in the operating conditions.

2.2 Agent-Based Model

Considering the features and requirements analysed in the previous section, an
agent-based model is proposed (Fig. 2—left), comprising two layers of agents and a
set of components that define the agents’ capabilities (Fig. 2—right). In the left side
of Fig. 2, at the lower layer, agents are in charge of stream data analysis providing
simple information about the processes (e.g., operation status, triggers and events),
but attending rapid response constraints. In this layer, each agent is responsible to
retrieve and analyse the data from process devices, in order to support monitoring
and control actions. These agents could be embedded into devices to perform
distributed data analysis and intelligent monitoring, cooperating to identify prob-
lems or provide information about the system. At the upper layer, agents are
responsible to process and analyse great amounts of historical and incoming data
from plant operations, business and also contextual or external data, in order to
provide information for high level decision-making, systems optimization or
activities planning (e.g., performance, quality or degradation indicators, event
diagnosis, trends and forecasts). These agents could be deployed in a cloud-based
computing environment, taking advantage of such kind of infrastructure and other
tools to perform their tasks and also to manage the lower level agents.
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In this approach, the agents of each layer comprise three modules (Fig. 2—right)
that group a set of specific components, which define the agent behaviours and
capabilities. The Data Analysis module defines the components that perform DA
tasks, the Decision module defines the components that process, organize and
consolidate the analysis outputs, and the Execution module defines the components
that use the consolidated information to act in the environment. Agents from both
layers have two common components, Raw/Operational data and Inter agent
communication, responsible to retrieve external data from the environment and
manage the agent interaction, respectively.

The proposed model comprehends only two types of agents, the lower and upper
layer agents, with their monitoring and supervisory capabilities, respectively. In this
sense, this model doesn’t suggest any specialized role for the agents, which is
application dependent, i.e., given an application other capabilities can be added to
each agent in order to address its role in the application. For example, in a man-
ufacturing system, the agents responsible to monitor the machines should present
additional components that are different from the agents that monitor the products.
In the model presented in Fig. 2, the Execution module generalizes where these
specific components should be defined. This module is not detailed here, since the
components of this module are application dependent and also the focus of this
project is in the data analysis aspects.

The components of lower layer agents were designed to provide desired features
like collaborative and scalable data analysis for a real-time monitoring and control,
as well as a local autonomy and intelligence, required for the system’s dynamic
adaptation. In this sense, the components of lower layer agents Data Analysis
module comprise:

Fig. 2 Agent-based data analysis approach for adaptive industrial supervisory control systems
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• Preprocess Integrate, which prepares the raw data to be analysed through the
application of algorithms and methods for filtering, features extraction, data
transformation and integration, as well as other pre-processing tasks that should
be implemented by this component;

• Analyze Data, which performs several types of data analysis, such as classifi-
cation, prediction, clustering. This component implements the methods required
to continually apply the analysis models using the available data (provided by
previous component), in order to obtain information that will be used by the
agent to take actions and to monitor the related components. This component
can be simple, using a single DA model, or more complex using and combining
several data analysis models;

• Analysis models, which comprises all the data analysis models used by the agent
Analyze Data component. One agent can have several models that can be used
simultaneously (e.g., an agent could apply multiple models and combine the
information for better results) or for specific context or environment condition,
which should be defined by the Context aware component;

• Evaluate results, which assess the analysis model accuracy to improve the agent
data analysis capabilities (e.g., by comparing the model output with a system
feedback). The results of this process could be used by the own agent or sent to
others, in order to improve its analysis models, if their accuracy were not good
enough as before;

The decision module defines the components that process, organize and con-
solidate the analysis result, comprising:

• Interpret, which contextualizes and makes assumptions over the analysis out-
puts. It should implement the required decision making mechanism to enable the
agent to handle with multiple, complementary, contradictory or incomplete
information;

• Collaborative analysis, which realizes if the agent needs any kind of informa-
tion that can be provided by other agents, taking the required actions by
interacting with other agents, to support its analysis tasks, decisions and actions;

• Context aware, which provides a local knowledge to support the tasks of the
other components. It provides all kinds of contextual information, such as the
current state or condition of the environment, its components and operations,
including system and user requirements and business rules, in a passive or active
way.

Like in the lower layer, the agents’ components of upper layer were designed to
attend some desired features regarding the analysis of aggregated data from dif-
ferent sources in order to obtain high level information for assisting the
decision-making, system optimization and planning tasks. In this sense, the data
analysis module comprehends the following components:

• Supervision, which receives data analysis outputs and monitoring information
from lower layer agents and uses it to obtain the status of a component, an
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operation or the whole system. This higher level information is used by these
agents to support their tasks;

• Improve models, which (re)builds or (re)trains data analysis models used by
lower layer agents, based on their feedback. This component can provide
information about the confidence of the analysis outputs provided by lower level
agents;

• Big Data analysis, which considers data from different sources, including
contextual, external and historical data, as well as current data and events
coming from lower layer agents (that can be firstly aggregated by the Super-
vision component), in order to extract information for a broader context;

The decision module of upper layer agents is responsible to monitor the system
components (e.g., agents or devices) to support the system dynamic adaptation and
comprises the following components:

• Knowledge, which keeps the knowledge related to operational and technical
characteristics and constraints associated to some parts or the whole system;

• Distributed diagnose, which compiles and provides information about the
conditions of some parts or whole system, and suggests actions and their pos-
sible consequences in the system (what-if information). It also considers the
information provided by the other components to interact with other upper layer
agents to collaboratively identify and diagnose the whole system conditions.

3 Preliminary Experiments and Results

The described approach is being validated on a case study in the context of an
electric micro grid comprising some wind turbines and photovoltaic panels. In
micro grids, distributed and flexible approaches capable to manage the local
requirements and autonomy of each micro grid node and at the same time assure the
global micro grid energy efficiency and self-sustainability are needed. In this
context, one challenge is the integration and analysis of multiple distributed data
streams produced by energy resources (micro grid nodes and their energy ele-
ments). Another challenge regards the prediction of renewable energy production
and consumption that are directly dependent on the intermittent weather conditions.
It means that the accuracy of the predictions is lower for future time periods,
requiring the dynamic adaptation of the system for the current conditions.

In this sense, the proposed approach can address the global and local require-
ments and features. The use of agent-based approach can provide the required
distribution and flexibility to manage the autonomy of each grid node and their
energy elements. Additionally, the use of advanced data analysis approaches can
provide the appropriate tools that can take advantage of the large amount of data
streams produced by the energy elements to obtain the necessary information to

Industrial Cyber Physical Systems Supported by Distributed … 55



support the management and control of the energy production, distribution, storage
and consumption.

The performed experiments only covered the lower layer aspects of the proposed
approach. In this layer, three types of agents were developed (see Fig. 3): Storage
(SA), Consumer (CA) and Producer (PA) agents, responsible to manage each kind
of electric elements. In this sense, each kind of agent can present different data
analysis capabilities according with its roles. For instance, CAs can perform the
prediction of the energy demand based on the user profile, while PAs can predict
the renewable energy production based on the weather conditions [22]. This
anticipated information could be used to support the energy distribution along
elements, as well as optimize the schedule/shift of loads, minimize peak demand
and even negotiate in an energy market or provide information to the main grid
operator manage the high scale energy generation. In the current experiments the
upper layer agents were not developed, however such information can be send to
these agents that will be in charge to perform such tasks.

In order to test the proposed approach, a simple simulation environment was
developed, where agents were implemented using JADE framework and data
analysis models using WEKA Java API. In this environment SAs and CAs
implement simple and static battery and consumption models, while PAs use real
data from micro grid photovoltaic (PV) panels and wind turbines to simulate the
energy production [22]. Also for the PAs different data analysis models were
developed for the prediction of renewable energy production using historical data,
as well as external data from weather forecasts. The historical data used in the
experiments comprehends three years of monitoring the renewable energy pro-
duction operations, which record one sample at each 5 min. The development of
prediction models was performed using four different algorithms provided by
WEKA (M5P, M5Rules, Linear Regression, and Multilayer Perceptron) [23].

The experimental results showed that PAs are capable to perform distributed
data analysis for different time scopes and goals. For instance, PAs performed

Fig. 3 Micro grid agent-based data analysis developed experiment
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short-term prediction of the energy production for the current 5 min period, 1 step
ahead (next 5 min period) and 3 steps ahead. The first aims at monitoring the
operational conditions of the production units to identify abnormality in energy
production, while the second and third aim at providing information to correct
energy imbalances. Also, through a mid-term prediction of energy production,
performed by integrating external weather forecasting data, PAs were able to
provide information about the amount of energy expected to be produced for the
next hour interval, which could be used by engineers, grid operators and other
systems to enhance and optimize the energy distribution [22]. During the energy
predictions, agents were able to continuously evaluate and improve their analysis
models.

Table 1 summarizes the results of the developed experiments, illustrating the
accuracy of the renewable energy production prediction, based on the models built
by M5P algorithm, which was the one that in general presented better results. The
high correlation coefficients (Corr.Coef.) illustrate the applicability of DA for
renewable energy production, while the relative absolute error (RAE) illustrates that
the prediction models presented better results for the short-term and the PV system,
which can be justified by the high instability of weather conditions which is higher
for the wind system. Even presenting a higher error rate for the long-term predic-
tion, using short-term prediction, the system can dynamically adapt its operation to
correct the imbalances. Most of the prediction deviation that was responsible for the
higher RAE in the PV system was observed in cloudy days. It means that the
prediction models should be tuned for these kinds of days, or even specific models
can be built for such days. In general, the wind system presented bad results, when
the days with high variable wind speed were the main responsible. Because of such
bad results the experiments were not performed for the next hour period.

4 Conclusions and Future Work

The increased industrial digitization and market demands for high customized
products and services have posed new requirements and challenges for industries
and companies. The Industrie 4.0 initiative is promoting the related concepts and

Table 1 The prediction performance for renewable energy production

PV system
Current step 1 step ahead 3 steps ahead Next hour

Corr.Coef. 0.990 0.991 0.977 0.951
RAE (%) 4.635 10.899 15.723 25.997

Wind system
Corr.Coef. 0.892 0.839 0.779 –

RAE (%) 38.157 40.252 46.128 –
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their benefits in order to improve the management of manufacturing processes and
operations, optimizing and ensuring the quality of outcomes and reducing the
downtimes. Among these technologies, the advanced DA and MAS can be used to
attend the Industrie 4.0 vision, contributing for the realization of industrial CPS
features, namely self-adaptation, reconfiguration, responsiveness, fault tolerance,
automated diagnosis and proactive maintenance. In industrial domains, MAS have
been used as a suitable approach to design and develop flexible and adaptable
industrial control systems, while data analysis is being used to provide effective
algorithms to support data-driven decision-making. In this context, this work pro-
poses the combination of these two technologies to design an agent-based data
analysis approach for intelligent and adaptive industrial supervisory control sys-
tems, where agents are endowed with data analysis capabilities to enable the
dynamic distributed and collaborative process supervision and control. Addition-
ally, to address the different industrial automation levels’ requirements, the pro-
posed approach covers two data analysis scopes, applying data stream analysis at
operational level, attending the monitoring and control rapid response requirements
combined with a more robust Big Data analysis at supervisory and business levels
to support decision making, planning and optimization tasks.

The preliminary experiments showed promising results, where several data
analysis capabilities were successfully embedded in agents, including the
self-improving of data analysis model. The agents were able to perform in dis-
tributed and collaborative mode the prediction of renewable energy production for
different time scopes, and use such information for the management of micro grid
nodes.

Future work encompasses the detailed specification of the mechanisms and
strategies to cover the more advanced aspects and features of the proposed
approach. Regarding the case study, it can be further explored, e.g., by developing
predictive capabilities for CAs and SAs in order to manage energy consumption and
power storage of micro grids nodes, also extending the preliminary experiments in
order to validate and assess other aspects. Moreover, it is intended to explore
another case studies scenario in the manufacturing domain.
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Gap Analysis on Research and Innovation
for Cyber-Physical Systems
in Manufacturing

Anna De Carolis, Giacomo Tavola and Marco Taisch

Abstract In defining the Roadmap of the Research Priorities for adoption of CPS
in manufacturing industry, it is crucial to identify the key elements preventing a fast
and smooth transition from the current status to the desired one. In such complex
environments characterized by many industrial sectors and processes, external
factors and social/economical influences, it is important to address only the main
issues to achieve the result. This paper is aiming to illustrate the results of the Gap
Analysis activities carried out in the sCorPiuS (http://scorpius-project.eu/) project.

Keywords Cyber-physical systems ⋅ Gap analysis ⋅ Research roadmap ⋅
Manufacturing industry

1 Introduction

Manufacturing is a key asset for Europe: it is a backbone for research, innovation,
productivity, job and GDP creation and exports. De-Industrialization hit Europe,
but EU initiatives decided since the beginning of the crisis are aiming to reverse the
trend. Cyber-Physical Systems (CPS) are one of the key and most promising
enabling technologies for the transformation of manufacturing companies towards
the fourth industrial revolution [1, 9]. In fact, their intrinsic potentialities allow them
to obtain a relevant role for the digitalization of manufacturing environment, pro-
viding higher value essentially in three main dimensions: smart product, smart
manufacturing and changes in business models [6]. Such opportunities are guar-
anteed by CPS’ ability to integrate physical objects with computing, memorizing
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and communicating elements supported by actuators and connected each other via
web. Several challenges need to be addressed in order to spread the adoption of
CPS allowing achieving major breakthroughs, both from the technical (i.e. security,
human interaction, robust connectivity) and business perspectives [2]. Additionally,
specific types of Obstacles related with macro-dynamics (social, economic or
technological) or with legal compliance have been found. For this reason, these
breakthroughs and obstacles have been grouped in clusters defined in order to better
scope and identify the potential existing gaps which limit CPS implementation.
These are the six main clusters identified in sCorPiuS State of the Art on
Cyber-Physical Systems, 2016 [7]:

(1) New data-based services and business models, which refers to the CPS ability
to open new business opportunities, allowing companies to be closer to cus-
tomers’ needs by offering them high customized and value added services;

(2) Data-based improved products, which allows companies to obtain feedback in
real time from product usage and thus to allow them to create ad hoc services
and customized products thanks to the higher visibility level obtained;

(3) Closed-loop manufacturing, which affects also other stakeholders in the value
network, such as suppliers and customers;

(4) Cyberized plant/“Plug & Produce”, which allows companies to obtain a full
flexibility and reconfigurability of the production environment and to facilitate
operations management optimization;

(5) Next step production efficiency, which enables a better utilization of factory
assets and so a more efficient production system;

(6) Digital ergonomics, which entails different consequences for workers, such as a
faster knowledge transferring, the improvement of worker experience and of
support at work and the operative complexity reduction.

This paper is aiming at illustrating the results of the gap analysis carried out in
the sCorPiuS project in order to describe and to link breakthroughs coming from
CPS implementation with the related obstacles that limit their adoption in
manufacturing.

2 Methodology

This chapter describes the approach for analysis and identification of existing gaps.
These gaps can be considered as the missing links between the strategic break-
throughs CPS adoption may bring into Manufacturing industry and the major
obstacles to their achievement into the overall frame of the sCorPiuS vision [8]. The
identification of the gaps is the result of the sequence of steps listed below carried
out in the early sCorPiuS project phases:
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1. Consolidation and validation of output from the state of-the-art analysis,
knowledge capture events and experts’ interviews;

2. Identification and definition of clusters collecting the main characteristics of
breakthroughs and obstacles;

3. Identification, for each cluster, of some sub-clusters gathering breakthroughs
and obstacles elements. The idea is to have a set of homogeneous groups of
specific identified breakthroughs to match with specific subset of obstacles. In
the crossing, the gap to overcome in order to remove the obstacle and achieve
the envisaged result is identified

Crossing breakthrough and obstacle sub-clusters and selecting the most signif-
icant intersections will point out the researched gaps.

3 Gap Analysis Results

Cluster 1: New data-based services and business models
Crossing the identified breakthrough sub-clusters with each obstacle sub-cluster,
one main gap arises. CPS could generate new business opportunities driven by
product sense systems and service-oriented business models, but their costs and
benefits are currently not well evaluated and therefore the return on the investment
(ROI) is still unknown and difficult to predict (Table 1).

This obstacle mainly limits both the achievement of technical and technological
innovative systems and potential results from new business opportunities.

Table 1 New data-based services and business models—Gap

New data-based services and business
models

Obstacles
CPS
embedded
complexity

Need of
guidelines and
risk of
disillusion

Uncertain ROI—
benefits and
obstacles not
clear

Breakthrough Active information and
big data generation
Customer driven
responsive business
models
Digital business
ecosystems for sensing
products/services

1

Distributed collaboration
—horizontal and vertical
integration
Predictive management
Socio-economic changes
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Cluster 2: Data-based improved products
From the analysis carried out, it is possible to identify two main gaps that need to be
further explored. The first one arises from the intersection between “Data-driven
products use/maintenance (MoL)” and “Communication problems—smart products
versus old factories”. Embedding CPS in final products could simplify communi-
cation and information exchange among products and between factory and prod-
ucts. In this way, companies could have visibility on the way their products are
used, give customers guidance and help in case of malfunctioning and also inform
customers when preventive maintenance is needed. However, the main problem is
that, although embedded products are relatively easy to produce, the old factories
are not so easy to modernize. In fact, letting a product communicate with others and
with the factory is not enough; factories that are able to understand are the real
missing part [3, 4].

The second gap comes from the match between “Improve quality and added
value of the product” and “Complexity versus usability”. In this case, CPS ability to
improve quality and value added of the products is limited by their intrinsic
increasing complexity (Table 2).

Cluster 3: Closed-loop manufacturing
Through the crossed analysis of breakthrough and obstacle sub-clusters, two main
gaps emerge (see Table 3). CPS could facilitate communication within and beyond
the factory, allowing people to take decisions in a decentralized way. However, data
security, privacy and safety problems have a high impact on the achievement of
these benefits. In fact, they have been selected as primary cause of the missing
implementation of decentralized decision systems. The second gap shows that
integration and interoperability issues affect potential benefits of horizontal and
vertical integration. In other words, rapid integration enabled by ubiquitous com-
munication and integration infrastructure enabling closed-loop manufacturing
cannot be obtained mainly due to difficulty in realizing interoperable systems. Other
problems related to this topic are the value chain technological fragmentation, data
security, privacy and safety.

Table 2 Data-based improved products—Gaps

Data-based improved products Obstacles
Complexity
versus
usability

Communication problems—
smart products versus old
factories

Breakthrough Data-driven product
use/maintenance (MoL)

2

Data-driving processes
Facts and Feedback based
design and production
Improved quality and
added value of the product

3
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Cluster 4: Cyberized Plant/“Plug and Produce”
From the analysis of the breakthroughs and obstacles included in this Cluster, a key
topic needing further studies is related to the benefits from the plant flexibility such
as the ability to enable the information sharing between devices and the
self-reconfiguration of the stations. The Cyber-Physical flexibility enables the rapid
intervention at shop floor level by means of augmented reality solutions. These
opportunities are hard to be reached mainly due to difficulties in terms of time,
effort and costs of transforming the current production systems in a cyberized
environment as well as limits related to the uncertain performance reliability and
availability of the systems. The same obstacles also affect the prediction and
forecasting of the plant behaviour and its related benefits without being a specific
gap. Another area requiring further research is related to the system and process
reconfigurability. In fact, to obtain a fully reconfiguration of the production envi-
ronment, some characteristics (layout, working conditions, operators activity) of the
environment have to be changed, and this could create potential risks for workers
and system security (Table 4).

Cluster 5: Next step production efficiency
Regarding the 5th cluster identified, the “Legacy and old technologies CPS
migration” obstacle represents the main limit to the CPS ability to improve energy
efficiency and to optimize plant operations. This is because it makes difficult to find
solutions for an efficient and cheap integration of CPS in brownfield plants
(Table 5).

Cluster 6: Digital ergonomics
The identified gaps concerning this Cluster are reported in Table 6. The first one
considers the advantages for workers, which are facilitated in doing their job and
take decisions thanks to the human automation co-working, limited by problems
related to their safety and by the lack of new regulations in terms of security, while
the second one concerns the system over-functionalities that could limit the
reduction of management complexity.

Table 3 Closed-loop manufacturing—Gaps

Closed-loop manufacturing Obstacles
Integration and
interoperability issues

Security, privacy
and safety

Breakthrough Autonomous
decentralized decisions

4

Customer in the loop
Flexible, resilient and
agile value chain
Horizontal and vertical
integration

5

Real time control from
data availability
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3.1 Additional Findings

Carrying out the analysis of Obstacles associated to Breakthrough executing the
Gap Analysis Exercise, some other types of Obstacles have been identified as
related with macro-dynamics (social, economic or technological) that this study

Table 4 Cyberized plant/“Plug & Produce”—Gaps

Cyberized plant/“Plug &
produce”

Obstacles
Difficulties in
transforming
the current
plant into
CPS

Legacy,
integration and
Extreme
Performance
Requirement

Safety
and
security
limits

Uncertain
performance
reliability

Breakthrough Cyber-physical
flexibility

6 7

Full transparency
Monitoring &
control
Prediction and
forecasting
Real time
information at
right place
Reconfigurability 8
Self-X (recovery,
learning,
analysis, ….)
Traceability

Table 5 Next step production efficiency—Gaps

Next step production efficiency Obstacle
Legacy and old technologies
CPS migration

Breakthrough Allow small lot sizes
Cyber-physical production efficiency
Improve energy efficiency 9
Plant operations optimization
Faster engineering process
Flexible equipment, agile processes
Improve logistics processes (reduce
failure, inventory)
Predictive problem solving
Real and digital fusion
Self-learning zero defect manufacturing
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could not expect to be addressed in a technology oriented research roadmap [5].
These categories are mentioned below.

Cultural, Educational and Perception: This issue can be addressed involving
schools and universities in a significant effort to spread awareness of CPS adoption
concepts in manufacturing and to bring CPS concepts outside the niche boundaries
of people of the specific sector.

Overestimation of costs: CPS technologies are considered “expensive” both in
terms of infrastructure and implementation, independently from the expected
advantages. In this respect (especially for SME), the opportunity for supporting
modernization investments should be considered.

Law, Regulations, Technology Enablers and EU Macro Economic Factors: this
part concerns the aspects that are beyond the technical and process perspective, like
legislation of CPS adoption, and liability of their utilization, both as provider and as
user.

Standards and certifications: as far as standardization is concerned, the defini-
tion or fostering existing standards is definitely a point that needs to be addressed as
the CPS technologies are not mature enough to have defined a clear de facto
standard.

Moreover, the increasing complexity of cyberized products and the commer-
cialization of products in many countries bring up the issue of product certifications
for each possible market. That could represent a major effort to undertake (espe-
cially for SME with limited production volumes).

4 Conclusions

The output of the analysis described in this paper can be summarized in Table 7.

Table 6 Digital ergonomics—Gaps

Digital ergonomics Obstacles
Complexity
(over
functionalities)

Data
security

Human
safety and
related
aged
regulations

Lack of
skilled
end
educated
workforce

Legacy
systems

Breakthrough Enhanced
humans
sensing and
intelligence

10

Factory in
my pocket

Reduced
management
complexity

11
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A short description of the 11 identified Gaps is listed below.
Uncertain ROI—Benefits and costs not clear—Missing KPI: In this new

context, it is crucial to provide decision makers of tools to forecast and monitor
benefits and risks. The challenge is the definition of simple and reactive tools and
methodologies, supported by a strong technology able to provide information about
the value of the investments.

Communication and Coexistence—smart products versus old factories: The
problem arises from the fact that these products are manufactured in “classical”
environments, not designed for supporting “smart” products. The question is how to
evolve the production environment to support the fast evolution of the complex and
poly morphed (hard components, software, services, eco-sustainability, etc.)
products.

Complexity versus usability: CPS enabling technologies and CPS related
process add a new level of complexity, not always perceived as part of the “core
business”. From that comes the need to a seamless, easy-to-use CPS environment to
be deployed in transparent way in the factory and along the value chain.

Table 7 Summary of Gap analysis exercise

Cluster Breakthrough Gaps

CL 1: New data-driven
services and business
models

Digital business
ecosystems for sensing
product/services

1. Uncertain ROI
Benefits and costs not clear
Missing KPIs

CL 2: Data-based
improved products

Data-driven products
use/maintenance (MoL)

2. Communication problems -
smart products versus old
factories

Improve quality and added
value of product

3. Complexity versus usability

CL 3: Closed-loop
manufacturing

Autonomous decentralized
decisions

4. Data security and privacy

Horizontal and vertical
integration

5. Integration and
interoperability

CL 4: Cyberized plant/
“Plug & Produce”

Cyber-physical flexibility 6. Difficulties in transforming
current plant into CPS based
systems

Cyber-physical flexibility 7. Uncertain performance
reliability

Reconfigurability 8. Safety and security limits
CL 5: Next step
production efficiency

Improve energy efficiency 9. Legacy and old technologies
CPS migrationPlant operations

optimization
CL 6: Digital ergonomics Enhanced humans sensing

and intelligence
10. Workers role and related
aged regulations

Reduce management
complexity

11. Management complexity
(over functionalities)
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Data Security and Privacy: CPS is dealing with big amount of data. A com-
plete new scale of magnitude of complexity arises from data management and
sharing to ensure that data are available, protected and reserved.

Integration and interoperability: It is necessary to interpret the integration and
interoperability along a much broader range in term of geographical spread, but also
as time horizon as CPS diffusion is challenging a new approach that involve a great
number of players, stakeholders and components.

Difficulties in transforming current plant into CPS based systems: Smart
products are going to be produced in existing facilities. What are the criteria to
define an evolutionary path for these infrastructures without impacting the process
performances and efficiency? There are required both a technological and a
methodological approach to such challenge.

Uncertain performance reliability: Although CPS approach promises a huge
increase in potential performance of the systems, it raises the question about the
reliability of the overall systems and the implication of a failure or a degradation of
their functions.

Safety and security limits: It is crucial to clearly identify collaboration patterns
between the human operator and automated systems in order to avoid possible
problems of safety on the shop floor, as more functions and operations are going to
be delegated to such autonomous systems.

Legacy and old technologies migration to CPS: At the level of the basic
monitoring, actuation and cooperation a dramatic change of the technologies or at
least their encapsulation is required to support CPS approach.

Workers role and related aged regulations: It is clear that the human factor
can contribute to make more flexible the CPS system or support it in case of
problems, but it is not clear how they can interact, with which interfaces. This is a
social megatrend that is challenging the profile of the classical “blue collar”, both
from the age perspective and for the knowledge of the workers.

Management Complexity (over functionalities): There exists a risk that the
complexity of the viewable context depletes the quality of the available information
to support the right choice. In fact, it is important that the huge amount of infor-
mation provided by CPS is made available when needed to who is actually con-
cerned and with the appropriate context to avoid wrong decisions.

The identification of the Gaps to overcome in order to achieve the envisaged
Breakthroughs in CPS adoption in manufacturing contexts is a key step for the
definition and the validation of the research priorities constituting the research
roadmap for adoption of CPS in manufacturing, as carried out in sCorPiuS project.

Acknowledgements sCorPiuS is supported by the European Union’s H2020 Framework

Program, under grant agreement no. 636906.

Gap Analysis on Research and Innovation for … 69



References

1. Gunes, V., Peter, S., Givargis, T., Vahid, F.: A survey on concepts, applications, and
challenges in Cyber-Physical Systems. KSII Trans. Internet Inf. Syst. 8(12), 4242–4268 (2014)

2. Hu, F., Lu, Y., Vasilakos, A.V, Hao, Q., Ma, R., Patil, Y., Xiong, N.: Robust Cyber–Physical
Systems: concept, models, and implementation. Futur. Gener. Comput. Syst. (2015)

3. Lee, E.: Cyber-Physical Systems—are computing foundations adequate?, p. 1–9 (2006)
4. Lee, E.: Cyber physical systems : design challenges. In: Proceedings of the 11th IEEE

International Symposium on Object Oriented Real-Time Distributed Computing (ISORC’08),
p. 363–369 (2008)

5. Lee, J., Bagheri, B., Kao, H.A.: A Cyber-Physical Systems architecture for Industry 4.0-based
manufacturing systems. Manuf. Lett. 3, 18–23 (2015)

6. Oettinger, G.: Europe’s future is digital. Hannover (2015). https://ec.europa.eu/commission/
2014-2019/oettinger/announcements/

7. sCorPiuS State of the art on Cyber-Physical Systems (March 2016)
8. sCorPiuS Vision white paper (March 2016)
9. Wang, L., Törngren, M., Onori, M.: Current status and advancement of cyber-physical systems

in manufacturing. J. Manuf. Syst. (2015)

70 A. De Carolis et al.

https://ec.europa.eu/commission/2014-2019/oettinger/announcements/
https://ec.europa.eu/commission/2014-2019/oettinger/announcements/


Redundant and Decentralised Directory
Facilitator for Resilient Plug and Produce
Cyber Physical Production Systems

Flávio Páscoa, Ivo Pereira, Pedro Ferreira and Niels Lohse

Abstract Cyber Physical Production Systems (CPSS) built on the concept of
“Plug-and-Produce” aim at delivering truly agile production systems. These sys-
tems are modular by nature and can be adapted based on changing requirements.
One of the challenges in this domain is how to store and propagate information
within CPPS. In this paper, a Redundant and Decentralised Directory Facilitator
will be introduced to provide the capability to store and broadcast the existing
system assembly capabilities. Additionally, this solution will provide redundancy
and delocalization of the assembly capabilities information. The model used is
described, as well as interactions, behaviours and deployment strategies. Finally a
validation scenario is presented and conclusions are discussed.

Keywords Cyber physical production systems ⋅ Decentralised directory
facilitator ⋅ Capability dissemination agent

1 Introduction

The need for agile production systems has resulted in creation of the Cyber Physical
Production Systems (CPPS) concept. This concept builds on the “Plug-and-
Produce” paradigm which uses the modular concept for production systems making
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them easy to configure and reconfigure [1, 2]. The equipment modules are cyber
physical units that are able to independently operate and interact with other units.
One of the most promising implementations for CPPS is the use of agent tech-
nology as a means to embed the intended intelligence to each individual module
and allow distributed control in a networked system [1]. This technology provides
the needed dynamic control capabilities as well as the necessary decoupling and
communication between modules. This means one can clearly represent each
assembly capability inside the control agent architecture as shown in [3].

A method to keep track, organize and disseminate the existing assembly capa-
bilities through the system is then essential to achieve optimal system functionality
and performance. This method will provide the information about all the existing
system assembly capabilities and available modules to all the agents in the envi-
ronment, which is critical for the emergent behaviour of the system.

One solution to accomplish this is a dedicated repository, where the information
about all the available assembly capabilities and modules can be stored, grouped
and organized, such as the JADE platform Directory Facilitator (DF) [4]. JADE is
the most common agent platform and has been widely used in the modular
assembly system domain [1]. The use of DF as part of the JADE platform is a
centralized service. The service has some limitations regarding the exchanged
message content, since it was designed to be quite generic, and therefore may not
provide optimal solutions for CPPS. Furthermore, having this centralized service
may cause issues in performance when system is scaled up as the DF has a limit of
100 as a response to a query [4]. More critically the use of a centralized approach
can cause bottlenecks when a considerable amount of requests are being made. This
will constitute a severe problem to the overall MAS performance, as delays on the
repository response propagate to the assembly process execution.

Another important consideration is that a central service repository has a single
point of failure, this means upon problems or malfunctions the CPPS will stop
working. This means that the system would not be resilient to problems, as it would
require some intervention with high potential of the system having to be stopped. In
fact the use of a central approach would be contra intuitive to the plug-and-produce
concept which is the basis for CPPS.

This paper reports on a Redundant and Decentralised Directory Facilitator for
Resilient as an extension of the available DF. This agent is called Capability
Dissemination Agent (CDA) and will provide agents the necessary information to
CPPS agents aiming at delivering resilient behaviour.

This paper is organised as follows: Sect. 2 specifies the requirements for the
CDA; Sect. 3 describes the CDA model, with details about interactions, behaviours
and deployment strategies; Sect. 4 presents the validation study; and Sect. 5 draws
some conclusions.
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2 Capability Dissemination Agent (CDA) Requirements

An effective way of providing and organizing all the assembly capabilities available
in a system is critical for enabling CPPS. These assembly capabilities are repre-
sentations that are used within the control environment as triggers for the assembly
processes. The use of the Skill concept [3] provides an established formalization for
this representation. This is the first step for the creation of a working CPPS,
therefore each CDA needs to contain this information and be able to provide it upon
request. However, availability of information for the modules does not guarantee a
resilient behaviour. Thus, it is proposed that multiple CDAs be present in any given
system, making the capability dissemination a distributed process. Therefore, a
method for the CDA to store and broadcast these Skills to other CDAs is then
required.

Due to the large amount of information that is expected to be stored, quick
mechanisms to store the information and access it are needed. This will ensure
performance targets can be achieved, since a slow CDA response to requests will
cause delays on the system functionality.

The CDA must provide a method for other CDA’s and other agents in the system
to know when a CDA is introduced or removed. This ensures the “life beat” of all
elements in the system, which is critical to deliver highly dynamic and agile sys-
tems. Additionally, this ability should to be independent of the platform where the
CDA is launched, as one expects multiple platforms to exist in a CPS environment.
This poses another implicit requirement which is the dissemination of when
modules are added or removed across all platforms. Only with those discovery
mechanisms can updated Skill information be maintained and distributed across the
system to deliver a resilient behaviour.

Due to the usage of agent technology, interactions between all the CDA and
other agents must be defined. This would allow them to communicate with one
another, allowing them to cooperate to achieve their individual objectives.

3 Capability Dissemination Agent Model

In a CPPS using agent technology, the assembly capabilities are executed by the
hardware modules present in the system. These modules are independent having no
knowledge about other modules and their capabilities. If each individual module
capabilities are propagated through the system to all its existing members, an
enormous number of messages would be exchanged, which could cause undesirable
system underperformance.

A place to gather and organize the distributed assembly capabilities available in
the system is then required. The proposed CDA is then used as an assembly
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capability gathering point, organizing and structuring the information, while
propagating it through the system. A CDA will then have the information about the
registered local capabilities. However, several CDAs can then be present.
Each CDA must also know the local capabilities registered in all the other CDAs.
This is obtained by regular information exchange between CDAs. Each CDA will
then have the knowledge about all the assembly capabilities available throughout
the system.

During the CDA life cycle, it is needed to always maintain updated information
about the entire system assembly capabilities. Only then can each CDA maintain an
accurate view of the assembly capabilities present in the system.

To establish the CDA model, one needs to know what interactions are required.
The need to clearly enumerate each of the available relations and interactions arises
so that its behaviours can be defined. Also, for this model, the Skill concept will be
used to represent the assembly capabilities [5]. The interactions that may occur with
the CDA can be seen in Fig. 1.

Any agent in the environment can register or deregister Skills within the CDA.
Queries about existing Skills providers can also be made. The CDA will broadcast a
message to the system informing it is born when it is first launched and a death
message when he leaves the system. Periodic messages regarding the internal
information status of the CDA will also be broadcasted.

These messages define the possible interactions with the CDA. Its analysis will
provide insight into all the required protocols. These protocols are the basis for
creating an agent behaviour model which uses the protocols to achieve the agent
objectives. Only with a clear and structured agent behaviour model will it be
possible to create, implement and run the intended CDA. The first step to obtain the
wanted model is to define the internal information each CDA needs to hold.

Fig. 1 CDA use cases overview
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3.1 Capability Dissemination Agent (CDA) Interactions
and Behaviours

All the interactions that may occur with the CDA need to be defined so that the
proposed solution is stable and scalable. These interactions are mainly created using
agent communication mechanisms which will be defined based on FIPA [6]. FIPA
covers generic agent interactions which will significantly facilitate the development
of the communication methods. For each interaction to be properly made, protocols
need to be established. These protocols will provide the means for each member in
the environment to interact with the CDA. FIPA establishes in its message contents
the necessary information for a reply to be sent to the specific agent. The remaining
message content is specific to each message and is defined accordingly.

• CDA Born Protocol—Consists in a broadcasted message to the network,
specifying that the agent is alive;

• CDA Registration Protocol—Consists in a registration message to the existing
CDAs, informing that it is in their neighbour;

• CDA Request Registration Protocol—Due to the dynamic environment, to
request another CDA registration, another message is sent. After this message,
the CDA Registration Protocol is used to finish this protocol;

• CDA Status Protocol—During a CDA life cycle periodic messages will be
exchanged between all the CDA in the system. This will allow them to know
about each other internal information status as well as their existence;

• CDA Request Status Protocol—When for some reason a CDA needs to know
other CDA internal information, it will use this protocol to obtain it;

• CDA Termination Protocol—When a CDA has a controlled exit of the system,
it will broadcast a message informing it. A message with the same character-
istics as the CDA Born message will be broadcast to the system;

• Skill Registration Protocol—When an agent knows how to execute some
Skills and wants other agents know about it, it will register these Skills in the
local CDA;

• Skill Deregistration Protocol—Same as above but with the objective to
deregister skills in the local CDA;

• Skill Query Protocol—When a member needs to know which agent can per-
form a Skill, it will query the local CDA using this protocol.

Having the internal information structure defined, and also how each CDA will
interact with other CDAs and other members in the system, it is now possible to
create the behaviours’ models to obtain the wanted CDA objectives.

The CDA requires a mechanism to broadcast messages to the system. Its
behaviours can then take advantage of this functionality. Each CDA is wanted to be
functioning independently from each other. Each CDA will be associated with a
different main container so that if one fails, the others can still keep functioning.
A CDA registered in a JADE main container [4] cannot send messages to agents
registered in others without previously knowing their individual address and names.
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A mechanism so that a CDA can broadcast messages to agents in other con-
tainers is defined. This will be obtained using the Ethernet UDP Protocol [7]. It will
provide a good performance approach as it does not requires connections to be
established and maintained through the system. While the UDP protocol is not
100% reliable, its usage within a controlled environment will prove itself to be
robust enough, as messages very rarely are lost. For this UDP broadcast to be
functional, all the system members will be part of the same network as well as
known the Group Port that the messages are sent and received through. All the
agents that want to receive these messages must be listening to this defined port.
Only with those prerequisites will allow that each message sent this way can be
correctly received. This will allow the wanted message to reach every agent in the
system, present in remote containers or in the local container, so long as agents are
listening.

3.2 Capability Dissemination Agent Deployment Strategy

The CDA deployment is defined and adjusted considering the analysed system. In
an extreme situation, a CDA for each module can be created. However, this implies
a massive communication load. On the other side if only one CDA is present, then
the system would not provide the necessary robustness. The deployment in the
system needs to balance between the message load and the level of redundancy in
the system. An overview of the CDA deployment strategies is shown in Fig. 2.

In this figure three strategies are considered. The left strategy has one CDA for
the entire system. This will represent the central repository approach that will bring
the MAS to a complete stop in the case of failure. The middle strategy has several
clusters formed having a CDA representing them; this will reduce the number of
exchanged messages across the system but at the same time providing some system

Fig. 2 CDA deployment strategies overview
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redundancy. The right strategy has a considerable amount of CDAs along with
other agents. This will guarantee the module level redundancy but will again
increase the number of messages exchanged between the existing CDA and make
meaningless the use of CDA.

4 Validation of Capability Dissemination Agent’s
Adaptability

The initial validation for the CDA functionality was obtained in the previous
experimental scenarios, as the CDA was used to store the system existing Skills,
and diffusing then through the system. To validate the re-adaptation capabilities of
the CDA, two stations will be used along with an external computer terminal.

Two CDAs will be initially launched, one in each of the two workstations. The
equipment modules will be represented as Resource Agents (RA), which are also
launched for each one of the stations. Afterwards, another CDA will be launched in
the external computer without any RA associated with it. Its sole objective will be
to display the information stored in its internal defined tables, and with that, observe
the CDA functionality. To be able to visualise the necessary functionalities, an
interface to display these tables was created, as seen in Fig. 3.

After the initial synchronization and information exchange, all the assembly
capabilities registered in each individual station CDA are known by the external
CDA. Also, their registered local skill providers are known.

Fig. 3 CDA tables information display before neighbour CDA removal
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All the system existing capabilities are known by the CDA. Next, one station
will be abruptly shut down. This will provide confirmation on the CDA capability
to readapt to partial system breakdowns. All the information regarding that specific
CDA is no longer available once the CDAs synchronized. The information that is
expected to disappear is shown highlighted by a red rectangle in Fig. 3.

The capabilities and skill providers associated with the removed station were
removed from the CDA tables as expected, and can be confirmed in Fig. 4, since
the top of the table has changed. The reintroduction highlighted in red in Fig. 4, is
achieved after the station is reintroduced in the system.

As observed in Fig. 4, highlighted by the red rectangle, the capabilities from the
new introduced system were correctly propagated and their existence acknowledged
by the external CDA.

This experimental scenario validates the proposed CDA model providing correct
propagation and re-adaptation to changes of the assembly capabilities. The dis-
covery mechanism fulfilled its task, as neighbours know when a new CDA was
introduced.

5 Conclusion

The use of a centralized approach for the storage of assembly capabilities in the
context of CPPS is a drawback for the realization of this concept. However it is
clear that the information needs to be stored and readily available for this concept to
work. This paper proposes multiple delocalized CDA to maintain the information of
all the system capabilities while being capable to readapt to changes. Each CDA

Fig. 4 CDA tables information display after neighbour CDA reconnection
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can communicate across different platforms and keep track of other CDAs, along
with their registered Skills. Redundancy and persistence emerge from the interac-
tion of this collaborative behaviour. It increases the system robustness by not
having the central capability repository, which allows the system to keep func-
tioning even if part of it goes down. This approach proves very resilient to changes
in the system and addresses the challenges of scalability as there are no limits for
the number of modules in the system. Moreover, because these agents are delo-
calised they could be distributed to cater for computational resource limitations,
without impact on the system’s operation.

The deployment strategies for this approach are discussed, however more work
needs to be done in order to establish which is the ideal distribution of CDAs in a
system taking into account the system scale and topology, as well as performance
requirements. Nevertheless, this paper demonstrates the first steps to achieve a
redundant and decentralised directory facilitator for CPPS which is able to main-
tain, broadcast and secure all available assembly capabilities in the system.
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A Self-organisation Model for Mobile
Robots in Large Structure Assembly
Using Multi-agent Systems

Spartak Ljasenko, Niels Lohse, Laura Justham, Ivo Pereira
and Michael Jackson

Abstract Mobile, self-organising robots are seen to be a possible solution to
overcome the current limitations of fixed, dedicated automation systems particularly
in the area of large structure assembly. Two of the key challenges for traditional
dedicated automation systems in large structure assembly are considered to be the
transportation of products and the adaptation of manufacturing processes to changes
in requirements. In order to make dynamic, self-organising systems a reality,
several challenges in the process dynamics and logistical control need to be solved.
In this paper, we propose a Multi-Agent System (MAS) approach to self-organise
mobile robots in large structure assembly. The model is based on fixed-priority
pre-emptive scheduling and uses a blackboard agent as a central information source
and to facilitate more common goal directed distributed negotiation and decision
making between agents representing the different needs of products and available
mobile resources (robots).
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1 Introduction

The modern manufacturing industry is facing a number of challenges due to the
global market’s frequently fluctuating demands [1] Traditional manufacturing
systems are required to shift from mass production to mass customization [2]. The
most common method of transporting products between manufacturing resources is
by using conveyor belts [3]. This approach is not practical when the products are
too large, heavy or awkward to handle. In large structure assembly, products are
commonly transported between manufacturing resources via cranes. This approach
is very slow and expensive [4]. Moreover, fixed automation systems like the
ElectroImpact E6000 [5] and HAWDE [6] have a fixed infrastructure which makes
it difficult to change and adapt manufacturing processes. In our previous work [7],
we showed that a mobile system is able to control product delivery times and adapt
to fluctuations in demand better than a fixed automation system. By making
manufacturing resources move to products as opposed to products to resources, the
need to transport products is greatly reduced. Also, if the products are large enough,
then the production rate may be scaled up by placing several mobile robots around
one product. To our knowledge, no control model has been developed to facilitate
scalable processes with the objective to minimise the Total Weighted Tardiness
(TWT) of such a system.

Multi-Agent System (MAS) technology [8] is seen as a great tool for controlling
various systems in real-time and dynamic environments. Because of the local
problem solving, these systems should be able to deal with a high level of com-
plexity, require less information exchange and respond quickly to unexpected
events [9].

In this paper, we present a model to control the product flow in large structure
assembly. This model can be considered somewhat centralised due to using a
central blackboard agent as an information source. The blackboard agent does not
control other agents. Instead, it helps them to exchange information. In comparison
to a more decentralised system, on one hand such an agent increases the load on
information exchange, but on the other it increases each agent’s knowledge of
the environment. As a result of that, the agents are able to make more informed
decisions at the cost of requiring more communication between these entities [10].

The paper is organised as follows: in Sect. 2, the fundamental structure of the
mobile robot factory model underpinning this work is described. The development
of a priority aging policy for our model is described in Sect. 3. The architecture of
the proposed MAS approach is described in Sect. 4. A simulation model and some
initial results are shown in Sect. 5. Finally, Sect. 6 draws conclusions from the
initial testing of this approach and points out some directions for our further work.
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2 Problem Description

The principle layout of the shop floor model underpinning this work is illustrated in
Fig. 1. The fundamental assumption is that a number of products are fixed on static
workstations and the mobile robots can freely travel on the floor between them.
Each product therefore has a fixed location, capacity required work load, a due time
and an associated tardiness cost. In the event of failing to meet the due time, the
system is penalised with the tardiness cost of the tardy product multiplied by the
tardiness time. The objective for our problem, minimising TWT, is shown in
Eq. (1), where wj is the tardiness cost, TC is the completion time and Td is the due
time. wj =0 if the respective job j is completed on time.

Min ∑j∈ J wj ðTc −TdÞÞ ð1Þ

Many resources are allowed to work on the same product in order to achieve the
required work rate. This is permitted, because the products are assumed to be large
enough to enable a number of mobile robots to work simultaneously on them. The
tasks are pre-emptive, meaning that mobile robots may temporarily pause one job in
order to work on another one. Hence, the central challenge this shop floor model is
to find best schedule for both products and mobile robots that minimise TWT for a
given work load.

In this paper, a MAS-based approach for the self-organisation of mobile robots
in large structure assembly is proposed. The motivation behind this approach is to
help mobile robots better cope with the complexity of deciding how to distribute
themselves among products in fixed locations. Finding the optimal schedule is a NP
hard problem even for relatively static environments as is the case in large structure
assembly situations [11]. Following well-established architectural patterns for MAS
in manufacturing [12], the objectives of each product instance have been

Fig. 1 Illustration of the principle shop floor organisation for mobile robot based assembly
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represented through Product Agents (PA) and the capabilities of each mobile agent
as Resource Agents (RA).

In order to achieve effective self-organisation between the agents, the decision
making policies for the agent types as well as their communication protocols need
to be defined. The scheduling policy that most closely matches the presented
problem is fixed-priority pre-emptive scheduling that is commonly used in task
scheduling for operating systems [13]. There, tasks are allocated to resources based
on their priorities. A common issue with this is the starvation of low priority
products when high priority products are constantly launched. In order to not starve
low priority products, priority aging has been introduced. In our problem, the
products must also meet set due times and therefore an appropriate priority aging
policy is of high importance. The most commonly used priority aging policies are
very basic and do not consider any due times or tardiness costs. Therefore, a more
sophisticated priority aging policy was required for this model.

The objective of this paper was, therefore, to modify the fixed-priority
pre-emptive scheduling model to incorporate scalability and minimise TWT.

3 Development of the Priority Aging Policy

The integration of the priority aging policy into the task scheduling approach is the
first key component of this paper. It is required to ensure that no low-priority
products are starved. This is a common problem in fixed-priority pre-emptive
scheduling where low priority tasks never get processed due to constantly arriving
higher priority tasks. The challenge in this problem is not simply to avoid starving a
product, but also to meet its due time. On some occasions, the arriving product
work load requirements can be greater than the manufacturing capacity of the
mobile system and it is therefore inevitable that some products will be tardy. To our
knowledge, no suitable priority aging policy for our model exists, therefore we
propose and analyse our own ones.

The first analysed priority aging policy was the linear policy (2) and the second
one was the exponential one (3). In the two shown equations, P(t) is priority in time,
Ct is tardiness cost, t is the current time and dt is the due time. If the due time has
passed, the priority equals to the tardiness cost.

PðtÞ=Ct *
t
dt

� �
ð2Þ

PðtÞ=Ct
t
dt ð3Þ
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4 Model Structure

The model uses three types of agents: product (PA), resource (RA) and blackboard
(BA).

The BA is the first agent to be launched in the simulations. It is followed shortly
by the PAs and RAs. The RAs send a message to the BA that includes their
locations. The PAs send a message to the BA that includes their due times, location,
tardiness costs and capacity. From this information, the BA is able to compile an
initial schedule based on the priority aging of each product. The main purpose of
the BA is to identify conflicts in schedules and notify the potentially tardy PAs
about it. It is recognised that without the BA, it would be difficult, if not impossible,
for the PAs to have sufficient knowledge to solve scheduling conflicts efficiently.

After the notifications are sent to the PAs, the BA listens to further messages
from PAs. The further messages can be from newly launched PAs or changes to the
schedule from existing ones.

The PAs send their location, due time, tardiness cost and capacity to the BA as
soon as they are launched. They then listen for messages from the BA or other PAs.
A message from the BA means that this particular product will be tardy unless the
schedule is altered. This triggers the PA to negotiate a better schedule with other
PAs. The PAs have a master-slave relationship with RAs. This means that the PAs
do not need to negotiate with the resources. The negotiation only occurs among
PAs once the initial schedule has been completed and tardy products identified.

Based on the priority ranking at any moment in time, the highest ranking
products have the right to order just enough resources as is necessary to meet the
due time. As a result of this, the lowest ranked products will always be starved if
there are insufficient resources.

The RAs have a straightforward behaviour. Firstly, they notify the BA of their
location and secondly they listen for orders from PAs. As the slave in the
master-slave relationship with PAs, the RAs follow orders from products.

So far, the structure of the model and each agent’s purpose has been described.
Below, we describe all the interaction protocols that are used in the model.

Product—Blackboard: Product agents have two reasons to communicate with
the blackboard agent. Firstly, all product agents send their locations, due times,
tardiness costs and capacities to the blackboard. Secondly, when the blackboard
agent identifies that a product agent is tardy; it sends it a notification about it.

Product—Resource: This interaction is straightforward because product agents
have a master-slave relationship with resource agents. Once product agents have
agreed which resource agents each one will be occupying, they send an order to
their resource agents to move to products and start working.

Product—Product: This interaction is the second key component in this model.
As no priority aging policy can be expected to achieve an optimal result (due to the
vast range of possible scenarios) this interaction serves as a corrective measure.
This interaction is triggered by a notification from the BA. The intention of the
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protocol is to change the schedule in a way that reduces total weighted tardiness in
the whole system.

When a product agent is notified about expected tardiness, is sends a message to
all product agents that have due times after it. The message contains the product’s
due time, location, ID, expected tardiness cost and resource shortage. The shortage
is the capacity that is not met by the due time in the initial schedule. The responding
product agent compares the tardiness cost of the requesting agent to its own if the
transaction is to be accepted. If the total weighted tardiness is lower as a result of
accepting, then the responding agent sends an accepting message with the
numerical value of how much the interaction will reduce the total weighted
tardiness.

When several responses are received by the requesting agent, it means there is
more than one favourable transaction available. In such a situation, the requesting
agent accepts the first most beneficial response.

The reason why the request is not sent to product agents with earlier due times is
because they only request as much as is required and any loss of resources would
cause the whole product to be tardy for a much greater time than is reasonable.

5 Simulation and Initial Results

In order to analyse how various priority aging policies respond in different cir-
cumstances, a shop floor was modelled in NetLogo (version 5.2.1 [14]). As inputs
to this model, there were four products with due times, capacities and tardiness
costs. The simulations then followed the flowchart shown in Fig. 2 and compared
the results with different priority aging policies. Before launch, a product’s priority
was set to zero. The priority remained equal to the tardiness cost of a product if it
was not completed by its due time.

The linear priority aging policy was found to produce poor results, as shown in
Fig. 3. The basic nature of this aging policy resulted in frequent conflicts even
during solving of some relatively simple problems. Products with low tardiness
costs were often denied sufficient resources near their due times by products with
higher tardiness costs and later due times. This problem occurred much more rarely
with the exponential priority aging policy. In this policy, the priority of each
product is increasing exponentially until its due time. This gives an advantage to
products with low tardiness costs and earlier due times.

The exponential priority aging policy meets the intention of prioritizing products
closer to their due times. The sharp increase in priority close to the due time caused
products with low tardiness costs to reach high priority rankings and therefore
increase the chances of receiving the necessary resources as seen in Fig. 4a. Further
priority aging policies were considered, but they produced either poor or incon-
sistent results. The only difficulties arise when multiple products have close due

88 S. Ljasenko et al.



times, as seen in Fig. 4b. In such cases, the product with the higher tardiness cost
and later due time may cause the earlier product to starve. Alternatively, occa-
sionally products with earlier due times and lower tardiness costs caused products
with later due times and higher tardiness costs to be tardy.

Fig. 2 The flowchart for the priority aging simulation
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6 Conclusions and Further Work

In this paper a novel heterarchical scheduling approach using MAS was proposed.
The model is intended for mobile robots to minimize TWT in large structure
assembly. The novel contribution of the proposed approach is the scheduling for
products that may have several resources processing them. The mobile robots are
treated as resources that can be dynamically allocated to any of the existing
products in order to complete them on time. Where completion is not possible, the
lowest possible TWT is achieved. Although MAS were used, the proposed agent
organisation is only partially distributed due to the use of a central blackboard agent
(BA). The response of this model to disruptions and increasing the number of
entities will be assessed after further testing. In our further work, we will compare
this model to other MAS models.

Fig. 4 The priority in time plot for the exponential policy in a easy and b difficult environments

Fig. 3 The priority in time
plot for the exponential
priority aging policy
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Specifying Self-organising Logistics
System: Openness, Intelligence,
and Decentralised Control

Shenle Pan, Damien Trentesaux and Yves Sallez

Abstract This paper contributes to the development of a novel paradigm in
logistics, i.e. self-organising logistics system (SoLS). A SoLS can be considered as
a logistics system that can function without significant intervention of human and
without central control by software. It is functioning based on contextual local
interactions. By such definition, SoLS could be a powerful solution to manage
nowadays logistics that is much larger and complex than ever before. The goal of
this paper is to provide a comprehensive and in-depth discussion to specify
expected advantages and functionalities of SoLS, supported by some recent
emerging concepts and technologies. The paper also attempts to provide a theo-
retical framework for the future work.

Keywords Logistics ⋅ Self-organisation ⋅ Openness ⋅ Intelligence ⋅
Decentralised control ⋅ Holonic and Multi-agents system

1 Introduction

Nowadays logistics system is much larger and complex than ever before, and,
therefore, difficult to manage as a whole. One may have heard about many
emerging technologies, concepts and paradigms that are proposed as solutions to
cope with this difficulty, e.g. intelligent product or intelligent logistics [1], Holonic
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and Multi-Agents System [2], Cyber-physical System [3], or Physical Internet [4].
One may be interested in the following question: what could be the next era of
logistics if all these solutions have a joint effort to develop the logistics? This paper
discusses one of the possible eras, namely self-organising logistics system (SoLS
hereinafter).

Self-organisation is a popular term in many research fields, for example in
computer science, human society and behaviour, and biology [5–7]. However, in
the field of logistics, it is still a developing paradigm. As suggested in [8], a SoLS is
a logistics system that “can function without significant intervention of managers,
engineers, or software control”. The suggested definition implies some potential
advantages of such systems to today’s large-scale and complex logistics. Based on
these works, we attempt to provide a wider and deeper vision to specify SoLS, by
defining its main desired functionalities and analysing its advantages in the context
of logistics organisation. The advantages are discussed qualitatively from per-
spectives of logistics performance and on sustainability, to illustrate that SoLS
could make logistics more autonomous, efficient and effective, i.e. a more sus-
tainable system.

For the sake of providing an overview and insightful discussion of SoLS, this
paper proposes to discuss several main functionalities of future SoLS: openness,
intelligence, and decentralised control. Openness means that a SoLS should allow
actors (e.g. shippers, service providers, or customers) or assets (e.g. trucks, con-
tainers, or warehouses) to easily join and leave the system, for the sake of fast
reconfiguration. Intelligence emphasises the object-based capability of local
real-time communication and activeness [9]. Decentralised control focuses on
collaborative rules and communication protocols designing, i.e. environment, for
SoLS. It should be noticed that decentralised control for SoLS aims to avoid
unexpected or disastrous outcomes of the system, but not to optimally plan activ-
ities or control objects. Further, we will also discuss expected advantages and
performance of SoLS with regard to current challenges in logistics.

2 Relevant Literature

2.1 Self-organisation in Logistics

There is limited literature investigating self-organisation in the field of logistics.
References [10–12] propose to consider supply network as complex adaptive sys-
tem where self-organisation is considered as an internal mechanism between agents.
Differently, Ref. [8] considers self-organisation as an organisational paradigm to
cope with complex assembly lines, by using “bucket brigade’’ assembly lines as
illustration. Other studies from the same standpoint can be found in the field of
manufacturing, e.g. [2, 13].
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This paper is in line with [8] and extended to investigate SoLS functionalities for
effectiveness and efficiency, which are particular important to cope with current and
future challenges in logistics, see Table 1. From our point of view, a SoLS is an
open, intelligent and holonic logistics system that aims to harmonise and lead
individuals within the system towards a system-wide common goal, without sig-
nificant human intervention from outside. An individual within SoLS can be an
object (e.g. a truck), a manufacturer, a service provider (e.g. 3PL), a receiver (e.g. a
customer), even a supply chain or a supply network as a whole. Assuming that
individuals may have different constraints and objectives, e.g. service rate
improvement or cost reduction, we argue that SoLS should have the ability to
respect individual’s constraints and objectives, meanwhile leading them towards a
common goal—the sustainability for example. To this end, individuals should be
coordinated by system-wide well-designed rules, i.e. the system environment [14].

2.2 Expected Advantages and Performance

Based on the suggested definition, some advantages of SoLS can be expected. We
here discuss qualitatively expected advantages according to six main indicators of
performance measurement, as described in Table 1.

Table 1 Advantages and expected performance of SoLS functions

Description SoLS expected advantages

Effectiveness How well a goal is adequately met?
[15]

Individuals should be able to make
autonomous decision to meet a given
goal

Efficiency How well the resources expended are
utilised? [15]

Individuals should intelligently use
the on-hand resources

Agility Ability of a system to rapidly
reconfigure [16]

Individuals should have good
connectivity to each other and to
environment for rapid reconfiguration

Flexibility Ability of a system to change status
within an existing configuration [16]

Individuals should be able to connect
and adapt to each other to provide
flexible solution

Resilience Ability of a system to return to its
original state or move to a new, more
desirable state after being disturbed
[16]

SoLS should be able to dynamically
self-reconfigure to adapt to
unpredictable and disruptions

Sustainability Ability of a system to protect, sustain
and enhance the human and natural
resources that will be needed in the
future while meeting a desired goal
[17]

SoLS should function on the basis of
common goal of sustainability, by
protecting human and natural
resources
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2.3 Related Concepts and Paradigms

Before illustrating the features and functions of SoLS, it is necessary to provide
consensual definition to the emerging concepts and paradigms used in this paper.
The related concepts and paradigms are classified here according to their objective:
conceptual criteria, technical paradigm, technology and application. Table 2 gives a
short description from the literature adapted for the purpose of this paper.

After this short literature review, the next section introduces specifications of the
SoLS.

Table 2 Concepts and paradigms related to SoLS

Classes Short description

Conceptual
criteria

Openness: system boundary is unset but variable and flexible [4]
Adaptation: objects adapt to each other for coordination of activities and
leading to more efficient processes [18]
Reconfiguration: add, remove and modify logistics activities and functions
[19]
Self-organisation: a system can function without significant intervention of
managers, engineers, or software control [8]

Technical
paradigm

Cyber-Physical System: integrations of computation with physical
processes [3]
Intelligent and active products: a product able to self-identify its state, and
able to send information once certain pre-conditions are met [20]
Multi-agents System: system to coordinate intelligent behaviour among a
group of agents which are autonomous and flexible computational systems
[21]
Holonic System: a system composed of holons. Holons are autonomous,
cooperating and potentially recursive decisional entities, which can
simultaneously be part or sub-whole of the system. A holon is most of the
time composed of a physical part along with a digital one [22]
Complex Adaptive System: a system that emerges over time into a
coherent form, and adapts and organises itself without any singular entity
deliberately managing or controlling it [11]

Technology IoT: Internet of Things is the network of physical objects that are connected
via Internet and technologies providing unique addressing schemes, such as
RFID tags, sensors etc. [23]
ICT: Information and communications technology for the communication
between objects or systems [24]
Embedded systems: combination of computer hardware and software, and
perhaps additional mechanical or other parts, designed to perform a
dedicated function inside a single identified system [25]

Application Intelligent logistics: a will to plan, manage or control logistics activities in a
more intelligent way [1]. It may rely on intelligent products, data techniques
etc.
Physical Internet: the network of logistics networks using the internet
analogy [4]
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3 Specifying Self-organising Logistics System

To construct an effective and efficient SoLS, and to avoid some unexpected or
undesirable outcomes, we propose several functionalities for the system. This part
discusses three that are identified as crucial factors: openness, intelligence and
decentralised control.

3.1 Openness

Openness in SoLS means the boundary of the system is unset and open so that
individual (actors, assets, supply chain, etc.) can easily join and leave the system.
An illustrative example can refer to connecting a computer to the Internet from all
over the world for different purpose, like searching information or communicating
with others. Individuals join the SoLS to provide, procure or share logistics assets
(truck, facilities etc.) and logistics service (delivering, planning etc.). By that, SoLS
becomes fast extendable and reducible to answer highly flexible logistics require-
ments, as shown in Fig. 1. Here we discuss several functions that are essential to
this end.

Individual 
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Providers 

Shops 

Delivery 
Points

Manufacturer 

Manufacturers 
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Environment 
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Fig. 1 Open logistics system
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Function 1.1 Connectivity: this function means that individuals can easily connect
with others and/or with the environment. For example in Fig. 1, individuals outside
can easily connect to the system or other individuals within, if rules and standards
are respected. System-wide modularisation and standardisation of physical assets
(e.g. Physical Internet Container [20]), information systems (e.g. ICT) and organ-
isation models are crucial to enable good connectivity. Examples can refer to
Physical Internet [4, 26]. Notions of interoperability must equally be considered to
allow an adequate communication between the different actors.
Function 1.2 Reconfiguration: Once the system receives new logistics requests
(transport, stocking etc.), it should be able to add or change some current functions
inside to fulfil the requests. The reconfiguration function is particularly important to
cope with disruptions, i.e. the system can rapidly self-reconfigure [27].
Function 1.3 Adaptation: individuals should adapt to each other and to environ-
ment, in order to rapidly build up effective and efficient coordination between them
[11].

3.2 Intelligence

Intelligence in SoLS means that every individual within the system is able to make
and execute autonomous decision, and to interact with other individuals and with
the environment. For that, they should have the ability to collect, store and process
information from other individuals (their state and decision) and from environment
(rule modification). We propose that IoT technology is a fundamental support to
such requirements. Further, two important functions are identified for such a
functionality.

Function 2.1 Activeness: individuals should have the ability to collect information
from other individuals (their state and decision) and from the environment (rules
and any modifications), then to store and process the information for autonomous
decision-making. Further, they should also be able to send information to others, to
advertise the changes of their state and to take decision. Each event can be seen as a
change to the system, e.g. a warehouse is disrupted, a truck is full, or an order is
cancelled. Activeness is therefore an important functionality for SoLS.
Function 2.2 Autonomous acting: once a decision has been made, systems should
also be able to apply and execute the decision. This function could be relying on
embedded systems of autonomous operating assets, autonomous supply chain or
autonomous network, including sensors and actuators inside decisional loops.

Figure 2 illustrates some existing and emerging examples of intelligence applied
in logistics. It is obvious that some of the three functions are questionable under
current organisation and technologies in logistics. However, emerging innovative
technologies may help us to project the future of intelligence in SoLS, e.g. drone,
autonomous operating truck, or Kiva.
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3.3 Decentralised Control

As stated in [11], “imposing too much control in a complex system detracts from
innovation and flexibility; conversely, allowing too much emergence can under-
mine managerial predictability and work routines”. In this paper we propose to
specify SoLS as rule-based decentralised control system, for the sake of effec-
tiveness and efficiency [28]. More precisely, rule-based decentralised control in
SoLS aims to help the autonomous decision-making of individuals within the
system. It has a twofold objective: to avoid unpredictable and undesirable out-
comes, and to lead individuals towards a system-wide common goal. We propose
that decentralised control should rely on system-wide well-designed rules and
individual-wide protocols, which should be respected when local autonomous
decisions occur [28]. In such a context, we propose that the decentralised control in
SoLS should be modelled as a holonic and multi-agent system [7, 21], with the
following functions.
Function 3.1 Holonic multi-agent system: we propose to model SoLS as holonic
multi-agents system (HMAS), since controlling in such a system should be at
individual level, i.e. at holon level (whole, part, or sub-whole). Each holon is
composed of a physical part mirrored by an agent in the model. Each agent is
self-controlling so that no controlling agent is necessary in the HMAS.
Function 3.2 Rule- and protocol-based: rules here represent the common regula-
tions of the system that every individual should respect; protocols stand for com-
munication protocols that allow individuals communicate to each other, i.e.
interoperability. Take digital internet as an example, in which rules are laws and
protocol is internet protocol like TCP/IP. In other words, rules are designed for
meeting a common goal, and protocols for effective and efficient communication.
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Figure 3 presents the system architecture of rule- and protocol-based HMAS.
We consider here a transport request as an example of logistics activities. As per
current organisation, driver (P1) and transportation means (P2) are essential for it.
In SoLS scenario, a HMAS model is employed to help P1 and P2 to make deci-
sions. More precisely, each of P1 and P2 is mirrored by an agent in the MAS model.
Rules of logistics organisation (e.g. speed limit, preconizing multi-modal transport,
etc.) and protocols between objects (e.g. driving instruction, autonomous driving
control etc.) are translated as the environment of the MAS model. By that, P1 (or
V1) and P2 (or V2) should respect the environment when they make autonomous
decisions. The MAS model here thus aims at coordinating and putting in collab-
oration the agents—physical objects, but not to control.

4 Conclusion

This paper aims at contributing to specify advantages and functionalities of
self-organising logistics system (SoLS), which is a novel paradigm in logistics.
Openness, intelligence and decentralised control are the three main functionalities
proposed and discussed in this paper as vital functionalities of SoLS to cope with
the current and future challenges in logistics. Real world examples can refer to the
recent DHL research project—Parcelcopter SkyPort.1 Basically, the idea is to
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Fig. 3 Modelling SoLS as rule- and protocol-based holonic multi-agent system
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conjointly use autonomous drones (Parcelcopter) and automated parcel stations
(Packstations) to cope with demanding logistics challenges such as “same day
delivery”, especially in rural zones. Drones and Packstations together can be seen as
a SoLS. Once a package to be delivered is arrived at Packstation with known
constraints (volume, delivery location and time, etc.) the system will autonomously
plan and optimise the delivery. Only monitoring is necessary from outside. We may
assume that, supported by the emerging technologies and techniques, more and
more examples of SoLS will be found and realised.

The paper provides also an insightful overview and theoretical framework for the
future work. For example, organisational and technical issues related to SoLS, such
as protocol design, coordination or security issues can be investigated through
mechanism design theory for example. Quantitative researches through simulation
and optimisation approaches are also necessary to investigate the performance and
viability of SoLS in real-life cases.
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A Generic Reconfigurable and Pluggable
Material Handling System Based
on Genetic Algorithm

Andre Dionisio Rocha, Pedro Caetano and Jose Barata Oliveira

Abstract With the increasing customization of products there was a need to create
new manufacturing systems that were able to satisfy these needs of the market. The
Reconfigurable Manufacturing System (RMS) emerges as a more recent approach
allowing the reconfiguration of the line and all the manufacturing systems. The
balancing line is a common problem in the system reconfiguration but may not be
enough, being also important to reconfigure the material handling system itself.
Genetic Algorithms (GA) are one of the most known and used alternatives in
optimization problems being widely used in shortest path problems like the trav-
elling salesman. In this paper a solution that allows reconfiguring an agent based
material handling system using a genetic algorithm is presented.

Keywords Reconfigurable manufacturing system ⋅ Material handling system ⋅
Genetic algorithm

1 Introduction

The Assembly Line Balancing Problem (ALBP) is a common case of study to
reconfigure manufacturing lines. In this problem the workstations of the assembly
line are configured with the necessary tasks to minimize the production time.
However, with the need to reconfigure the line multiple times and due to the

A.D. Rocha (✉) ⋅ P. Caetano ⋅ J. Barata Oliveira
Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Caparica, Portugal
e-mail: andre.rocha@uninova.pt

P. Caetano
e-mail: p.caetano@campus.fct.unl.pt

J. Barata Oliveira
e-mail: jab@uninova.pt

A.D. Rocha ⋅ J. Barata Oliveira
UNINOVA institute, Centre for Technology and Systems, Caparica, Portugal

© Springer International Publishing AG 2017
T. Borangiu et al. (eds.), Service Orientation in Holonic and Multi-Agent
Manufacturing, Studies in Computational Intelligence 694,
DOI 10.1007/978-3-319-51100-9_10

103



difficulty to change the stations and other workspaces, the balancing problem
becomes inefficient [1, 2]. So, to solve that problem, a genetic algorithm was
proposed to reconfigure a material handling system on an agent based approach.
The genetic algorithm will not reconfigure the line but instead, and given an
existent assembly line, will create the best way for every product flow in the line.
The system has agent based architecture for the material handling structure. There is
a main agent called optimizer that is responsible to check every product agent and
run the genetic algorithm to reconfigure every single one and n-product agents that
have the information of the products to be manufactured in the assembly line.

This paper is structured as follow: first, a brief state of art will be presented, in
which is an introduction to the reconfigurable systems and some related work about
his reconfiguration and about genetic algorithms will be provided; next the system’s
architecture will be analysed, in which we describe how the system is designed,
followed by a more detailed explanation of its implementation. Finally, results of
some tests will be presented and the final conclusions will be formulated, as well as
the used references.

2 Related Work

Since the beginning of mass customization the manufacturing lines are constantly
changing in order to fulfil better and more quickly the needs of the market. The
manufacturing line changed from a more dedicated production to a more agile
approach and with that, different types of manufacturing systems have been
developed. The Flexible Manufacturing System is as a good concept that opposes
the dedicated lines and the mass production [3]. It can produce a variety of products
but it is usually composed by expensive tools such as CNC machines and has a low
throughput, making the cost per unit higher. On the other hand, Reconfigurable
Manufacturing Systems (RMS), a more recent approach, are systems that are
designed around part families and focus on scalability and adaptability of new
products [4]. RMS was proposed to solve the excess of demand and variety, as a
model that tries to have both the characteristics of mass production offered by
dedicated lines, and mass customization offer by the FMS.

The system must be adjustable to allow both flexibility and adaptability for the
creation of new products. These characteristics can be achieved by adding new
machines in the system and also by configuring the same machines both in hard-
ware or software [4]. The RMS proposes a system where machine components,
machines, cells or a material handling system can be added, removed or modified,
in order to quickly respond to the changes in the production [3].

With the development of the reconfigurable manufacturing systems new para-
digms emerge. Many authors began to study new optimization methods to con-
figure these lines, both as in machine layout and in material handling configuration.
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The assembly line balancing problem (ALBP) is one of the most frequent case
study and optimal algorithms, such as particle swarm (PSO) or ant colony opti-
mization are often used to configure them. In [5] a PSO is used to find an optimal
solution for the Robotic Assembly Line Balancing problem by assigning robots to
stations in a balanced manner to perform activities while minimizing cycling times
and maximizing production rates. In [6] an ant colony optimization is used to
balance a U-type line. A graph in which the nodes and arcs respectively represent
the tasks and their own priorities was used. The weights of the nodes represent the
execution time of each task. A precedence graph is also used in [5].

However, it isn’t always easy to change the multiple time cycles of production
lines. We cannot always rearrange the line again, being necessary to reconfigure the
material handling system itself.

Genetic algorithms are often used to solve this kind of optimization problems,
being one of the main algorithms to solve the travelling salesman problem. This
problem is based on finding the shortest possible route that passes between certain
cities, similar to the problem treated in this paper. However, our problem is not so
simple, since it is not easy to codify the individual products due to existing
precedencies. Gen and Cheng created a commonly used coding called PRIGA
(Priority Genetic Algorithm) [7]. In [8] a genetic algorithm was proposed to route
an automatically guided vehicle in a FMS. The authors use Petri Nets to model the
system and use the PRIGA algorithm. Also in [9] a PRIGA solution is used to solve
a multi-model assembly line balancing problem.

The fitness function is also an important step of the algorithm, which evaluates
how good a solution is. In [9] a function with different weights like cycle time and
the processing time of each task is used. Also this algorithm uses a Partial Mapped
Crossover operator.

[10] proposes an approach to arrange the material handling systems using a GA
and lean methods. A graph was used to model the material handling system. This
work can be a first approach to the problem exposed but ends up being based on a
similar method to the ALBP.

In [11] several algorithms were proposed, including a modified GA, to solve a
Problem of Searching for Optimal Path (PSOP) for an Automated Material Han-
dling System. The system was again modelled using a graph. The conclusions are
promising, but the work features some restrictions, such as non-repetition of
nodes/stations.

3 System Architecture

The system’s architecture is a multi-agent based architecture as depicted in Fig. 1.
A multi-agent system is a computer system composed of a number of intelligent

computational entities (agents) capable of interacting with each other and per-
ceiving the environment to solve a common goal with the best results. This
approach allows the design of a more distributed system based on these agents in
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contrast with a more centralized approach. More about multi-agent systems and
their application in material handling systems can be found in [1, 12, 13]. In this
architecture there are two types of agents, the optimizer and the product agent.

The optimizer is the main agent of the architecture, being responsible for reading
external data to the system, create the graph and run the GA The data consists of a
first file containing the skills that exist in the manufacturing line with the infor-
mation of each associated cost, and a second file in which all the necessary
information about the manufacturing line are contained, such as their key points and
all the links between them. These points are subdivided in decisions points or
stations, where “station” is a particular set of decision points that contains skills. By
help of this information, the optimizer will model the system in the form of a graph.

The graph is the representation chosen of the transportation system that consists
of nodes and arcs. Nodes are the decision points and stations and there is an
associated weight or cost, which may have different interpretations such as the
processing time of each skill, decision time, power consumption, etc.

Arcs are the connections between nodes, basically any type of transportation that
connects each decision node and stations, like a conveyor or an AGV that transports
a product from a point to another. The main goal at the end will be to set the nodes

Fig. 1 System architecture
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with the configuration of the forward arcs in order to ensure an optimal solution for
the assembly line. Every arc has also associated a cost.

Both costs will be considered by the genetic algorithm.in the search for the best
solution. These costs are defined by the user to correspond to a correct graph
interpretation. Nodes with higher costs may represent stations that require more
work/time to perform a skill. On the other hand, an arc with a higher cost can be
representative for a longer conveyor. The main goal of this work is to set an optimal
path to different products, trying not to focus very much on allocating resources and
stations, like in the ALBP, or plan the entry sequence of products. Naturally,
products that may have a different throughput as compared to others can be set with
a different cost in order to ensure a better configuration.

The product agent is the agent responsible for containing the information of all
the skills that will be performed in the system on the respective product. With the
creation of a new product the optimizer agent will gather all of them and run the
genetic algorithm. There has been also created in this architecture the concept of
skill as an independent entity, in which the information about its cost, type, and
eventual sub-skills is contained.

The genetic algorithm is a search algorithm based on the theories of evolution,
genetics and natural selection and is composed by a population, a set of several
different individuals, each one being a solution of the problem. In this particularly
problem, an individual is a representation of the products’ path that will result in an
assembly process in the production line. If there is more than one type of product in
the assembly line, it is necessary to set multiple paths, leading to a multiple con-
figuration. For example: if there is a product named XPTO and another named
OPTX, the individual’s chromosome has a representation of both paths. Another
approach would be to create a genetic algorithm for each product; however, this will
not relate them, leading to a non-optimal solution.

Associate to every individual there is a value indicating how good the solution
is. This value is calculated by a fitness function. Through some operators, such as
crossover and mutation, the genetic algorithm will search over several generations a
best solution, using some stop conditions. Those operators are independent on how
many products exist since they will perform for each path of each individual
independently.

The optimizer agent will use that found solution to reconfigure the line. In future
work is intended to create another type of agent for each PLC, or any responsible
device, so that the optimizer can send them the proper configuration.

The architecture represented in Fig. 1 was structured and developed in the
reported work. Both the optimizer and product agent and their interactions were
created. The graph’s representation of the manufacturing line was modelled and
developed and the complete genetic algorithm was designed, from the representa-
tion of individuals to the development of the genetic operators and stopping
conditions.
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4 Implementation

The system was implemented with an agent based architecture through a framework
allowing the development of agents in Java, using JADE [14]. Figure 2 shows how
the algorithm works, and describes the procedure to run the GA. It has to be noticed

Fig. 2 Brief description of the system’s implementation
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that the extra functions and points in the algorithm are not included in this
description.

Basically, the optimizer reads the data from two .txt files, from which it will
create a graph with all the nodes and arcs. The nodes hold the information of their
parent and their own children, allowing creating a path from the start to the end
node. There is also a parameter that represents the depth of the node, allowing
identifying a retroaction on the line, so that the products can return to the beginning
of the manufacturing line and execute pending skills.

With the graph created, the optimizer agent will wait for products to be launched
and runs the genetic algorithm. The algorithm will first create a population of
random individuals and evaluates them with a fitness function. This particular
fitness function for now will only add all the costs of the arcs and nodes that exist in
the individual. In the case of more than one product, the function will add the fitness
of all the products but, since not always the best solution for multiple products is the
best solution for each of them, in the future the fitness function can be easily
reconfigured to relate the products and find a more optimal solution.

A first approach has been developed to allow some interoperability between
products by evaluating how many times the products move toward each station. If
there are parallel stations in the manufacturing line, the algorithm will have that
ability to distribute the different types of products to them.

The algorithm will then pass through the several genetic operators. First, to a
method called elitism, in which a certain number of the best individuals are selected
to prevail unchanged for the new generation, ensuring that the best solution will be
chosen at the end. Next, the algorithm will select two individuals for the crossover
and mutation methods, through a method based on the rank technique, where the
individuals are probabilistically selected based on their ranking, which is influenced
by their fitness.

The crossover was implemented in a double cut and splice variant. The objective
is to find two common points in both parents and the data between them but, since
the chromosome can be repeated multiple times, this technique can result in some
conflicts. To solve that, it was decided to find only a common point and to swap the
data from that point to the end, performing this operation twice. It should be noted
that the common points must be decision nodes, in order to perform more and better
changes in the individuals.

In mutation, a random decision point from the chromosome is selected and a
new implementation is generated from that point to the next decision point.

These procedures, from selection to mutation, will be performed several times
until the new population is completed; they will be performed over several gen-
erations, creating new populations based on previous ones. A stopping criterion was
defined based on the convergence of the solutions for the same fitness; the mini-
mum and maximum numbers of generations were also configured.

After finding the best solution, the optimizer agent will set the nodes with the
configuration in order to ensure the correct path for each product.
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5 Results

The algorithm was exposed, during his development, to several tests using different
simulation environments with different complexities. In the end, the algorithm was
then tested in the layout presented in Fig. 3.

This model is a known model of manufacturing line. It has a one entry point and
two exit points, identified as S. In this line, there are five stations to perform four
operations, with the existence of parallel stations. These stations can be identified in
the figure as SK_X with X being the skill to be executed. The different skills were
called A, B, C and D.

The tests are intended not only to understand the behaviour of the algorithm in
these lines when exposed to different products but also to analyse some parameters
such as population length and temporal complexity. Four different products were
considered for the specific manufacturing line; they were tested 30 times, each one
individually in order to evaluate their own complexity. There was also made a fifth
test, in the same conditions, with two products simultaneously. The following
results were obtained (Table 1).

It was expected that, with the increase of fitness, the processing time also
increases; however this was not always confirmed. The reason is that the algorithm
stops in different conditions, running in some tests a few unnecessary generations.

Finally, the impact of the population size in processing time was also tested. For
that, the algorithm was submitted to the same conditions of the fifth previous test,
the one with two products, and tested 30 times for each variation in population. The
following results were obtained (see Fig. 4).

Fig. 3 Model of the manufacturing line tested
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As one can see the processing time increases a lot with the increase in popu-
lation. The number of individuals is also related to the complexity of solutions. For
simple products that don’t have many skills to operate, it is useless to work with a
higher population. However, with the increase of their complexity, a higher number
of individuals might be necessary.

For all the previously described tests a population of individuals based on the
following formula was used:

Population = 20 + no Products * no Skills ̸10 ð1Þ

This formula produces a good outcome, the value 20 being considered as the
base of population size. The formula intends to create more individuals with the
increase in the product’s complexity. Despite the fact that the complexity of the
problem is part of the layout of the manufacturing line, it is impossible to evaluate
and translate complexity into a mathematical expression, with parameters depen-
dent only on the type of products.

Table 1 Processing time comparing to average fitness for each product

Products (Skills executed) Average processing
time (ms)

Standard
deviation

Average
fitness

A; B; C 155.3 54.75 59
C; A; B 233.06 45.3 102.9
A; B; C; D 229 31.67 115
A; B; C; D; A; B; C; D; A; B; C; D 451.56 64.50 251
A; B; C; D; A; B; C; D; A; B; C; D;
A; B; C; D

757.83 68.72 357

Fig. 4 Population’s impact on processing time
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6 Conclusions

In this paper was proposed a genetic algorithm to solve a problem of reconfiguring
a material handling system. The results demonstrate that this algorithm can be seen
as a possible solution for the material handling system optimization but it is also
possible to conclude that its complexity increases a lot with the increase of indi-
viduals in the population.

It was noticed in these tests that the solutions quickly converge to the final
solution, raising the question of whether the algorithm would not be a too complex
solution for a simple problem or simple manufacturing lines. However, with the
increase of products’ complexity, as in the 4th and 5th test, the algorithm’s beha-
viour justifies its choice.

These results are encouraging in the sense that the approach seems to be a
possible solution to the problem yet, more tests need to be done and compared to
different approaches. For further research, the algorithm should be improved in
terms of space complexity. Also in the future it is intended to implement new agents
that can configure immediately the PLCs and other hardware in the assembly line,
in order to allow the optimizer agent to send the respective configuration.
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Smart Condition Based Maintenance
(S-CBM) for a Fleet of Mobile Entities

Adoum Fadil, Joffrey Clarhaut, Guillaume Branger
and Damien Trentesaux

Abstract In a highly competitive market, the dynamic maintenance of mobile
entities in the field of transportation systems is a major research field, in which
maintainability, availability, maintenance charging and optimization are vital.
Based on the ISO 13374 standard and previous research works, this article proposes
a hybrid cooperative architecture for the monitoring of mobile entities. This
architecture increases on-board diagnostic capabilities and optimizes the overall
maintenance of a fleet of mobile entities.

Keywords Mobile entities, railway ⋅ Smart maintenance ⋅ Hybrid architecture ⋅
CPS ⋅ Monitoring equipment ⋅ CBM ⋅ Big data ⋅ Manufacturing

1 Introduction

1.1 Industrial Context and Needs

The increasing mobility of people and goods across the world implies new needs in
terms of maintenance of complex transportation systems, typically trains, trucks,
ships and planes. To answer these needs, transportation system manufacturers and
mobile system owners have to increase the quality of service and the availability of
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mobile entities coupled with a reduction of maintenance operating costs [1]. In a
context of progressive market liberalization and with the entry of emerging coun-
tries thus promoting more competition, the battle is fierce between transportation
systems manufacturers, making intelligent preventive maintenance a real strategic
and political issue [2]. The challenges of intelligent preventive maintenance are
huge and offer the following opportunities:

• For mobile system manufacturers: To ensure a good reliability of manufac-
tured entities through returns on experience; to improve the image and the
company’s competitiveness and to create tomorrow’s jobs and services.

• For mobile system owners: To provide more availability and a better planning
of mobile entities; to optimize maintenance from a financial point of view (Life
Cycle Cost (LCC)); to reduce the number of immobilized mobile entities and to
improve the image and the company’s competitiveness for its customers.

• For mobile system users: To maintain satisfaction, trust, and security and to
reduce the loss of time.

1.2 Research Opportunities and Proposal

Recent sciences and technology innovations in the field of connected objects offer
the following opportunities for mobile system manufacturers:

• Information and communication technology through connected objects,
embedded systems [3] and Cyber-Physical Systems (CPS) [4] allows the
implementation, the information sharing and the monitoring of distributed
solutions based on intelligent agents in order to satisfy preventive maintenance
requirements.

• Communication standards in terms of reliability, mobility support and fast data
exchanges favour the emergence of new applications and services for mainte-
nance that were until now unattainable [5].

Based on these innovations, this paper focuses on the definition of a generic method
of diagnosis and maintenance across a fleet of mobile entities (fleet of trucks, trains,
airplanes, ships…). Each mobile entity is composed of a set of hierarchically
organized systems and it is assumed that each system has one or more transmitters
and can communicate with remote control centres using wayside communication
systems and infrastructure. In this context, the main objective is:

• To monitor distributed system components with specific hierarchical coopera-
tive and embedded systems. These embedded systems interact with the wayside
system located on the infrastructure.

• To increase the level of availability of each entity while reducing the cost of a
maintenance level fleet (Fleet level LCC).
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2 Dynamic Monitoring and Maintenance
of Mobile Entities

2.1 Needs and Expectations

To maintain innovation and competitiveness, train manufacturers, like Bombardier
Transport (BT), has launched major research and development projects. The
SURFER project (SURveillance active FERroviaire, translated as “active train
monitoring”) was initiated by BT to provide a more advanced solution for the
on-line diagnosis of incipient failures and faults than can occur during the train
service [6]. Based on this project, the scientific work presented in this article
proposes a generic diagnosis and monitoring method based on a holonic architec-
ture composed of agents embedded on a fleet of mobile entities. Embedded Holons
will have decision-making and communication skills to determine health status of
monitored system, opening the door to health status prediction and thus, smart
condition-based maintenance.

2.2 Relevant Issues

This objective is not obvious to reach because train manufacturers face some issues
when trying to reach an effective condition-based maintenance at fleet level. These
difficulties are as follows:

• Logistics: Today, during its exploitation phase, data acquisition from sensor
networks of one mobile system is not an easy task for manufacturers. This
acquisition often requires specific embedded systems with communication
devices and infrastructure licenses. This exploitation difficulty often impacts the
durability and/or increases implementation delays of embedded solutions.

• Heterogeneous environment: the fleet monitoring architecture has to take into
account other existing heterogeneous monitoring applications. This architecture
has to negotiate, to cooperate on task executions and to share results with other
previously integrated applications.

• Big Data: in addition to the known problems of Big Data as acquisition mode
(real-time, semi real-time and/or batch), performance and data volume man-
agement must be considered [7]; a fleet dynamic monitoring implies additional
features in terms of time constraint, lack of generic methods (monitoring
methods by homogeneous class of systems) and recursive monitoring (data can
be analysed at several levels as needed [6]).

• Security: Data and results of the fleet maintenance should inspire authenticity,
confidentiality, integrity and availability [8].
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• Organizational impact: The objective of LCC fleet level cannot be ever
achieved without a profound reorganization and an adaptation of maintenance
teams to the behaviours of intelligent service agents.

In the remaining of this paper, we focus on the train transportation. Before
introducing our proposal, a short literature review is suggested in the domain of
condition-based maintenance standards.

3 Condition-Based Maintenance of a Railway Fleet

3.1 State of the Art

The ISO13374 standard [9] for monitoring and diagnosis presented by Le bold [10,
11] and Thurston [11] establishes general guidelines of specifications, processing,
communication and presentation data for monitoring and diagnostics of machines.
Figure 1 illustrates the layers of this guideline. This standard was originally
developed to monitor machines or isolated industrial equipment but not for the
monitoring of mobile systems. For mobile systems, Le Mortellec in [6] proposed a
decomposition of these layers in two axes as follows:

• A vertical distribution of layers: processes associated with the functional
layers of ISO 13374 can be made between mobile entities (layers #1, #2, #3, and
#4) and the maintenance centre (layers #5 and #6);

• A horizontal distribution of layers: the monitoring of a mobile entity is made
thanks to the monitoring of its own systems and its corresponding sub-systems.
Therefore, processes associated with the functional layers of the ISO 13374
must be made according to these subsystems, in which technology differs from
one subsystem to another.

Fig. 1 ISO architecture
model 13374 [9]
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This decomposition takes into account the constraints of mobility, subsystems
and environment of mobile entities and the requirements of a monitoring system in
terms of accuracy, comprehension, dependability, responsiveness and confidence.
However, despite this decomposition evolution, difficulties arise when incorporat-
ing specific requirements and constraints such as:

• Monitoring a homogeneous class of systems, independently of the mobile
entities within a fleet. It aims to facilitate comparative diagnostics systems for
discriminating tasks needs for Dynamic maintenance;

• Providing support for default risk and maintenance charge to optimize contin-
uously the performance level fleet (F-LCC-D);

• Allowing exchanges with others existing heterogeneous applications of the
monitoring system.

3.2 Generic Diagnosis Method and Architecture Proposal

Based on the holonic monitoring architecture, the proposed hybrid architecture
extends the services of EMH architecture (Embedded Monitoring Holarchy), pre-
sented in [6]. The EMH architecture allows developing a robust board diagnostic
decentralized and cooperative on board mobile target systems [12, 4]. The EMH
architecture offers the following specifications:

• Choosing of a diagnosis Embedded Decentralized and Cooperative Architecture
enables a comprehensive diagnosis of the target system from the information
provided by different diagnostic entities located aboard the target system and
can interact with each other. It also offers the accuracy, adaptability, respon-
siveness and trust.

• The holonic approach was preferred over multi-agent approach because it allows
considering both the physical part of a monitored target system and the “active”
monitoring entity associated with it. This approach also allows for recursively
describing the target system and reflects its tree monitoring structure obtained by
systemic breakdown [13], and is based on autonomous, recursive and cooper-
ative monitoring entities named holons.

• At each level of the decomposition of the target system, a monitoring holon is
formed by a tangible system under surveillance and a monitoring function in
charge to diagnose this system. It has behavioural inhibition, cooperation
(extended inhibition) and fusion events.

Our contributions are as follows:

• Implementing a new layer called “dynamic maintenance layer”; this layer uses
the results of monitoring of the Health and/or Prognostic layers and adds an
optimization and management dimension for better planning of resources and
increasing the availability level of the mobile entities while reducing the overall
cost (F-LCC-D);
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• The monitoring system is carried out in a homogeneous class application,
independently of mobile entities within a fleet as showed in Fig. 2. These
systems have their own response and cycle times. Therefore, this type of
homogeneous analysis facilitates monitoring, discrimination suspicious beha-
viour and comparative diagnostics systems to discriminate the needs of
condition-based maintenance.

• Increasing security exchanges between mobile entities and the layers of the
Wayside Maintenance Center (WMC) [8] against the various threats of cyber-
crime [14]. Each mobile entity has a certificate signed by the wayside mainte-
nance centre; this certificate allows it to communicate with other entities and
secures its communications exchanged according to the standard Public Key
Infrastructure (PKI) [15]. This ensures authenticity, confidentiality, integrity and
availability of data.

• A hybrid implementation on both mobile entities and on the wayside mainte-
nance centre, such as follows:

– On mobile entities (Trains); it facilitates a dynamic implementation of Data
Acquisition, Data Manipulation, State Detection and Health Assessment
layers according to the requirements of embedded systems calculators;

– On the wayside maintenance centre (WMC); it provides for the imple-
mentation of all the layers the choice of monitoring in redundant layers made
through negotiations and the pooling of monitoring with the layers of the
mobile entities; implementation takes into account also the existence of
heterogeneous applications.

Fig. 2 Monitoring homogeneous class systems
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• In addition to classical monitoring agents, each layer owns new agents for
generating advises and maintenance actions (Advisory generation).

Table 1 illustrates, for each layer of the proposed hybrid monitoring architecture,
the missions of the Holons.

3.3 Expectations and Current Developments

The hybrid monitoring architecture presented in this paper is a redundant, flexible,
dynamic architecture that offers the following advantages:

• It allows a progressive implementation thanks to the dynamic maintenance layer
without disturbing the overall implementation schedule;

Table 1 Missions of holons layer by layer

Layer Mission of holons in mobile entities
(Trains)

Mission of holons in the wayside
maintenance centre (WMC)

Data acquisition
(DA)

Converting continuous signals
delivered by sensors networks or
transducers into a digital parameter

Acquisition and integration of signals
delivered by acquisition agents of
mobile entities, where these have not
yet implemented the upper layers
(MD, SD, etc.)

Data
manipulation
(MD)

• Analyses signals and creating
inductors

• Exchanges with heterogeneous
application

Signals analysis, exchange with
heterogeneous application and
creation of inductors for systems of
mobile entities that have not yet
embedded manipulation layer

State detection
(SD)

• Searches for anomalies on
signals; generate alerts/alarms

• Exchanges with heterogeneous
application

Exchanges with heterogeneous
application and generate alerts or
alarms for mobile entities that have
not yet embedded detection layer

Health
assessment
(HA)

• Determines health status (reports)
• Exchanges with heterogeneous
application

• Acquisition of reports and/or
determines health status for systems
of mobile entities that have not yet
embedded HA layer

• Exchanges with heterogeneous
application

Prognostic
assessment (PA)

• Determines a future failure mode
for systems of mobile entities, fleet
level

• Exchanges with heterogeneous
application

Smart
condition-based
maintenance

• Planning and optimization of
maintenance tasks (F-LCC-D) level
float

• Exchanges with heterogeneous
applications
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• It accelerates learning time and return on experience of monitoring holons;
• It allows cooperation with its heterogeneous environment applications;
• It enables a dynamic system monitoring support with the deployment of

embedded monitoring agents;
• It integrates management, cost and optimization through the dynamic mainte-

nance layer;
• It increases the level of system monitoring through dynamic load balancing

between mobile entities and the WMC;

Actually, ten trains are already equipped with computers dedicated to preventive
maintenance. In the same way, in the WMC, the implementation of the heteroge-
neous architecture of surveillance is currently in progress.

4 Conclusion and Future Research Works

In this article, a holonic architecture for the smart condition-based maintenance of a
fleet of complex mobile systems is proposed. Some holon missions have been
detailed. First applications are being made and developments are being embedded
into some trains by Bombardier Transportation. Short term perspectives are on the
analysis of this architecture in order to have some return on experience. Medium
and long term perspectives concern the gradual implementation of monitoring
systems for one fleet of mobile entities and the implementation of several mobile
fleets within the same hybrid architecture.

References

1. Yokoyama, A.: Innovative changes for maintenance of railway by using ict–to achieve “smart
maintenance”. Procedia CIRP. 38, 24–29 (2015)

2. Muzalevsky, R.: The Implications of China’s High-Speed Eurasian Railway Strategy for
Central Asia. http://www.jamestown.org/single/?no_cache=1&tx_ttnews%5Btt_news%5D=
36234

3. Paolucci, P.S., et al.: Dynamic many-process applications on many-tile embedded systems
and HPC clusters: the EURETILE programming environment and execution platforms.
J. Syst. Archit. 69, 29–53 (2016)

4. Rho, S., Vasilakos, A.V., Chen, W.: Cyber–physical systems technologies and application—
part II. Future Gener. Comput. Syst. 61, 83–84 (2016)

5. Mitra, R.N., Agrawal, D.P.: 5G mobile technology: a survey. ICT Express. 1, 132–137 (2015)
6. Le Mortellec, A., Clarhaut, J., Sallez, Y., Berger, T., Trentesaux, D.: Embedded holonic fault

diagnosis of complex transportation systems. Eng. Appl. Artif. Intell. 26, 227–240 (2013)
7. Wang, G., Gunasekaran, A., Ngai, E.W.T., Papadopoulos, T.: Big data analytics in logistics

and supply chain management: certain investigations for research and applications. Int.
J. Prod. Econ. 176, 98–110 (2016)

8. Moldovan, L., Gergely, A.M., Crainicu, B.: The concept of a distributed repository for
validating X.509 attribute certificates in a privilege management infrastructure. In: 9th

122 A. Fadil et al.

http://www.jamestown.org/single/%3fno_cache%3d1%26tx_ttnews%255Btt_news%255D%3d36234
http://www.jamestown.org/single/%3fno_cache%3d1%26tx_ttnews%255Btt_news%255D%3d36234


International Conference Interdisciplinarity in Engineering, INTER-ENG 2015, 8–9 October
2015, Târgu Mureş, Romania. Procedia Technol. 22, pp. 926–930 (2016)

9. BSI - BS ISO 13374-1—Condition monitoring and diagnostics of machines Data processing,
communication and presentation Part 1: General guidelines, Engineering 360. http://standards.
globalspec.com/std/248624/bsi-bs-iso-13374-1

10. Lebold, M., Reichard, K., Boylan, D.: Utilizing dcom in an open system architecture
framework for machinery monitoring and diagnostics. In: Proceedings IEEE Aerospace
Conference, 2003. pp. 3_1227–3_1236 (2003)

11. Thurston, M., Lebold, M.: Open standards for condition-based maintenance and prognostic
systems. ResearchGate (2015)

12. Le Mortellec, A., Clarhaut, J., Sallez, Y., Berger, T., Trentesaux, D.: An embedded
cooperative holarchy for diagnosing complex moving systems. In: Borangiu, T., Dolgui, A.
(eds.) 14th IFAC Symposium on Information and Control Problems in Manufacturing
(INCOM). IFAC, Bucharest, Romania (2012)

13. Belhadaoui, H.: Safe design of intelligent mechatronic systems critical applications. PhD
thesis at the National Institute Polytechnique de Lorraine (2011)

14. Markelj, B., Bernik, I.: Safe use of mobile devices arises from knowing the threats. J. Inf.
Secur. Appl. 20, 84–89 (2015)

15. Blanch-Torné, S., Cores, F., Chiral, R.M.: Agent-based PKI for distributed control system. In:
2015 World Congress on Industrial Control Systems Security (WCICSS), pp. 28–35 (2015)

Smart Condition Based Maintenance … 123

http://standards.globalspec.com/std/248624/bsi-bs-iso-13374-1
http://standards.globalspec.com/std/248624/bsi-bs-iso-13374-1


Part III
Sustainability Issues in Intelligent

Manufacturing Systems



Emerging Key Requirements for Future
Energy-Aware Production Scheduling
Systems: A Multi-agent and Holonic
Perspective
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Abstract The aim of this paper is to study a set of emerging key-enabling
requirements for the design of multi-agent or holonic manufacturing systems dealing
with the energy aware scheduling of future production systems. These requirements
are organized according to three different views, namely informational, organiza-
tional and lifecycle views. It is shown that these emerging key-enabling require-
ments are not sufficiently addressed by the research literature. An illustrative
futuristic example of a system complying with these requirements is provided. From
this example, new research opportunities and issues can be easily found.
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1 Introduction

This paper focuses on the challenging issue of energy aware production scheduling.
Energy aware production activities are nowadays and will remain in the future a
major industrial issue because of the increasing short-term volatility in cost and
availability of energy coupled to an increasing average (long-term) cost of energy.

This paper lies within the field of Intelligent Manufacturing Systems (IMS). In
that field, one can face an important set of contributions dealing typically with the
design of multi-agent systems (MAS) and holonic manufacturing systems (HMS) to
control in a predictive or reactive way the scheduling of manufacturing activities.
Among this abundant literature, energy starts to be considered in the development
of energy-aware MAS and HMS [1] in response to the challenging issue introduced.
One main advantage of using IMS based approaches such as MAS and HMS in
energy-aware production comes from their potential ability to cope with the
unexpected and the complexity induced by the energy-dimension [2].

Meanwhile, designing energy-aware production scheduling systems (EAPS2)
requires a set of profound modifications not only in MAS/HMS scheduling control
models but also in informational and organizational processes in industry to exploit
or permit the use of these MAS/HMS based EAPS2. In other words, focusing only
on the core activity of scheduling with no attention paid to key-enabling
energy-compliant requirements is a too restrictive view: a more global view is
required, where the EAPS2 is immerged in a more global environment enabling its
functioning [3]. In that sense, this paper is aligned with the conclusion of an
interesting study [4] pointing out the gap between research and industry in energy
management in production and fostering researchers to work on: the design of
energy-aware decision support systems to visualize and handle trade-offs between
energy and other KPIs; realizing full benchmarking activities; developing improved
monitoring and control systems of energy; and, extending MES (Manufacturing
Execution Systems) and ERP (Enterprise Resource Planning) to support the energy
as a new clear dimension.

In this context, this paper intends to study key-enabling emerging
energy-requirements of MAS/HMS based EAPS2 that enable a viable integration of
the designed MAS/HMS based EAPS2 into next generation production environ-
ments. We assume then that the EAPS2 is designed using IMS principles, the
introduced expected advantages of MAS/HMS paradigm in the context of energy
management being considered. Meanwhile, it is important to note that this paper
does not focus on energy generation issues and does not deal with the internal
design of the EAPS2 itself either, for which several literature reviews and a large
amount of work are available [5].
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2 Key-Enabling Emerging Requirements in MAS/HMS
Based Energy-Aware Production Scheduling

The impact of the design of energy aware processes in future factories has been
studied in recent years [6]. Inspired from [7] and aligned with the conclusions
presented in [4], we study here several key-enabling emerging requirements that we
have classified in three categories, namely informational, organizational, and life
cycle points of view, as summarized in Table 1.

As introduced, these requirements are emerging key-enablers. In other words,
they are pre-requisites to design viable MAS/HMS based EAPS2 in a near future
context where the availability of energy as well as its cost will be more variable and
unpredictable. It is important to note that this context will not evolve in a favourable
way: the long-term average energy cost, still increasing, coupled with the reduction
of fossil-based energy availability will force industrialists to consider alternative
integrated energy sources (wind, solar energy). These sources will contribute to
increase further the unpredictability in availability and cost of energy purchased and
produced.

It is clear that these key-enabling emerging requirements are not proved to be
exhaustive, but from our point of view these are among the most critical ones. In the
remaining of the paper, these key-enabling emerging requirements are detailed and
discussed. When available, illustrative examples from the literature are provided.

Table 1 Classification and presentation of the proposed requirements

Point of view Requirement
reference

Description of the main features of the requirement

Informational REQ#I1 A MAS/HMS based EAPS2 must be interoperable with
other information systems of the enterprise or beyond

REQ#I2 A MAS/HMS based EAPS2 must be able to observe and
control energy variables of energy consuming resources

Organizational REQ#O1 A MAS/HMS based EAPS2 must be able to control the
different types of energy wastes that have been identified
and categorized

REQ#O2 A MAS/HMS based EAPS2 must be able to support
reconfigurations of the manufacturing systems, according
to the cost and the availability of energy in the mid-long
term as well as manufacturing resources availability

Life-cycle REQ#L1 Like any system designed according to sustainability
principles, the lifecycle assessment of a MAS/HMS based
EAPS2 is recommended
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3 Integration of the Key-Enabling Emerging
Requirements in MAS/HMS Based Energy-Aware
Production Scheduling

3.1 REQ#I1: Interoperability with Information Systems

The MAS/HMS based EAPS2 must be at least interoperable with the enterprise’s
information system application layers dealing with production, mainly ERP, APS
(Advanced Planning and Scheduling), MES and SCADA (Supervisory Control And
Data Acquisition) systems. The interaction with these systems occur at a transac-
tional level (ERP, MES, SCADA) as well as at a simulated off-line level (APS); this
last interaction improves convergence between ERP and MES by allowing
“what-if” scenario generation and analysis and where EAPS2 can be an important
component. Often neglected, the impact of paying attention to energy in a manu-
facturing system is profound. It is causing shifts in the way manufacturing com-
panies operate, interact with their customers (especially other businesses), and offer
services and products. In fact, almost every aspect of a business will be affected by
a comprehensive global sustainability approach. In order to provide solutions to this
situation, enterprise level management modules are starting to be conceived as tools
in which energy and sustainability needs are intertwined (an example is ERP Green
from Sustainable Dynamics). This requirement drives attention to the impact of the
right interoperability between information systems and a MAS/HMS based EAPS2

in order to implement a holistic sustainable approach, unless parts of the “global
chains” are broken. It is crucial that the information flowing among the different
levels of the global environment in which the EAPS2 is immersed is properly taken
into account.

The upper management levels (typically, ERP/APS) are key for the right
functioning of EAPS2, being MAS/HMS based or not. The information that comes
from, for example an ERP, defines the activating events for an EAPS2 in order to
start a new schedule or to dynamically react, modifying a running one through for
example the interaction with a supervisory or staff holon (PROSA-like approach)
[8]. Not only the incoming information is key, but also the outgoing information
that must flow timely and with the right format to the upper management levels in
order to assure the optimized treatment of the means by the global manufacturing
system and to provide energy-oriented (and more, globally, sustainability oriented)
relevant information to decision makers. Furthermore, such integration will pave
the way to “information platforms” that visualize the means of the factory on
different levels taking into account new kinds of Key Performance Indicators (KPI).
These KPIs should also be used for benchmarking or even for efficiency labels for
factories, processes, machines and products.

Research works that explicitly tackle this requirement are still lacking, despite
the fact that it was already identified in the Strategic Research Agenda ranked list
from the REViSITE project ICT4EE roadmap [9]. From an industrial point of view,
some companies in the ERP-sector have already launched initiatives to include
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analyses on resource and energy efficiency as well as carbon emissions in their
software, but this is not sufficient [4].

At lower management levels, the link with MES and SCADA systems is also to
be studied in a holistic way. Holonic Manufacturing Execution Systems (HMES)
could be for example extended in the context of EAPS2 using for example the
concept of go-green holon [10] to enable the monitoring of energy-based KPI (cf.
REQ#I2).

Meanwhile, this “vertical” interoperability is not sufficient and must be com-
pleted by a “horizontal” interoperability, the one that deals with product and sys-
tems life cycle management (e.g., Product Lifecycle Management PLM software).
From our point of view, the concept of “intelligent products” [11] can be adapted,
for example, in the context of energy-aware lifecycle management.

More, even this widening is not sufficient. Indeed, some innovative interoper-
ability links can be identified when considering that the MAS/HMS based EAPS2

should also be interoperable with systems beyond the enterprise itself, and among
them, energy provider and other energy consumer systems. This interoperability
will concern the gathering of reliable information about energy peaks, availability,
and costs, but will also concern possible negotiation with these systems to find a
compromise between production needs and energy offers, as it will be illustrated in
the example provided at the end of the paper.

3.2 REQ#I2: Ability to Observe and Control Energy
Variables

From a software point of view, the capability to collect and to manage energy
consumption information at the desired granularity (from sensors/actuators level to
business management level) is needed to identify demand patterns and to develop
appropriate strategies and policies to address energy management and saving
opportunities. Also, the capability to measure detailed energy utilization insights
into sub-system interactions can lead to further efficiency improvements as much as
the interactions are comprised and modelled. From a hardware point of view,
energy-aware sensors and actuators are required to allow such a pervasive moni-
toring and energy control. Moreover, standards for the design and deployment of
optimal sensor networks as well as “smart” energy devices are required for the
integration with higher-level energy management systems (see for instance IEC/TR
62837 Energy efficiency through automation systems). This requirement bridges
then the digital world with the physical one. Within the context of MAS/HMS
based EAPS2, controllability and observability logically lead to the integration of
the concept of “cyber-physical systems” (CPS) when defining the MAS/HMS based
EAPS2.

A MAS/HMS based EAPS2 requires such a CPS approach to enable it to “close
the loop”, from energy sensors to actuators through control decisions. This
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requirement refers to the well-known concepts of “controllability” and “observ-
ability” of systems from the control theory:

• Energy controllability ensures that the decisions of the MAS/HMS based EAPS2

actually influence energy-related KPIs. This is often the case but some basic
attention must be paid to avoid uncontrollability (e.g., if a holon controls the
speed of a robot for which the energy used per time unit is inversely propor-
tional to this speed, then the total energy consumption for this robot is unfor-
tunately uncontrollable by the holon).

• Energy observability requires that energy-consuming resources (in a broad
sense) must be equipped with technological solutions enabling the real-time
measurement and the forecasting of:

– manufacturing energy supply or needs;
– resources energy consumption;
– peak overall power consumption during manufacturing;
– energy prices and energy costs for manufacturing;
– re-used/recycled energy wastes (cf. REQ#O1);
– energy efficiency measures and related performance indicators.

The energy consumption remains hard to measure and to model, then hard to
predict. Typically, consumption is function of various parameters depending on
low-level physical processes, operations, product characteristics (weights), age of
resources, maintenance, etc. In [12], authors propose a standard-based infrastructure
to collect and monitor energy data in real time for manufacturing and production
systems, along with a manufacturing energy management system (MEMS). In case
of difficulties to measure energy directly, control theory and modern identification
technics (observers and state re-constructors) can be used and embedded into
holons [13]. Other techniques, such as function blocks approaches, discrete event
modelling and simulation, axiomatic or feature-based design may also help to
measure indirectly energy and to predict its evolution [14].

Meanwhile, in the context of IMS and from our review, existing energy profile
models embedded into holons remain very (too) simple. For example, in [10] a
MAS/HMS based EAPS2 was applied to a flexible manufacturing system for which
direct resource consumption was not measurable in real-time. To solve this issue, a
highly simplified energy consumption model has been designed from offline single
tests with global measurements at cell level. From these essays, a 3-constant levels
consumption model has been chosen for each of the robot controlled by a holon
(robot off mode: consumption 0; sleeping mode where power was not supplied to
the robot: constant consumption C1; and working mode: constant consumption C2).
This kind of model is clearly not sufficient since the consumption depends in fact on
the load of robots and peak/Dirac consumptions at starting moments of movements
were always neglected.

More elaborated energy models have been developed in [15]. In this work, each
production resource is associated with an intelligent agent providing the interface
with information systems (e.g., APS, MES…). The intelligent agent provides the
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resource’s state, the resource’s total energy consumption, the resource’s operations,
and the resource’s performances for an operation (speed, timeliness, power con-
sumption, quality of service, etc.). This agent observes the instantaneous energy
consumption of the resource and calculates KPI such as energy used per operation
type, total consumption, etc. The global architecture of this MAS/HMS based
EAPS2 allows supporting dynamically and in an easier manner changes in the
physical world providing an additional improvement of the decision-support tool
for performance measurement and management in the industrial sustainability and
sustainable supply chains domain [16]. But, as for the previous example, observers
consider the observed system as a black box to be identified according to classical
control theory approaches.

In fact, controllability and observability difficulties come from the situation
when resources have not been designed to support energy measurement and control.
Nowadays, recent machines and robots are being equipped with “energy modules”.
Meanwhile, a great majority of existing resources are still not equipped while for
some of them, cost issues or contextual constraints (corrosive environment, etc.)
forbid and will still forbid such equipment.

Finally, it is important to note that all the previous discussion deals with energy
expressed in term of electric power. This holds also true for the literature. Mean-
while, other kinds of energy sources can be found, for example energy from air
compressors. Even if the primary energy is electricity to generate compressed air,
the actual use of compressed air is complicated to express in terms of energy usage.
In the previously cited example [10], the conveying system uses both electrical
energy (for shuttle moves) and air (for switching gates). The measurement of the
conveying system energy consumption was then so hard to realize that the authors
of this MAS/HMS based EAPS2 neglected this consumption.

3.3 REQ#O1: Ability to Control the Different Types
of Energy Wastes

This requirement deals with organizational issues since it requires the revision of
industrial processes and production methods themselves to integrate lost energy
harvesting and re-injection systems. It is important to note that energy wastes make
the energy use efficiency decrease (and for some industries, the amount of waste is
of the same order of magnitude than the energy used to add value to products). The
idea is to recycle energy wastes as a possible “free” energy input in the production
system and to offer the MAS/HMS based EAPS2 opportunities to reuse these wastes
(e.g., by defining holons managing these wastes). Moreover, this provides a new
decisional criterion for agents or holons when controlling production since they
must also consider the minimization of the part of the wasted energy that cannot be
harvested and that will be definitely lost. This kind of requirement concerns for
example chemical/process industries or high energy consuming manufacturing
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systems like plastic production by injection moulding or manufacturing systems
with heat treatments. In such industries, energy waste generated from heat losses
during machining can be considered as a potential non-negligible “free” input
energy to be handled.

Meanwhile, despite the fact that this original requirement can be seen as a source
of important savings, from our knowledge there is no MAS/HMS based EAPS2

paying attention to it. One reason comes from the fact that only few industrialists
have mature solution to gather energy losses. From our point of view, the coupling
of the global Monozukuri design principle from the Japanese automotive industry
[17] with HMS/MAS based EAPS2 could be an interesting evolution as well. Also,
inspiration may come from other domains: building engineering, embedded systems
and transportation of energy in the grid.

3.4 REQ#O2: Ability to Support Reconfigurations
of the Manufacturing Systems

MAS/HMS based EAPS2 must be able to support reconfigurations of the manu-
facturing system. “Reconfiguration” is here understood in its broad sense, according
to different conditions (long-, mid-, and short-term) aligned with the management of
energy at the same long-, mid-, and short-terms.

The long-term reconfiguration is related to the factory life-cycle and involves
lifecycle engineering and product/process revisions in order to reduce energy
consumption in terms of material, transformation, processing of raw materials,
components, and final products or alternative ways to supply energy to the factory
using integrated renewable resources or acquiring energy somewhere else. The
long-term reconfiguration can also include new designed or purchased equipments
with energy efficiency increased capability. In this case the MAS/HMS based
EAPS2 should transform existing energy requirements into the new reconfigured
resources and constraints networked layout. As a consequence, and to support
long-term reconfiguration, a agent/holonic control architecture must be reconfig-
urable (i.e., adaptable, evolvable) as well, following the different configurations of
resources. This kind of reconfiguration is closely related to the REQ#L1 detailed
hereinafter.

The mid-term reconfiguration, typically addressed at a planning level, tries to
recombine existing resources in what-if planned scenarios (the typical domain of
APS systems) by using aggregate data on resources availability and production
constraints (one of these being energy) with respect to some cost or target function.
In this case the MAS/HMS based EAPS2 should be capable to elaborate feasible
solutions, accordingly to contextual decision variables and decision maker’s pref-
erences, and showing their impact in terms of energy and cross-functional KPIs
[18]. This can be done typically through cooperation or negotiation mechanisms
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among holons or agents. The obtained results can then be deployed to local areas,
plants and lines subject to the interoperability requirement (see REQ#I1).

The short-term reconfiguration involves scheduling (and hence optimization
where possible) of improved sequences flattening energy peaks, reducing total
energy demand in a given time frame (day, shift, hour), selecting alternative
resources in order to maximize energy saving, up to real-time monitoring and
control of equipment and machines, providing switching on/off, stand-by and other
sensor-actuator policies [19]. This kind of reconfiguration is the most addressed in
the literature since it is the closest to the scheduling issue [20].

3.5 REQ#L1: Lifecycle Assessment of MAS/HMS Based
EAPS2

In conjunction with the previously introduced long-term reconfiguration ability and
in addition to the improvement of current operations, consideration must also be
given to the performance of future systems and equipment. For this, Life Cycle
Assessment (LCA), which uses historical data, must be communicated to system
and equipment designers alike. This data will permit designers to develop systems
that can be more easily adjusted to reduce peak energy requirements and to provide
overall gains in average consumption from past experiences. Furthermore,
designers will not only have a better knowledge of expected energy efficiency, but
will be also able to better model and design the system to achieve even greater
savings. Effective Life Cycle Engineering (LCE) analysis, for instance, requires a
holistic analysis of product design as well as process design in order to allow
energy awareness in the manufacturing phase, providing key features not only at
product level but at equipment and machines level, specifying requirements in
terms of energy metering, saving, and controlling phases.

Accordingly to this extended view of factory life-cycle, a MAS/HMS based
EAPS2 should support the capability to integrate advances in technology allowing
for example long-term product/process reconfiguration (REQ#O2); this opportunity
may only occur occasionally so when it arises, efforts must be made to incorporate
all existing knowledge into the design of higher efficiency systems and equipment.
Typically, a holonic architecture complying with this requirement must be designed
to support different technology modelling in a generic way (e.g., libraries).

A MAS/HMS based EAPS2 is also a software product, which is designed to
operate in an environment in order to achieve a set of goals. In order to assure its
correct and efficient execution, performance-monitoring activities must be per-
formed. The key to any system’s effectiveness is whether its operations and outputs
are achieving the performance targets. For a MAS/HMS based EAPS2 this is
directly linked to its environment and its set of goals, considering at the same time
the changes that these elements may experience during the life cycle of the global
manufacturing system. The environment in which the MAS/HMS based EAPS2
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exists is outlined by the definition of the different levels of the manufacturing
company in which it is running, and the manufacturing processes that are scheduled
in order to fabricate products. On the other hand, the set of goals that must be
achieved by the MAS/HMS based EAPS2 is normally defined as a set of
multi-objective criteria that can include: classical time-based (completion times,
flow times, tardiness/earliness…), or mixed time/quantity-based (throughput…)
production objectives, together with sustainability means such as energy, CO2

emission, waste, scrap, pollution, etc. [5, 21]. As a consequence, any change or new
requirement on any of these elements will affect the performance of the MAS/HMS
based EAPS2. The majority of works on designing MAS/HMS based EAPS2 take
into account the elements described before but only their static view (assuming that
no changes will appear during the entire life cycle of the manufacturing system).
Few works pay attention to the dynamic nature of these elements. Such works focus
solely on the dynamic (at run-time) changes of the sustainability goals in terms of
targets changes but not on new sustainability goals. A literature review on dynamic
approaches of EAPS2 can be found in [21]. It is stated that an urgent attention to
reconfigurable MAS/HMS based EAPS2 must be paid by the specialized research
community in order to equip these tools with powerful and fault tolerance features
demanded by todays and future industrial scenarios.

Finally, it is also important to note that the MAS/HMS based EAPS2 is a system
itself, for which a LCA can thus be led. This will force designers to adopt a broader
view on the different steps of the whole life of their MAS/HMS based EAPS2.
A LCA for MAS/HMS based EAPS2 should arrange the performance-monitoring
activities that will trigger/start the reconfiguration of the EAPS2 in order to adapt to
a change/reconfiguration of the products and manufacturing processes. With such
an approach, a MAS/HMS based EAPS2 may have different versions/configurations
depending on the concrete definition of its environment and goals, and may evolve
to other versions/configurations when any of these elements changes or when the
performance targets are not met. According to this, for example, some holons may
appear while other may disappear in the EAPS2, the holonic architecture can also
evolve to be more efficient. Applying the four main phases for LCA defined by the
ISO 14040 [22] and 14044 [23] standards, the steps will be:

• Goal and scope definition, with a detailed specification of the environment in
which the MAS/HMS based EAPS2 is currently running, its goals and the
performance targets,

• Life cycle inventory analysis for the input and outputs of the EAPS2 taking
special attention to the sustainability means,

• Life cycle impact assessment in order to evaluate the significance of the impacts
of the Life cycle inventory results, and

• Interpretation for identifying, quantifying, checking and evaluating the need to
evolve to other version/configuration depending on the performance targets.
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4 An Illustrative Example

In this part, we provide an illustrative example of the application of previously
introduced key-enabling requirements in a MAS/HMS based EAPS2, focusing only
on the informational and organizational requirements. This example is theoretical
and futuristic, but is inspired from a real industrial need and opens some new
interesting perspectives for researchers. In this example, a holonic system (con-
sisting of three subsystems) for the coordinated scheduling of manufacturing pro-
duction and energy generation in a region is considered, see Fig. 1:

• A Smart Plant #1, which is a factory energy consumer (or a regional supply
chain), including a first MAS/HMS based EAPS2 for manufacturing scheduling
and control, denoted in short “smart factory scheduler”,

• A Smart Plant #2, which is an energy provider/supplier—including a second
MAS/HMS based EAPS2 for energy generation scheduling and control, from
different regional energy sources, denoted “smart energy scheduler”,

• A regional MAS for conflict resolution and overall monitoring.

This open and distributed architecture can be seen as a MAS/HMS “system of
systems” that gives the possibility to make coordinated decisions on manufacturing
activities and energy consumption that should gain from being based on a
service-oriented architecture and an enterprise service bus supporting P2P inter-
actions (“peer to peer”) [24]. It also comprises a knowledge base system consisting
of two major components: an ontology that defines a model of domain knowledge
and a world scene memorizing past events and decisions mirroring the reality and
the evolution in the environment and reflecting a model of the situation with the
actual state of all participants in real time. This architecture can be reconfigured
(REQ#O2), and connections can be made using plug and play technologies to adapt
or open this network at any time.

Fig. 1 The MAS/HMS “System of Systems” view
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In this example, the top-level regional MAS for conflict resolution and overall
monitoring contains agents representing both types of schedulers which receive
data about their statuses and plans for the calendar period and time of the day.
Smart factory and smart energy schedulers interact with their own ERP and MES
systems (REQ#I1) to get production plans, batches of operations and their status.
Each of the considered schedulers makes its own resource scheduling: the smart
factory scheduler deals with manufacturing orders, processes, equipment and
workers in the factory, and the smart energy scheduler deals with energy generation
plans, for example, turning “on” or “off” turbines or launching CHP (combined heat
and power plant) on coal, taking into account characteristics of orders and pro-
cesses, supply chains, resource requirements, equipment condition, etc.

The schedule created for each of the systems (producer and consumer) is
transferred to the general regional multi-agent system for conflict resolutions, which
can ask any one of the systems to reschedule if necessary. If there is no conflict, the
role of agent-representatives is the elaboration of fast coordination of plans and the
sending of approvals to the schedulers. Meanwhile, in case of important events that
violate the balance of interests, special vertical and horizontal protocols for nego-
tiation and conflict resolution can be used.

Let us consider, for illustration purpose, a scenario example:

1. The factory receives at a date t0 an unexpected new large order.
2. The smart factory scheduler adapts the production schedule, but notes then that

it will imply the use of highly power-consuming equipment.
3. The smart energy scheduler is informed about the forecast in the increase of the

energy consumption of the factory. The rise of the power needed is precisely
evaluated.

4. Aside this process, the smart energy scheduler is also informed of unexpected
variations to come in the availability of the renewable energy part, because of
weather conditions. The conjunction of these two processes enables the smart
energy scheduler to detect two overload peaks, see Fig. 2.

5. The smart factory scheduler receives precise information about such peak time
intervals.

Fig. 2 Graph of energy plan coordination
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6. The smart factory scheduler tries to short-term reconfigure (REQ#O2) and to
rebuild a new production schedule avoiding these peaks, for example, by
smoothing production, scheduling factory workers on a night shift, plugging in
new production resources (facilitated using the holonic paradigm) or out-
sourcing part of the production (REQ#O2).

7. When finding a solution through iterative negotiation, both schedulers sign an
updated agreement, which reflects the new balance of supply and demand.

8. If necessary, and as an illustration of the reconfiguration process (REQ#O2), the
top-level regional MAS for conflict resolution can connect in the negotiation
process additional smart energy schedulers of other energy providers to improve
the level of generated energy on demand, in particular from alternative energy
sources (e.g., solar and wind) for time intervals of favourable weather forecast
(REQ#O1).

Obviously, the energy availability and consumption depend on which other
smart factories and smart energy providers are active and connected to this network
at that time. There may be not only two as in the given example, but much more. As
a result, the situation changes dynamically, depending on many factors. Thus, the
global levels of available and required energy are dynamic as well. Similarly,
negotiation protocols can be built in case of sudden decrease in energy consumption
or introduction of new sources of cheap energy, etc. Moreover, this architecture can
be expanded not only by increasing the number of providers and consumers, but
also recursively by increasing the number of implemented levels using holonic
principles of self-similarities, providing the requirements for openness and flexi-
bility, performance, scalability, reliability and viability.

This example architecture illustrates how the introduced key-enabling require-
ments force designers of MAS/HMS based EAPS2 to have a broader, more global
view of the initial energy-aware scheduling design issue as well as help them to
open their mind to find new global and original solutions.

Currently the discussed smart factory and smart energy schedulers are under
development and are planned to be applied for manufacturing in aviation industry
and modelling of regional energy consumption [25, 26].

5 Conclusion

The aim of this paper was to foster researchers to pay attention to key-enabling
requirements when designing MAS/HMS based EAPS2 beyond requirements
directly relevant to the EAPS2 system itself. These requirements force widening the
attention paid by researchers during design in order to ensure the most global view
of the implications of the principles of sustainability at different levels of the
manufacturing system and their proper treatment by the concrete MAS/HMS based
EAPS2. It has been discussed the idea that these key-enabling requirements are not
sufficiently addressed by the literature.
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An illustrative example of a system complying with some of these requirements
was provided to illustrate the potential benefits of such a more global design view.
From our work, it seems that some of the introduced requirements remain consistent
even if they are not specifically addressed within the context of HMS/MAS and we
intend to pursue our work in that direction.
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Multi-agent Framework
for Manufacturing Sustainability Analysis
and Optimization

Flavio Tonelli, Massimo Paolucci, Melissa Demartini
and Davide Anghinolfi

Abstract Manufacturing sustainability is related to complex adaptive systems
crossing different layers; sustainability issues, and their potential resolutions, are
transversal to supply and shop-floor levels, often including interaction between
them; in addition, multiple actors across the supply chain interact displaying
non-linear and non-rational behaviours characterized by feedbacks and time lags.
This complexity is nowadays addressed with classical simulation approaches such
as System Dynamics (SD), Dynamic Systems (DS) at very high and aggregate
level, or Discrete Event Simulation (DES) at very low and disaggregated level.
Agent Based Modelling (ABM) approach may potentially address such issues in a
more effective way because it exploits the strengths of both aggregated and dis-
aggregated models, while minimizing the drawbacks. The purpose of this paper is
to present a self-developed multi-agent based framework as a basis for sustainable
manufacturing modelling, simulation and analysis. A literature review on agent
based modelling applied to sustainable manufacturing issues is reported to justify
choices adopted in the developed tool. Then an illustrative case of a semi-automated
food production line is described with the aim of evaluating the self-developed
framework through some sustainability and productivity KPIs, and showing easi-
ness and adaptability. The complete agent based simulator and the interaction
sequence are reported and validated by an experimental campaign.
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1 Introduction

The modern global industrial system, even if delivering major benefits in wealth
creation, technological advancement and enhanced well-being, is estimated to be
responsible for about 30% of the greenhouse gases and is a major consumer of
primary resources [1]. Although some progress towards sustainability has been
achieved at micro-level (eco-efficiency, cleaner production, recycling initiatives,
and extended producer responsibility directives), overall industrial sustainability
and its macro- and micro level interactions have not yet improved [2], also because
of scarcity of integrated tools capable to catch this complexity. Modelling and
simulation can play an important role toward this integration but existing tool still
are too much sophisticated, being developed mainly for micro level studies and
analysis. Similarly, despite impressive improvements in material productivity and
energy efficiency in many industry sectors, overall energy consumption and
material throughput continue to rise. It is apparent that to deliver long-term goals on
this scale requires fundamental changes in the global industrial system, and this
necessitates an integrated approach that goes well beyond current efficiency and
productivity initiatives where modelling and simulation can play an important role.

The purpose of the paper is to describe the features of a self-developed agent
based simulation framework for manufacturing, including special features for
sustainability issues. In Sect. 2 a literature review on Sustainable Agent Based
Modelling is presented and discussed. Section 3 proposes the self-developed agent
based simulation framework, and Sect. 4 describes an illustrative case study of a
semi-automated food production line. Finally, conclusions and future development
are presented in the last section.

2 Literature Review on Agent Based Modelling
Application to Sustainable Manufacturing

The literature review was performed by analyzing the Scopus dataset, in particular
searching the publications appeared between 2000 and 2015 that include “Sus-
tainable Agent Based Modelling” or “Sustainability Agent Based Modelling” in the
title, abstract and keywords. The result was a set of 234 papers, the earliest of which
published in 2001 and the most recent in 2015.

The distribution of publications over years displays an interesting sharp growing
trend of articles on this subject over the past decade. The trend line illustrates the
average number of articles published until the previous year. It reveals a significant
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increase from 2012. In terms of geographical distribution, the publications con-
tributing to this research area originate from many different countries around the
world, based on the main author’s university affiliation, with a predominant position
of USA.

The most relevant authors are Leitão P., Trentesaux D., Giret A., whereas the list
of the first journals includes Journal of Cleaner Production, International Journal of
Production Economics, Journal of Manufacturing Systems, International Journal of
Production Research, Renewable and Sustainable Energy Reviews.

From a qualitative review of the collected paper, Agent Based Modelling
(ABM) approaches are particularly interesting because of their characteristics:
(i) the heterogeneity of the agents, (ii) their adaptive behaviour and (iii) the gen-
erative approach they follow. Agents have (i) a bounded rationality that is subject to
stress, time pressure and emotive forces, (ii) a memory and a set of properties
defined by the modeller that helps them to implement different types of behaviour,
and (iii) they can learn from their mistakes and they can adapt and react to different
scenarios (i.e. a different set of properties or a modified environment). In this way,
macro-behaviour is not simulated but emerges from the micro-decisions of indi-
vidual agents. This flexibility makes ABMs a powerful interdisciplinary tool and
thanks to these characteristics, these models are potentially able to represent any
type of situation or system encountered in Industrial Sustainability (IS) domain. The
key advantage offered in the specific IS domain, with respect to other possible
simulative approaches, is the ability to take into account heterogeneity and beha-
vioural interactions, which can lead to emergent behaviour that would not be
obvious or might be very difficult to foresee in an aggregate model as it could occur
in the current manufacturing networks. Agent-Based (AB) models in the industrial
sustainability field are emerging and various authors have identified the potential
value and effectiveness and advocated such simulation approaches [3–5]. The
findings of this study established the potential and capability of ABM for investi-
gating decision options for optimal eco-industrial systems in both ‘open-loop’ and
‘closed-loop’ structures/systems. More recently, [6] explore the use of ABM for
eco-innovation policy assessment through the example of Extender Producer
Responsibility (EPR). [7] assessed bio-inspired multi-agent systems for reconfig-
urable manufacturing systems. [8] assessed and compared mathematical program-
ming and ABM for off-line scheduling with an application to energy aware
manufacturing systems. The analysed papers, qualitatively reviewed, prove that
Agent-Based (AB) models are a very promising approach for including the sus-
tainability dimension [9]) in the industrial context studies, and in order to improve
industrial sustainability. AB models can be considered, in this context, a new
generation decision-making tool [10], capable to integrate sustainability at macro-
and micro- levels including sustainable supply chains and sustainable manufac-
turing areas. Various applications towards manufacturing sustainability, based on
AB, can be found in recent literature [8, 11, 12]. In summary, ABM is an interesting
emerging field that seems to have significant potential for exploring the complex
issues of sustainable industrial systems. The ABM approach also presents some
limits even if advantages outweigh drawbacks; for a general evaluation of these
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pros and cons see [13]. In particular, it is complex to manage and properly model
the heterogeneity of agents and their emergent properties without having a proper
tool [14–17]. Commercial tools are not specifically designed to address industrial
sustainability or sustainable manufacturing problems (see, for example AnyLogic
or NetLogo). Nevertheless, the researcher will face a trade-off between complete
information coverage, and need to manage such complexity, leaving out from the
analysis several factors. The reported evidences confirm the appropriateness of the
ABM approach and suggest the importance to identify or develop Multi Agent
Simulation (MAS) framework for manufacturing sustainability as the one proposed
in this paper.

3 MagisQuam: A Multi-agent Simulation Framework
for Manufacturing Sustainability

This section introduces the main features of a new ABM framework developed
through the collaboration of academic research and industry by IROI s.r.l., a spinoff of
the University of Genova (Italy). MagisQuam (MQ) Simulator has been designed to
be a highly versatile tool that can be adopted to analyse through simulation systems
and processes belonging to different types of industrial contexts, in particular to
effectively support in understanding complex systems dynamics in a very intuitive
and friendly way.MQ, in fact, is based on a visual design environment through which
the modellers can define system models in a rather simple way, starting from either a
set of base building blocks or exploiting the available vertical industry block libraries.
Sustainability issues have been taken into account in such libraries through the
implementation of specific behaviours and key performance indicators (KPIs).

A MQ model can be defined as a classic Multi-agent System (MAS) that
includes the following main elements:

• Entities: they represent the overall classes of agents. These entities are charac-
terized by:

– Attributes, defining the properties of the entity;
– Behaviours, specifying for each entity the set of the possible states and the

transition procedures among them;
– Message traps, specifying the behaviour of a class of agents as a conse-

quence of the reception of a message from another agent class.

• Agents: they represent the instances of the entities and are characterized by
specific values for their attributes.

• Messages: they are used to enable the communication among the agents during
the simulation and are characterized by their field structure and subject.

• Behaviours: associated with each entity/agent state there is a behaviour that is
defined as a workflow.
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In addition, in order to represent the state evolution of each agent, local and
global variables are defined. The local variables are used to allow each agent to
represent its state as well as to provide memory for the actions performed and their
outcome. On the other hand, the global variables represent common dynamic
features of the environment where the agents operate and are available to all the
agents needing them, and are modified as a consequence of the agents’ actions.
Beside these general purpose variables, MagisQuam Simulator permits to introduce
a set of performance indicators (KPI) that consist in specialized global variables
allowing evaluating the performance of the considered process.

The agent-based simulator corresponds to a synchronous discrete-time model:
hence, the simulation evolves as a sequence of simulation time steps: at each step,
for each agent, the behaviour associated to the state in which the agent is at the
beginning of the step is performed. Beside these general purpose variables, MQ
permits to introduce a set of performance indicators that consist in specialized
global variable that allow evaluating the performance of the considered process; a
set of specific sustainability KPIs has been implemented into the framework.

Typical complex systems behaviour such as the ones addressed in industrial
sustainability domain can be obtained by focusing on the actual operating entities
and letting the overall picture to emerge from their interaction. Entity/agent view
allows also to represent the desired model level, high aggregate or detailed dis-
aggregate, as well as to make different levels to interact; the user can then impose
the desired organization structure (e.g., hierarchy, coalition, federation). How to
model such aspects depends on the specific context under concern, the desired level
of detail and complexity; for example, the generation of waste can be represented as
emerging from the interaction of the behaviours of different agents operating on the
same material, or by associating as an active behaviour the material itself, i.e.,
modelling pharmaceutical production lots as agents in charge of monitoring their
state. In the following section a simple illustrative case is introduced to show how
the product waste due to different production schedules can be easily analysed.

Regarding sustainability in manufacturing processes, MQ models appear an
effective option since they can provide specialized agents, behaviour and KPI to
account for resource waste, energy consumption, emission, environmental or eco-
nomical dangerous processes.

4 An Illustrative Example

4.1 Description

The manufacturing system proposed in this paper takes inspiration from a real plant
producing food for animals as depicted in Fig. 1 in order to test and validate the
MQ framework and simulation tool in a semi-real industrial instance with hybrid
manufacturing behavior (continuous and discrete processing steps, deterministic
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and stochastic variables, and automatic/human interaction with interrelated con-
straints). The plant is characterized by two convergent production lines, one fully
automated, whereas the other requiring manual working phases.

Due to these different types of processing, the manual and the automatic lines
operate with different manufacturing times, in particular, the automatic line showing
almost constant processing times, while the manual high stochastic ones that may

Fig. 1 The process scheme of the illustrative example
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depend on the specific operator skill as well on the team composition and shift. The
two lines operate in independent manner producing separately two parts of the same
recipe for a specific food type. The plant in fact produces several recipes through
the processing and the combination of different raw materials. The manufacturing
of each of these recipes is performed in a distinct container (bin) that is moved in
the automatic line where at different stations the main ingredients are added.
A similar processing is performed in the manual line where very small quantities of
critical ingredients are prepared for each recipe. In general, the processing times
required by a recipe in the two lines are different. At the end of each line the two
semi-finished products (the bin and the critical ingredients) for each recipe are
combined: as the plant is organized on two floors, the semi-finished products from
the automatic line on the ground floor are sent by means of some freight elevators to
the first floor where human operators work on the manual line. Then the two recipe
components are joined under the operators control and mixed in a shaker. Finally,
the finished products are forwarded to the packaging machinery where they are
packed and then delivered to their destinations.

The manufacturing process ends with the washing of the bins used during the
realization of the recipes.

The main typical issue that production planning must take into account is the
demand satisfaction, in particular, producing with a make-to-stock policy according
to the demand forecast. Usually, the definition of the detailed bin schedule was not
considered a critical aspect as production capacities are sufficient to satisfy the
demand. However, the production process has a certain criticality as for several
recipes the overall production time should not exceed a given time limit, since in
this case the product deteriorates and the whole bin is discarded with a waste of raw
material and capacity. Such aspect was not explicitly considered by plant planners,
who simply increase the demand level for the involved recipes in order to account
for wastes.

However, it is apparent that one of the most critical aspects for reducing the
wastes for this production process is the synchronization of the activities on the two
lines. Therefore, a more effective way to determine the detailed production
schedules has been devised, which is based on two interacting steps. In the first step
a recipe sequence is generated by some heuristics, and in the second step such
sequence is evaluated by a MQ simulation in order to take into account the possible
delays and synchronization problems due to the highly stochastic behaviour of the
manual line. The example in this paper focuses on the MAS simulation model at the
second step.

The above introduced animal food manufacturing process was modelled with
MQ Simulator, with the aim of simulating several possible schedules of recipes in
order to jointly improve the overall productivity of the plant and to reduce the
processing waste. This case study then represents a typical combined manufacturing
and sustainability problem not so easy to be implemented and solved with manu-
facturing specific DES tools.

The following entities were introduced in the model, whose behaviours were
represented by means of workflows associated with the entities’ states:
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• Bin: this entity models the receptacles used during the production phases; it has
attributes to take into account the type of recipe and the time at which the
different production phases start.

• Buffer: it was introduced to represent the supervisor of the production process;
specifically, the buffer represents the point of departure and arrival of the bins,
reading the scheduling of the recipes, associating each bin with a recipe, pro-
viding the elements of the production chain with the information about the
association recipe-bin and the quantity of the ingredients required for each
recipe.

• Filler Machine: the entity filler machine was introduced to model the automatic
production line. The agents derived from this entity represent the process of
filling the bins associated with the recipes: in particular, each ingredient is
associated to a filler agent and filling is modelled as a delay. The dwell time of
the container under the filler machine depends on the quantity of ingredient
required by the recipe. The filler machine agents can communicate with each
other with the buffer agent, through messages.

• Conveyor Belt: the entity conveyor belt models the transportation of bins
within the automatic line. These agents allow the transport of one bin at a time
between a pair of filling machines and are represented as a system delay. The
conveyor agents are able to communicate with the filler agents, with the buffer
agents and with the elevator agents. Note that the automatic production line is
then composed by a sequence of filling machine and conveyor agents and it
operates in sequence following a “first-in-first-out” policy.

• Operator: the operator is the entity which identifies the workers composing the
manual production line. Differently from the automatic line, such agents work in
parallel on different bins. Also for the manual line, the processing of the recipe is
modelled as a delay, but, in order to take into account the uncertainty charac-
terizing the manual work stages, stochastic production times have been con-
sidered for the realization of the different recipes by different workers.

• Good Lift: the role of this entity is to connect the two production lines.
Specifically, whenever the automatic line finishes to process parts of a recipe, it
puts the bin in the first lift that is idle; whenever the manual production line
finishes the production of its part of a recipe, it checks whether in one of the
elevators the other part of the same recipe is already present and, in the positive
case, the two parts are merged and sent to mixing.

• Shaker: this entity models the mixing machines. The agents derived from this
entity are placed downstream of each elevator and their processing is repre-
sented as a delay.

• Packager: this entity is associated with the packaging machine in which the
final products are packed. The packaging machine is also responsible for
checking the quality of the product: specifically, it is verified if the production
process for the critical recipes lasted too long and, whenever such situation
happens the recipe in the bin is marked as deteriorated and the product is
discarded.
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• Cleaner: is the entity devoted to the cleaning of the bins. Before starting a new
production cycle, the empty bins are controlled: if the current recipe of a bin is
the same as the recipe that is assigned next by the buffer, the bin is re-introduced
in the production cycle; otherwise the bin is washed by means of specific
machinery and then is introduced again into production process.

All the listed and described agents have been created without writing code,
directly by the user using the MQ framework.

Figure 2 depicts the interaction sequence among the agents. The list of
exchanged messages and their sequence are overviewed in this figure. The vertical
line (from each agent) in the diagram represents time and the execution thread of
each agent. An arrow between two agents represents a message passing from one
agent to the other (i.e. the sending agent is requesting the execution of a given
function from the receiving agent, or the sending agent is informing the receiving
agent a given data is ready).

The solving sequence is initiated by the master agent (Buffer) which executes the
function Item request in order to fulfil a production order. Then, the request is
added to the list of orders, waiting to be processed (Add to input list).

If the Cleaner is available the Item can be send from the Buffer to the Cleaner
(Item send); by contrast if the Cleaner is occupied, the Item isn’t sent and it queues
up at the Buffer (Item Failed). In both cases there is an update of the component
state (Update Component). Then considering the type of production which the Item
needs to be done (manual or automated), the Cleaner sends it to a Man in case of a
manual process or to a Conveyor for an automated production.

Analysing more precisely the automated process, it is evident that it has more
constrains with regard to the manual line. In fact the automated line is composed by

Fig. 2 Agents’ interaction sequence and messages

Multi-agent Framework for Manufacturing … 151



three different processing techniques in series, and for each machine there is a check
condition that confirms the availability of the machine itself. Differently, the manual
line is operated by three men in parallel. It is important to observe that in this model
the automatic production line is composed by a sequence of three machine and
conveyor agents; in order to simplify the agents’ interaction sequence and because
of the logical process of the machines is the same only one machine is considered in
the scheme.

After the manual or automated production stages, Items are dispatched to the Lift
Station, waiting for the Shaker process; also in this case there is a check that verifies
the availability of the station. The role of this agent is to connect the two Items.

Subsequently to the Shaker process in which Items are mixed based upon the
recipe, Items are prepared to be packaged. The process ends with the Packaging
procedure, and empty bins are sent to the Buffer (Terminate).

4.2 Simulation and Results

In this section the results obtained from the simulation runs performed for a set of
schedules (recipe sequences) are reported and discussed. For the case study here
analysed, the automatic production line is composed by three Filler Machines and
four Conveyor Belts, whereas for the manual line three agents of type Operator are
considered. Only one agent derives from the entities Buffer, Packager and Cleaner,
while three agents are instantiated from the entities Good Lift and Shaker (see
Fig. 2).

Moreover, in this study, some scenarios were tested in which three different
recipes and five possible schedules were considered. For all the simulation runs,
thirty recipes were scheduled and the simulation time step was fixed equal to 60 s.
In order to take into account the deterioration of the recipes produced in the plant,
for each of these a maximum time of permanence in the process was imposed. In
particular, for recipe 1 the maximum production time was set equal to 300 s, for
recipe 2 to 350 s and for recipe 3 to 450 s. In addition, in order to show the
goodness of the proposed approach some KPIs were considered and compared
which correspond to: the Average Processing Time (APT) for recipe type expressed
in seconds, the Rate of Discarded Bins (RDB) for recipe, i.e., the ratio between the
bin associated with a successful production and the total number of bins for a given
recipe, and the Average Exceeded Time (AET) for recipe, expressed in seconds,
with indicates at which extent in average the processing time of a recipe exceeded
the maximum allowed one.

These KPIs are shown in Tables 1, 2, 3, 4 and 5, referring to the single schedule
and in Table 6 where the results aggregated over all the recipes are given. In
particular, from the KPIs in Table 6, it is possible to observe that the best results
were obtained for the schedules 4 and 5. Furthermore, the KPIs in Table 4 highlight
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that adopting the schedule 4 it is possible to achieve a more balanced solution, since
the percentage of waste for each recipe is rather equivalent. Finally, Table 6 also
shows that lower total process times correspond to lower rate of discarded products.

Table 1 KPIs obtained for
the schedule 1

Recipe 1 Recipe 2 Recipe 3

APT (s) 298 320 315
RDB (%) 30 40 50
AET (s) 82 117 62

Table 2 KPIs obtained for
the schedule 2

Recipe 1 Recipe 2 Recipe 3

APT (s) 251 304 330
RDB (%) 60 50 30
AET (s) 86 99 76

Table 3 KPIs obtained for
the schedule 3

Recipe 1 Recipe 2 Recipe 3

APT (s) 318 349 269
RDB (%) 60 30 20
AET (s) 77 65 98

Table 4 KPIs obtained for
the schedule 4

Recipe 1 Recipe 2 Recipe 3

APT (s) 310 342 294
RDB (%) 20 30 30
AET (s) 42 47 18

Table 5 KPIs obtained for
the schedule 5

Recipe 1 Recipe 2 Recipe 3

APT (s) 261 329 294
RDB (%) 30 50 10
AET (s) 76 70 88

Table 6 Global KPIs for all
the schedules considered

Schedule Total process time (s) Total RDB (%)

1 11148
2 10969 47
3 10465 37
4 10211 27
6 9879 30

Multi-agent Framework for Manufacturing … 153



5 Conclusion

The aim of this paper is to outline the potential of ABM and MAS in industrial and
manufacturing sustainability analysis, design, and evaluation, focusing on a not
trivial industrial case featuring typical complexity pattern of sustainable manufac-
turing domain. Since one of the major issues in approaching manufacturing sus-
tainability is the modelling phase, a specific ABM platform, MagisQuam Simulator,
has been presented at its preliminary development stage. The simple but significant
application to a specific real industrial case shows the greater easiness in developing
such a kind of models, including sustainability decision (specifically material
productivity). This has to be considered as a first step in developing a more
complete application framework for this domain; the positive results obtained are
encouraging and confirm the assumptions and concepts presented in the first part of
the paper.
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Data Mining of Energy Consumption
in Manufacturing Environment
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Abstract Markets and consequently manufacturing companies are facing an
unprecedented challenge. The constant markets demand of more and more cus-
tomized and personalized products combined with the recent evolution of infor-
mation technologies, brought to the manufacturing world the integration of new
solutions previously unimaginable in a production environment. Hence, in the last
years manufacturing systems were changing and nowadays each component present
in the shop floor generates a huge amount of data that is usually not used. In this
paper the authors present a framework capable to deal with all this data generated
from a production cell in the automotive industry and reduce the energy con-
sumption. Firstly, it is described how the information is extracted and how the data
clustering is done, then the data mining process and management are presented,
together with the obtained results.
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1 Introduction

Nowadays the companies are being forced to make a huge paradigm shift from the
old manufacturing paradigm with centralized approaches and without sharing any
kind of information retrieved from the components that constitute the shop floor to a
fully integrated solution where all the resources, workstations, people, other devices
present on the production structure should share their own information and feed-
back to higher level systems. The concept of Industry 4.0 introduces this framework
of fully distributed and interconnected world for the manufacturing companies.
With the recent evolution of the IT solutions, such as Cloud Computing, Internet of
Things, and more powerful processing technologies and devices, more data is being
extracted from the production environments and consequently more data is avail-
able to be handled and processed. This huge amount of available data can be used to
understand the behaviour of the systems in order to increase the volume of useful
data and in this sense increase the overall performance of the industrial systems [1].

This study is focusing on data mining workflow value. As an input, there are
data from the robot operation work cycle, such as tasks duration, speed and con-
sumption. The process of data analyzing creates more valuable information about
the system. By analyzing data, it is possible to understand some details about the
robots work cycles—which was not possible before, and some margins for
improvement come into perspective. This case study verifies the improvement
possibilities for the robot’s work cycle, concerning the restrictions established
before.

2 Related Work

Big Data has today a strong presence in the work of technology; it has been
considered one of the most valuables results of technologies of the 21st century. It
can be characterized by its large amount of data, the speed at which data is pro-
duced, the reliability and variety of data and most important its value. Nowadays
every type of technology such as social media, smartphones and internet websites,
sensors and machinery produces daily millions of information about its way of
function, consumption patterns of and utilities [2].

A great volume of information generated by many sources brings with it the
necessity to analyse this raw data, in search of new valuable information. This is
where data mining comes to action. Data mining is an iterative process defined by
the discovery of new information, in manual or automatic processes. It can be
highly valuable in a context where the standard of results of interest is not known,
or discovering new valuable potentials from the data gathered occurs [3].

It can also be considered as improvement of information. This viewpoint is
present in many areas of industry such as the: automotive industry, health care
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industry, business and financial sector, pharmaceutical and biotechnology analyses,
manufacturing and machinery, all of them visible in scientific research [4].

Today there are many entities focused on energy saving studies. It is important
for any factory or enterprise to save costs coming from energy consumption. Data
analysis is one of the most important fields when it comes to smart factories [5], and
because this trend is still growing, there are no standards to apply on data analyses.

This architecture was tested in a factory environment by monitoring its electrical
consumption. Besides the energy network that powered the whole factory, there
was another network to monitor the energy consumption of the energy network.
Having a dedicated network to monitor the energy consumption has provided
efficiency and productivity to the architecture. As a distributed architecture, it is
possible to have independent devices and sensors all connected in a network
working self-sufficiently. The network itself has a central process unit on the web
which is responsible for gathering all the data together and processing them in
real-time. This procedure uses a solution identifying which costs are relevant when
related with the factory routines and workflows [6].

Another study investigates the best way to cut off energy consumption costs
within the factory environment [7]. A multi-layer abstraction divides the whole
company into sections. The first layer—the machinery level includes the entire
assembly line: every machine, robot and conveyor system. The second layer con-
tains the refrigerating system: every fan, liquid refrigerator system, air conditioning
and so on. The third layer, a complex one, is responsible with analysing all the data
collected on the other layers and providing different consumption profiles. Creating
different profiles for energy consumption is logic when the energy consumption is
directly related with the execution status of the product. This approach makes
possible a clearer idea of the whole factory. Comparing the energy used in similar
or different production cycles makes possible to identify which areas of production
are more or less efficient [7].

A university in Ireland studied one of its own buildings, namely temperature
performance. The sensors used were capable to measure temperature, carbon
dioxide in the air, humidity and luminosity. The information collected during
3 years had the size of about twenty million logs, and was related to energy con-
sumption inside the building. Because the sensors needed to be calibrated fre-
quently, some values in the data collection were outside the evaluation range;
therefore many entries in the logs were left out on the pre-processing data stage.
Once again, this study tried to create different profiles with the indoor temperature.
Classifiers to identify cold, moderate, comfortable, or hot were created. These
categories were used to relate with outside temperature by decision algorithms. This
study detected energy consumption patterns and made accurate evaluation of
comfort requirements inside the building. It also allowed predicting energy
necessities in similar buildings [8].

Another similar study demonstrates the possibility to improve the performance
of process execution in a manufacturing environment by using data mining. The
scope of this study is to analyse data in order to build a dynamic model of the
production system. This requires an advanced information shared network to
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monitor manufacturing data in real-time, to understand and prevent errors and
improve the system’s performance. The system was built with three different layers
of abstraction, (1) manufacturing environment’s sensibility configuration, (2) ac-
quisition and management of data from the shop floor machinery, (3) data analysis
and improvement of a dynamic Bayesian network to represent the production
system as a model [9].

There is a trend in smart factories solutions to perform integrated network
frameworks based on with multi-agent systems [10]. This type of architecture aims
at controlling and coordinating factory components to work and communicate
autonomously. Besides that, it uses the multi-agent architecture to collect and
analyse data from the factory environment components.

3 System Architecture

The following system architecture was developed to study the energy consumption
of a robotic arm during its operations. Inside the shop floor environment it is
planned to monitor every task of the robot and the energy costs associated. The
main goal is to find a more efficient way to make the robot perform the same
operations.

However, there are some restrictions that make this task challenging. It is very
expensive for the factory to put the machinery to stop. The whole factory has every
detail programmed to make a product on time, and every second counts. This leads
to a second problem; it adds also many costs to reconfigure the machinery to make
it more efficient. However, it is not economic to stop and reconfigure the
machinery. With these restrictions in mind, there are a few variables that are
allowed to change, such as the robot’s subtasks without changing the timing of the
main tasks.

The monitoring system in this project is used in two different stages: the data
acquisition from the robot and the data-mining of the acquired information.

3.1 Data Acquisition

The data acquisition process starts in the robot cell. The computer that is connected
directly to the robot’s PLC (programmable logic controller) reads variables such as:
date and time of the entry log, function mode manual or automatic, ready state for
operating, step to execute, error and error type, cycle duration in seconds, position
inside the cycle, main tasks to execute, executing speed, and power consumption of
every motor of the robot arm. The computer is responsible for buffering the data
acquired from the robot and sending it in real time to an online data base.

160 A.D. Rocha et al.



3.2 Data Base

A data based stored online in the factory network collects all the data read from the
robot cell. Its capacity is enough to store a large number of logs of monitoring the
robot’s power consumption. The data base provides all the information related to
the robot operation cycles, the energy consumption and the operation modes to
another entity responsible for analysing this big data (Fig. 1).

3.3 Data Processing

In this section, the data analysis will be focused on the energy consumption during
the robot arm’s operations. The robot operates in different modes with different
speeds, the data collected being processed accordingly.

The main goal of this process is to match different subtask speeds in order to find
the perfect combination of consumptions in tasks. In this way we can find a
complete work cycle with standard duration. It is possible to have different speeds
of subtasks operations with the aim of getting the most efficient combination
possible.

4 Use Case

4.1 Data Processing Framework

For this process a software framework named Splunk is used, capable to connect to
the database and powerful enough to analyse patterns and big amounts of values
throughout the database. This software is used also in other areas such as data
mining in networks, business and finance. With Splunk it is possible to apply
mathematic functions and relate variables in time; it is also very flexible to the point
that there is no need to reconfigure the software when something changes. It is
easier to calculate consumptions accordingly with the work cycles associated, to
analyse the data and find solutions [11].

Fig. 1 Data workflow of the system from the robot cell to the finally data analysis station
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Figure 2 illustrates the consumed energy throughout four work cycles and its
search query. As shown in Fig. 2, the Splunk main search bar reads and consumes
queries with different math operations and variable relations, and further, it can save
many different results as charts and combine in an info graphic informative panel.
Although it can perform those queries in different time ranges, the last 24 h or
real-time patterns are of more interest.

4.2 Demonstration

The resource that the study relies upon is a Kuka robot arm that operates in a six
phase work cycle.

The data available for the robot arm has a particular format. It is always known
in which task the arm is operating. Looking at Fig. 3, the chart shows the con-
sumption of the motor number one, and also indicators of the task that it is per-
forming during four work cycles.

Fig. 2 Splunk platform dashboard with consumed energy and its work cycle

Fig. 3 Data chart with consumption of one motor and tasks indicators in 4 work cycles
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One can also notice that in the chart there is missing data. The solution provided
for this issue was to insert values in those spots to cover the error of the data
acquisition process.

This issue becomes relevant when the consumption of the robot’s work cycle is
calculated, because some work cycles don’t have the full information of their
consumption. So the solution performed was to fill up the missing data with the
average consumption of the rest of the existing samples.

The following expressions have been used as mathematic formulae:

Consumption available= ∑
t1

t0
Consumption samples ð1Þ

Consumption average=
∑t1

t0 Consumption samples

Number of samples
ð2Þ

Consumption available=Consumption average *Number of samples ð3Þ

To this point it is possible to calculate the available consumption with expression
(3). However, to calculate the approximate value of the real consumption despite
the missing data it is necessary to replace the number of samples in (3) with the
number of seconds from t0 to t1. This is possible because the sample rate of data
acquisition is the second. So every second has its sample, otherwise there is an
error, see Fig. 3.

secondst1t0 = Samplest1t0 ð4Þ

Consumption approximate=Comsumption average * Samplest1t0 ð5Þ

This formula allows filling the empty spots with the average values of the
consumption of the work cycle.

One can see from Fig. 4 that filling the missing data with average values gives a
more accurate image of the consumption of the whole process.

Looking forward to this study, the next stage was to isolate the consumption
values of the energy in every task of the process which can be identified as Job1,
Job2, Job3, Home, Nojob. The database saved some variables with these names that

Fig. 4 Data chart of the consumption with approximate values filled
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are similar to Heaviside function: value 1 when active, value 0 when inactive.
Therefore, to isolate consumptions in different states, it is only required to use these
variables as Heaviside functions accordingly: Job1 for task named Job1 and so
forth.

Consumption Job1= ∑
t1

t0

Consumption samples
Number of samples

* SamplesJob1 * Job1
� �

ð6Þ

Figure 5 illustrates the isolation of the consumption from the Job1 task. Fol-
lowing this method, it is possible to isolate the consumption from every task. The
next stage is to change the speed of the operation’s tasks. Once it is possible to
extract the consumption values from every task isolated, it is now interesting to
extract the consumption values at different robot speeds during operation tasks.

The PLC used to extract the information measures the robot speed during
operation tasks, expressed in the range 0–100% of its maximum speed. The power
consumption is also measured in the range 0–100% of the robot’s maximum current
consumption. For the purposes of this study, it is enough to deal with these per-
centage scales.

4.3 Results

Table 1 shows the energy consumption for 5 speed steps in five different subtasks
and the energy consumption throughout the entire work cycle. Table 2 shows the
time of execution of every subtask, for different speeds and also for the normal one.

Fig. 5 Data chart of the consumption in Job1 only

Table 1 Energy consumptions with the corresponding speed of work cycles

Speed Job1 Job2 Job3 Home Nojob Whole cycle

100 669.25 20.674 0.3717 37.203 29.863 757.36
75 654.04 39.040 1.3849 41.854 30.237 766.55
50 688.57 36.168 2.1117 34.492 22.998 784.34
30 974.66 67.049 4.5011 36.864 29.347 1112.4

10 2139.1 188.00 19.953 30.579 36.939 2414.5

164 A.D. Rocha et al.



Figure 6 illustrates the combinations chosen to increase the work cycle
efficiency when it comes to energy consumption. Each series represent a combi-
nation of task speeds. For example, for the Series1 the combination is: speed at 75%
for the task1, 100% for the task 2, 100% for the task 3, 10% for the task 4, 50% for
the task 5, etc.

Three series are the most efficient combination for energy consumption, but the
timing of the whole new work cycle must be the same as the normal work cycle. As
shown in the Table 3, Series3 is the most efficient new work cycle that has the
closest timing of the normal operation work cycle to the standard one.

Table 2 Task duration of the work cycle in seconds

Speed Job1 Job2 Job3 Home Nojob Whole cycle

100 30 5 1 8 7 51
75 32 8 2 9 8 59
50 38 9 3 9 8 67
30 49 14 4 10 10 87
10 107 37 9 11 17 181
Normal 38 10 2 10 9 69
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Fig. 6 Chart of different chosen speeds for different subtasks

Table 3 New work cycles
times and energy
consumption

Time Energy

Series1 57 728.6586
Series2 70 782.8139
Series3 68 773.6686
Normal 69 784.3382
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5 Conclusions

It is possible to discover new methods to improve the energy efficiency of a robot
operation work cycle regardless restrictions. It is unusual for a factory to stop
producing to improve its production efficiency, when it comes to energy con-
sumption or work routines. Once the production is started, the factory has every
millisecond count to make the whole system produce on time. However, it was
proved that there are ways to make any process more efficient using data mining,
collecting and analyzing data from any system, which is very important for evo-
lution of any company.
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Cybersecurity and Resilience Modelling
for Software-Defined Networks-Based
Manufacturing Applications

Radu F. Babiceanu and Remzi Seker

Abstract In addition to productivity and quality output, for many years, manu-
facturing systems were also designed with reliability and safety requirements in
mind. In the recent decade or so, that approach seems not to be adequate anymore.
The current manufacturing global operations ask for more stringent requirements
than ever before, which include privacy and security of transactions, among others.
Manufacturing control is not new, but the use of cloud environments to integrate
distributed manufacturing facilities and entirely control the production processes
across those facilities is an active research area denoted in terms such as: virtual
factory, cloud manufacturing, Industry 4.0, and more recently, software-defined
networking-based manufacturing. Software-defined networking is a relatively new
networking architecture that decouples the network data and control mechanisms
and assigns the entire data control to a logically centralized control plane that can be
software-programmed based on specific application needs. From the security point
of view, this translates in the fact that anyone with access to the controllers that run
the network control software could potentially control the entire network. This
paper proposes an integrated modelling environment that addresses the manufac-
turing system assurance through cybersecurity and resilience mechanisms for
software-defined networks-based (SDN-based) manufacturing applications. First,
the paper presents the proposed combined cybersecurity-resilience ontology to be
used in the requirements capture of the manufacturing network design stages. Then,
the paper presents the framework for SDN-based cybersecurity-resilience mecha-
nisms for manufacturing applications, and ends with a future research section
concerning the proposed cybersecurity-resilience modelling environment.
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1 Introduction

The modern society relies on its engineered systems for delivering products and
services essential for its well-being and maintaining the quality of life. Disruptions
in the services provided can cause severe harm to the safety and security of the
society and can skew how the society views its public servants and service pro-
viders. Manufacturing is no exception to this rule. Our engineered systems have
evolved over time in such a way that they have harvested the power of and benefits
coming from ubiquitously available computers. By using computing, we can reduce
the cost of operations and increase the quality of the services being provided. To
provide just a few examples, it is no wonder we have computers controlling our cars
today. Using computers, we can have cars that are safer and more fuel efficient, not
to mention cheaper to build. Also, our power grid which now we call the smart grid
is controlled by computers. The power can be routed where it is needed automat-
ically, in order to keep maximum utilization and efficiency of the network. Man-
ufacturing control is not new, but the use of cloud environments to integrate
distributed manufacturing facilities and entirely control the production processes
across those facilities is an active research area denoted in terms such as: virtual
factory, cloud manufacturing, Industry 4.0, and more recently, software-defined
networking-based manufacturing [1, 2]. As the use of computers provides us with
more convenient features, we have to also admit and be prepared to address the
inherent associated risks. We must face the reality that our engineered systems can
be attacked remotely, without the need to be physically present next to them. All the
more recent developments in the cyber world give us no expectation that cyber
attackers could ever be eliminated, thus we need to proactively prepare to protect
our engineered systems.

Cybersecurity is a rapidly growing field devoted to safeguard the privacy,
confidentiality, and integrity of digital information (data and control packets) stored
and/or transmitted in any format over internal networks and/or over the Internet.
With daily attacks becoming more and more sophisticated, cybersecurity protection
through firewalls, intrusion detection, and other systems is becoming of utmost
importance for individuals, businesses, and the government alike. Resilience is a
measure used in natural, organizational, social, and engineered systems that eval-
uates the ability of the system to “prepare, absorb, recover from, or more potentially
adapt to actual or potential adverse events” [3]. Another definition views resilience
as the “recovery of levels of service … after a disturbance,” where the service level
recovery “may be accompanied by changes in system components and structure that
are temporary and permanent” [3]. Some 25 different definitions of resilience were
identified in a comprehensive study on resilience [4]. The study also proposes a
framework for resilience assessment that includes the following aspects: system
identification, resilience objective setting, vulnerability analysis, and stakeholder
engagement. The overarching theme of the definitions, regardless their domain of
origin, is that resilience is the ability to reduce the magnitude and/or duration of
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disruptive events and includes system’s ability to absorb, adapt, and recover from
disturbances [4].

This work proposes an integrated modelling environment that addresses the
manufacturing system assurance through cybersecurity and resilience mechanisms
for software-defined networks-based (SDN-based) manufacturing applications.
Industrial control systems, which are part of distributed manufacturing networks are
fundamental examples of assured systems expected to be both resilient and secure
in order to provide dependable services. This work follows the framework defined
in [5] and brings together the resilience and security characteristics of a system by
viewing resilience as the preservation of a required state of security. Security is
breached once the required state is no longer true, while resilience is the ability of
the system to restore itself to the required state of security. Security and resilience
have different timing for the application of detection, containment, and resolution
measures. In the case of the security, all measures are applied after the attack (i.e.,
after the security is breached), whereas in the case of resilience, attempts are made
to apply all the measures before the attack (i.e., to make the possible breach in
security trivial with easily employed solutions for detection, containment, and
resolution).

From this point forward the paper is structured as follows: Sect. 2 provides a
review of the most important aspects of the SDN-based manufacturing control and
general resilience aspects, and after that, Sect. 3 presents the proposed combined
cybersecurity-resilience ontology to be used in the requirements capture of the
network design stages, together with the framework for SDN-based cybersecurity-
resilience mechanisms for manufacturing applications. Finally, the future research
concerning the proposed cybersecurity-resilience modelling framework is outlined
in the conclusions section.

2 Software-Defined Networking
and Cybersecurity-Resilience

2.1 Brief Review on Software-Defined Networking
for Manufacturing Applications

Three recent surveys and comprehensive reviews on software-defined networking
were identified in the literature [6–8], with the cybersecurity-resilience aspects
introduced as ongoing research efforts and challenges in SDN-based systems
specifically by the first listed reference [6]. Other works also identify SDN-based
security applications as an open problem, outlining that SDN-based network
requires the development and creation of security applications that interact with the
controller API to accomplish the desired security functions [9]. The reported
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manufacturing-specific SDN applications are still scarce; a few of them are men-
tioned next. As manufacturing operations increase in their distributed locations, the
susceptibility to cyber-attacks also increases. SDN-based logical operations may be
better positioned to detect those attacks and identify new routes for the flow of
proprietary information. Remote 3D printing is employed through the use of
SDN-based network operations centres that enhance responsiveness and reliability
of manufacturing-based networks [10]. Probably the first environments for
SDN-based manufacturing applications are presented in [1, 11]. The first envi-
ronment considers manufacturing systems as aggregation of cyber-physical systems
(CPS), which transmit/receive production orders and implement production pro-
cesses through the use of information and communication technologies (ICT).
Algorithms for routing time-sensitive communication flows are derived and eval-
uated [11]. The second framework [1] implements the main components of the
SDN-based environments, including a populated application level layer, which
briefly addresses the cybersecurity aspects, but leaves out any reference to network
resilience. Figure 1 presents an updated version of the previously defined
SDN-based manufacturing testbed environment [1]. Besides the network level
applications defined for SDN environments, the updated model includes the
cybersecurity and resilience application/utilities features introduced in this paper.

Fig. 1 SDN-based manufacturing model and testbed, adapted from [1]
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2.2 Brief Review on Resilience and Cybersecurity Aspects

Resilience was always studied as one of the most important characteristics of
network-based systems, as failures due to attacks of links or nodes reduces the
overall system performance. In traditional IP-based systems, local failures of nodes
or links are addressed through the low-level routing performed by network devices.
If failover paths are pre-programmed into neighbouring network devices, those
paths can be activated upon failure detection and the attack is dealt with at network
devices lower-level. This is not the case anymore for SDN-based networks, where
routing decisions are removed from the network devices and are now logically
centralized on the SDN Control Layer.

Following the above logic, for SDN-based network resilience is defined as the
ability to recover the control logic after the attack. This architecture makes the SDN
network resilience a challenging problem, as it needs to deal with local failures
detection on a fast time decision-based framework. OpenFlow API and
language-based API solutions for general SDN networks are presented in the lit-
erature [6]. Resilience is intrinsically related to notions such as risk and vulnera-
bility. Modelling and simulation is used extensively in the literature to evaluate the
risk, vulnerability, and resilience of interdependent infrastructure systems. Several
of the modelling and simulation approaches found in the literature are: identification
of frequent and significant failure patterns, quantification of interdependency related
indicators, empirically risk analyses, multi-agent systems approaches, system
dynamics approaches, economic theory approaches, and network science approa-
ches [12]. Two types of measure of resilience were identified [13]:

• Equilibrium resilience: This measure is proportional with the inverse of the time
necessary for the system to return to its equilibrium state, where equilibrium
state implies that external perturbation deviating system from equilibrium state
decays and the system returns to the vicinity of the state.

• General resilience: This measure is proportional with the inverse of the time
necessary for the system to reach its original state, which not necessarily is its
equilibrium state.

3 Proposed Cybersecurity-Resilience Modelling
Environment for Manufacturing Applications

3.1 Combined System Resilience-Cybersecurity Ontology

This work investigates the adoption of a combined system resilience-cybersecurity
ontology to identify and classify system threats, vulnerabilities and risks. In the
same way as cybersecurity, resilience is intrinsically related to notions such as
threat, risk, and vulnerability. However, there is also an important difference
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between the two: while cybersecurity is designed most of the time to account for
known threats and has its purpose of preventing a security breach, systems are
designed for resilience to account for unknown threats and the recovery process
takes place after the security breach. System models need to be exposed to cyber
threats in isolated laboratory environments to investigate and identify cyber vul-
nerabilities, as well as investigate and measure their exhibited resilience.

Ontologies are generally defined as shared formal representations of particular
domains, and they define a common understanding of the information communi-
cated between people and applications. In order to increase the effectiveness of
addressing incoming threats, ontologies are necessary for the timely and effective
sharing and processing of data, especially between computers, hence the need for
the development and utilization of a combined resilience-cybersecurity ontology.
Ontologies can be defined with widely accepted languages like Resource
Description Framework Schema (RDFS), DARPA Agent Markup Language
(DAML), and Web Ontology Language (OWL), among others. The proposed
combined ontology scheme is depicted in Fig. 2, and includes specific ontologies
coming from engineering, security-specific (vulnerability/threat/risk), and human
behaviour/social influence domains. A reasoning engine is used to combine them
together in a consolidated ontology to be used for the resilience-cybersecurity
aspects of SDN-based manufacturing applications.

There is a rich literature addressing the ontologies for the manufacturing domain,
out of which three papers were reviewed [14–16]. An adaptation of existing

Fig. 2 Combined resilience-cybersecurity ontology
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ontologies is envisioned to be included in the “Engineered Systems” module of
Fig. 2.

While the ontologies for engineered systems and threats are already available in
different formats as mentioned above for the manufacturing ontologies case, this
section addresses the less studied human behaviour and social influence aspects.
A good starting point is the work presented in [17], which defines social influence
in terms of state dependence: how one individual’s state impacts other individuals’
states and also the opposite influence, how a certain group of individuals’ states
impact an individual’s state. At the end, a good estimate of social influence is
obtained by measuring the amount of interaction between two individuals. Given a
set of individuals C, every individual c in the set C can be associated with a social
influence I, defined as the conditional dependence (probability) between the indi-
vidual’s current state ht

(c) at time t and the previous states of all entities ht−1
(c) at time

t − 1 [17].

P h c′ð Þ
t jh 1ð Þ

t , . . . , h Cð Þ
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� �
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where R is a matrix that models the tie strengths between individuals.

3.2 SDN-Based Resilience-Cybersecurity Mechanisms
for Manufacturing Applications

Most of the world’s critical infrastructures are controlled by Supervisory Control
and Data Acquisition (SCADA) systems that automatically monitor and adjust
process control activities and control physical pieces of equipment that do every-
thing from route trains, to distribute power throughout a city, to adjust the appro-
priate mix of chemicals for water purification [18]. The fact is that these systems are
increasingly connected to the Internet; however they were not designed for
cybersecurity. According to the 2015 Dell Security Annual Threat Report [19], the
number of SCADA attacks doubled in 2014 compared to 2013, with 51,258 attacks
in the Unites States.

Using the ontology defined in the previous section, this work aims at providing a
platform for further study of the resilience and cybersecurity concepts and
achieving system resilience in the face of cybersecurity threats. However, this work
is not trying to solve the detailed challenges of building resilient systems from the
security point of view. Rather, this work is attempting to set the framework for
addressing system cybersecurity and resilience for SDN-based manufacturing
applications right from the manufacturing applications network design stages,
keeping in mind that security was not specifically designed into network applica-
tions from the beginning. For example, the widely used TCP/IP protocols do not
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include encryption, so security needs to be added as an extra-layer for applications
needing it.

Scalability of the SDN-based networks is related to resilience as the network is
expected to provide its quality of service also in the context of increasing flows of
packets. The decoupling of data and control planes can result in a bottleneck at the
control plane level due to increase traffic towards the same controllers when new
flows are processed, as opposed to low decentralized traffic at the network devices
level. Basically, by introducing a central authority to control, albeit a logically only
one, to control the network traffic of a large network, the growth of network traffic
may not scale with the performance of the controllers [20].

In addition to the IP-based vector threats such as various attacks on network
devices, security of SDN-based networks comes with specific vector threats
resulted from the decoupling of data and control planes, The SDN controllers on the
control plane are vulnerable to attacks with the more sophisticated attacks resulting
in the attacker gaining total control of the network. To address the view of resilience
as defined in this paper, it is necessary to design the SDN-based system to
proactively analyse the potential threats. Viewing resilience as restoring network
functionality after attacks is not sufficient, regardless how fast it is done. To pre-
serve the required network state of security, SDN-based resilience models must
provide dynamically network reconfiguration solutions always ready to be
employed in a much faster time than reactive restoring of network functionality.
Figure 3 presents the schematic mechanisms for cybersecurity-resilience response
in the face of a security attack. As defined in a previous section using the frame-
work defined in [5], to account for its resilience, the SDN-based manufacturing
system must be maintained in a required state of security through resilience
countermeasures or by employing security mechanisms, if the applied counter-
measures proved non-effective. The first option is preferred though, from the timely
execution point of view of specific manufacturing applications.

Attacks in cyber-physical environments such as the SDN-based manufacturing
environment are malicious actions that exploit one or more vulnerabilities, and can

Fig. 3 Resilience-cybersecurity mechanisms to maintain the SDN-based manufacturing system in
a required state of security
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occur in cyber world, physical world, or both [21]. Cyber world attacks can result in
corrupted data, unauthorized access to systems, and denial of service of networks
and computers, employing access, use, disclosure, disruption, modification, or
destruction of data and/or data interfaces. Physical world attacks can result in
contaminated environment, unauthorized intrusions, hardware and infrastructure
destruction or unauthorized relocation, and human coercion [21].

4 Conclusions and Future Work Directions

This work presents a cybersecurity and resilience framework for software-defined
networking-based manufacturing applications, which include a combined
resilience-cybersecurity ontology model and mechanisms to maintain the manu-
facturing system in a required state of security. SDN-based manufacturing appli-
cations need to bring together new equipment that is more adapted to be networked
over the Internet (IoT-ready equipment), as well as legacy systems that were built a
while back without specifically considering security as a design requirement. These
legacy systems, also known as industrial control systems were designed with safety
and reliability as major design considerations. No security and privacy aspects were
considered in the design as the systems were designed to be open and interoperable
within isolated environments. The challenge for SDN-based manufacturing appli-
cations is now to add security layers to systems that run on older processors, do not
tolerate downtime, and were specifically designed to be subject to very rare soft-
ware changes.

The SDN-based manufacturing testbed will be implemented in an external
network-isolated cybersecurity laboratory that allows for a large number of man-
ufacturing resources, applications, and utilities to be simulated using FPGA devices
connected to the testbed network. The resilience-cybersecurity mechanisms will be
tested to evaluate the levels of simulated production processes at which the
SDN-based manufacturing system is kept in the required state of security. Perfor-
mance of routing algorithms will also be evaluated from the flow of information
point of view only.
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Formal Specification of a Self-sustainable
Holonic System for Smart Electrical
Micro-grids

Adriano Ferreira, Paulo Leitão and José Barata Oliveira

Abstract Stand-alone micro-grids have emerged within the smart grids field,
facing important challenges related to their proper and efficient operation. An
example is the self-sustainability when the micro-grid is disconnected from the
main utility, e.g., due to a failure in the main utility or due to geographical situa-
tions, which requires the efficient control of energy demand and production. This
paper describes the formal specification of a holonic system architecture that is able
to perform the automation control functions in electrical stand-alone micro-grids,
particularly aiming to improve their self-sustainability. The system aims at opti-
mizing the power flow among the different electrical players, both producers and
consumers, to keep the micro-grid operating even under adverse situations. The
behaviour of each individual holon and their coordination patterns were modelled,
analysed and validated using the Petri net formalism, allowing the complete veri-
fication of the system correctness during the design phase.
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1 Introduction

The proliferation of Distributed Energy Resources (DER) [1] leads to a change of
the energy consumers’ role, moving from passive consumers to active “prosumers”,
i.e. being also able to generate power on site and to manage their surplus, feeding it
to the grid or storing it for later usage. Moreover, the increasing number of electric
vehicles will have a profound impact on the power system, since storage systems,
grid-to-vehicle and vehicle-to-grid features will offer tools that ease the loads
management and improve the control of the market pricing. As prosumers become
more and more independent, the unidirectional power system will be replaced by a
prosumer-dominated system where power will be primarily exchanged locally
between prosumers in a bidirectional way. This supports the appearance and
operation of small portion of distribution networks called micro-grids. A micro-grid
is a small-scale power system comprising DERs and suitable control systems able
to work in both grid-connected and islanded operating modes [2]. Islanded, or
stand-alone (besides the forced islanding in case of failure of the main utility), are
used in case of unavailability to connect the main utility due to financial or geo-
graphical reasons. These stand-alone micro-grids tend to rely mainly on Renewable
Energy Sources (RES) turning them into a complex and difficult system to predict
and control, which require intelligent control and management systems to turn these
complex systems as reliable and efficient as possible. In particular, this problem
arises in case of unpredicted underproduction events (due to production device
failure or unpredicted weather event) where it is necessary to improve the
self-sustainability of a micro-grid working in isolated mode.

Emergent ICT technologies and paradigms, and particularly multi-agent systems
(MAS) and holonic systems, are being adopted in several domains of smart grids
field due to their capabilities to offer modularity, flexibility, robustness, scalability
and re-configurability. Different approaches reported in the literature show the
benefits of decentralized structures and particularly holonic principles to address the
challenges imposed by the smart grids being mainly centred in answering the
problems of power scheduling and structural smart grid organization (surveys of
several applications can be found in [1, 3]). However, these approaches do not
explore important aspects, namely the self-sustainability in stand-alone micro-grids,
where a tighter control of the available resources and enhanced cooperation among
entities is needed.

Having this in mind, the paper proposes a holonic architecture addressing the
self-sustainability in micro-grids that operate disconnected from the main utility
grid, being focused the formal specification of the structural and behavioural
models of the ecosystem holons, as well as the associated coordination models. The
Petri nets formalism [4] is used taking advantage of its powerful mathematical
foundation to model, analyse and validate the behaviour of complex event-driven
systems.

The rest of the paper is organized as follows: Sect. 2 describes the main
guidelines of the proposed holonic system architecture for the self-sustainability in
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stand-alone micro-grids. Section 3 discusses the formal modelling of the holonic
system by using the Petri nets formalism, and Sect. 4 presents the coordination
models among distributed holons. Section 5 describes the validation of the
designed holons’ behaviour models, namely by performing a qualitative and
quantitative analysis using the PnDK tool. Finally, Sect. 6 rounds up the paper with
the conclusions.

2 Holonic System Architecture for Micro-grid
Self-sustainability

The proposed holonic architecture is based upon a set of autonomous and coop-
erative holons that share resources and responsibilities in order to achieve
self-sustainability within the stand-alone micro-grid with the lowest degradation of
the user QoS. Each holon represents an autonomous electrical entity, such as
producer units (e.g., photovoltaic panel or wind turbine), storage units (e.g., battery
bank) and controllable loads (e.g., refrigerator and lamps). Three types of holons
where identified, namely Consumer Holon (CH), Producer Holon (PH) and Storage
Holon (SH), with each one owing a specific role, proper knowledge and a set of
functionalities.

CHs are responsible to manage the controllable loads, ensuring that the delivery
of power is performed according to the consumer needs. This type of holon also
implements scheduling and prioritization functions that assume particular relevance
when the available power is below the load demand. PHs are responsible to ensure a
stable power supply, executing power production forecasting and condition health
monitoring functions. SHs are responsible to ensure a stable grid absorbing pro-
duction surplus and to provide power in under-production periods.

The use of holonic principles takes advantages of the distributed nature of this
paradigm, and their intrinsic provided features, namely in terms of modularity,
flexibility and robustness. Additionally, the recursive property, inherent to holonic
systems, allows simplifying the design of such complex large-scale systems. In fact,
a single holon can comprise several others in a recursive and fractal manner: as
example, a micro-grid holon can comprise multiple holons (e.g., house holons and
producers), with each house holon comprising, in a recursive manner, multiple
loads (i.e. CHs), producers (i.e. PHs), and storage elements (i.e. SHs). Additionally,
a cluster of micro-grid holons can be aggregated forming a larger micro-grid
holarchy.

The micro-grid control applications based on this holonic approach are usually
complex, due to their distributed nature, making them difficult to understand even
when using high levels of abstraction. The design of complex systems, as
micro-grids are, requires the formal modelling and validation of the system beha-
viour, guaranteeing the system correctness and the detection of malfunctions and
misunderstandings earlier during the design phase.
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3 Modelling the Holons’ Behaviour

The holonic system architecture distributes control functions by several autono-
mous and cooperative holons. The behaviour of each individual holon is formally
specified by using the Petri nets formalism [4, 5], which, based in its powerful
mathematical foundation, allows to analyse, validate and verify the behaviour of
complex event-driven systems exhibiting parallelism, concurrency, synchronization
and resource sharing.

3.1 Behaviour Model of the Producer Holon

PHs represent the resources producing energy, their behaviour model being illus-
trated in Fig. 1. The initialization procedure, represented by the transition t2,
comprises the actions related to loading the holon’s profile, registering its skills in
the yellow pages service and creating its local database. This procedure is similar to
other holons.

In normal operation, PH is continuously monitoring the status of its connected
devices (periodically triggered or when an event occurs, e.g., a condition change in
the device). This monitoring sub-behaviour comprises a direct access to the
physical device to gather production data (represented by t5), such as the instan-
taneous production power and meteorological parameters (e.g., temperature, irra-
diation and wind speed according to the type of production device). The historical
and current production data is deeply and online analysed (represented by t6) to
extract valuable knowledge, e.g., to detect deviations and patterns, namely the
detection of anomalies in the device operation (underproduction due to cell damage
or bad panel orientation, and detection of surplus in the energy production). For this
purpose, data mining algorithms are used.

Forecasting algorithms (represented by t9) are running in parallel to predict the
future production of energy (particularly important for RES), anticipating the
occurrence of under-production/over-production events. The generation of these
unexpected events will trigger the implementation of proper actions to mitigate the
possible undesirable impacts, e.g., storing the energy surplus through a proper
negotiation process. The result of this activity also affects the power scheduling
process (represented by t10).

Also in parallel, the holon is continuously waiting for requests from CH, related
to the power delivery availability that starts a negotiation process (t17), and the
power supply cancel that triggers a re-scheduling process (t18) aiming to relocate
the power elsewhere. In case of a surplus detection (t12), a negotiation process to
store the surplus is initiated (t13); in case the storage devices are unavailable, the
power dissipation process is started (t15). The sub-behaviour control function
handles the switch on/off of the production device, which depends of the inputs

182 A. Ferreira et al.



from other sub-behaviors, ensuring a proper physical connection/disconnection
(t20).

3.2 Behaviour Model of the Consumer Holon

The Petri nets behaviour model for the CH, which represents the controllable loads,
is illustrated in Fig. 2.

After the initialization process, similar to the one described for PH, four
sub-behaviours are launched to run in parallel: one related to the monitoring pro-
cess, another to the power acquisition and handling process, another related to load
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forecast scheduling, prioritization and shedding, and the last one related to the
physical control. In the first one the holon monitors the status of the controllable
loads and their instantaneous power consumption. As in the PH, the historical and
current data is analysed (t6) in order to detect unexpected events, e.g., unexpected
consumption profiles.

In the second sub-behaviour, triggered periodically or due to an external event
detected in the monitoring process, the load demand is initially forecasted (t9) and
then prioritized (t10), being necessary to ensure that the critical loads need to be
attended first, and others can be turned-off. The prioritization process is modelled in
detail by the Petri nets model illustrated in Fig. 3, where the influence of the
production and storage levels as well as the usability of each load are considered.
The usability level ensures that no load that is being used or will be used in the near
future will be down prioritized, making it highly eligible for the shedding or the
scheduling process.
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The load scheduling, represented by transition t11, tries to shift the non-priority
loads to less crowded and less expensive periods, enabling a better distribution of
the loads over the time and leading to a better load balance and cost savings. In case
of under-supply situations or over-consumption of non-critical loads, a shedding
process (t12) is implemented aiming to reduce power consumption of un-priority
loads and parasite consumptions, such as equipment in stand-by mode. In parallel,
the negotiation process between CH and PHs and SHs (t18) is performed, taking
into consideration the load demand after prioritization, scheduling and shedding
processes. The physical control, held in t22, handles the loads’ switch on/off, as
well as the diming power adjustment according to the scheduling and shedding
processes.

3.3 Behaviour Model of the Storage Holon

SHs represent storage devices, e.g., battery banks and electric vehicles; its beha-
viour model is illustrated in Fig. 4. This holon assumes a strategic role in the
micro-grid system as it handles the storage of the energy surplus and the supply of
energy in empty production time windows, managing the fluctuations of power
within the micro-grid.

The forecasting takes place in transition t9 ensuring a proper forecast of the
battery levels enabling a better fitment of charging and discharging. The scheduling,
represented in transition t10, is responsible to schedule the charging and dis-
charging cycles to maximize the available energy and battery life. At last, the
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physical control sub-behaviour (t19) is responsible to manage the battery’s charge
and discharge cycles.

4 Coordination Models

In such distributed systems, the global system operation emerges from the inter-
action among the individual autonomous entities, which share their knowledge and
skills aiming to reach the global system objectives. In this case, the interaction is
performed by synchronizing the individual Petri net models described previously.
In the literature, several methods can be found to handle these kind of interactions
namely MUTEX (Mutual Exclusion Object), Queue Theory, Mailbox and Ren-
dezvous [6]. In this work, the synchronization of the evolution of each Petri net
model uses places playing the role of Mailboxes. Figure 5 illustrates the
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coordination model between a CH a PH that are interacting during the negotiation
process for energy acquisition.

During this process, the CH sends a message requesting energy to the PH
(indicating the requested amount of energy and the baseline conditions). For this
purpose, the place pb1 is marked, enabling the transition t16 in the PH model.
When fired, the request is analysed and a proposal is elaborated and sent to the CH
by marking the place pb2.

The timed transitions t18.3 and t17.1 of CH and PH, respectively, model the
step-by-step analysis of the proposals and comprise the context aware adaptation as
well as learning mechanisms that allows the holons to adapt the negotiation con-
ditions. The negotiation process is finished when PH sends an “end”/“refuse”
message, which triggers the scheduling update in each holon. Similar coordination
models where developed for other interaction patterns representing cooperation and
collaboration processes.
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5 Validating the Holon Behaviours’ Models

The validation of the behaviour of the holonic system was performed through the
analysis and simulation of the behavioural models of each individual designed
holon, using the Petri net Development toolkit (PnDK) [7]. Initially, the described
Petri nets models and sub-models for each holon were edited in the PnDK tool,
being ready to be validated through qualitative and quantitative analysis.

5.1 Qualitative Analysis

The qualitative analysis enables the verification of both structural and behavioural
properties of the model, allowing observing the system’s operation by analyzing the
existence of deadlocks, the structural and behavioural conflicts and the capacity of
resources.

Figure 6 illustrates the result of the behavioural analysis for the consumer holon
model. The behavioural properties analysis was supported by the linear algebra
methods provided by the PnDK software tool.

This analysis allows verifying that the model is:

• Bounded, i.e. any place holds a maximum of 1 token.
• Safe, i.e. all places hold at maximum 1 token.
• Conservative, i.e. the number of tokens is constant for all marking, which means

that no resources are added or removed during the holon’s life-cycle.
• Deadlocks-absent, i.e. no matter what marking was reached from the initial

marking, there is always a possibility to fire a transition to change to another
state.

Fig. 6 Behavioural analysis of consumer holon model
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The invariants analysis, extracted from the incidence matrix, provide more
valuable information about the model. The place invariants analysis allows veri-
fying mutual exclusion relationships among places, functions and resources
involved in the structure and behaviour of the holon. For example, the invariants
x1 = {p1, p2, p3, p4, p5, p6, p7}, x2 = {p8, p9, p10, p11, p12, p13, p14} and
x3 = {p19, p20}, confirm that during the execution of each sub-behaviour, only
one of the places/functions can be simultaneously marked. Transition invariants
represent the several sequences of operations exhibited by the behaviour model.
The existing invariants have the following physical meaning (note that invariants
that are linear dependent are not considered):

• y1 = {t1, t2 t3, t23} represents the initialization and conclusion cycle.
• y2 = {t4, t5, t6, t7} represents the acquisition, analysis and monitoring of data

cycle.
• y5 = {t8, t9, t10, t11, t12, t14, t15} represents the load prioritization and scheduling.
• y6 = {t21, t22} represents the cycle related to the physical control of the loads.

As previously described, this model comprises several timed transitions (rep-
resenting the execution of time consuming actions), each one being exploded into a
more detailed Petri nets sub-model. According to the Vallete theorem [8], if all
sub-Petri nets models of a larger Petri nets are absent of deadlocks and bounded,
then the larger Petri nets model is also bounded and absent of deadlocks. Having
this in mind, besides the validation of the Petri nets models for the three holons, all
sub-Petri nets models for the timed transitions were validated to ensure the cor-
rectness of the holons’ behaviour.

5.2 Quantitative Analysis

The quantitative analysis allows performing an evaluation of the performance,
responsiveness and resource utilization, requiring introducing time parameters
associated to each transition. For the CH model, it comprises 12 logic transitions
(representing the execution of non-time consuming actions), namely t23, t1, t3, t4,
t7, t8, t13, t15, t16, t17, t20 and t21 with an estimated time of 1 t.u. (time unit) per
transition. Regarding the timed transitions, some functions need more time to be
executed and other less time to be executed. In this way, transitions t6, t9, t10, t11,
t14 and t18 have associated 5 t.u., and the transitions t5, t19 and t22 have associated
2 t.u. Aiming to simulate the Petri nets model and observe the evolution of the
tokens over the time, a token-game simulation was used, allowing to identify
important characteristics of the holon’s behaviour, such as bottlenecks, cyclic
evolution and potential conflicts. The retrieved information contributes to improve
the system performance.

The above described analysis has been repeated for the Petri nets models of the
three individual holons, ensuring a proper evaluation of the system performance.
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Coordination models representing the interaction protocols among the holons were
also validated to achieve a complete computational model ready to be deployed.

6 Conclusions

An intelligent and adaptive control must be performed to guarantee that a
micro-grid is operating with quality of service with low energy resources, especially
when operating disconnected from the main utility. Therefore, this paper describes
the formal specification of a holonic system that is able to perform automation
control functions in electrical stand-alone micro-grids, particularly aiming to
improve their self-sustainability. For this purpose, the Petri nets formalism was used
to model, validate and simulate the behaviour of the different designed holons. The
validation of the structural and behavioural properties, and posterior simulation of
the holons’ models, allowed evaluating the correctness of the system behaviour.

Future work will be focused on the specification of appropriate functions to be
embedded in the holons, namely forecasting, prioritization, scheduling and shed-
ding, and lately its implementation using a MAS development framework, e.g.,
JADE [9].
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Erlang-Based Holonic Controller
for a Modular Conveyor System

Karel Kruger and Anton Basson

Abstract Holonic systems have been a popular approach to face the challenges of
the modern manufacturing environment. Holonic control implementations have
predominantly made use of the Java Agent DEvelopment framework (JADE). This
paper presents, as an alternative, a case study implementation based on Erlang.
Erlang is a functional programming language with strong scalability, concurrency
and fault-tolerance characteristics, which prove to be beneficial when applied to the
manufacturing control context. The case study used in this paper is the holonic
control of a modular conveyor system; this implementation was chosen to
demonstrate the advantages that Erlang can offer as implementation language for
holonic systems.

Keywords Erlang/OTP ⋅ Holonic manufacturing systems ⋅ Reconfigurable
manufacturing systems ⋅ Manufacturing execution systems ⋅ Automation

1 Introduction

The modern manufacturing environment is governed by a new set of requirements,
driven by unpredictability in market and technology trends. Modern manufacturing
systems must adhere to shorter lead times and enhanced adaptability, all while
remaining competitive in a global market.

To address these challenges, many studies have identified holonic systems—
based on the theories of Koestler [1]—as a suitable solution. Holonic systems are
based on the idea of dividing a complex system into smaller functional entities—
autonomous components which, through cooperation, constitute the system func-
tionality [2]. The holonic theory fits especially well in the manufacturing context,
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with multi-agent systems (typically using JADE [3]) being used for the imple-
mentation; this paper proposes Erlang as an alternative.

Erlang is a functional programming language which was developed for pro-
gramming large-scale distributed control applications [4]. Erlang was developed
specifically for the control of telecommunications switching systems [5], but the
inherent characteristics of Erlang—namely concurrency, scalability and
fault-tolerance—could prove greatly beneficial in the implementation of holonic
control in modern manufacturing systems. The Erlang programming environment is
supplemented by the Open Telecommunications Platform (OTP) [6, 7]—a set of
robust Erlang libraries and design principles providing middle-ware to develop
Erlang systems.

The case study presented in this paper is the control of a modular palletized
conveyor system, which uses motor-driven belts along with stop gates and
lifting-transverse stations to move pallets (from here on referred to as carriers). The
conveyor system is also equipped with RFID read/write modules installed on
several locations on the conveyor, while the carriers are fitted with RFID tags.
The RFID readers provide feedback when a specific carrier arrives at a RFID reader
location. The RFID readers were installed at the various stop gate locations.

As an extension to the modularity of the conveyor hardware, several small PLCs
are used as opposed to using one centralized PLC. Segments of the conveyor were
allocated to a dedicated controller, with all the interfacing between segments being
handled at the higher level of control implementation [8].

This paper presents an implementation of Erlang-based holonic control for a
modular conveyor system. The implementation is aimed at exploiting the advan-
tages offered by Erlang, thus emphasizing modularity and concurrency in the
application. This paper discusses the holonic architecture on which the imple-
mentation is based and explains the different components of the holonic controller
for the conveyor system.

2 Holonic Control Architecture

The Conveyor holon presented in this paper forms part of a holonic cell control
implementation. The cell control architecture is based on PROSA [9], a simplified
schematic representation of the architecture being presented in Fig. 1. Detailed
discussions of similar implementations are given in [10, 11].

The architecture of the cell control implementation consists of three levels: High
Level Control (HLC), Low Level (station) Control (LLC) and hardware control.
The communication and coordination of the system holons occur within the HLC.
The HLC purely exists in the virtual environment, as the Product, Order and Staff
holons are all software entities. Resource holons, which consist of both hardware
and software entities, must also be represented in the HLC—it is therefore neces-
sary that these resource holons incorporate a component to handle the HLC
functions.
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Where Resource holons consist of physical hardware entities, the station and
hardware levels of control are encountered. Station LLC enables the coordination of
the hardware functions for a station, to perform the service that the Resource holon
advertises in the HLC. Hardware control refers to the control of actuators and
sensors to successfully perform the various tasks included in the Resource holon’s
service.

3 Erlang-Based Conveyor Holon

3.1 Conveyor Holon Architecture

As mentioned in Sect. 2, the Conveyor holon forms part of the implementation of
the holonic control for a cell. The Conveyor holon is itself implemented using a
holonic architecture, i.e. the functions of the holon are mapped to several autono-
mous and cooperating entities which work together to perform complex trans-
portation tasks. This holonic implementation then constitutes the HLC component
of the Conveyor holon (as can be seen from Fig. 1)—the LLC implementation is

Order Holons Staff HolonsProduct Holons

Conveyor HLC StaƟon A HLC StaƟon Z HLC

. . .
Conveyor LLC StaƟon A LLC StaƟon Z LLC Resource H

olons

Conveyor Holon StaƟon A Holon StaƟon Z Holon

Fig. 1 Schematic of the holonic control architecture for the manufacturing cell
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distributed over the number of PLCs that control dedicated segments of the con-
veyor hardware.

The holons which comprise the Conveyor holon are shown in Fig. 2 and the
respective roles and functions are discussed the following sections. The Conveyor
holon entails three main functions: inter-holon communication within the HLC and
intra-holon coordination within the Conveyor holon, execution of transportation
tasks and the interaction with and virtual representation of the conveyor hardware.

3.2 Communication

Inter-holon Communication. The Carrier Manager holon is responsible for han-
dling all communication with the other holons in the cell controller. The Conveyor
holon interacts with three types of holons in the cell controller: the staff holon
handling the service directory (a list of service-providing Resource holons), other
Resource holons which have a physical interaction with the Conveyor holon, and
Order holons.

As is usually encountered in the implementation of holonic systems, this pre-
sented implementation tries to mirror the physical system as far as possible. An
example of this is when Resource holons must physically remove products from the
conveyor or place products on it. This interaction is mirrored in the virtual envi-
ronment—before removing or placing a product on the conveyor, Resource holons
must first send a release request or binding request message to the Conveyor holon.
This allows the Conveyor holon to ensure that a suitable carrier is present at the
location of placing, or that the intended product is available to be removed by the

Carrier 
Manager

ConfiguraƟon 
Map

Status Table

Carrier 1 Carrier 2 Carrier n. . .

LLC Interface

Transport execu on
Route planning
Status upda ng

Fig. 2 Intra-holon communication within the Conveyor holon
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resource holon. After the Conveyor holon replies to the request, the Resource holon
can continue with the physical operation.

The approach of mirroring the physical interactions in the virtual system means
that when an Order holon requires a transport service to the next booked
service-providing station, the physical product instance for which it is responsible
will already be present on a carrier on the conveyor. The Order holon can then
proceed to send the Conveyor holon a service start message to perform the
transportation service.

The Carrier Manager receives requests from Order holons to perform a transport
service from some start position to a specified destination. The Carrier Manager
then checks if a suitable Carrier holon is available at the requested starting position.
If a Carrier is available, the Carrier manager sends a start message to the selected
Carrier; if no Carrier is currently available the Carrier Manager will search for a
compatible, idle Carrier holon and direct it to the designated starting location.

Intra-holon Communication. Three types of communication occur between the
holons of the Conveyor holon: transportation service execution, route planning and
status update communication—these interactions are shown in Fig. 2.

Transportation service execution communication requires interaction between
holons in order to coordinate and execute the transportation tasks that the Conveyor
holon must perform for Order holons. As the Carrier Manager receives requests
from Order holon, the requests are allocated to suitable Carrier holons. The Carrier
Manager sends service start messages to the relevant Carrier holons—these mes-
sages specify the end destination to where the Carrier holons must navigate. To
execute the movement between conveyor nodes along the selected route, the Carrier
holons request actuation from the specific PLCs by sending request messages to the
LLC Interface holon. The LLC Interface holon then in turn replies with a confir-
mation that the requested actuation has been performed by the conveyor hardware.
When a Carrier holon has completed its assigned transport task, it sends this
confirmation to the Carrier Manager and awaits a new task.

Route planning communication entails the gathering of information by holons to
aid the route finding process. Predominantly, this communication is performed by
Carrier holons; when Carrier holons are assigned a transportation task, they are
responsible for planning their own route. The Carrier holons request information of
the physical conveyor configuration from the Configuration Map holon and status
information of the conveyor nodes and transitions from the Status Table holon; this
process is discussed in more detail in Sect. 3.6. The Carrier Manager holon will
also occasionally initiate route planning communication—this occurs when the
Carrier Manager must control Carrier holon movement for coordination purposes.

Finally, the status updating communication involves the LLC Interface holon
passing status information, received from the PLCs, to the Status Table holon.
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3.3 Virtual Conveyor Representation

The physical configuration and run-time status of the conveyor nodes and transi-
tions are represented in the virtual environment by two holons: the Configuration
Map holon and the Status Table Holon.

The Configuration Map holon contains the functions to read the configuration
information from an operator-defined description into an accessible data structure
(in this case, an Erlang Term Storage (ETS) table). The configuration information is
described in terms of nodes and transitions, and is further supplemented by addi-
tional information for the nodes (e.g. which stations of the cell are located at which
nodes) and transitions (e.g. transition capacity and transition time).

The Status Table holon maintains an ETS table of the conveyor node and
transition status based on messages received from the LLC Interface holon—i.e. the
status information is dynamically updated as carriers move along the conveyor.

The Configuration Map and Status Table holons handle all request messages
from other holons, searches for and replies with the desired configuration and status
information.

3.4 Carrier Manager

The Carrier Manager holon maintains the interface for inter-holon communication
with the other PROSA holons (as discussed in Sect. 3.2). The Carrier Manager also
handles intra-holon communication—i.e. messages from Carrier holons or the LLC
Interface holon. The Carrier Manager thus functions as a server; messages are
received and, according to message type and content, the appropriate functions are
executed. Examples of such functions are handleStartRequest() or handleCar-
rierDone().

An important function of the Carrier Manager is to allocate transportation tasks
received from Order holons to the most suitable Carrier holon. A start message is
then sent to the selected Carrier holon, upon which the transport service will be
performed. Once the service is completed, the Carrier holon notifies the Carrier
Manager, which in turn notifies the relevant Order holon.

Usually, the Carrier holons perform movements according to the Order holon
request allocated to them by the Carrier Manager. However, the Carrier Manager
also has the functionality to make decisions regarding the movement of carriers
directly. This functionality is needed to ensure flow on the conveyor (i.e. not having
carriers block certain segments) and to store carriers when they are no longer
required.
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3.5 Conveyor Low Level Control Interface

The LLC Interface holon is responsible for maintaining the interface between the
Erlang control programs and the low level control PLCs; this is depicted in Fig. 3.

The communication with the PLCs is done over Ethernet, with messages
encoded as XML strings. The PLCs can parse the XML strings to extract the
necessary information pertaining to the actuation that must be performed. The LLC
Interface holon maintains a TCP socket connection to each of the PLCs.

The LLC Interface holon receives messages from both Carrier holons and the
Carrier Manager holon. As the Carrier holons execute their delegated transport
services, they must send request messages to the relevant PLCs via the LLC
Interface. This occurs every time a Carrier holon arrives at a node—the message
will request the actuation at the given node to direct the carrier towards the next
desired node (according to the planned route). The LLC Interface interprets this
message to determine which PLC the message is intended for (according to the
segment of the conveyor where the node is located). The message is then compiled
into an XML string and is send over the correct TCP socket to the PLC. Messages
from the Carrier Manager holon are handled in the same way.
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Fig. 3 LLC interface of the Conveyor holon
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To maintain a representation of the conveyor status during operation, the LLC
Interface holon sends messages to the Status Table holon when it receives notifi-
cations from or sends actuation commands to the PLCs.

3.6 Carrier Holon

Each carrier that is unloaded onto the conveyor is represented in the holonic system
by a Carrier holon. Every time a carrier is unloaded, the Carrier Manager spawns a
new instance of the Carrier holon Erlang process. The Carrier holon encapsulates
the functionality to perform transportation services by controlling the movement of
the physical carrier on the conveyor system. Although the physical carrier has no
actuators or sensors, control of the movement is performed through communication
between the Carrier holons and the controlling PLCs, via the LLC Interface holon.

Behaviour. The control logic of the Carrier holon is implemented using the
standard OTP finite state machine behaviour. The Carrier holon transitions between
states based on the occurrence of events (in this case, the arrival of messages).

The Carrier holon behaviour is described by two states: stopped and moving. The
stopped state is entered when the holon awaits its next transportation task and when
it reaches a node while travelling towards its destination. The behaviour enters the
moving state once the LLC Interface holon confirms that the carrier has been
physically routed towards the next node on the route. Once the LLC Interface holon
notifies the Carrier holon of arrival at the next node, the state transitions to stopped.

Communication. As shown in Fig. 2, the Carrier holon engages in communi-
cation with other holons during transport service execution and route planning. In
the transport execution activity, Carrier holons receive messages from the Carrier
Manager holon to initiate a new transport service that must be performed by the
carrier. The Carrier holons then send a notification message back to the Carrier
Manager when the service is done and await the next service to be awarded. When
the Carrier holons travel along their route, they send requests to the LLC Interface
which interprets the messages and forwards it to the correct PLC to perform the
necessary actuations to direct the carrier along its desired route. The Carrier holons
also receive notification messages from the LLC Interface when the carriers arrive
at conveyor nodes.

For route planning, Carrier holons must exchange messages with the Configu-
ration Map and Status Table holons. When a Carrier holon is awarded a trans-
portation task, it first determines which route to follow from its current location to
its desired location. The Carrier holon can obtain the conveyor configuration and
status information, which allows for the implementation of route finding algorithms
and strategies.
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4 Discussion

The Erlang-based holonic controller presented in this paper has been successfully
implemented for two simulated conveyor configurations—initially for a small
manufacturing cell (comprising of four different workstations) and a medium-sized
cell (incorporating ten different workstations, as shown in Fig. 3). In future work,
the research will focus on establishing benchmarks for a formal evaluation of this
implementation and an equivalent multi-agent system for comparison. At this stage,
the following preliminary remarks can be offered:

• The inherent modularity and concurrency of Erlang programming provides a
natural facilitation for the implementation of holonic principles.

• The holonic controller exhibits good scalability and reconfigurability with very
little effort.

• The compact, readable code, along with the modularity of Erlang programs
allow for a reduction in programming complexity.

• The standard libraries offered by OTP contribute greatly to the simplicity and
robustness of the control implementation, with potential for further
improvement.

5 Conclusion

The paper presents an Erlang-based holonic control implementation for a modular
conveyor system. The conveyor is implemented as a Resource holon in the PROSA
holonic architecture upon which the control of the manufacturing cell is based.

The Conveyor holon is responsible for the movement of carriers (which trans-
port products or work pieces around the cell) by controlling the actions of the
conveyor hardware via low level control PLCs. The holon performs several func-
tions—communication with other cell level holons, route planning and route exe-
cution through hardware coordination. The Conveyor holon is itself implemented as
a holarchy, with the involved functions performed through the cooperation of the
collection of holons.

The described implementation exploits the advantages that are offered by Erlang,
namely modularity, scalability and concurrency. The resulting implementation
displays reduced complexity and enhanced reconfigurability, while the potential
exists to achieve increased fault-tolerance with further development.
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On Rescheduling in Holonic
Manufacturing Systems

Carlos Pascal and Doru Pănescu

Abstract This paper treats a topical issue for present manufacturing systems,
which is the needed adaptability when manufacturing orders are received in an
unpredictable way. To face such cases, a rescheduling mechanism is necessary and
such a possibility is investigated for a holonic system that materializes its coordi-
nation through a combination between the Contract Net Protocol and Distributed
Constraint Satisfaction Problem. The proposed method is investigated for a case
study, by doing simulation experiments with the system coloured Petri net model.
The results are analysed for the cases when the new command received during
execution is more or less important than the ongoing ones.

Keywords Holonic manufacturing systems ⋅ Rescheduling ⋅ Multiagent sys-
tems ⋅ Coloured Petri nets

1 Introduction

Present manufacturing systems are facing new and clear challenges; they have to be
adaptable to dynamic changes as imposed by customers, new technologies and
global market. With respect to the control theory, this is still in a transient regime
from classical hierarchical control schemes to distributed or semi-heterarchical
approaches. The last ones were mainly intended to create an increased adaptability;
thus, nowadays control systems must be able to deal with rapid modifications of
manufacturing goals and circumstances and provide the optimal response. This
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paper analyses one issue from this area, namely rescheduling when manufacturing
orders are received in an unpredictable manner.

The literature is abundant in research papers on scheduling/rescheduling. The
important role of rescheduling for manufacturing systems is highlighted in [1, 2, 3];
though being considered a major issue, it is to notice that a gap exists between
theory and practice of manufacturing scheduling. Our paper is aiming at reducing
this weakness by proposing a modelling instrument that can be used in developing
simulation experiments. Moreover, in [1] several differences are specified between
the theoretical study of scheduling problems and the real-life scheduling cases.
Some of them, namely the constant arrival of new orders, the necessity of
rescheduling and the importance of the jobs’ priorities are addressed by our paper,
too. In [2], it is underlined that current planning and scheduling systems have poor
performance with respect to their reactive capability and the ability to obtain a
detailed solution in a reasonable time. Distributed approaches, as the one proposed
in this paper, can improve both reactivity and computational efficiency.

Different architectures were proposed so that to enable rescheduling. In [2], a
combination between a centralized scheduling system (this is based on constraint
programming, a mechanism close to our solution that uses the Constraint Satis-
faction Problem—CSP method) and a Holonic Manufacturing Execution System
(HMES) is considered. The additional problem in this case is about the data
exchange between the centralized component and the HMES, this being explained
in [2]. In our proposal, scheduling and rescheduling are integrated in the Holonic
Manufacturing System (HMS) and thus no additional interface is needed. Never-
theless, a problem can be with the optimality of scheduling that has to be managed
by the distributed system. With respect to this, our paper is treating problems with
few variables for which the optimal solution can be found in reasonable time,
supposing that the disturbances that imply rescheduling create such cases; the
proposed method can be also useful for more complicated situations, but the pro-
posed coloured Petri net (CPN) model may be difficult to use. Furthermore, our
method can be applied in a way similar with that proposed in [4], namely to have a
mechanism for complexity reduction, which can be implemented by a centralized
component—e.g., a staff holon, and then to employ rescheduling for problems of
lower complexity. From the other proposed solutions for integrating rescheduling in
manufacturing control schemes, one can notice the use of service-oriented archi-
tectures [3, 5, 6]. In [3] a service-oriented approach adapted for small lot manu-
facturing is proposed, being named Intelligent Service based architecture. In [6], it
is shown how a service-oriented architecture can facilitate the integration of
DisCSP based planning/scheduling within HMESs. Cyber physical systems were
also used to enable rescheduling [4]; in this case, rescheduling could be done at the
global level of a company, the rescheduling component being linked to the
Enterprise Resource Planning system.

One can discover that a great deal of the new proposed approaches on
rescheduling is based on artificial intelligence methods. Thus, in [7] genetic algo-
rithms are involved so that, in the same way as in our proposal, rescheduling can
modify only part of a previous schedule in order to accommodate the new arrived
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orders. The experiments developed in [7] showed that it is possible to improve the
performance of the scheduling scheme with a non-reshuffle strategy. A literature
survey on how genetic algorithms can be used in manufacturing scheduling, and
what are the strong and weak points can be found in [8]. It must be also remarked
that the usefulness of Petri net models is observed in [8], these being involved to
represent the problems and to increase the efficiency of genetic algorithms. In our
paper, CPNs are used to develop model prototypes for multiagent based coordi-
nation mechanisms. A possibility of using multiagent systems in scheduling and
rescheduling is investigated in [9]. In the same way as in our case, an iterative agent
bidding scheme is involved, but with the limitation of dealing with orders only one
by one. A rescheduling mechanism that is able to deal with rush orders in an HMS
is presented in [10], being based on a specific dynamic scheduling algorithm
(Earliest Deadline First), which is integrated in the Contract Net Protocol (CNP);
our method is also using CNP, but this is connected with Distributed Constraint
Satisfaction Problems (DisCSP). In [11], more methods from the area of knowledge
representation and reasoning (a subfield of artificial intelligence) are enumerated as
valuable for solving the rescheduling problems; between the tools indicated as
helpful for modeling, there are the Petri nets, the ones preferred by us, too.

The goal for this paper was to develop and evaluate a rescheduling method
applicable for HMSs and to test it for a case study. The paper is organized as
follows. First, the coordination scheme is introduced with the focus on how
rescheduling can be integrated and holonic communication reorganized; then the
CPN model of the HMS is briefly introduced, this allowing us to make simulation
experiments for a case study being presented in the next section. Finally, a few
conclusions are drawn and the possible development is commented.

2 A Holonic Coordination Mechanism that Allows
Rescheduling

For holons’ coordination, a combination between the CNP and DisCSP is involved
[12, 13]. As it can be seen in Fig. 1, there is a first stage devoted to planning and
scheduling that is based on CNP. Here, product/order holons are managers and
issue goals according to the manufacturing orders to be solved. We took into
account our previous research, i.e., a holonic scheme derived from PROSA [14],
named HAPBA, which is characterized by a flexible way of holarchy construction,
starting from order or product holons [15, 16, 17]. In what follows we discuss about
holons, but actually we think about the decisional component of a holon, i.e., its
agent; thus, coordination is judged at the level of a multiagent system. For sure, the
execution part must be also involved, this one receiving the command for execution
(according to the awarded contract) and supplying the feedback when an action is
finalized. We suppose that managers (initially, there can be one or more managers,
meaning the treatment is made at the batch level) use predefined plans and
according to these they identify potential contractors among resource holons. This
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is done by a bidding process, within CNP [12, 13]. Then, DisCSP is involved in
order to obtain schedules for product/order holons by considering two types of
constraints: ordering constraints that take into account imposed orders among
actions of plans, and overlapping constraints that appear from resource holons that
cannot carry out more actions in the same time. The first phase of Fig. 1 implies a
succession of sub-phases, namely: CNP for goal announcement and bidding (this is
carried out between managers and contractors), DisCSP based resource allocation
and scheduling (this is a negotiation only among managers), and finally the
awarding of contracts according to CNP, so that the execution phase to be started.

Taking into account the goal of this research, it is supposed that a new manu-
facturing order appears after a while, being handled by a corresponding
order/product holon (in Fig. 1 this is manager Mnew). As Fig. 1 suggests, the
coordination mechanism tries to integrate a replanning/rescheduling stage within
execution, in a real time manner. All managers (order/product holons) are
announced about the new manufacturing goal. Then, the following specifications
are considered:

(1) Managers should keep their plans, with respect to the order of actions;
(2) An action that is in execution will not be stopped;
(3) For the real time operation, at the shop floor level after the completion of a

plan’s action the following actions can be delayed as needed by rescheduling;
(4) The new involved order/product holon becomes a manager and applies CNP in

order to find potential contractors for the actions of its plan;
(5) A rescheduling phase is launched and all previous managers consider the part

of their plans that is not already carried out; to solve this stage, first DisCSP is
involved in order to establish the new schedule and then, through CNP, some
contracts are cancelled and new ones are awarded;

(6) According to the new contracts, execution is continued.

From the above stages, we focused on the fifth one. About this, there are distinct
cases depending on the importance of the new manufacturing order that must be
additionally solved. The importance of a command will be decided depending on
each manufacturing environment; for example, criteria to be considered may be: the
importance of clients, requested deadlines or maximization of benefit. If this is less
important than the orders being in execution, then rescheduling is done without
modifying the schedules already established. In the other case, if the new order is
more important, a negotiation is launched between all managers, so that the new
introduced manager is considered as having the maximum priority. These two
situations are analysed through the case study that will be presented later. In the
next section, the CPN model that allowed us to make simulation experiments with
the proposed coordination scheme is briefly introduced.
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Fig. 1 Holonic coordination with rescheduling
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3 A CPN Model for the Holonic Coordination Scheme

Considering our previous work [12, 13, 18, 19], a hierarchical CPN model was
developed addressing HMSs that involve both DisCSP and CNP for their coordi-
nation; this is presented in Fig. 2. The CPN Tool was used for model construction
[20]. The common notation of Petri nets is used, namely rectangles represent
transitions and ellipses denote places. Each token keeps, in accordance with the
place where it is present, a certain type of information. For example, in place In
MSGS each token is a buffer for messages received by a holon; the same is true for
the place Out MSGS with respect to the sent messages. These two places make the
connection with the upper layer of the CPN where managers, contractors and the
communication network are modelled (see Fig. 2b). Figure 2a depicts the model for
a holon being a manager within CNP. The CPN model for a contractor is simpler
than the one of Fig. 2a, namely it contains transitions for the events of transmitting
bids and feedbacks after the completion of actions, while places are for the sent
bids, received contracts, received and sent messages.

Places Agent view, Current start point, Current priority, Received and Sent
nogoods and transitions Choose start point, Backtrack, and Positive/Negative result
are needed for modelling the DisCSP mechanism (Fig. 2a). Three types of DisCSP
algorithms can be tested with this model, i.e., Asynchronous and Synchronous

Fig. 2 CPN model for a holonic system that combines CNP and DisCSP

206 C. Pascal and D. Pănescu



Backtracking, and Weak Commitment Search [21]. A distinct issue for the appli-
cation of distributed algorithms is the detection of termination moment [22]. In the
case of DisCSP, there are two types of endings: one for the case when a problem
has no solution (this is detected by the appearance of the empty nogood [21]) and
the other for a problem with solutions. For this last case, a specific mechanism
should be implemented. In our approach, we developed an extension of the
Dijkstra-Scholten algorithm [22]. Briefly, this supposes for an agent to count the
number of messages used to announce its neighbours about assigning a value for its
variable (let this number be A), and the number representing messages of
acknowledgement received from agents having a lower priority (let this number be
B). When the difference A – B becomes zero, it means all agents having a lower
priority are in a stable state and thus the agent itself will issue a message of
acknowledgement towards its neighbour with higher priority. As a special case, the
agent with the lowest priority sends a message of acknowledgement to those agents
that announced it about their established value, as soon as this value is consistent
with its agent view. When the agent with the highest priority obtains the difference
A – B equal to zero, it means all agents are in a stable state and the solution of
problem was found. This mechanism is materialized through the CPN by the place
CC and the transition Acknowledge. In the place CC the values A and B are kept,
while transition Acknowledge is fired if A – B is zero. A received message of
acknowledgement is treated by the transition Handle msg. Determining the termi-
nation for the DisCSP based negotiation is important, because this is the moment
when the HMS should start its execution stage (see Fig. 1).

About the CNP part, in the CPN model the following places and transitions are
used: Goal announcement and Contract award/cancel for the corresponding events,
and the place Action/Received bids that stores states of actions (an action may or not
have assigned its actor), and bids. Anticipating the next section, as an implemen-
tation detail, the number of tokens depends on the number of actions from manager
holons’ plans. That is why in Fig. 2 there are ten tokens in the places of an agent
model (corresponding to the total number of actions). The values to be assigned
during scheduling/rescheduling through DisCSP regard the starting points for
actions, their durations being known from the bids received from resources. In the
places In and Out of the upper layer there are thirteen tokens, because the three
tokens for resource holons are included, too.

4 A Case Study with Different Solutions for Rescheduling

The case study used in this paper was inspired by the one presented in [23]. While
in [13, 23] three manufacturing commands are used, we considered that a new order
appears (handled by holon M4 in Fig. 3). Each command is managed by an
order/product holon and the plan for its solving is a priori known, with the actions
marked as ai in Fig. 3. The arrows represent ordering constraints, while edges
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regard overlapping constraints because they refer to actions that can be executed by
the same resource holon, but not in the same time.

In our experiment, we initially considered that the managers M1 ÷ M3 begin
their activity at the batch level and through the coordination scheme they arrive to
the schedules presented in Fig. 4, which is an optimum solution from their point of
view (the actions from one manager’s plan are marked with the same type of
colour). One may notice that actions a1 and a7 need two time units, while all other
actions need one time unit. It is to remark that for each action type there is a single
resource that can achieve it. Thus, for each goal a single contractor will be able to
provide a bid and in such cases a simple bidding mechanism, as the one provided by
the common CNP, is adequate. We suppose that at a time moment within the
interval [0 1] manager M4 enters the system with its manufacturing goal. In this
situation, a1 and a6 are ongoing actions and they will not be interrupted. For the
case when the new manager has a lower priority in comparison with the managers
already working, the obtained schedules are the ones of Fig. 5. One can notice that
this is an optimum schedule with respect to the makespan, but manager M4 is the

Fig. 3 Plans and constraints for manager holons

Fig. 4 Schedules for three manager holons
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last one that solves its goal. By comparing Figs. 4 and 5, it is to remark that the
schedules of the other managers are not disturbed.

If manager M4 is the most important, then the obtained schedules are displayed
in Fig. 6. One can see that M4 plans its first action (a9) as soon as possible, namely
after the end of a1. The negotiation between managers determines holons M1 and
M2 to change their schedules (M1 makes only a partial change, while M2 has a new
schedule), and M3 does not make any change. Holon M4 ends its order the first,
and now M2 will be the last. For comparison, Fig. 7 presents the schedules that are
obtained if all managers would begin their activity at the same time, keeping the
highest priority for M4. It is to notice that in this case a better solution is possible,
rescheduling determining a makespan longer with one time unit, due to the con-
straint of not interrupting a running action.

To materialize this rescheduling method for the case when the new order is of
the highest importance, in the DisCSP phase the Asynchronous Backtracking
algorithm (ABT) is used, with the new manager having assigned the lowest priority.
This salience regards ABT and not the priority of managers and in this way for the
new introduced holon the place Agent view will be first updated with the values
chosen by the other agents, as a consequence of the message New scheduling

Fig. 5 Rescheduling for the new order of lower priority

Fig. 6 Rescheduling for the new order of higher priority

Fig. 7 Optimum schedules for all orders being received from the beginning
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announcing (see Fig. 1). After having the Agent view filled in, the new manager
applies specific constraints trying to minimize the starting time for its actions,
without violating the constraints that ongoing actions must remain unchanged. If
the new order is not of a higher priority, the same mechanism is applied, except for
the constraints on minimizing the starting time for the new manager’s actions,
which are no longer used.

The model allowed us through the CPN Tool to make series of 1000 simulation
experiments, the results being displayed in the next tables. These results regard only
the DisCSP based negotiation phase, the one being the most important for coor-
dination. The experiments were considered for two strategies regarding the way an
agent chooses a value. Thus, in Table 1 the case when agents randomly choose their
values is presented. The experiments were carried out in two stages. First, it was
tried to obtain a solution with the new manager while keeping the same makespan
of 5 time units. As Table 1a shows, in this case no solution could be obtained, both
in the case when manager M4 is of a higher priority or not. Table 1 shows the
communication load (number of messages), computation load (number of cycles
and backtracks) and the total time to run the 1000 simulations. If the makespan is
increased with one time unit, the results of Table 1b are obtained. One can notice
that the model revealed the existence of 30 distinct solutions (schedules) if the new
manager is of the same priority with the others, while 6 solutions appear if the new
manager is of higher priority. We can conclude that the total
computation/communication effort is obtained by adding the values of Table 1a and
1b, because the HMS will first try to obtain a solution in the minimum makespan
and then iteratively increase this. For comparison, Table 1c shows the results for

Table 1 Results of simulation experiments obtained with the CPN model—random choice of
values

Without a higher priority for
M4

With a higher priority for
M4

Min Max Avg. Min Max Avg.

a. #msgs 59 126 88.82 56 116 81.417
#cycles 16 37 25.949 13 29 19.58
#backs 6 13 8.589 3 10 5.361
#solutions/time 0 24.617 s 0 19.534 s

b. #msgs 45 125 73.381 47 142 83.674
#cycles 10 37 20.396 11 35 20.064
#backs 0 8 2.22 0 9 3.582
#solutions/time 30 24.041 s 6 22.715 s

c. #msgs 45 150 90.866 48 158 96.736
#cycles 10 48 26.498 11 39 22.739
#backs 0 15 5.799 0 12 4.74
#solutions/time 21 27.051 s 1 25.458 s

210 C. Pascal and D. Pănescu



the case when all managers begin planning and scheduling in the same time. In this
case, if manager M4 is with the highest priority only one solution exists for the
makespan of 5 time units.

In Table 2 the results for the same set of experiments are displayed, but for the
case when agents choose their values in a greedy way; this means that each agent
tries first the best possible value, i.e., the value for the minimum starting point of its
action. One can remark that for all the three cases (a, b, and c), this strategy
conducts the search towards less solutions and with increased computation and
communication loads. This can be explained by the fact that in this strategy agents
make the search only within a certain area of the solution space (thus less of the
possible solutions are found) and it appears a greater chance to make a wrong
choice; one can see the increased number of backtracks in Table 2 in comparison
with Table 1. In this way, the number of messages is increased due to the additional
backtracking events, as well as the computational load is amplified in accordance
with an increased number of decisional cycles. This behaviour is specific for this
case study. The conclusion we can derive is that the random choice of values within
the DisCSP phase is to be preferred for scheduling because it determines a more
efficient solution search.

The developed CPN model allows the simulation of different behaviours with
respect to the order between distinct events. Thus, the results of Tables 1 and 2
were obtained for the case when agents take decisions in a rush way. Namely,
agents react after each received message and their decision can be taken based on an
un-updated system state; this appears when agents with a higher priority have
already changed their values and these were not taken yet into account by the

Table 2 Results of simulation experiments obtained with the CPN model—greedy choice of
values

Without a higher priority for
M4

With a higher priority for M4

Min Max Avg. Min Max Avg.

a. #msgs 106 126 110.462 75 125 100.975
#cycles 30 40 33.98 17 30 24.433
#backs 10 13 10.532 4 10 7.146
#solutions/time 0 31.98 s 0 26.739 s

b. #msgs 110 119 114.334 108 114 111.016
#cycles 31 40 35.72 27 30 28.458
#backs 5 7 5.886 6 7 6.417
#solutions/time 2 38.155 s 1 32.886 s

c. #msgs 130 147 135.669 116 162 133.239
#cycles 39 49 43.06 25 37 29.942
#backs 10 14 11.478 5 9 6.56
#solutions/time 1 40.778 s 1 36.768 s
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current agent. This behaviour can be changed by increasing the priority of transition
Handle msg (see Fig. 2) and thus the decisional phase of an agent’s activity will be
done after all received messages are handled. This system behaviour would be an
ideal one, although difficult to obtain in real operation.

5 Conclusion and Future Work

This paper shows promising results for obtaining adaptability through rescheduling
in HMSs if coordination is carried out by combining the CNP and DisCSP. Our
method implies an iterative process, i.e., the solution is obtained with a repeated
increasing of the makespan; even so, the mechanism is practical if few variables are
involved due to the small time needed for an iteration; for example, according to the
results presented in Tables 1 and 2 a simulation experiment lasts less than one
second. A main point for the proposed coordination scheme is the negotiation
between manager holons, and about this different strategies can be implied, so that
the managers’ priorities to be changed in accordance with the manufacturing
context. Moreover, if a holon is endowed with a library of constraints then its
behaviour could be changed on-line, with an appropriate switching mechanism that
determines the set of constraints to be involved.

The CPN model is useful in showing the computational and communication
complexity; it allows the correctness of method to be tested, and new hypotheses to
be checked by adjusting the model and constraints. A CPN model is important
because it permits tests dealing with distributed systems and this can be done before
launching the operation on real equipment.

As future work, we intend to test some other DisCSP algorithms in the nego-
tiation among managers and to check the efficiency of the proposed coordination
scheme on more complex problems. Moreover, the method is to be further tested for
the cases when there are more resources that can achieve the same action and in
such situations auction mechanisms more refined than CNP should be evaluated.
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Customisation in Manufacturing:
The Use of 3D Printing

Rengarajan Srinivasan, Vaggelis Giannikas, Duncan McFarlane
and Mudassar Ahmed

Abstract An increasing demand to provide customised products creates challenges
for manufacturing organisations. This poses a need to understand the characteristics
required for manufacturing systems to handle customisation. In this study, 3D
printing technology is assessed as an enabler for customisation. Additionally, the
requirements of manufacturing systems with respect to configuration and control
co-ordination are explored. A demonstrator is implemented to integrate 3D printing
with conventional manufacturing, using an agent based distributed control system
that co-ordinates the customisation of products and the order management.

Keywords 3D printing ⋅ Mass customization ⋅ Service orientation

1 Introduction

Dynamic changes in customer requirements and preferences are driving the needs
for highly customised products [1]. This customer-oriented focus allows organi-
sations to stay competitive in the global market and to satisfy varying customer
demands. This requires manufacturers to deliver high variety of products, indi-
vidually designed at a low cost [2].

Nevertheless, the need for a high degree of customisation creates disruptions in
the manufacturing system and poses problems in scheduling. As a result, manu-
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facturing systems are required to be flexible and resilient to disruptions [7].
Additionally, customisation leads to small batch sizes and requires frequent and
dynamic re-configuration of the manufacturing system. This creates additional
burden on the control system to dynamically alter process steps and change tools,
routing and material handling.

Therefore, a manufacturing system should be able to handle rapid changes and
product variety utilising flexible resources and intelligent control.

In this paper, the ability of 3D-printing as an enabler to handle customisation is
explored. The configurations to integrate 3D printing technology with conventional
manufacturing systems are proposed. A distributed agent based control system is
implemented in a laboratory system to demonstrate the applicability of 3D printing
in handling customisation in a conventional manufacturing system.

2 Manufacturing Systems Supporting
Mass Customization

Mass customisation can be defined as the ability to deliver a wide range of products
that meet specific requirements of individual customers, at a cost equivalent to mass
production [1, 2]. Generally, the ability to provide mass customisation requires
manufacturers to have flexible resources that can handle product variety and have
the ability to change over quickly. In this section we review such requirements and
we argue on the suitability of 3D printing to support mass customisation.

2.1 Handling Customisation in Manufacturing

In order to handle the issues related to customisation, the following characteristics
of the manufacturing system are required [1, 2, 5]:

R1 Customer driven manufacturing: The customer needs to be involved in the
specification, design and manufacture of the customised parts. Generally, two
options exist here. Firstly, the customer can specify the requirements and
preferences of the product and the manufacturer focuses on design and pro-
duction. Alternatively, the customer can himself design the product or parts
and provide the design to the manufacturer to produce the product. In both
instances, the manufacturing system should have the ability to handle this.

R2 Integration of design and manufacturing systems: Involvement of customers
in the design process requires seamless integration of design and manufac-
turing systems to quickly transition from design to manufacture. The decou-
pling point of order, the point where customer influences the manufacturing
process, varies depending on the level of customisation or customisation
offered. This requires better integration of Computer Aided Design (CAD) and
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Computer Integrated Manufacturing (CIM), which will allow in ease of cus-
tomised manufacturing.

R3 Flexibility: The manufacturing system should be flexible enough to make a
wide range of product variations and the resources should have multiple
capabilities to handle this. Furthermore, the manufacturing system should have
process/material flow flexibility to handle various customisation aspects.

R4 Management of inventory of great variety: High degree of customisation
creates a wide range of product variety and this leads to increasing levels of
inventory to tackle the uncertainty with regards to customer preferences.
Therefore, the manufacturing systems should have the ability to minimize
inventory levels whilst handling customisation requests.

R5 Management of customised orders: Customisation leads to varying order
due-dates and reduced batch sizes. Additionally, the customer orders might
arrive at random times. This requires the manufacturing system to have the
ability to manage the orders by rescheduling dynamically and to have the
capability to handle rush orders.

In order to address these requirements, the following are needed:

• Flexible resources with capability to make or handle customised parts.
• Manufacturing system configuration able to utilise the flexible resources.
• Control system for co-ordinating customised orders and flexible resources.

In this paper, 3D printers enabling rapid, additive manufacturing are evaluated as
an example of a flexible resource for handling customisation issues. This is dis-
cussed more in the following section. Subsequently, we discuss the configuration
and co-ordination issue in the section that follows.

2.2 3D Printing Technology Enabling Mass Customisation

In this section, the suitability of rapid manufacturing, especially 3D printing
technology, for the management of customisation disruptions is assessed. Rapid
manufacturing is defined as the use of CAD-based automated additive manufac-
turing process for making parts that can be used as a finished product or as a
component that can be assembled into a final product [6]. 3D printing technology is
a form of an additive manufacturing process, where products are manufactured by
adding layers of materials [3].

With regards to the first requirement (R1) the ability of 3D printing machines to
directly utilise 3D models of designed products allows the customer to design his
preferences related to products directly [4]. Additionally, the customers can
co-design products or choose the design by other customers in a marketplace. This
allows for high degree of customisation. Additionally, 3D laser scanners can be
used to map the products to get a digital design of the product directly, which
enable the customers to design customisation aspects directly.
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Furthermore, the 3D design models from the customers can be directly trans-
ferred to the 3D printer for manufacturing.

The integration of design and manufacturing system requirement (R2) is
addressed by 3D printing as CAD drawings can be directly imported or converted
into appropriate instructions for additive manufacturing automatically. This allows
quick transition from design to manufacture and provides rapid customisation
capabilities.

As regards flexibility (R3), 3D printing based manufacturing removes the tooling
requirements and thereby allows components of any geometry to be manufactured
in a single resource without too much change over time [4, 8]. 3D printing elim-
inates the need for having a wide range of tooling and the associated costs. Fur-
thermore, multiple materials can be combined to produce a part, rather than
products or parts made of homogeneous materials.

Additionally, 3D printing allows for small batch sizes and there is no change
over of tools, thus providing flexibility to cater for various customisation requests.
Similarly, 3D printing based manufacturing offers the possibility of reducing
inventory levels of customised parts as some of them can be produced on demand
based on actual customer orders (R4).

2.3 Configurations and Co-ordination for 3D
Printing-Based Customisation

There are a number of different configurations that allow the usage of 3D printers in
manufacturing depending upon the level of customisation required. These different
configurations will require different co-ordination capabilities to control and man-
age customisation requests. Three possible configurations are depicted in Fig. 1.

The first configuration illustrated in Fig. 1 allows 3D printed parts and com-
ponents produced by printers belonging to different organisations to be used in the
production of a product. These 3D printed parts are manufactured in different

Conventional
Manufacturing

3rd Party/External
3D printer

Conventional
Manufacturing

Stand-alone 3D 
printer

Conventional
Manufacturing +

Integrated 3D printer

A: Inter-organisational configuration

Assembly 
process

Assembly 
process

B: Intra-organisational configuration C: Integrated configuration

Fig. 1 Configurations for the usage of 3D printing in manufacturing
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geographical locations and need to be transported to the location of the main
manufacturer of a product for final assembly. The co-ordination needed in this case
refers to the assignment of a printing job to external organisations and to the
physical transportation of a part in a manufacturing line.

The second configuration describes the case where the conventional manufac-
turing line and the 3D printer belong to the same company. Here, conventional and
flexible resources are located in the same geographical area and they are managed
by the same company. However, the 3D printer is used only for making customised
parts. The co-ordination aspects in this configuration are similar to the ones of the
first configuration although the manufacturer will have greater control over both
processes.

The third configuration depicts an integrated approach where 3D printers are part
of a production line along with other resources (e.g., robots) and tools. It illustrates
the case where 3D printers have seamlessly been integrated in existing manufac-
turing processes and are considered part of the overall manufacturing system. In this
configuration, the 3D printer is also involved in the making of conventional parts as
part of the manufacturing system. One of the main issues here is introducing 3D
printing resources in existing systems and controlling them along with other
manufacturing resources.

In order to examine the introduction of 3D printing in conventional manufacturing
in more detail, a demonstrator was developed. The demonstrator uses the
intra-organisational configuration as a configuration that allows amanufacturer to use
3D printing without the need to outsource to external parties (inter-organisational
configuration) and without the need for significant changes in the existing manu-
facturing line (integrated configuration). This demonstrator is described next.

3 Demonstrator

In this section, we describe the developed demonstrator as well as our key findings
in terms of meeting the customisation requirements discussed in Sect. 2.

3.1 Set-up

The production system used in the demonstrator produces a gearbox (Fig. 2)
consisting of: (i) a metal casing made of two parts, top and base, (ii) a plastic top
cover, (iii) gears which go into the casing (metal or customisable plastic),
(iv) (optional) customisable cap. The customers have two options for customisation.
First, the customer can have a choice of different coloured gears with different gear
ratios. Additionally, the customers can prefer to have a custom made cap for the
gearbox with added text.
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The production system for manufacturing the gear box consists of three cells.
Cell 1 is a manufacturing cell, where the metal casing is machined by a 5-axis CNC
machine and the plastic part is formed by a vacuum forming machine. Cell 2 is the
sub-assembly process where the metal top and the plastic cover are aggregated. Cell
3 is the final assembly cell associated with gear meshing and fastening operations.
The customised parts (i.e., gears and cap) are printed and delivered in Cell 3 by a
standalone 3D printer.

3.2 Implementation

This section illustrates how the three key essential features required for handling
customisation, discussed previously are implemented.

Firstly, a 3D printer is used as the flexible resource to make the customised parts
(i.e., gears and caps), which delivered to Cell 3 and are integrated into the final
product. The use of 3D printing allows easy transition from design to manufacture
and offers additional flexibility by removing the change-over time between prod-
ucts. Furthermore, the use of 3D printers eliminates the need to have customised
parts being maintained as inventory.

With regards to configuration, Fig. 3 shows the one implemented in the
demonstrator. The 3D printer is implemented as a stand-alone resource that is
dedicated to making customised parts only (i.e., intra-organisational configuration).
Cell 1 and cell 2 are conventional manufacturing systems which deliver the metal
base and the sub-assembly (metal top and plastic cover) to Cell 3. The 3D printer
delivers customized parts to cell 3 to be integrated into final assembly.

For co-ordination between the conventional manufacturing and the 3D printer, a
distributed control system was implemented. The distributed control was based on
multi-agent systems and was implemented using the JADE framework (see Fig. 3).
The agents and their roles in co-ordination are:

Metal or 
customisable
plastic gears

Customisable
cap

Fig. 2 Gear box
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• Order agent: Responsible for negotiating the task allocation with the various
manufacturing resources. Additionally, the orders will have the customisation
requests associated with a design file. The order agent then negotiates and
reserves the job with the 3D printer.

• Customisation agent: This agent represents the 3D printer and is responsible for
managing customisation request and for scheduling the printing operations
based on order due dates.

• Resource agents: These agents represent the typical manufacturing resources
such as CNC machine and robots for material handling. These agents are
responsible for managing task allocation and order management.

The stand-alone 3D printer is implemented as an intelligent resource capable of
making its own decision with respect to customisation and scheduling. This is
enabled by having a Raspberry Pi computer integrated with the 3D printer. The
integrated computer then has the capability to receive and process messages from
the orders, and also control the additive manufacturing process.

Fig. 3 Demonstrator configuration and control
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3.3 Meeting Customisation Requirements

We conclude this section with a discussion on the way the five customisation
requirements identified in Sect. 2 have been met in our demonstrator. These are
summarised in Table 1.

4 Conclusions

In this paper we investigated the suitability of 3D printing to handle customisation
needs. 3D printing was chosen as a technology providing flexible and rapid man-
ufacturing capabilities. Our analysis shows that the technology can indeed be used
for enhancing the customization capabilities of conventional manufacturing sys-
tems. Nevertheless, the integration of 3D printing with conventional manufacturing
systems poses challenges in:

• Automation: Lacks ability to automatically transfer materials in and out of the
3D printer. In-process sensing of product quality is not well developed.

• Communication: Existing 3D printers have different communication interfaces
(e.g., Ethernet, serial port) and are not inter-operable with standard manufac-
turing devices (e.g., PLC).

Table 1 Customisation requirements implemented in demonstrator

Requirements Implementation

Customer driven
manufacturing

The customers can decide the choice of options for the gears
and ratios, along with the optional customised caps. The
manufacturer has the required design in CAD which is then
transferred to the 3D printer for printing

Integration of design and
manufacturing systems

3D printer is directly linked to the manufacturing system.
Orders are associated with the required design information
and are transferred directly to the 3D printer, which converts
the design into appropriate commands for printing the parts

Flexibility 3D printer can print both customised gears and caps from the
same resource, thereby offering flexibility to use a single
resource for all customisation needs

Management of inventory of
great variety

The ability to make parts quickly and on request eliminates
the need to hold inventory. Additionally, the customised
parts can be produced from a single material, thereby
reducing the complexity and level of inventory needed

Management of customised
orders

Intelligent orders and resources having distributed decision
making ability allow the orders to negotiate and schedule
tasks independently. This provides flexibility to handle small
batch sizes and re-schedule dynamically to cater for rush
orders on customisation

222 R. Srinivasan et al.



• Interfaces: There is limited monitoring of control interfaces and task execution
in 3D printers. Ability to control and communicate with 3D printers varies
between manufacturers (open source vs. proprietary tools). Furthermore, the
conversion of CAD files into machine codes is not standardized.
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Analysing the Impact of Rescheduling
Time in Hybrid Manufacturing Control

Jose-Fernando Jimenez, Gabriel Zambrano-Rey, Abdelghani Bekrar,
Damien Trentesaux and Paulo Leitão

Abstract Hybrid manufacturing control architectures merge the benefits of hier-
archical and heterarchical approaches. Disturbances can be handled at upper or
lower decision levels, depending on the type of disturbance, its impact and the time
the control system has to react. This paper focuses particularly on a disturbance
handling mechanism at upper decision levels using a rescheduling manufacturing
method. Such rescheduling is more complex that the offline scheduling since the
control system must take into account the current system status, obtain a satisfac-
tory performance under the new conditions, and also come up with a new schedule
in a restricted amount of time. Then, this paper proposes a simple and generic
rescheduling method which, based on the satisfying principle, analyses the trade-off
between the rescheduling time and the performance achieved after a perturbation.
The proposed approach is validated on a simulation model of a realistic assembly
cell and results demonstrate that adaptation of the rescheduling time might be
beneficial in terms of overall performance and reactivity.
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1 Introduction

Manufacturing control architectures have evolved from the traditional centralised
and/or rigid hierarchical configurations to more flexible ones based on partial or full
heterarchies. While the first ones are focused on optimality, the second ones are
based on highly autonomous and cooperative entities, making decisions closer to
the process in order to react to unexpected changes of conditions [1]. However,
such reactivity, fault tolerance and dead-lock avoidance provided by heterarchical
relationships require sacrificing optimality. In fact, since the 1940s, Hebert Simon
[2], a pioneer in artificial intelligence, proposed a satisfying principle where models
based on satisfactory or good enough decisions work much better than laboriously
optimal ones. Moreover, current studies are focused on demonstrating that mod-
elling aiming at providing satisfactory decisions may result in more sustainable,
reliable and realistic models [3–5]. Particularly, hybrid control architectures (HCA),
also known as semi-heterarchical architectures, provide such balance between
satisfactory efficiency and reactivity, since industrials require more realistic models
to reduce such a gap [6].

In HCAs, global decisional entities e.g., supervisors, schedulers, coordinators,
are in charge of supervising, generating and/or coordinating pre-execution sched-
ules with updated information, focused on one or more production objectives.
Afterwards, schedules are shared with local entities which, depending on their level
of autonomy, execute and keep track on these schedules [7–9]. Finding good
enough schedules is highly constrained by the complexity of the scheduling
problem, the required amount of information, and the limited amount of time to
come up with a decision. Hence, most of HCAs advocate for artificial intelligence
techniques such as metaheuristics, agent orientation, holonic or bio-inspired
approaches, or a combination of these with classic mathematical formulations to
ensure a certain level of reactivity [10–12].

The disruption handling in HCA’s dynamics can be entirely entitled on local
decision entities or shared between global and local entities. Out of these two, the
latter stands out because of its benefits in terms of overall performance and
responsiveness [13]. In such a case, the global entity takes care of the rescheduling
of undone tasks. However, if the rescheduling time is too long and perturbations are
quite frequent, this configuration may have serious consequences on the overall
performance. Two insights to reduce the risk of inefficient rescheduling are: (i) to
avoid fully centralized scheduling as proposed in [8], meaning partial centralized
scheduling, and (ii) to analyse the impact of the rescheduling time so that this time
can become a kind of governance parameter [14] for the system and be adjusted
depending on the system configuration and production status; thus it evolves and
adapts to new conditions.

This paper focuses on analysing the impact of the rescheduling time when
rescheduling is managed jointly by global and local decisional entities. However,
assuming a predictive offline and a reactive online scheduling, herein the analysis is
only made on the rescheduling executed by a single global decisional entity while
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the local entities just take such a schedule as an input to complete it with local
decisions. In this case, the time spent for the local decision is being neglected.

This paper is organised as follows. Section 2 briefly describes the rescheduling
concept. Then, Sect. 3 performs a generic method to analyse the rescheduling time
impact as a rescheduling strategy. A case study based on flexible manufacturing
system is presented in Sect. 4 to validate the proposed strategy. Conclusions and
further research opportunities are highlighted at the end.

2 Rescheduling in HCA

In HCAs, the global entity starts generating optimal or satisfactory predictive
schedules based on information coming from the manufacturing execution system
(MES) and the current state of the shop floor. Afterwards, when the schedule
execution starts, the reactive phase takes care of disturbances using two possible
approaches: (i) classic scheduling repair, which may include a complete
rescheduling or (ii) switching to a fully reactive configuration in which local entities
are autonomous to make online schedules [7, 15] as shown in Fig. 1. The main
benefit of complete/partial scheduling repair is that it re-evaluates the conditions of
the system and optimises the performance given the restrictions and degradation
caused by disruption. However, besides the need of defining a strategy of execution
while the schedule is being recalculated, it has synchronization issues when the
solution is going to be applied [16]. The main benefit of fully reactive configura-
tions is the instantaneous reaction and thus the capability of the system to deal with
various types of perturbations, dropping the rescheduling time to zero and passing
to online/real-time rescheduling. Unfortunately, given the myopic behaviour of

Fig. 1 Two strategies to respond to online perturbations
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local entities, it becomes hard to predict the system’s overall performance for the
remaining production time [17].

Scheduling repair modifies only the affected portion of the original schedule. It
was proposed to limit changes to the original schedule and also to reduce the
rescheduling time. For instance, ElMaraghy and ElMekkawy [18] proposed a
rescheduling algorithm that uses time Petri-Nets and the minimal siphons concept
to deal with machine breakdowns in real-time. Similarly, Ahmadi et al. [19] used a
right-shift rescheduling method, and Zakaria and Petrovic [20] employed a genetic
algorithm based on a match-up approach to modify only a part of the initial
schedule within a rescheduling horizon when a change occurs. When complete
rescheduling is executed, it is important to ensure the applicability of the schedule
by obtaining up to date information to conceive the new schedule. To do so, Novas
et al. [21] proposed a collaborative framework between centralised scheduling and
holonic manufacturing execution systems (HMES). The role of the HMES is to
provide rightful information, in time, to centralised scheduling and use the new
schedule as guidance for holon decisions. Although the authors mentioned that the
updated schedule has to be as fast as possible, rescheduling time is not addressed.

The scheduling strategy has been widely addressed by researchers looking for
balancing the schedule performance and stability. Event-based, periodically, or
hybrid-driven strategies have been reported in literature [22]. Hybrid-driven
strategies synthesize advantages of event-driven and periodic-driven because it
cannot only deal with unexpected events but it also maintains a certain stability of
the system. The scheduling horizon sets the rescheduling frequency and is intended
to reduce complexity by dividing a wide scheduling range into small segments,
which reduces the rescheduling time as reported by H. A. ElMaraghy and T.Y.
ElMekkawy [18]. For instance, in this study, the author sets the rescheduling res-
olution to 1 s. In [23], the rescheduling time is limited as a fraction of setup and
processing times and low complex heuristics are used to respect such constraint.

The rescheduling point also impacts the rescheduling time since it determines
what needs to be scheduled and when. For instance, if the breakdown occurs nearly
at the end of the considered scheduling horizon, low complex techniques can be
used because there will be no much impact on scheduling performance. However, if
the disturbance occurs right after creating the schedule, in the normal (re)scheduling
point or in the middle of the scheduling horizon, it is advisable to apply a more
complex technique, as proven by Pfeiffer et al. [24]. Fattahi and Fallahi [25] also
studied the impact of the rescheduling point for job arrival disturbances, having the
best results when efficiency and stability objectives are taken into consideration. As
it has been already mentioned, an analysis on the rescheduling time has not been
particularly addressed and most of the studies just mention that it must be short
enough compared to processing times. In fact, in some studies, this time is ignored
[26]. Since this is not necessarily true and the rescheduling times affect the quality
of the schedule, in the next section a generic strategy to analyse the rescheduling
time in flexible manufacturing systems (FMS) is proposed. Among the different
manufacturing configurations, the FMSs were chosen because of the heterogeneity
of the manufacturing resources and their high flexibility, which imply the high
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complexity of such systems. This strategy is intended to work with a HCA in which
a global entity (scheduler) manages rescheduling, either repair or complete
rescheduling, and local entities take care of local decisions (i.e., transport between
machines).

3 Proposal to Analyse the Rescheduling Time in FMS

From an Operations Research perspective, scheduling in FMS is a more complex
version of the classical flexible job-shop scheduling problem, which is known to be
NP-hard [27]. This complexity is caused by versatile manufacturing lines, redun-
dant and reconfigurable machines, alternate routings, and flexibility in operation
sequencing [28]. Basically, FMS scheduling consists of ordering products for
dispatching, allocating each operation to a machine out of a set of capable
machines, and sequencing the assigned operations on all machines in order to
obtain a feasible schedule. These decisions are taken in the predictive phase (① in
Fig. 2), being possible to estimate a certain production time (EPt in Fig. 2), and/or
other production indicators if needed. Once the scheduler finishes, the order is
released into the FMS to follow the schedule (② in Fig. 2). If a disruption arrives
(③ in Fig. 2), the rescheduling process is triggered. At first, the scheduler needs the
current FMS and product status (④ in Fig. 2) to launch the rescheduling technique
(⑤ in Fig. 2). Then, a new schedule is ready for execution either until a new
disruption arrives and rescheduling is again needed, or the production order is
processed (⑥ in Fig. 2). As a result of disruption(s), the actual production time
(APt in Fig. 2) differs from the EPt in a called lateness time Lt indicator; it is
possible to determine the impact of the disruption, the capacity of the system to
absorb it and the impact of the rescheduling time.

Fig. 2 Rescheduling calculation time analysis
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The strategy proposed herein to analyse the rescheduling time is based on a
rescheduling time parameter than can be used to limit the time the scheduler spends
recalculating a new schedule or repairing it. Normally, when a disruption arrives,
jobs are in the middle of a task, e.g., manufacturing, transportation, inspection,
queuing, etc.; so when a job finishes the current task, it would be ideal to have the
new schedule ready. Not having the schedule ready results in idleness, hence a
waste of time and energy. For example, as seen in Fig. 3, J5 is the job with the
shortest remaining time, so if the new schedule were ready right after J5 finishes,
then there would be no idleness at all. In such case, the rescheduling time
parameter, denoted by δ, is 40% and rescheduling may run only until J5 finishes its
current task. The opposite scenario happens when the scheduler takes the longest
job remaining time, J4 in Fig. 2. Consequently, δ is set at 100%, meaning that all
jobs have reached idleness waiting for the new schedule. Then, the scheduler must
monitor the number of jobs reaching idleness and stop rescheduling when such
count equals the following expression:

Fig. 3 a Architecture of the case illustrated, b layout of the manufacturing cell, c operations
sequence for each job, and d processing times of each operation per machine

230 J.-F. Jimenez et al.



no.jobs reaching idleness= δ * no.of unfinished jobs ð1Þ

The number of unfinished jobs means the number of jobs that have not been
discharged. Generally speaking, small δ values aim at reactivity while greater δ
values aim at better global performance. In addition, δ values can be greater than
100% if needed. Thus, the maximum rescheduling time for idleness, i.e., the longest
job remaining time, is taken as reference. For instance; if the remaining time of J4 in
Fig. 2 is 25 s, a δ value of 150% would be around 37 s. After the 25th second, all
jobs are idle and waiting for the new reschedule for 12 s. This particular case may
arrive when the rescheduling problem is very complex and a certain level of per-
formance must be ensured.

As presented in Fig. 2, δ can become a parameter that needs to be setup, either
statically or preferably in a dynamic way, for instance depending on the
rescheduling technique, scope, strategy, rescheduling point and type of perturba-
tion. Then, the rescheduling time parameter can be part of an adaptive FMS control.
To validate the proposed strategy, the next section presents an experimental study
carried out by simulating a realistic FMS.

4 Illustration of the Proposed Rescheduling Method

This section illustrates the inclusion of the proposed rescheduling method into a
previously proposed HCA named Pollux [29]. It shows a flexible manufacturing
system based on the real flexible assembly cell presented in Trentesaux’s bench-
mark [30]. The manufacturing cell consists of four (4) partially redundant machines
(M2, M3, M4, M7), one loading/unloading station (M1) and an automated
inspection unit (M5) connected through a conveyor system. It can process seven
different jobs (‘B’, ‘E’, ‘L’, ‘T’, ‘A’, ‘I’, ‘P’) composed of a unique operation
sequence of a subset of 8 operations. The manufacturing problem of a given order
to address is the jobs dispatching to the cell, the machine allocation for each job and
the route path of each job through the conveyor system.

The hybrid control architecture model that contains the proposed rescheduling
method is based on the Pollux reference control system [29] and is customised to
manage the manufacturing operations within the defined FMS. The model is
divided into two layers: the coordination layer, responsible for job dispatching and
machine allocation, and the operation layer responsible for path routing. The
coordination layer contains two global decisional entities, named GDE1 and GDE2.
While GDE1 is a decisional entity that executes the offline scheduling through a
predictive decision-making approach, GDE2 is a decisional entity responsible for
the rescheduling process. Located in the operation layer, the local decisional entities
or LDEs are responsible for guiding the jobs in the cell and coordinating the online
scheduling either when the instruction are imposed by GDE1 in the scheduling
phase or by GDE2 in the rescheduling phase. For this reason, the number of LDEs
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corresponds to the number of jobs in the production order. Figure 3 illustrates the
architecture of the control model and the manufacturing cell layout.

Predictive scheduling (GDE1): Even though the studied FMS can be resolved
as a Flexible Job-Shop Scheduling Problem (FJSP) in Optimization software, the
reported research solves this problem through a hybrid technique using a genetic
algorithm (GA) and simulation-optimization. The representation of chromosomes in
the GA is a schedule that specifies the job dispatching and machine sequence to run
the production execution. The GA chromosome is divided into two parts. The first
part is an array where each position represents a job to process and the value in this
position defines the order to be released into the cell. The second part is also an
array in which each position corresponds to a job and contains a sub-array with a
sequence of machines to follow. An example of a chromosome (the representation
of which is also used in rescheduling) for two jobs is

Chromosomei = T, P½ � M1,M2,M2,M3,M4,M5,M1ð Þ, M1,M7,M7, M3,M4,M5,M1ð Þ½ �f g.

While the selection in the GA is done by a tournament selection, the crossover
and mutation are separately executed for each part of the chromosome by a one-point
and an integer randomization method, respectively. The fitness function used in this
instantiation is the makespan of the production order. For this, this paper presents a
simulation-optimization technique because the evaluation of the fitness function is
evaluated in a simulation of the manufacturing cell. A simulation model of the FMS
studied is programmed in NetLogo agent-programming software [31].

Even though NetLogo is designed to simulate agents’ environments, this paper
uses the commands and report features of this software to run both the genetic
algorithm and evaluate the fitness function by its simulation. After this process is
executed, the best chromosome with minimum makespan is used for execution.

Rescheduling method (GDE2): the rescheduling method, which is activated
when a disruption is detected (e.g., machine breakdown, urgent order arrival,…), is
executed by the GDE2.

In this research, an iterated local search limited to fulfil a Satisfying principle
was used. The iterative local search (ILS) is a hill-climbing method for discrete
optimisation problems that improves searches over discrete variables. For this,
starting from an initial solution it explores in a reduced space (called neighbour-
hood of the solution) by following a single chain of explicit set moves [32].

ILS is built as follows: when a disruption is detected, the process starts by
retrieving the state of the schedule during execution and setting the initial schedule
and representation as a current solution of the ILS algorithm. Then, in an iterated
search, it starts improving the current solution in the two parts of the solution. In the
first part, its swaps two positions of the solution changing the dispatching order. In
the second part, it changes randomly the machine allocation according to the fea-
sibility in the redundant machines.

Certainly, these moves consider the reparation of the solution to correct the
consequences of the disruption and are limited to the jobs and operations not
processed in both the job dispatching and the machine allocation.
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Reactive scheduling (LDEi): The reactive scheduling is executed by each LDE.
The LDE has two different states according to the manufacturing environment. On
one side, when the intensions are imposed by GDE1 or GDE2, the LDE receives the
instruction of the job dispatching and machine allocation and executes the pro-
cessing of jobs accordingly.

In addition, in the path routing decision, the LDE uses a shortest path algorithm
in order to get to the next machine. On the other hand, when a disturbance occurs,
the LDE is in charge of finalising the on-going task (i.e. manufacturing, trans-
porting, queuing, or waiting to be released) and passing to a stand-by state where
the jobs loops within the cell until new instructions are received (GDE2

instructions).
For this case study, the disruption handling of the proposed HCA is analysed by

comparing different values for the rescheduling time (δ) parameter after a fixed
perturbation (Fig. 4).

For this, four scenarios were tested as defined by Trentesaux et al. [30]: B0
(2xAIP), C0 (1xAIP and 1xBELT), D0 (1xAIP and 3xBELT) and E0 (3xAIP,
2xBELT and 1xLATE). The disruption considered in the experiment is the
breakdown of resource M3 and is fixed for all scenarios at 50 s after execution
kick-off. The rescheduling time (δ) parameter is settled in percentage (%) and is
tested from 50 to 400%; here, 100% represents the time elapsed from perturbation
occurrence until all available jobs get to the stand-by state. The control model of the
FMS was implemented in NetLogo on a PC Intel(R) Core(TM) i7-4770U CPU @
3.40 GHz with 32.00 GB of RAM memory. Figure 5 illustrates the execution
process for the C0 scenario (1 x AIP, 1xBELT).

As seen in Fig. 5, having a δ value of 100% for scenario B0 and 150% for other
scenarios helps finding a better Cmax. In scenario B0, the perturbation arrives a

Fig. 4 Illustration of the rescheduling method (ILS) in a hybrid control architecture (Pollux) for
scenario C0
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t = 50 s and at t = 67 s all jobs have finished their tasks and the new schedule is
ready. For the other scenarios, jobs finish their current manufacturing tasks and
have to wait a certain amount of time for the new improved schedule. For instance,
in scenario E0, the perturbation arrives at t = 50 s, all jobs finish their current tasks
at t = 224 but a new schedule with δ = 150% is ready at t = 316 s.

From these preliminary results, it can be seen that actually a specific
rescheduling time could be tuned that mitigates the degradation caused by certain
perturbations. Even though by minimising the degradation caused by the pertur-
bation and proving that it is worth to implement a satisfactory solution that is
limited by a rescheduling time, some benefits are expected to be obtained in this
research direction, it is clear that this needs to be extensively proven in different
scenarios and modelling cases. For this reason, this study encourages our research
to continue to explore the trade-off between the rescheduling time and the
improvements achieved by the method.

B0 – 2 x AIP C0 – 1 x AIP   1 x BELT

D0 – 1xAIP   3xBELT E0 – 3xAIP   2xBELT   1xLATE

Results illustrated in 
Fig. 4

Fig. 5 Experimental results

234 J.-F. Jimenez et al.



5 Conclusions

Until now, in most works rescheduling times have been neglected and their impact
on the performance indicators of manufacturing system’s production has not been
studied yet. Indeed, having a short rescheduling time it is needed to ensure reac-
tivity but larger times aim at better performance. Hence, in this paper, a generic
methodology was proposed to analyse the rescheduling times in terms of the current
system conditions.

Using four different scenarios with increasing complexity, it was possible to
show that this rescheduling time is an important parameter; moreover, it can
become a dynamic parameter for the entire manufacturing control system. There-
fore, the rescheduling time can be tuned up depending on the type of perturbation,
current system state, maximum performance deviations, etc. Since for these par-
ticular cases an iterated local search heuristic was used to fix the schedule and find
an alternative machine, future work will try to produce a thorough study using
different rescheduling algorithms.
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Big Data Analysis to Ease Interconnectivity
in Industry 4.0—A Smart Factory
Perspective

Pedro Lima-Monteiro, Mafalda Parreira-Rocha,
André Dionisio Rocha and Jose Barata Oliveira

Abstract Thriving and challenging market trends led to changes in the manufac-
turing industry. Production lines that need to adapt to customisable products on the
fly emerged. By applying communication and sensors to the shop-floor, along with
Industry 4.0 principles, this became a possibility. The growing amount of sensors
led to an exponential boom of the amount of data available, creating the concept of
Smart Factory. By applying Big Data Analysis to this data, it may be possible to
optimise Smart Factories. There are technologies capable of doing this, even though
only some are capable of guaranteeing Smart Factory requirements, such as
real-time. A study of these technologies, based on SME’s experts’ opinion, is
hereby presented to assess the most suitable ones to analyse Big Data in a Smart
Factory environment.

Keywords Big data analysis ⋅ Smart factory ⋅ Industry 4.0 ⋅ Internet of things

1 Introduction

With the integration of more and more sensors into the traditional shop-floor, a new
sort of factory as emerged. Smart Factory is a quite new concept that emerged from
the German Program, Industry 4.0 [1]. It aims at exploiting the trend in electronics
development, taking advantage of devices becoming smaller, faster, cheaper and
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mobile, and new convergent technologies such as automation, robotics, vision,
multi-agent control and holonic organisation allowing to add intelligence to prod-
ucts and resources and to distribute intelligence in processes and production control.
This so called fourth industrial revolution also intends to benefit from the world-
wide growth of the IT infrastructure (WLAN, WAN, etc.) which is now capable of
enabling the connection of any electronics to this infrastructure [2]. The usage of
3rd parties’ technologies such as Cloud Services, along with the usage of
deployment and innovation accelerators such as Internet of Things (IoT) allowed to
integrate operations technologies (OT) into Smart Factory [3].

These smaller devices are allowing SMEs and industry players in general to
come across with high amounts of data. In a market where the smallest enhance-
ment on, for instance, energy consumption can make all the difference, companies
are now attempting to transform this stored data into something useful. In this
shifting scenario, there are already several European-funded projects that attempt to
bridge the gap between existing production lines and the new Industry 4.0 concept
of a Smart Factory. The European H2020 Programme Project openMOS is one of
those. It aims at developing a generic manufacturing service bus that allows for
existent machinery to provide relevant data to a Cloud that is responsible to perform
data analysis for the best optimisation output.

In this context, this paper presents an evaluation of several tools for both data
storage and data processing to be used in a Smart Factory environment, in its lower
layer, the shop-floor, where the real-time requirements are extremely important. For
this evaluation to be properly introduced, a state of the art is given in Sect. 2,
followed by the explanation, implementation and obtained results of the method
used to evaluate the technologies in Sect. 3. In Sect. 4, some conclusions and
further work on this area will be presented.

2 State of the Art

This chapter presents a concise state of the art of smart factory, its relation to big
data analysis methods and the available technologies to perform RTBDA
(Real-Time Big Data Analysis).

2.1 Smart Factory

With the current market the companies are facing a huge challenging shift para-
digm. In this sense the concept of Industry 4.0 [4] presented a fully new approach
based on an industry environment fully connected and sharing information among
all the components and smart entities. In this interconnected world, the traditional
production plants are no long able to deal with the new value chain activities and
intelligent and flexible suppliers, such as supply chain, water supply and energy

238 P. Lima-Monteiro et al.



supply [5]. Hence, in order to make a cost-effective interconnection among these
entities and optimise the usage of each one it is really important to analyse the
information extracted from each one.

All the shared information remains most of the time stored without being pro-
cessed and without generating new knowledge to optimise the new factories to this
new world. So, Data Analysis represents an important topic for factories and
industry of today.

2.2 Big Data Analysis in Manufacturing

Big Data problems remote back to the late 90s when the first search engines began
to deal with big amounts of information in their searches. The first solution came
from Google, by creating its own File System and the MapReduce programming
model. This algorithm consists of two stages: Mapping the keys in the dataset and
Reducing them by coupling all elements with a given key together. A known
framework to use this algorithm is Hadoop [6], one of the benchmarks in Big Data
Solutions.

There are already several usages of Big Data Analysis in Manufacturing (Fig. 1).
To be able to perform Big Data Analysis in the manufacturing environment, there
are some requirements that must be met, real-time being the most important since
one cannot expect an entire production line to wait few minutes for a decision.

Fig. 1 Big data analysis in manufacturing diagram
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In an attempt to solve this, a paradigm emerged: RTBDA, which aims at
real-time processing of the data. However, to perform RTBDA, one must first
define what real-time is. For the purpose of this research, real-time will be con-
sidered the “ability to process data as it arrives” [7]. It is also important to state the
issues related with RTBDA: (1) it is important to guarantee that no bottlenecks
occur on the production line [8]—by performing RTBDA: if the analysis of the data
is not swift enough, the feedback may not reach the production line when it is
required; (2) to apply learning methods in RTBDA, these mechanisms must be fast
so that the learned knowledge to be put into context [9]. Concerning Big Data
Technologies, these are varied and not all do the same nor have the same objective.
They can be divided into three subjects: Data Storage, Data Processing, and
Machine Learning.

Concerning Data Storage Technologies, the earlier years of data storage were
marked by RDBMS (Relational Database Management System). With the growing
amount of data, RDBMS’s limitations became visible. It became impossible to
process the amount of information; it is relatively easy to convert data to tables,
when the amount of data is small; this does not turn out to be the case when the data
amount grows exponentially [10]. A new type of database became imperative; this
new type of databases [11] is suitable for distributed systems and parallel access.
NoSQL databases are scalable and provide better performance rates. Some of the
most famous are MongoDB [12], Cassandra [13] and HBase [14]. The turning point
towards non-Relational databases occurred in 2007, when Amazon published an
introduction to its Dynamo System [15].

In what concerns Data Processing Tools and Engines, tools are used by those
who want to extrapolate new knowledge from their data. Frameworks are used by
developers to extend their applications with data mining capabilities. Both use the
MapReduce algorithm; this algorithm was implemented in the free Apache Hadoop
framework. Some of these frameworks announcing to be capable of performing
RTBDA are Apache’s Spark [16], Flink [17] and Storm [18], among others.
According to the original Spark’s developer, it is capable of outperforming Hadoop
by 10x to 100x [19].

Machine Learning frameworks are often considered as Data Processing Engi-
nes libraries. These are composed of learning algorithms, based on several natural
behaviours, such as our immune system [20]. Despite one can use ML algorithms in
a small set of data, the results will always be more trustworthy if the algorithms use
broader sets [21]. Examples are Apache Mahout [22], Apache SAMOA [23] and
MLlib [24]. ML frameworks can be used with several data processing engines.

3 Technologies Assessment

One presumption was assumed in order to apply the designed methodology: the
model considers that the criteria are self-contained. The NoSQL Databases assessed
in this research were: Cassandra ðT1Þ, CouchDB ðT2Þ, HBase ðT3Þ, MongoDB
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ðT4Þ, Redis ðT5Þ. The Data Processing Frameworks assessed were: Flink ðT1Þ,
Storm ðT2Þ and Spark ðT3Þ.

To select the appropriate technologies to perform a specific task requires an
analysis of their main characteristics. To do so, a five steps methodology was
developed.

Step 1: Criteria definition and description

These criteria will be used to classify each technology. Each criterion Ci, where
i∈ℕ, was collected based on literature review. The criteria are defined as follows:

• NoSQL Databases: Free Data Model ðC1Þ—Freedom of choice on how the
data is stored (tables, key-value pair; Data Type ðC2Þ—Defined data types,
such as integer or float; Proprietary Access ðC3Þ—API to access it, for updates;
Partition Methods ðC4Þ—Methods for distributed storage; Replication ðC5Þ—
Replication to ease consistency insurance; Consistency ðC6Þ—Methods that
enable consistency.

• Data Processing Engines: Low Latency ðC1Þ—Processing data fast;
Throughput ðC2Þ—Being able to process big data at a time; Streaming Model
ðC3Þ—Constant input and output of data; Fault Tolerance ðC4Þ—Methods of
fault tolerance.

Each criterion is defined as “−” or “X” in Table 1 representing the existence
or not of each specific feature. To apply the model, “−” or “X” are defined as “0”
or “1”.

Step 2: Relevance definition

This step defines the importance each end user associates to each criterion. This
factor is nominated as weight ðWÞ, and is defined as Wi, where i∈ℕ. This weight is
defined by a scale, from 1 to 10. A group of end users (distributed along different
industrial areas), defined as Em, where m∈ℕ, were invited to answer a small
questionnaire. For this specific case m= 1, . . . , 6f g. The end users’ evaluation is
presented in Table 2.

Table 1 Analysed
technologies and the
associated differentiation
criteria

NoSQL databases Data
processing
engines

T1 T2 T3 T4 T5 T1 T2 T3

C1 – X – X X C1 X X –

C2 X – – X X C2 X – X
C3 X – – X X C3 X X –

C4 X X X X X C4 X – X
C5 – X – X X
C6 X – – X –
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Step 3: Technology assessment

The process is defined by ðTScorek Þ, where k∈ℕ. The evaluation factors are combined
to create a score. Each technology is evaluated according to theWi each end user gives
to each criterion Ci. To proceed to the technology evaluation, Eq. 1 is applied:

TScorek =
C1W1 +⋯+CnWn

∑n
i=1 maxðWiÞ =

1
∑n

i=1 maxðWiÞ ∑
n

i=1
CiWi ð1Þ

where n∈ℕ.
The results from the use of Eq. 1 correspond to the evaluation of one technology

by one end user.
So, in order to have a global validation of the technologies by all end users, it is

necessary to aggregate each of their opinions. Table 3 summarizes the opinions of
the respective end user for the evaluation of each technology.

Step 4: Data aggregation process

The fourth step aims to set the aggregation method by defining two new factors: the
average ðXT̄Scorek

Þ and the Standard Deviation ðSTScorek Þ defined by Eq. 2.

X ̄TScorek =
∑n

i=1 TScorek
n

∧ STScorek =
ffiffiffiffiffiffiffiffiffiffiffiffi
S2TScorek

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 ðTScorek −X ̄TScorek Þ
2

n− 1

s
ð2Þ

The results are summarised by Table 4.

Table 2 Importance of the
criteria for the end users

NoSQL databases Data processing
engines

E1 E2 E3 E1 E2 E3

C1 5 4 5 C1 1 5 5
C2 3 2 10 C2 7 10 10
C3 6 10 10 C3 2 2 1
C4 1 6 1 C4 7 5 10
C5 2 8 10
C6 4 7 10

Table 3 Technology
assessment (per end user)

NoSQL databases Data processing
engines

E1 E2 E3 E1 E2 E3

T1 0.23 0.42 0.52 T1 0.43 0.55 0.65
T2 0.13 0.30 0.27 T2 0.08 0.18 0.15
T3 0.02 0.10 0.02 T3 0.35 0.38 0.5
T4 0.35 0.62 0.77
T5 0.28 0.50 0.60
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Step 5: Ranking of the assessed technologies

The consensus based model results from the combined opinion of the end users. To
rank the technologies a fuzzy inference system (FIS) is used (Fig. 2).

The FIS model is validated by the non-existence of any anomaly (Fig. 3).
The model is used to analyse the data in Tables 4 and 5 presents its results.
As can be seen in Table 5, NoSQL Database number 4 MongoDB, and Data

Processing Engine number 1 Flink, were the preferred ones by the end users.

Table 4 Data aggregation

NoSQL databases Data processing engines

X ̄TScorek
STScorek XT̄Scorek

STScorek

T1 0.39 0.14 T1 0.54 0.11
T2 0.23 0.09 T2 0.13 0.05
T3 0.04 0.05 T3 0.41 0.08
T4 0.58 0.21
T5 0.46 0.16

Fig. 2 Consensus-based model (adapted from [25])

Fig. 3 a Extreme conditions’ test, b behavioural test
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4 Conclusions and Further Work

Current data technologies can now be used in a Smart Factory environment which
features some restrictions, from which the most important are the real-time con-
straints. The technology assessment highlighted MongoDB for data storage and
Flink for data processing as the ones which are more suitable for a Smart Factory
environment.

However, a tool that is capable of performing this analysis in a generic and
distributed way, whilst caring for real-time constraints, is still to be developed. Such
a tool will be developed for the H2020 openMOS Project, in order to optimise the
system, both energy and production wise. This tool will use the technologies that
were hereby determined as the most suitable for a Smart Factory Environment.
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Application of Measurement-Based AHP
to Product-Driven System Control

William Derigent, Alexandre Voisin, André Thomas, Sylvain Kubler
and Jérémy Robert

Abstract This paper presents an application of the measurements-based AHP to
define a two-stage algorithm for product-driven systems control, in case of an
unexpected event. This algorithm is made of two stages: the first one aims at
defining which kind of strategy the product should adopt (wait¸ react by itself or
switch back to centralized mode) while the second one helps to choose the most
appropriate resource able to fulfil the product requirements. The methodology is
detailed on a simple case study.
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1 Introduction

PDS (Product Driven Systems) can provide reactive solutions to unexpected events
and significantly improve robustness and adaptation of local decisions on the shop
floors. The products processed by a PDS are considered as intelligent in the sense of
[1], i.e. “linked to information and rules governing the way [they are] intended to be
made, stored or transported and capable to support or influence these operations”
(for more information about intelligent products, the reader is advised to read the
comprehensive review made by [2]). Products can thus make real-time decision in
unexpected situations according to production status. In [3], the authors suggest that
performance of product-driven control depends highly on the nature of the local
decisions. Indeed, when nothing happens, the initial production plan is followed
while products stay inactive. However, in case of unexpected events (in this paper,
resource breakdowns), the product has 3 choices:

• Wait and do nothing: the product waits and does nothing until the resource is
repaired;

• React by itself (distributed mode): the product tackles the emergency by itself;
• Switch back to centralized mode: the product switches back to the centralized

control to ask the higher level to globally optimize the re-scheduling.

It is thus vital, at first, to be able to correctly select and switch from a strategy to
another when appropriate. The product thus executes the following two-stage
algorithm:

(1) Stage 1: Select the strategy to use (wait, react by itself or ask for help);
(2) Stage 2 [only in the “react by itself” strategy]:

(a) Evaluate and rank the resources than could respond to its needs;
(b) Select the most appropriate alternative among the ordered list of resources,

using consensus strategy or negotiation protocols with other
products/resources.

This two-stage algorithm is the subject of this paper. However, in this paper, the
point (2b)—resource selection—is not detailed.

The problem of strategy switching (stage 1 of the algorithm) is addressed in [4],
where a complete solution dedicated for mixed planning and scheduling is
described. Under an unexpected event, they consider three different strategies:
hierarchical (centralized) strategy, negotiated heterarchical (decentralized) strategy
and non-negotiated heterarchical strategy. In their experiments, they compare the
performances of each strategy on the makespan for a particular FMS platform, and
conclude that the second strategy is the best for this system.

The problem of resource evaluation and selection (stage 2 of the algorithm) has
been treated extensively via several theories and methods (goal programming,
stochastic approaches, etc.). One interesting way to handle this problem is to
employ Multi-Criteria Decision Making (MCDM) algorithms [4, 5]. Trentesaux
et al. [6] argue that MCDM algorithms suit well to production activity control
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because they are interfaced with the human operator and can handle conflicting
objectives that can arise in task reallocation (such as minimizing the lead time vs.
the production costs). They can also support qualitative and quantitative criteria.
Trentesaux et al. [6] uses indicators related to 3 criteria (Lead Time, Quality and
Cost) and 7 indicators (like Running Time, Move Time, Setup Time, …) to evaluate
resource via the ELECTRE method. In [7] the concept of ‘potential’ associated with
a resource-machine as the basis for reassignment of tasks in case of breakdowns is
defined. This potential is a value between 0 and 1, evaluated by means of three
criteria (Time, Cost and Reliability). Each criterion comprises a certain number of
indicators (among them, Upstream Storage Cost or Reliability).

In the present work, the Analytic Hierarchy Process (AHP) [8] is chosen as a
MCDM technique. This choice is based on the simplicity and flexibility of AHP
among multi-criteria decision making (MCDM) techniques. Indeed, AHP allows
ranking a set of alternatives, here the finite set of resources, via the use pairwise
comparisons matrices (see Sect. 2 for further explanations). Each alternative
receives a ‘potential’ value (or weight). The ‘potential’ concept is closed to the
concept of ‘potential field’ used for product/resource interaction, for dynamic
product routing and task allocation in FMS [9, 10]. When arriving at a location d,
the product uses the value of each resource potential field to select the resource the
most suitable for its situation.

From this short state-of-the-art, some remarks can be done: (1) Even if the
performances of the different execution strategies have been studied, the question of
when switching from a strategy to another one is still an issue (2) Resource eval-
uation is related to the production context (location of the product, required oper-
ation, resource queue at time t, machine states,…). This very specific choice should
be based on human knowledge, which makes MCDM techniques the most suitable
ones because they are flexible, capable of handling a wide range of information, and
overall interfaced with the human operator. In this regard, AHP, via its hierarchical
structure, seems to be a very convenient alternative. However, it needs some
adaptation to be able to handle dynamic data originating from the shop floor.

The rest of this document is organized in 3 sections. Section 2 introduces the
mathematical background, needed to structure the different stages of the method-
ology. The AHP process as well as its adaptation for PDS is described. Section 3
presents in details both stages of the algorithm. Finally, in Sect. 4, an illustration of
the proposed algorithm is done on a small case of study. Finally, some conclusions
are provided.

2 Adaptation of AHP to PDS

AHP is a simple but cumbersome process, which is time-consuming mainly
because the pairwise comparisons. Hence, when a breakdown occurs, each product
being manufactured may need to find an alternative resource, autonomously, which
is not possible with the classical AHP methodology. The main idea is then to
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modify the last level of the AHP structure, when alternatives are compared to each
other, to use measurements made on resources. Indeed, all the other levels (criteria
and sub-criteria) are the same for all the products, and supposed to be fixed by the
human operator before the breakdown occurs (each week for instance). It represents
the global context, which is supposed to be the same for all products. However, the
choice of alternatives is highly contextual and the preferences of one product may
not be similar to the ones of another product.

As a result, Product preference functions are introduced to transform parameters
measured on resource into a preference scale. A product preference function is
defined for each criterion as in Eq. 1:

f : R ↦ ½0; 1�
x↦ p

ð1Þ

where:

• x, the value measured on a resource;
• p, is the corresponding preference value between 0 and 1.

For each resource Ai, a preference value pi is obtained, corresponding to the
preference for a given criterion for the considered product. This value is then
used to build the pairwise comparison matrix (PCM) of the resources as in Eq. 2:

PCM final level=

A1 A2 ⋮ An

A1

A2

⋮
An

1 p2
p1

p1
pn

p2
p1

1 p2
pn

⋮ 1 ⋮
pn
p1

pn
p2

⋯ 1

2
66664

3
77775 ð2Þ

3 Description of the Proposed Algorithm

3.1 Stage 1: Strategy Switching

From a product’s perspective, the objective of this first stage of the algorithm is to
determine which actions should be undertaken at time t. In a first attempt, two
parameters have been considered as relevant for strategy switching, i.e. Residual
Slack Time (RST) and Event Duration (ED). The RST is the difference between the
latest possible completion time of product production (the date which will not delay
the completion of the overall command), and the earliest possible completion time.
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The ED is an estimated duration of the event causing the breakdown, given by the
human operator when the breakdown is detected. It can change over time. Figure 1
depicts different zones depending on the RST and ED: in zone 1 (Wait and do
nothing), the RST is high and estimated ED low, the ratio RST/ED is far above 1.
After recovery, the failed resource would still have time to produce the item. In
zone 2 (React by itself), the ratio RST/ED is approximately 1, meaning the ED is
equal to the RST. The product can be done on time, but a slight additional problem
could result in important delivery delays. When the ratio is really under 1, which
corresponds to zone 3 (Switch back to centralized), the product needs to ask for
help. The limits between each zone are clearly an issue that is solved in this paper
via the use of the AHP methodology combined with product preference functions.

The proposed AHP structure is presented Fig. 2a. The Goal is to select the most
appropriate strategy, and this choice is based on two criteria which are: the ratio
RST/ED (also named Product Ratio) and the ED duration. The different alternatives
are the candidate strategies (Centralized, Wait, PDS). Two product preference
functions are defined for each criterion (Fig. 2b).

3.2 Second Stage: Resource Evaluation

In this second stage, the resource evaluation is done via AHP as well. The AHP
structure is shown Fig. 2c. Some of the parameters of this structure have been
selected from the literature. However, to emphasize on the importance of quality
and sustainability, two more criteria: machine precision and power consumption
have been added to the structure. For each parameter, product preference functions
are defined and presented in Fig. 2d. For the sake of simplicity, we consider only
one type of product, hence only one type of preference function has been consid-
ered for each criterion.

Fig. 1 Different strategy domains according to residual slack time and event duration
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4 Case Study

In our scenario, a breakdown occurs at time t in the shop floor composed of
intelligent products and resources. Products affected by this breakdown have to
decide or not to react themselves or with the help of the centralized control
(1st stage of the algorithm). To do so, the following values have been assessed by
experts: the time needed to react autonomously (defined as pds_time) is 10 min, to
setup a centralized response (defined as centr_time) is 20 min; PDS is ideal when
the product ratio is equal to 1 (this value is referred to as pr_pds), whereas cen-
tralized control should be used when the product ratio is near 0 (pr_cent). If the
product ratio equals or exceeds 2 the wait strategy should be preferred (value of
pr_wait). In our case, the product ratio is equal to 1.5 at time t, with a RST of
15 min and assessed ED of 10 min. If an autonomous reaction is required, each
concerned product then decides to evaluate and select a resource among the 3
available machines. Each of these machines is supposed to send every 15 min the
information needed for the 2nd stage of the algorithm (as depicted in the extract
shown in Fig. 3). The AHP is then launched with the information available at time
t. The length of our experimentation is 480 min (8 h). In this experiment, the
product is supposed to require a machine precision of 5 mm, and the tool number 3.

Fig. 2 AHP structures and product preference functions
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4.1 Algorithm 1st Stage: Strategy Selection

As explained earlier, this part of the algorithm uses the AHP structures and the
preference functions plotted Fig. 2a, b. In a first step, the weights of the criteria are
defined. Then, the weights of the alternatives are determined and finally, all these
are aggregated.

(a) Determination of criteria weights

The two concerned criteria are RST/ED (or Product ratio—PR) and ED. The expert
gives a stronger importance to the criteria Product Ratio than the criteria ED, and
defines the following 2 × 2 PDM, which leads to the weights expressed in Eq. (3):

PR ED
PR
ED

1
0.5

�
2
1

�
⇒

PR
ED

2 3̸
1 3̸

� �
ð3Þ

(b) Determination of the weights of alternatives via product preference functions
for each criteria

Then, for each criterion, the alternatives’ values are transformed into preference via
the preference functions shown in Fig. 2b. As an example, let consider the criteria
PR (RST/ED). The product ratio at time t is 1.5. By replacing ‘product ratio’ by 1.5,
it is then possible to use the PR product preference function to compute the pref-
erence associated with the 3 alternatives which are ‘Wait’, ‘PDS’ and ‘Centralized’.
Because preferences of ‘PDS’ and ‘Wait’ are equal, both strategies are equally
preferred before ‘Centralized’. Via the use of a 3 × 3 final level PCM, the weights
are determined. The same kind of process is done with the criteria ED, by using the
values pds_time, centr_time and the product preference function associated to ED.

(c) Aggregation and ranking of alternatives

For a given PR and ED, it is then possible to compute the weights of alterna-
tives and rank them. For the example expressed above, the final weights are:

Fig. 3 Example of information obtained for machine 1
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wwait = 0.25; wpds = 0.75; wcentr = 0. This result means that, for this given situa-
tion, the PDS strategy should be used.

4.2 Algorithm 2nd Stage: Resource Evaluation

As explained earlier, this second part of the algorithm uses the AHP structure and
the preference functions detailed in Fig. 3c, d. The steps are similar to the ones of
the first part of the algorithm.

(a) Determination of criteria weights

The expert has attributed the same importance to all the criteria of a given level.
Indeed, the computed weights for the 3 criteria of level 1 are all equal to 0.33, the
weights of the 2 sub-criteria related to the ‘Health State of the machine’ and
‘Machine logistics’ are equal to 0.5, and the 4 sub-criteria of ‘Machine cost’ are all
equal to 0.25.

(b) Determination of the weights of alternatives via product preference functions
for each criteria

The process is the same than the one described earlier. For each criterion of level 2,
the corresponding product preference function is used to transform the alternative’s
value into a preference. The alternative’s values are taken from the data sent by the
resource itself. Once done for all criteria, the resulting PCM is constituted and
weights computed. Note that these weights depend on the instant t¸ when the
breakdown occurs.

(c) Aggregation and ranking of alternatives

The aggregation of the different levels allows the computation of the weights of the
alternatives. As said previously, the weights of each machine are time-dependent,
as shown in Fig. 4, plotting the evolution of each alternative’s weight over the
480 min of our scenario. Obviously, at a certain time, a decision should be done by
consensus or negotiation between products (step 2b of the algorithm).
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5 Conclusions and Future Works

In this paper, a two-stage methodology to handle resource breakdowns has been
presented. The proposed method is based on AHP coupled with product preference
functions, that make possible to compute easily and on-the-fly the weights of the
different alternatives. The theoretical foundations of this work and the tools needed
to proceed to experimentation have been made, and a first experiment on a very
simple scenario has been conducted. The future works will consist in first analyzing
more precisely the results obtained with this scenario and then proceed to tests on a
real production system like the TRACILOGIS Platform,1 based in Epinal, France.
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Product Driven Systems Facing
Unexpected Perturbations: How
Operational Research Models
and Approaches Can Be Useful?

Alexis Aubry, Hind Bril, André Thomas and Mireille Jacomino

Abstract Production planning and control and more generally taking a decision in
the context of production systems often consider that input information are known,
static and predictable. However, uncertainties on data and perturbations are
recorded in the genetic of every production system. For instance, it is impossible to
know exactly the level of the demand for a product, the availability of resources,
etc. Dealing with this issue raises the question of the ability to take robust decisions
against uncertainty (off-line) or the ability to be flexible (on-line). This paper
proposes to analyse how Product Driven Systems—as reactive systems against
unpredicted perturbations—can be part of operational research solution process
against perturbations. Moreover, an overview of models and approaches for dealing
with uncertainty in Operational Research is given and a first proposition is made to
apply these elements into PDS as decision-making-against-perturbations engines.
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1 Introduction

Since some years, Product Driven Systems (PDS) are becoming a credible way to
control product flows in shop-floors and in supply chains thanks to Auto-ID and
especially RFID technologies. PDS are defined as systems in which products are
able to be active and are at the core of an enterprise architecture which integrates
every actor in the company, from the central systems to the processes, products and
also operators, into the same ambient information system [1]. The Intelligent
Product (IP) paradigm [2, 3] was a step further to the use of RFID-tagged products,
and not only for identification objectives. IP has demonstrated the efficiency of
speeding up and making more visible information flows in logistic operations [4].
Following, a new interpretation of the stigmergy concept was put forward in [1],
where the cooperation between production actors (products, resources and all used
manufacturing appliances) was achieved thanks to attributes called informational
pheromones and carried by RFID-tagged products. Product collaboration is a
concept on which many researchers [5, 6] have focused their works.

Thus, this Product Driven Systems (PDS) paradigm has been established and its
relevance has been highlighted precisely to deal with new product flows control
approaches, especially to react to unpredicted events occurring on the shop-floors
and in the supply chains. Indeed, anybody with production or logistic experience
knows that often, a predicted plan or schedule cannot be exactly executed! Events
occurring in the shop-floor or in the supply chain lead to uncertainties in daily
activities, inducing needs for adjustments in plans. That is one of the main reasons
that justify PDS.

On the other hand, in the previous decades, a lot of research teams have pro-
posed a huge number of models, built on exact approaches or on heuristics, useful
to schedule or re-schedule production and logistic activities. In the design or
management of these various types of control systems, and particularly for pro-
duction and logistic ones, a number of variables have to be frequently determined
so as to optimize a given performance criterion. Optimization models are used to
search for the best possible values of a vector of variables (e.g. number of resources,
production planning in a manufacturing system and so on). In this context, oper-
ational research approaches are privileged approaches when dealing with opti-
mization in production systems. However, in most dedicated works, the
optimization model is built from data that characterize given and fixed environ-
mental conditions (e.g., assumed nominal processing times, fixed transportation
delays, exact amount of demand etc.). However, in practice, perturbations can
modify these values, and thus change the data that were initially assumed to be
known and static. The expected values (also called reference instance in [7] or base
environmental scenario in [8]) are supposed to model the environment that the
domain expert thinks relevant to characterize the actual operating conditions of
the studied system. In practice, good or even optimal performances achieved by the
system in given conditions can be drastically deteriorated if these conditions
change. For instance, a delivery delay, evaluated through an optimization model,
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can be considered as acceptable with regards to the customer demand, if break-
downs occur at a given rate, but can become unsatisfactory if the breakdown rate
increases. To deal with this issue, it is necessary to take the data uncertainty and the
perturbations into account. Since several years, operational researchers are aware of
this issue and have proposed some process and approaches to deal with uncertainty
and perturbations.

The goal of this paper is to analyse how the PDS paradigm can be involved
inside the process proposed by operational researchers to deal with perturbations
and to identify the knowledge and information about operational research works
dealing with scheduling under uncertainties and to highlight if some of them could
be useful to deal with PDS re-scheduling acting in uncertain production and/or
logistic environment.

The rest of the paper is organized as follows. Section 2 discusses how opti-
mization can take into account inherent uncertainties and perturbations and pro-
poses a 3-steps solution process to deal with uncertainties and perturbations.
Section 3 deals with the step 1 and more specifically the concepts of robustness in
operational research. Section 4 focuses on the step 2 and presents how the concept
of Product Driven System can be a good candidate for implementing this step as a
reacting system against perturbations. Moreover, this section proposes a first
overview of models and approaches coming from Operation Research that can be
useful for implementing efficiently these types of system. Finally, a conclusion and
perspectives are formulated in Sect. 5.

2 Dealing with Uncertainty: A Full Solution Process

2.1 Classical Optimization

Classically, solving an optimization problem consists in building a solution S that
optimizes a criterion z (that is assumed to be a minimization criterion in this section
without loss of generality) and satisfies some constraints assuming that the problem
data are certain and sure. This particular string of data can be seen as a forecast
instance Iref that is used to compute S. Getting an optimal solution is still a problem
that is often hard. An optimal solution to the problem for an instance I is denoted S*I
and its corresponding performance is denoted z*I . Otherwise, the performance of a
solution S applied to an instance I relatively to an optimization criterion z is denoted
zI Sð Þ.

The classical way to solve an optimization problem without uncertainty is the
predictive approach. An off-line algorithm builds an optimal solution S*Iref for the
forecast instance Iref , and guarantees an optimal performance for this instance only,
valued by z*Iref . In practice, the real system is subject to perturbations such that the
solution S*Iref is applied to the actual instance I that may be different from the
forecast instance Iref , and S*Iref may even no longer be admissible. In the most
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optimistic case (when the solution remains admissible for I), the actual performance
zI S*Iref
� �

can be “far” from the forecast performance z*Iref , and also far from the
optimal value for I, z*I . Then, a costly solution step may return a poor-quality
solution.

2.2 A Full Solution Process for Dealing with Uncertain
Context

There are two complementary ways for taking uncertainties into account. The first
one is concerned with uncertainties that are explicitly depicted. Those uncertainties
are somehow expected. The second way concerns unexpected perturbations which
the system has undergone. Expected uncertainties can be taken into account more or
less in an anticipative optimisation structure; this is the robust approach. Unex-
pected uncertainties have to be taken into account in a reactive procedure. In [9], the
generic structure for dealing with uncertainties is addressed. It is formally defined
for addressing scheduling problems. It is composed of three steps.

Step 0: Static Problem Definition

Classic specifications of the optimisation problem are given along with the opti-
misation criterion z. Moreover, when uncertainties are identified, it is necessary to
produce a model of these uncertainties. Several possibilities exist. Uncertainties can
be modelled as stochastic parameters [10] or parameters belonging to fuzzy inter-
vals [11] or belonging to a set of scenarios or instances [7, 12]. This set of instances
can be a continuous or a discrete interval. A specific robustness criterion has to be
defined related to the expected risk answering the question: “what must be guar-
anteed despite these perturbations?”

Step 1: Calculation of a Set of Anticipative Solutions by an Off-line Algorithm

From the available knowledge about perturbations (the risk to be covered defined in
step 0), one or more algorithms can be used to build a set of robust solutions
guaranteeing a performance on the considered risk as defined in step 0. This set can
include one or more solutions. Instead of computing an optimal solution for a single
forecast instance, a global performance on the risk to be covered is addressed. Such
solutions if they exist are said to be robust for the considered risk.

Step 2: Calculation of the Applied Solution by an On-line Algorithm

The on-line algorithm uses the progressive knowledge about environment to
implement a solution knowing the anticipative solutions. This solution can be
chosen among the set of solutions calculated in step 1 or can result from a reactive
adaptation of anticipative choices. The gap between the implemented solution and
the anticipative one depends on the perturbations that occur: if they are included in
the expected risk to be covered then the reactive procedure consists in choosing a
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solution among the robust previously computed solutions, otherwise all changes are
possible. Moreover, this asks the question of the detection of the perturbation.

In this dynamic procedure, the problem of guaranteed performance is open.

3 Step 1: Taking Robust Decisions

3.1 What Is Robustness?

Developing robustness features for the decision to be made has appeared to be an
efficient way of coping with deterministic uncertainties as in [12–16] even though
researchers use different measures of robustness. Beyer and Sendhoff [17] identifies
several types of uncertainty involved in robustness optimization and several ways
of formulating and addressing the corresponding problems in the field of parameter
design. In [16], robustness is defined as a capacity for withstanding “vague
approximations” and/or “zones of ignorance” to prevent undesirable impacts,
notably the degradation of the properties to be maintained. It is considered that the
so-called properties to be maintained and the considered “approximations” and
“zones of ignorance” are strongly application dependent, which has led researchers
to develop a large variety of robustness approaches.

Many robustness definitions can be found in the literature. The five following
papers are devoted to such definitions: [12, 15, 16, 18, 19]. A lot of other papers are
devoted to finding a robust solution for a given problem and explicitly proposing or
not a measure of robustness. It is possible to sort the robustness definitions into two
categories. The first category defines a robust solution as a solution that optimizes a
robustness criterion. This point of view has the advantage that classical models and
approaches used in Operational Research can address this problem. The second
category defines a robust solution as one that satisfies a condition (or a set of
conditions). Such a vision for robustness allows practitioners to keep their solution
processes and to check for the robustness of any solution with no restriction.

4 Step 2: React After the Occurrence of Perturbations

4.1 The Product Centric Paradigm/Product Driven Systems

When perturbations don’t concern directly data (like variation in demand) but are
relative to specific events occurring on the shop-floor or in the supply chain, it is
necessary to react on-line. As previously introduced, Product Driven Systems
(PDS) are seen today as a good alternative to address this challenge. The idea is to
deal directly with products whose information content is permanently bound to
their material content and which are able to influence the decisions made about and
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for them. Therefore, product-driven control has an impact on decision-making
procedures as well as on information exchange and storage. PDS are thus good
candidates for covering the step 2.

4.2 Re-optimization or Online Optimization

In the production step, an in-process product can manage its own manufacturing,
dispatching or operating lists and priorities, according to the real state of the pro-
duction system and possible dysfunctions occurring on the shop floor or modifi-
cations concerning the due dates or the demand volume. It can ask for specific
production services to resources and communicate with the other products to
negotiate priorities and production deadlines. In the logistic phase, active products
in a system with safety constraints can supervise their own operations, triggering
alarms when required by cooperating with other active components, thus improving
the availability and maintainability of the system and obtaining an ambient system
[20].

All these re-scheduling cases could be solved in a more reactive way by
switching down from the centralized control system to PDS. Very quickly PDS
could find, if there exists, a feasible solution to perform production or logistic
activities remaining after the specific event. Obviously if no solution emerges at the
operational level it would be still necessary to switch back to the centralized way to
find an optimal solution. Ideally, to be the most possible reactive, this kind of
process must be “on-line” to be sure that the real system won’t change during the
decision process as highlighted in [21].

The main issue for researchers is then to provide accurate mechanisms to define
“on-line” the best switching dates (and/or the best switching decision-making
levels) for control holons/agents so that they behave in a sense that the behaviour of
the hybrid architecture stays globally optimized despite disturbances. In this con-
text, flexibility and resilience are two performance indicators that are interesting for
evaluating a PDS.

4.3 Models and Approaches for Reacting After
Perturbations

Models

Regarding Operational Research, two main techniques are used for modelling
optimization problems: graphs and mathematical programs. When dealing partic-
ularly with operations scheduling problems, it is easy to check that the mathe-
matical programs are more used in this context. According to the type of the
mathematical program (linear or not, with integer variables or not…), associated

264 A. Aubry et al.



solution methods are existing for finding the optimal solution. And these methods
are implemented in commercial tools like Cplex, Lingo. The efficiency of the
methods for solving such models is particularly sensitive to the type of variables,
the number of variables and the number of constraints.

When dealing with operations scheduling (and so re-scheduling), two sub
problems must be solved. The first one concerns the allocation of operations to
machines and the second one concerns the sequencing of these operations with
possible precedence constraints to be satisfied. We can note that the allocation
problem can be sometimes fixed a priori when only one machine is qualified for
executing a given operation. We will see in the next paragraph that the fact that the
allocation problem is fixed or not has an incidence on the solving method.

Solution Approaches

Classical Operational Research approaches for solving optimization problems can
be split into two categories:

• Exact methods: Branch and Bounds algorithms (for solving Mixed Integer
Linear Programs), dedicated algorithms. These approaches have the advantage
to be able to find the optimal solution but are often not efficient for real-sized
problems.

• Approximation methods: mainly heuristics and metaheuristics. These approa-
ches have the advantage to be efficient even for real-sized examples and to be
able to find good solution regarding the optimization criterion.

In order to identify the relevant approaches for solving re-scheduling problems
in the context of PDS, it is mandatory to take into account at least two inputs: the
available time for finding the schedule and the type of decision to be taken.

The available time is clearly dependent on the duration of the unpredicted
perturbation. In fact, if the time for taking the decision becomes bigger than the
time for solving directly the perturbation, re-scheduling becomes useless. For
instance, imagine that a machine failed and that we can predict that the machine can
be repaired within a given duration; this will fix the available time for finding a new
schedule. It is precisely here that the PDS concept is the most useful because its
application must help to evaluate this available time through the information that
can give the product the closest from the production system. The product can help
detecting the unpredicted perturbation and then the merged information coming
from different products can give an overall situation and help to decide which type
of decision must be taken.

The type of decision to be taken concerns mainly whether re allocation is needed
or not. If re allocation is needed, an integer variable is needed to represent the
allocation of each operation to a machine. That means that the mathematical pro-
gram for modelling the problem becomes a Mixed Integer Linear Program (MILP).
This type of problem is known to be NP-Complete, meaning that no efficient
solution method is known for solving efficiently a MILP.
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According to several inputs, we define a first table giving the preferable solution
methods depending on some criteria arbitrarily defined. To our best of knowledge,
such a work has never been done such that the identified criteria/needs should be
enriched and discussed. The first table is given in Fig. 1. Future works must be
done to: (i) fill the gaps in the table, (ii) better justify the criteria in the table.

5 Conclusions

This paper investigates the product-driven systems as a candidate for reacting
against perturbations and for taking part in a full solution process existing in the
operational research context. Moreover, this paper is a first attempt to identify the
solution approaches from operational researchers that are relevant for implementing
a PDS.

Valuable efforts should still be done for better identifying the different situations
that can occur when dealing with perturbations, and thus to associate better solution
approaches to deal with these situations.
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Holonic Facility Environment Monitoring
and Control for Radiopharmaceutical
Agent-Based Production

Theodor Borangiu, Andrei Silişteanu, Silviu Răileanu
and Octavian Morariu

Abstract The paper presents design and implementing considerations for an
agent-based environment monitoring and control system dedicated to a radio-
pharmaceuticals production line. This system is distributed on two layers: a cen-
tralized one, responsible for updating the status of the facility’s parameters and the
global control strategy for cascade room parameters, and a distributed one that
applies the global strategy to local environment control units—Heat Ventilation and
Air Conditioning units (HVAC). The paper describes the environment parameters
and defines the HVAC process models. The facility environment control system is
developed in holonic approach, with three basic holons and one expertize holon. An
implementing solution and integration of the environment control system with the
radiopharmaceutical production management system is described. Experimental
results and conclusions are finally presented.

Keywords Holonic paradigm ⋅ Multi-agent system ⋅ Environment monitor-
ing ⋅ Distributed intelligence ⋅ SCADA ⋅ Radiopharmaceuticals production

1 Introduction

The production of radiopharmaceuticals, i.e. products that contain radioactive
materials called radioisotopes, is based on two processes: (1) obtaining the
radionuclides i.e. the radioactive isotopes of elements with atomic numbers less
than that of bismuth; (2) portioning and packaging the manufactured bulk radio-
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pharmaceutical product [1, 2]. Radiopharmaceuticals obtained using a cyclotron
and dedicated radiochemistry equipment and laboratories are produced inside
nuclear facilities, the environment of which must be very strictly controlled both
from the point of view of radiologic security and of cleanness of the areas where the
pharmaceuticals for human use are dispensed and packaged (the clean rooms) [3].

A cyclotron-based radiopharmaceutical production line, including facilities, con-
trol andmonitoring systems,manufactures small batches of nuclearmedicine products
in the shortest possible time [4], safely for employees and the facility environment.
Each ordered quantity of product has a specific chemical structure, radioactivity and
usage and follows the same manufacturing cycle: radio isotopes are produced in a
particle accelerator (cyclotron), then transferred into technology isolators for chemical
synthesis followed by portioning (vial dispensing) of the bulk product, and quality
control of the final product by conformity tests on multiple parameters; in the last
stage, valid products are packed and transported to the clients in shielded containers.
The manufacturing stages (S1)–(S4) for the cyclotron-based production line of
radiopharmaceuticals are represented in Fig. 1, and involve one functional block
(filled inwith light grey) for each stage; afifth stage (S5) is considered for the transport
of the final products to the client (e.g., hospital, analysis laboratory).

Manufacturers grant high reliability for the cyclotron, whereas for single point of
failure avoidance and fault tolerance reasons, stage 2 (product configuring) and
stage 3 (portioning of the bulk product) may use respectively any of two identical
resources (synthesis modules 1, 2 and robotized dispenser 1, 2), capable to replace
each other in the event of breakdown or maintenance work [5–7]. The three pro-
duction resources together with the quality testing equipment are disposed in flow
shop processing mode [8]. Raw materials enter the cyclotron and are irradiated, the
output being fed to one synthesis module where chemical reactions occur; the
resulting bulk radiopharmaceutical product is then portioned and eventually diluted
in one robotized dispenser box; samples of vials are sent to the quality control room
for multi-parameter tests; finally, the vials are packed and labelled for transport to
the client. The product passes from one resource to the next through capillary tubes
for successive processing, the operations carried out in stages (S1)–(S4) being
totally ordered.

Cyclotron

Synthesis 
module 1

Synthesis 
module 2

Dispenser 1

Dispenser 2

Quality
control

Raw material 
irradiation (S1)

Product 
synthesis (S2)

Product
portioning (S3)

Quality 
testing (S4)

Product 
delivery

(S5)

Fig. 1 Manufacturing stages of radiopharmaceutical production
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Special conditions must be continuously fulfilled during the manufacturing
process of radiopharmaceuticals; these conditions can be classified in two main
categories: radioprotection safety conditions (radioactivity doses, pressure cascades
and the number of air changes per hour) and environment manufacturing conditions
(physical environment parameters) as defined by Good Manufacturing Practice
guides (GMP) or imposed by National Radioprotection Regulations [6, 9].

The area inside a nuclear facility where radiopharmaceuticals are being produced
is called the cleanroom area. A cleanroom is a special closed space in which the
concentration of airborne particles is controlled for specified limits in order to
eliminate sub-micron airborne contamination induced by people, processes and
equipment. Air flow rates and direction, pressurising, temperature, humidity and
specialized filtration need to be strictly controlled:

• Permanent input and filtering of fresh air; air flow recirculation is forbidden;
• Cascades of negative pressure in closed spaces relative to the exterior, in order

to evacuate the potentially contaminated air from the production facilities;
• Cascades of positive pressures between adjacent closed spaces preventing the

rapid air penetration from one room to another at access doors opening and
slowing down the diffusion of air particles in the clean rooms;

• Monitoring temperature, pressure, humidity and radioactivity level in each one
of the three rooms: cyclotron, production (synthesis, dispensing) and environ-
ment parameter preparation (HVAC—Heat, Ventilation and Air Conditioning).

The monitoring and control of cyclotron-based radiopharmaceutical production
environment parameters use HVAC automation systems. The goal of HVAC
automation is in general either to minimize energy consumption for the entire
facility (production structure, office or home building) while keeping the environ-
ment parameters in a selectable value range, or to maintain the critical environment
parameters (pressure, humidity, temperature and airflow quality) in a strict imposed
range, irrespective of the energy consumption. The research literature reports
several optimization solutions for HVAC systems’ automation strategies using
different methods: tuning of the PID controller parameters using classical or genetic
algorithms [10], fuzzy logic control [11] or artificial neural networks [12]. One
recent approach consists in collecting environment and HVAC control data over a
long period of time, data mining, identifying the HVAC model and synthetizing the
control algorithm [13]. Some authors report HVAC control implementations using
software agents for distributed parameter monitoring and control in large spaces
[14].

An agent-based, holonic facility environment monitoring and control solution
conditioning the production of radiopharmaceuticals will be described in this paper.

The remainder of the paper is organized as follows: Sect. 2 describes the
environment parameters and defines the HVAC process models. Section 3 presents
the structure of the holonic facility environment system (HFES) and composing
holons with functions and data structures. Section 4 is devoted to the HMES
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implementation with intelligence distribution and integration with the radiophar-
maceutical production management system. Section 5 reports experimental results
and presents conclusions.

2 Environment Parameters and HVAC Process Models

The radiopharmaceuticals production environment must comply with the ISO
14644-1 standard and is continuously monitored during production cycles
according to GMP regulation. The key environment parameters are:

• Pressure (P): a minimum positive difference of 8–15 Pa is required between any
clean room and its adjacent rooms, such as the production area where the access
to the clean rooms is possible by passing first through a locker room and then
through a clean corridor. This is a global “cascade pressure model”. Inside
closed spaces surrounding production areas (synthesis, dispensing) a negative
pressure (−30 to −70 Pa) must be permanently kept to prevent inside air
entering the clean-room. In the cyclotron vault, a negative pressure cascade is
critical relative to the production area to prevent the inside air spreading to the
entire facility. Notations: Pc, Ph, Pv, PA are pressures respectively in the clean
room, clean corridor, locker room and adjacent area to the clean room (see
Table 1).

• Temperature (T): for the comfort of clean room operators wearing gowning
fabrics, the desired temperature range will be from 18 to 21 °C. Keeping tem-
perature in this range reduces microbial growth (viruses, spores, fungi, bacteria)
and will compensate the heat produced by electronic devices inside the room.

• Relative humidity (RH): must be kept between 35% and 55%. Very low
humidity can generate static electricity which can then destroy expensive
measurement instruments, and high humidity favours the growth of bacteria and
germs.

Table 1 Environment constraints for cleanness in radiopharmaceutical facilities

Parameter
value

P T RH NPc Hc
*(10)

[Meas. unit] [Pa] [°C] [%] # µSv/h

cl.r.-cl.corr. Pc–Ph ≥ 10 Pa 18 °C ≤ Tc ≤ 21 °C 35–55 ≤ 3520
(0.5 µm)
≤ 20
(5 µm)

≤ 0.8
cl.corr.-lock.r. Ph–

Pv ≥ 10 Pa
18 °C ≤ Th ≤ 21 °C

lock.r.-adj.z. Pv–
PA ≥ 10 Pa

18 °C ≤ Tv ≤ 21 °C

Alert value 5 Pa m.17 °C, M.23 °C m. 30, M.60 4000/25 1
Alarm value 8 Pa m.15 °C, M.25 °C m.25, M.65 4520/30 10
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• Number of airborne particles (NPc): this parameter is continuously monitored in
the robotized dispensing isolator box, using a particle counter. If the number of
particles is not in range for class C cleanness, the dispensing process is sus-
pended for a maximum timeout of 20 min to allow this parameter to re-enter in
range; if it does, the process continues and dispensing (dilution and portioning)
is delayed with the corresponding amount of time—which also delays delivery;
otherwise production is abandoned and the production order fails.

• Radioactivity level H*
c 10ð Þ� �

: represents the flow of ambient dose produced by
radiations in the clean rooms for: production (synthesis), control and dispensing.

Table 1 summarizes the environment constraints imposed to maintain cleanness
of class A in the dispensing isolator box, of class B in the clean corridor of the
dispensing isolator box and of class C inside the clean room and the synthesis box:

The parameter values in the first three lines of Table 1 correspond to the normal
state (coded 0) of the facilities’ environment. In the alert state (coded 1) the
environment parameters are very close to the imposed limits and the Facility
Environment Monitoring and Control System (HFES) triggers investigation actions;
if this diagnosis identifies the reason for entering the alert zone, then appropriate
corrective actions are taken by HFES. NPc is the only parameter which, entering the
alert state suspends the production process for maximum 20 min. In the alarm state
(coded 2) parameters exceed the imposed safety limits; the production processes are
stopped and corrective actions are initiated to bring back the faulty parameter in the
normal value range.

Two HVAC units are used inside the nuclear facilities to maintain environment
parameters within the range of prescribed normal state values: (1) one working in
negative-pressure mode inside and around the cyclotron vault in order to avoid the
radioactive air spreading in the building, and (2) the other working in over-pressure
mode inside clean rooms to avoid the penetration of the building air and deterio-
rating the quality of the purified air inside the production and dispensing closed
spaces.

The two HVAC units are integrated into a Holonic Facility Environment
Monitoring and Control System (HFES), which analyses environment data, eval-
uates its current state (0, 1 or 2) and computes accordingly the global facility
environment control strategy and environment parameter set points in centralized
mode; the application of this strategy is then decentralized by distributing intelli-
gence in a multi-agent framework based on: holons collecting environment
parameter data (T, NPc, RH, Hc*(10), P) from room sensors, holons transposing the
global, cascade strategy in HVAC operating modes and control laws and computing
the reference values of the HVAC parameters (environment tasks), and resource
holons executing environment tasks via HVAC specific models and processes (air
flow and cooling water conditioning).

The HFES coordinates at MTU (Master Terminal Unit) level a physical SCADA
(Supervisory Control and Data Acquisition) environment monitoring and control
system, providing the necessary commands for the two HVAC units (see Fig. 2)
acting as SCADA RTU (Remote Terminal Units).
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The proposed solution for safe environment control in the cleanroom area is
composed by a classic HVAC unit combined with a VAV (variable air volume) box
for each room of the multi-zone area. As shown in Fig. 2 the main HVAC com-
ponents are the air filters, the humidifier block, the heating and cooling coil and the
supply and exhaust fans driven by two VFD (variable frequency drives) [10, 12].

While the two VFD can vary the total airflow passing through admission and
exhaust ductwork, the VAV boxes are setting the required airflow entering each
room. If the total supply airflow exceeds the total extracted airflow, overpressure
will be created in the clean-room area. In order to create a pressure cascade between
rooms, VAV boxes are used to set a specific airflow for each room according to the
requested pressure conditions (the cascade model previously defined).

The room temperatures are set to the desired values by comparing the value read
by local sensors with the supplied air temperature. Outside air is treated inside the
HVAC by the heating and cooling coils that act upon water supplied, so that its
temperature will match the set-point (reference) value for the room air. Temperature
regulation is made by varying the water flow passing through these coils using
variable opening valves. Since the cooling process is similar to the heating one
(only the water temperature is different) only the first one will be further modelled.

Fig. 2 Structure of a HVAC unit for radiopharmaceutical production environment conditioning
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To establish the HVAC model for the process of room airflow cooling, one must
derive the expression of the mass flow ṁwater of the cooling water let in the cooling
coil area function of the admission valve opening, pos (its limit opening values are:
0 for completely closed and 1 for completely opened). The flow coefficient specific
for the water admission valve has the expression CVvalve provided by the
manufacturer:

CVvalve = 0.0165 ⋅ pos3 + 0.0076 ⋅ pos2 + 0.0024 ⋅ pos+0.0001

Considering as input parameters the pressure difference between the water
supply pipe and the water evacuation pipe, ΔPmains = 40000 Pa, constant and the
coefficient of losses in the water circuit inside the HVAC unit, kcoil = 7000, con-
stant, then the admitted water flow is ṁwater =CVvalve ⋅

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔPvalve

p
g̸, where

g≅ 9.81N ̸kg is the gravitational constant and ΔPvalve =ΔPmains − ṁ2
water ⋅ kcoil

represents the pressure difference between the admission valve’s input and output.
The computational model of the HVAC cooling mass flow function of the valve
opening becomes:

ṁwater =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CV2

valve ⋅ΔPmains

1 +CV2
valve ⋅ kcoil

s

This model will be implemented by the task agent responsible for model-based
room temperature control with set-point temperature value computed at centralized,
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SCADA MTU level of the HFES and temperature regulation carried out by the
resource agent representing the HVAC process. Similarly, HVAC models have
been derived for single room pressure and relative humidity regulation.

In order to have the room humidity in the prescribed range according to season,
the outside air is dried in summer using the heating coil followed by the conden-
sation process in the cooling coil. In winter, moisture is added in the form of air
steams in the humidifier block.

Figure 3 shows the generic architecture for HVAC agent-based control with
distributed intelligence (at parameter channel level), providing tracking of the room
temperature, pressure and humidity set points computed at centralized level to
satisfy the global environment facility model.

3 Design of the Holonic Facility Environment System
(HFES)

The dual control architecture proposed for the manufacturing system producing
radiopharmaceuticals in shop floor processing mode (Fig. 1) has two control sys-
tems working in subordination: (a) the holonic Manufacturing Execution System
(HMES) layer—for production planning and resource allocation, data storage and
reports generation is subordinated to (b) the holonic Facility Environment Moni-
toring and Control System (HFES) layer—environment monitoring and maintain-
ing safe operating conditions by help of a SCADA architecture distributed over
sensor data collecting and HVAC control channels for the cyclotron vault and
production rooms with their adjacent spaces.

The radiopharmaceutical production line controlled by the HMES described in
[4] is authorized to work only if the values of the environment parameters described
in Sect. 2 (P, T, RH and H*

cð10Þ) are within their normal or alert variation ranges
corresponding to states 0 and 1 for their imposed cleanness classes. The NPc
parameter must be in state 0 to allow bulk product dispensing (dilution and por-
tioning in vials); once it enters state 1, dispensing is suspended for at most 20 min;
if, during this time interval, NPc re-enters state 0 the process is resumed, otherwise
it is stopped.

The environment monitoring and control system is aimed at providing contin-
uously a safe environment for the radiopharmaceutical production processes,
human and material resources. It has been designed according to the holonic
paradigm, combining a centralized behaviour to assure global, cascade pressure
model and differentiated radioactivity, airborne particle and standard (temperature
and humidity) production conditioning with a decentralized behaviour at parameter
channel level (sensors and HVAC units) [15]. The environment monitoring and
control holarchy contains three basic holons: room holons, resource holons and task
holons (Fig. 4).
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The objectives of the Holonic Facility Environment System are: (1) maintaining
clean room parameters in the normal state for radiopharmaceutical product’s
quality, human and material resource safety: this problem concerns a number of
technological aspects of environment monitoring and control in the clean rooms
and adjacent closed spaces (cyclotron vault, production room, corridor and locker),
i.e. which parameters to track ðP, T, RH,NPc, H*

cð10ÞÞ, sensor type, number and
layout, operations for environment conditioning, cleanness classes for product
quality; (2) resource management and control to efficiently provide the normal

Holonic Facility Environment System

HVAC process models
HVAC-environment effect
Task log /
Control modes and timing

Apply control strategy
Compute HVAC set points
Monitor control effect
Alert and alarm handling

Task Holon

Sensor characteristics
Environment requirements
Alert and alarm constraints
Sensory data

Environment monitoring
Primary processing
In-range parameter checking
Data acquisition planning

Room Holon

Functionality, process model
HVAC controller parameters
Control tasks executing
HVAC components
Activity and event log

Start / stop processes
Control water, air flow
Command HVAC modules
Announce exceptions
Schedule maintenance

Resource Holon

Parameter conditioning knowledge

Environment 
knowledge

2..*2..*
2..*

3..*3..*

2..* 3..*

0..* 0..*

Environment control knowledge

Fig. 4 The HFES holarchy, data and functions mapping to the room, resource and task holons
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environment state: this aspect concerns the HVAC operating modes
(summer/winter), control laws of the compensator, stability, controllability and
sensitivity, response time, a.o.; (3) logistics concerning strict timeliness of pro-
duction operations (operations might be delayed by environment parameters
entering the alert state), due dates of product delivery and levels of product
radioactivity decreasing during stages 2–5 (synthesis, portioning, quality testing
and transport to the client).

The structure of the HFES architecture is built around three types of
PROSA-type basic holons interacting in the holarchy represented in Fig. 4 [16]:

1. Room holon: contains a physical part represented by the set of sensors that
measure the environment parameters, from which H*

c 10ð Þ is critical for the
safety of human and material resources, whereas P, T, RH, and NPc are vital for
the product’s quality; it also contains an information processing part, repre-
sented by the parameter acquisition and primary processing (linearization,
compensation, unit conversion, in-range limit checking, averaging, timing,
fault-tolerant data transmission, a.o.) software programs that control the moni-
toring of environment parameters. The room holons hold the parameter
knowledge to assure the safe making of radiopharmaceutical products in pro-
cesses with imposed cleanness classes; they contain the “safety and quality
model” of the product’s environment, in terms of “cleanness compliance”.

2. Resource holon: contains a physical part, which is the environment conditioning
resource—the HVAC unit, and an information processing part that controls the
resource (the RTU SCADA: the model-based device controller, see Fig. 3). This
entity holds the techniques to allocate the environment conditioning resources—
the cooling water and fresh air conditioning modules (filter, heating/cooling coil,
humidifier, fan), and the knowledge, operating modes and procedures to select,
control and use these sub-resources to maintain the facility environment.

3. Task holon: represents an environment conditioning task in the HFES; it uses
environment data collected from one or more sensors, and specifies the envi-
ronment conditioning processes to be carried out by one HVAC sub-resource to
ensure the assigned environment condition (e.g. temperature in one room) as
imposed and on time. A task holon includes the HVAC control mode and law,
the process model (specific for any parameter conditioning), the HVAC set point
value for that individual parameter, the timing for the control process (sample
period of the control process), and the way in which exceptions and alarms must
be handled. A task holon can be interpreted as a single-channel “environment
conditioning order” and manages the execution framework, the way this task is
accomplished and its effects.

The task holon acts as a short term scheduler for environment conditioning
operations. As shown in Fig. 4, the three types of basic holons exchange knowledge
about the facility environment system. Room holons and resource holons com-
municate and exchange knowledge about parameter conditioning at single channel
level; room holons and task holons exchange environment knowledge at cascade
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level of the global facility, while resource holons and task holons share environ-
ment control knowledge for effective execution.

• Parameter conditioning knowledge comprises the information, methods and
techniques on how to perform a channel environment monitoring process, how
to maintain that parameter in the desired value range (in the normal state) and
how to bring it back in the normal state from alert and alarm states. It represents
the knowledge about: (a) the characteristics of the room sensors and their dis-
posal, (b) the capabilities of the HVAC resources and their sub-resources (filter,
fan, coils and humidifier), the conditioning functions they can perform and the
particular precision and time performances, (c) the estimated effects and possible
exceptions that may arise.

• Environment knowledge represents the information and methods on how to
maintain certain environment conditions imposed by the compliance with
classes of cleanness A, B and C for different irradiation and production stages;
these conditions are expressed at the global facility level through “cascade
models” that prevent irradiated air flows contaminate the outside of the facility,
and impure air flows to spread inside clean rooms degrading the controlled air. It
is knowledge about the parameter set points Tref , Pref , RHref , NPc, ref , H*

c, refð10Þ
that must be provided in time to maintain/re-enter the normal value range, the
control modes, laws and combination of water and air flow HVAC conditioning
sequence to be configured, the methods of handling exceptions and alarms and
of monitoring the effects of control process execution.

• Environment control knowledge contains the information and procedures which
allow starting the execution of HVAC control processes and tracking their
progress. This knowledge refers to how to install and run process models, how
to set up the timing for cooling water and air flow conditioning, how to convert
room parameters set points to HVAC set points, how to install, change and
update control modes and laws.

The HFES architecture includes a number of staff (or expertise) holons that assist
the three basic holons in accomplishing their activity, as in the PROSA holonic
reference architecture [16]. The staff holons have a global perception about the entire
radiopharmaceuticals production facility in terms of layout, functionalities, adja-
cencies, safety constraints, classes of cleanness related to production stages, pro-
duction conditioning by environmental conditions, functioning hours, inter-room
pipes allowing product flows, backup devices and alarm strategies, being thus able to
compute the parameter set points for individual environment monitoring and control
channels.

Such functions can be solved in centralized manner; in our design, the staff
holon is placed at the MTU level of the SCADA system and communicates both
with the room holons to supervise monitoring and with the task holons to launch
control [17].
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Figure 5 shows the centralized interpreter of the global facility environment data
from which it prescribes the channel set points and control modes for the task
holons, acting as an expertize entity.

The centralized environment observer of the radiopharmaceuticals production
line is one instance of the expertise holon. Another one is represented by the
centralized computing of the room parameter set points using the global cascade
model of room pressures. These set point values are transferred to the task holons
which compute the HVAC set points ṁwater, ref , ṁair, ref for the cool water and fresh
air flow conditioning processes. All the computing tasks performed by the expertise
holon can be however distributed to the task holons for local execution; in this way,
values computed or decisions taken at centralized MTU SCADA level could be
interpreted as advices rather than commands, thus eliminating single points of
failure and providing agility in case of alert or alarm events [18].

4 HFES Implementation and Production Conditioning

The Facility Environment Monitoring and Control System designed in a dual
holonic semi-heterarchical approach is currently in implementing stage in the
building of the Radiopharmaceutical Research Centre of the IFIN-HH Institute in
the Bucharest Măgurele area.

The architecture of the HFES, shown in Fig. 6, includes two parts: (1) the
centralized subsystem responsible with monitoring and global facility environment
control of cascaded parameters, maintaining a process database where historical
data logs are kept, displaying real time environment parameters, product traceability
information and production data, and conditioning of the radiopharmaceutical
production management system; (2) the decentralized subsystem collecting envi-
ronment data and controlling the HVAC units for environment conditioning [19].

The ambient parameter monitoring subsystem uses a network of pressure,
temperature and relative humidity sensors, which are distributed in the closed
rooms of the cyclotron-based radiopharmaceutical production line. The
temperature/humidity sensors of Lumel P-18 type are interconnected in a star
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topology using RS-485 communication; after primary processing and in-range
checking, the values of the environment parameters are retrieved from a PLC data
concentrator and:

• Sent to the central processor running the expertise holon to update the envi-
ronment control strategy and compute the set points of cascaded parameters;

• Displayed on two Delta HMI monitors providing real time information for the
human operators of the production line; the HMI1and HMI2 screens display
respectively the current values of pressure and temperature/humidity room
parameters.

A number of pressure sensors of analogic differential type subtract the reference
(atmospheric) pressure from the ones measured in the facility’s room points. The
display of the differential pressure values on the HMI screens requires A/D con-
version of the analogue signals in RS-485 format using Lumel SM1 devices.

Also, the values of the pressure cascades between the cyclotron vault, respec-
tively irradiation chamber and their adjacent spaces are computed and displayed by

Fig. 6 The architecture of HFES with dual SCADA subsystems: MTU and channel distribution
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a differential system, checking permanently whether the imposed relationships are
met.

A network of Geiger-Müller sensors, denoted by R, performs radiologic moni-
toring of the environment by registering the equivalent flow of ambient dose (in
Sv/h) in the areas inside the facility which are intensively exposed to ionising
radiations; the measured values are displayed on a dedicated HMI screen and sent
directly to a central HFES application for highest priority interpretation and deci-
sion support.

The central PLC acting as field data concentrator is also distributed and physi-
cally replicated in the cyclotron and production areas for system redundancy,
making possible a complete heterarchical environment monitoring and control; in
this operating mode, the cascade pressure set points are locally computed and
correlated through communication between the local area PLCs.

The hierarchical MTU SCADA processor collects the values of ambient
parameters, process and product data (environment data, information about the
product during all processing stages, events occurring in the production cycle),
organizes and stores them in a data storage server for historical evidence, reports,
analysis and audit.

The cascaded room set points and decisions about the strategy to be instanta-
neously adopted by the environment control units—the HVAC of VAV (Variable
Air Volume) type are decentralized being transferred to the RTU SCADA pro-
cessors responsible for: establishing the timing of control actions, applying the
recommended control strategy and mode, and converting the room parameter set
points to HVAC set points for cooling water and air flow conditioning processes
and VAV air flow distribution (admission and evacuation) to/from cascaded closed
spaces. The motors of the two SCADA units have VFD (Variable Frequency
Drives), the rpm signals of which are fed back to the RTU controllers for stabi-
lization purpose (see Fig. 3).

Product execution is conditioned by room parameters monitored by HFES
(Fig. 7).

The radiopharmaceuticals production management system has been designed as
a Holonic Manufacturing Execution System (HMES) performing centralized,
off-line production planning and distributed control of product making [4]. Figure 7
shows the relation of subordination exerted by the environment monitoring and
control system over the holonic production management system.

The setup of room environment parameters is done through a Graphical User
Interface (GUI); these parameter values are transferred to the expertise holon
running on the MTU SCADA, which distributes them to the environment task
holons. The real time measured room parameters are collected by the central and
production area PLCs and compared by the task holons with their setup values. As
long as the values of the environment parameter remain close to their setup values
(within the “normal state” range), any started production process proceeds.

The room parameters are read at different sampling time periods; once an alert is
raised for at least one of P, T and RH, production continues and simultaneously
appropriate actions are initiated to bring back their values within the range
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corresponding to the normal state; if these actions have not effect and the alarm state
is entered, production is stopped, and the delivery of products at the off-line planned
time is cancelled. The same decision is taken when the level of radioactivity
expressed by the parameter H*

c 10ð Þ enters the alert value range.
A special situation is generated when the number of airborne particles in the

dispenser isolating box, NPc becomes greater than the predefined alert value; in this
case, two decisions are taken:

• The execution of the order holon (OH) currently pointing at the dispensing stage
for the bulk product currently in fabrication (already irradiated, chemically
processed and currently subject to dispensing) is suspended. This decision is
taken upon detecting that the number of airborne particles exceeds the upper limit
value of the class A normal range (3520 particles of 5 µm/20 particles of 0.5 µm),
irrespective of the bulk product awaiting to enter the dispensing isolator box or
the dispensing process already started. This decision is sent to the HMES.

• The rate of air changes (admission of fresh airflow, evacuation of impure air) is
increased in the HVAC unit connected to the dispensing isolator box, to elim-
inate as much as possible airborne particles.

If the value of the NPc parameter re-enters the normal state in less than 20 min,
the OH is re-activated and dispensing is started (resumed). Otherwise, the OH is
definitively stopped and the current production is cancelled. Depending on the
recovery time for NPc, some of the remaining product orders for that day will be
re-planned.
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Fig. 7 HFES integration with the radiopharmaceuticals production management system
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5 Experimental Results and Conclusions

Several experiments and tests were performed with some of the HFES components.
Among these, a recovery time test for HVAC VFD performance in reducing particle
concentration in a clean room was done. “Recovery time” is defined by ISO
Standard 14644-3 as the time required for reducing an (artificially increased) initial
particle concentration in a “class A” clean room up to the “normal state” value
range.

For such cleanrooms with more than 20 air changes/hour a recovery time of less
than 20 min can be expected. This test was carried out for non-unidirectional
airflow systems because the recovery performance is a function of air re-circulation
ratio, inlet-outlet airflow geometry, thermal conditions and the air distribution
characteristics within the controlled zone.

A laser particle counter PMS model Lasair III 310C was placed inside the final
product radiopharmaceutical dispenser. When the cleanroom was in “work state”
with the HVAC system running and the dispenser ready for daily production
process, the particle counter was started. The first read after 1 min indicated 3220
particles (0.5 μm) and 12 particles (5 μm), within the limits imposed by GMP
specification.

The HVAC VFD for supply fan/exhaust fan were set at 38 kHz/26 kHz; an
overpressure of 35 Pa was thus created inside the cleanroom, with the airflow set up
to provide 20 air changes/hour (the number of times the air enters and exits a room
from the HVAC system in one hour). The HVAC system was then turned off for
5 min and then switched back on showing 4870 particles (0.5 μm) and 80 particles
(5 μm). After 20 min functioning time, the particle counter displayed 3410 particles
(0.5 μm) and 16 particles (5 μm), meaning that the radiopharmaceuticals dispenser
has successfully recovered its “A grade” cleanliness.

This sequence was repeated for HVAC supply/exhaust fan set at 32 kHz/20 kHz
and overpressure of 25 Pa created inside the clean room with an airflow set up to
provide a number of 10 air changes/hour. After 5 min switch off the number of
particles was 4860 (0.5 µm)/78 (5 µm), and then, after 20 min the values shown by
the particle counter were 4630 (0.5 µm)/40 (5 µm), meaning that for 10 air
changes/hour the dispenser was unable to recover its “A grade” class. With these
last settings, the recovery time was 43 min—unacceptable for routine production.

From these experiments it was concluded that higher supply air flows and
implicit a higher number of air changes/hour significantly reduce the dispenser’s
recovery time. The task holons can impose for the two RTU SCADA controllers
different setup coefficients, so that VFD will operate at higher frequencies until the
cleanliness class is successfully restored, and then restore its normal settings to
avoid high energy consumption.

The advantages of using a model-based environment monitoring and control
system with distributed intelligence are: flexibility in adopting the environment
control strategy (at centralized level) and applying it at facility room levels through
task configuring, decoupling process execution from the physical structure (sensors,
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HVAC), high availability through semi-heterarchical control mode and fast
recovery times at disturbances altering the environment of the clean rooms. Future
research will be directed towards extended equipment instrumenting for predictive
maintenance.
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Disruptions Are the Norm: Cyber-Physical
Multi-agent Systems for Autonomous
Real-Time Resource Management

Petr Skobelev and Damien Trentesaux

Abstract This paper analyses the new requirements for real time resource man-
agement systems based on multi-agent technology. It shows the growing demand for
developing autonomous systems which combine resource allocation, scheduling,
optimization, communication with users and control in one cycle and can respond
rapidly to unexpected events in real time. To solve the problem, cyber-physical
multi-agent systems are considered. The paper also analyses the new impact which
such systems bring into design of modern systems on the way from smart Internet of
Things—to new organizations and ways of user motivation.

Keywords Autonomous systems ⋅ Multi-agent technology ⋅ Resource
management ⋅ Cyber-physical ⋅ Real time

1 Introduction

In the last decade, global economy has generated such levels of complexity,
uncertainty and dynamics that rend real-time decision-making for resource man-
agement critical for business efficiency, growth and sustainability [1].

Under these circumstances disruptive unpredictable events of any kind become
more the norm rather than the exception, for example: new VIP order arrives, the
already scheduled and half-implemented order is cancelled, discrepancies between
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planned actions and reality increase, resources are not available or become more
expensive, traffic jams, delays and breakages occur, etc.

The typical reaction of current businesses to such disruptive events is to bring
more oversized resources, to increase costly safety stocks and to inject slack-time.
Such measures dramatically reduce the utilization and efficiency of business and
push the increase of costs onto the customer [2], the risk being thus a drastic
decrease in competitiveness of companies regarding the international competition.

This tendency is already a changing game for managing resources in many
domains: manufacturing and transport, supply chains, aerospace, railways, etc. [3].

As a result new generations of growing businesses would like to become fully
on-line and event-driven to make resource allocation, scheduling, optimization and
control “on the fly” in real time (in one “cycle”—when all these processes can be
triggered by events and combined), to avoid peaks and to control bottlenecks in
resource utilization, to reduce idle time and empty miles, etc.

To support this global shift of paradigm to real-time economy the new gener-
ation of industrial systems for resource management need to become more intel-
ligent, fast-responsive, adaptive and flexible, scalable and reliable while being able
to optimize their operations as much as possible and at a longer time span.

Gartner, the world’s leading information technology research and advisory
company, says: “future is a digital thing” [4]. We would like to add: “a smart thing”
as well—as a key factor to provide increase in levels of autonomy and efficiency.

From our point of view, the introduced typical reaction of current businesses to
disruptive events comes from the centralized, highly hierarchical, monolithic and
deterministic architectures inherited from the 70s with the principles of Computer
Integrated Manufacturing (CIM). Current ERP systems are aligned with these
principles. In the past years, disruptive events were the exception and the principles
of CIM were consistent. Nowadays, disruptive events are the norm and the old
principles find their limits. Since the 90s, concurrent paradigms have emerged, based
on a more reactive, local management of operations, assuming that disruptions are
no more negligible: distributed control, multi-agent control, holonic paradigm to
name a few. Meanwhile, these concepts hardly penetrate the industry and the real
market because of their lack of predictability and guarantee of performances (in
terms of cost, return of investments, reliability, safety…) [5]. In industries, similar
approaches are developed, based on the assignment of more autonomy to lower level
controls, such as the Kanban system or the concept of Autonomous Production
Entity (ex: EAP in the French car industry first rank suppliers). But all these evo-
lutions remain dependent on a strong relationship with a hierarchically organized
decision-making process still inherited from the CIM principles.

Nowadays, the constantly changing environment, the constraints from competi-
tion, the nervousness in customers’ behaviour and the complexity of industrial
processes rend these disruptions still more important in number and consequences.
From our point of view, disruptions are now the norm and this should be considered
as is from the beginning of the design of a manufacturing management system. Some
research concepts are currently being improved to take this new norm into consid-
eration, for example using bio-inspired fundamental principles of self-organization
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and evolution based on multi-agent technology [6, 7]. Meanwhile, in our opinion,
this is not sufficient since the principle “disruptions are the norm” is not explicitly
considered during the design process of such systems.

In this context, this paper suggests a new concept of autonomous systems based
on cyber-physical multi-agent technology for real time resource management
considering that disruptions are the norm. To argue in favour of this statement in the
first part of this paper we will make a brief overview of existing models, methods
and tools for decision-making and will show their limitations and constraints. The
second part will be focused on the new generation of multi-agent systems, which
are organized as cyber-physical systems and support full cycle of resource man-
agement—to bring new levels of autonomy in decision-making.

In the third part we will discuss the concept and its first results and make
recommendations for future developments.

2 New Requirements for Real-Time Resource
Management

The traditional approach for resource management inherited from the CIM prin-
ciples includes strategic and operational resource allocation, scheduling and opti-
mization which are usually made separately and on different levels.

Strategic resource management refers to long-term plans according to informa-
tion about future demand, capacities and costs and is made periodically in batches
for a specific time period from several months to years. Operational resource
management provides more granularity and deals with months-weeks-days. It also
takes into consideration specific technology for order implementation, availability
of equipment and workers, their skills, materials and instruments, etc.

Traditionally both approaches are focused on planning problems which are
addressed by using heuristic, rule-based and mathematical optimization solvers,
which run in batch mode under the strong assumption that all orders and resources
are given in advance and do not change during computations.

Currently a number of mathematical optimization solvers are available on the
market, e.g., IBM ILOG CPLEX Optimizer, Xpress Optimizer, etc. [2]. These
solvers implement different methods of linear or dynamic programming, constraint
programming and other methods, based on combinatory search of options, for
example, the branch-and-bound methods. Such methods and algorithms are usually
centralized and deterministic, top-down and sequential in analyzing all possible
options which is very time-consuming and based on sequential achievement of
solutions. Heuristics and meta-heuristics methods may combine different concepts
and techniques, for example, tabu search, simulation annealing or ant optimization,
to reduce the number of combinatorial options and to provide local optimizations to
reduce the computational time. To compensate the loss of quality of such solutions,
these methods try to use randomization and non-deterministic algorithms to explore
and find ways to avoid local optimums.
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Table 1 Key issues and consequences in resource management

The issue of resource management The consequences when disruptions are the
norm

Planning is usually considered as top-down
centralized batch process but in practice it is
continuous, distributed and interactive

Unpredictable events must be propagated to
the top of organization and one needs to
collect and prepare manually all the data for
planning and decision-making. The
independency (partition) of problems
principles can no longer be assumed: an issue
emerges when previous ones are still not
solved

Delays in event processing cause growing
gaps between plans and reality

Decision lags increase, thus leading to
possible instability (control theory principle)

A number of decision-makers with different
decision-making criteria, logic of
decision-making, constraints and preferences
need to be involved

Events may come at any time from any of
decision-makers involved; this will require
triggering of chain of decision revisions and
changes. Impact of serial disruptions is seen
globally, thus it is hard to evaluate and to test
“what if?” solution scenarios

High variety of objects and relations, factors,
situations, orders and resources, technological
operations, etc., mass customization and high
competition

A number of different types of events need to
be considered: new order arrives, order
cancelled, resource broken, etc.

Combinatorial search of options is NP-hard
and very time-consuming and may require
long hours even for small businesses

Many events require immediate reaction
(seconds and minutes), otherwise money and
time will be totally lost with the loss of
efficiency. Increased complexity increases
reaction time

Orders and resources are not usually given in
advance

Events are coming at unpredictable time and
dynamically change orders and resources,
company strategy, etc. Dynamic and stealth
bottlenecks are faced with

Many specific individual criteria, preferences
and constrains for orders, products and
technology, workers and equipment are often
ignored

There is no “optimal” solution for processing
of new event—new balance of many interests
of decision-makers must be found
(consensus)

Interconnectivity of decisions may trigger
long ripple effects

New events may trigger full reconstruction of
routes, plans and schedules

Situation-dependencies: the number and
value of criteria depend on results and could
change during computations

New events may change criteria, preferences
and constraints for creating and revising
schedules

Domain-specific knowledge is usually hidden
and difficult to formalize and continuously
evolve during day-to-day operations

It is hard to learn from experience and user
interventions in decision-making process and
manual adjustments of schedules, incl.
constraints overriding
Big data approaches need time to be
completed, which is no more possible in a
constantly changing environment of data and
parameters

Part of knowledge for decision-making is
available only on “ground” level

It requires strong communication, interaction
not only with managers, but also with
workers, drivers, etc.
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Other key issues of traditional resource management under circumstances of
uncertainty and dynamics are presented in Table 1.

As a result, the majority of traditional solutions require hours to make compu-
tations for real businesses but automatically generated plans are in practice only
40% feasible, at the same time requiring full re-run in case of user intervention or
arriving of new events which always take place.

The new generation of industrial software for autonomous resource management
must take into consideration that now “disruptions are the norm” when dealing with
the complexity of the problem and when bringing radically new models, methods
and tools for industry applications.

3 Multi-agent Technology for Resource Management

Multi-agent technology usually is considered as one of new software engineering
approaches for developing smart applications combining object oriented pro-
gramming with parallel computations, AI components and telecommunications.

Multi-agent systems (MAS) differ from traditional software by distribution,
decentralization, modularity, flexibility and robustness. But the more important is
that it offers new ways of solving complex problems, including resource manage-
ment with the use of bio-inspired principles of self-organization and evolution—
when classical mathematical methods work not very well or don’t work at all [8].

In spite of the fact that MAS are mainly developed by academia, universities and
research organizations, there are a number of first industrial applications of MAS
which are already bringing real value for business [9–11].

In some applications, it has been show that MAS technology helps to increase
efficiency up to 20−40% [3].

But a new challenge is coming with growing tendency of total “uberization of all
businesses” from forward-thinking lead users which are requiring new kind of
“Google-mobile for business”.

Such type of applications will require fully autonomous solutions with minimum
number of managers and will automatically set priorities, forecast new orders and
other events, process new orders and serve resources individually, generate and
analyse options for orders execution, recognize patterns, make schedules and adjust
them in case of not-foreseen events, communicate, negotiate and coordinate deci-
sion with users, learn from experience, etc.

Current multi-agent solutions and applications are mainly used on the level of
the basic support of strategic decision making; first of all, it means generation of
options, simulations and analysis of results, making choice for further manual
controlling of plans execution.

But the new objectives require fully autonomous cycle of decision making at the
operational level whose core part is the reaction on events, continuous
re-scheduling and execution of plans—as it works for any living organisms.
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In this paper we outline the possible solutions by introducing the concept of
cyber-physical multi-agent systems for autonomous resource management.

4 Cyber-Physical Multi-agent Systems for Autonomous
Resource Management

Multi-agent technology can be considered as way of building Smart Internet of
Things for Industry 5.0—where all things will not only represent physical objects
but will be able to react on events, make decisions and plans and communicate and
coordinate these plans with other agents and end-users.

This step is considered as the key differentiation from Industry 4.0.
Such a paradigm suits the “disruption is the norm” principle. Moreover, from our

point of view, it generates an interesting paradox: there won’t be any disruptions
anymore since everything is a disruption.

In such non-deterministic systems, based on parallel and asynchronous com-
putations and coordinated decision-making processes, the agents representing the
real world entities not only continuously interact with each other trying to achieve a
quasi-optimized solution in a more robust, flexible and agile manner but also
simulate the behaviour in real world. In this case MAS can be considered as
self-completed virtual world which is in fact the computer model of real world
where the software agents make the main decisions instead of people as
decision-makers. As a result, it could be possible to design autonomous resource
management system as a cyber-physical system (CPS).

An example of an autonomous multi-agent solution which is organized as a CPS
for trucks management is shown in Fig. 1.

Events based on data 
from devices

Decisions for managers 
and drivers

Fig. 1 Cyber-physical system architecture: an example for trucks management
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To support such kind of decision-making, it is required to provide the full cycle of
resource management including fast reaction on events, allocation of orders to
resources, scheduling of orders/resources, optimization of orders execution (if time
is available), communication with users, monitoring of plan execution, re-scheduling
in case of growing gap between the plan and reality, and, finally, learning from
experience to get and make available new domain knowledge which affects
decision-making.

As shown in Fig. 1, the system considers the multi-agent world as a model of
real world which is continuously updated by events and is used for generating
decisions through negotiations of agents representing orders, trucks, etc. The
decisions made are forwarded to mobile phones of users in real world as instruc-
tions and schedules which can be adapted by users.

Such cycles help autonomous system to keep schedule up-to-date with reality
and generate reasonable and feasible decisions.

In this context the multi-agent technology is suitable to face the current chal-
lenges associated with industrial strategic and operational planning problems,
especially when facing the need to be extremely adaptive.

5 New Functionality of Autonomous Solutions When
Disruptions Are the Norm

The new functionality of autonomous multi-agent solutions will face challenges and
exert impact on the following levels:

• Smart Internet of Things—it will be required to support the full cycle of
decision-making on the level of physical or abstract entities.

• Models of Technology Processes and/or Business Processes—the classical
approach for control and accounting will be extended to the models of physical
world objects and processes.

• Decision-Making Support Systems—start with support of decision-making but
will move to fully autonomous systems.

• Knowledge Bases—extremely important for decision-making as a tool to sep-
arate domain knowledge from source code and provide learning from experience
for the future.

• Organizations—will be significantly changed by “uberization” of all resources,
discovering new opportunities for people, motivating them by sharing profit in
case of more efficient decision-making.

As a result, not only the software solutions will become more open, less cen-
tralized and hierarchical, but also the organizations. At the next stage they will
become more open, distributed, flexible and efficient overriding barriers between
departments for supporting teamwork and developing human-centric organizations
with full focus on talented, active, knowledgeable and well-performed people.
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Cyber-physical multi-agent systems for autonomous real-time resource man-
agement must be considered as a decision-making tool for such innovations helping
to handle unpredictable disruptions which are becoming the norm now.

6 Conclusion

The aim of this paper is to develop the new concept of autonomous systems based
on the principles of cyber-physical systems, multi-agent technology and Internet of
Things where disruptions are considered as the norm.

New generation of autonomous multi-agent systems will allow enterprises to
move to real-time economy and help improve efficiency of resources, quality of the
service, reduce expenses and time, risks and penalties.
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Exploring the Design Space for
Myopia-Avoiding Distributed Control
Systems Using a Classification Model

Tianyi Wang, Henning Blunck and Julia Bendul

Abstract Avoiding myopia, suboptimal behaviour, caused by the limited informa-

tion horizon and computation capacity of agents, has been recognized as a major

design challenge for the future academic development and industrial adoption of dis-

tributed production control systems. In [3] existing literature from various research

streams has been reviewed to classify design decisions that can be made to avoid

myopic decision making. In the present paper, this model will be validated by map-

ping different paradigms of distributed control onto it. Through this exercise, an

initial validation of the proposed classification model can be attained and a starting

point for a classification of existing distributed production control approaches based

on design features is provided. This will help designers of distributed architectures

in production control to better understand their design space, take deliberate steps

towards the avoidance of myopic behaviour, and identify unexplored areas within

the design space.

Keywords Production control ⋅ Myopia ⋅ Distributed decision making ⋅ Classifi-

cation model

1 Introduction

Roughly 30 years after the idea of agent-based, heterarchical production control

architectures was first proposed (e.g. [9]), the industrial adoption of distributed con-

trol architectures is still lacking behind [7, 15]. This gap has been attributed to a
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series of factors, including a lack of standards, development tools, high necessary

investments, and a continuing prevalence of reductionist thinking and training among

production system designers and planners [6, 14–16, 20].

In this contribution, we focus on another feature of distributed, agent-based

approaches: the presence of myopic behaviour. Myopic behaviour, defined as an

agent’s inability to assess the consequences of its decisions in the future and on other

agents [31] can lead to undesirable emergent system properties such as lack of per-

formance, unpredictability, etc. (e.g. in [15, 20, 23]). Myopia in agents’ decision

making may arise from (c.f. [2, 3]):

∙ the planning problem decomposition,

∙ selfish decision making,

∙ decision making based on local information only, and

∙ bounded rationality (capacity-constraints on decision making).

The desire to avoid myopic behaviour has led to an early abandonment of purely

heterarchical control systems [6] and since then, the assumption that features of het-

erarchy and hierarchy should both be present in a control architecture has become

an often re-iterated tenet of production control research (c.f. [5, 8, 17, 30]).

It is then no surprise that many proposed distributed control approaches have tried

to address this trade-off and improve the performance or reliability of distributed

control systems. However, as noted in [7, 25], existing attempts to design distrib-

uted control systems have largely been based on experience and intuition, lacking

the intention and analytical tractability to systematically investigate the relationship

between the degree of autonomous decision making and emergent system properties

such as performance, reliability, etc.

In [3], the authors have made a first step towards the goal of characterizing a

design space (in the sense of [13]) of distributed production control systems, by

reviewing contributions from the field of production control itself, as well as from

multiple other streams of research that are concerned with the investigation of the

dynamics of decision making entities (such as Game Theory and Statistical Physics).

The proposed classification model is shown in Fig. 1.

While in [3], the classification model was primarily interpreted as a visual aggre-

gation of previous research in the domain of distributed control and myopia avoid-

ance, this contribution seeks to validate the model as a design tool and discussion

base for the future development of distributed production control systems. Lean-

ing on [19], a model may be considered validated if it exhibits sufficient accu-

racy within the domain of applicability and the intended application context. The

intended application scenario here is to allow designers of distributed production

control approaches to classify existing approaches and visualize commonalities, dif-

ferences, and unexplored design alternatives. This paper seeks to validate the model

by mapping a selection of popular distributed control architectures onto it. The focus

will deliberately be expanded beyond agent-based production control approaches to

the more general class of distributed production control architectures. The validation
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Fig. 1 Classification model of design choices affecting the degree of myopic behaviour in distrib-

uted production control as proposed in [3]

attempt shall be considered successful if (1) different proposed control architectures

are differentiable in the classification and (2) related control architectures (that have

evolved from another, etc.) show similar signatures. If both goals are reached, we

may conclude that the classification model is a feasible vehicle to understand, com-

pare, and discuss various proposed architectures for distributed production control

and that it may be used for the selection of existing and/or the development of novel

architectures in the field.

The remainder of this paper is structured as follows: In Sect. 2, the choice of con-

trol archetypes mapped onto the classification model in Sect. 3 will be motivated.

The result is shown in Fig. 2 and the implications are discussed in Sect. 4.



298 T. Wang et al.

Requirements
D
es
ig
n Pl
an
t

Operation
Flexibility

Many Path
Alternatives

No Path
Alternatives

Structural
Complexity

High Complexity Low Complexity

C
on

-
tr
ol
le
r Network

Topology
Completely
Heterarchical

Modules
Completely
Hierarchical

Scheduling
Part. Sched.
Flexibility

Fully Flexible Fully Scheduled

Control

Temporal
Inf. Horizon

Covering Past Information on
Current State

Containing Plan
for Future

Nervousness
Alleviation

None Strong

Competition
Approach

Competitive/
Antagonistic

Cooperative Altruist

Emergent System Behavior/Performance

Kanban

ConWIP

PROSA

ADACOR

Fig. 2 Mapping of reviewed control architectures onto the classification model. White nodes rep-

resent classical PULL approaches. Black nodes represent HMS architectures

2 Selection of Distributed Control Architectures

We will consider four archetypes of distributed production control: the first two

(Kanban and ConWIP) are non-agent based, distributed control architectures, that

have gained popularity as part of the Lean-Movement. From the domain of Holonic

Manufacturing Systems (HMS), we will consider the PROSA [24] and ADACOR

[1, 12] reference architectures, given their wide application and good coverage of

requirements posed on agent-based manufacturing control systems [8]. With these

four architectures we are able to make both inter-group and intra-group comparisons

and can validate our model beyond the realm of agent-based control approaches.

3 Mapping the Control Architectures
onto the Classification Model

For reasons of brevity, we cannot give a detailed introduction into the four architec-

tures here. The reader is referred to the given literature for a more in-depth intro-
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duction. We will restrict ourselves to discussing the architectures with respect to the

dimensions of myopia control of the proposed classification model.

3.1 Kanban

In terms of physical plant design, Kanban is usually applied in systems with low

material-flow flexibility and complexity [5, 18, 21]. The topology of the control

network in a Kanban system is completely heterarchical with only very limited infor-

mation exchange on same hierarchy levels [22]. Scheduling systems within a Kan-

ban system are entirely made online, not relying on pre-calculated schedules. Con-

sequently, Kanban systems are generally suitable for a stable, leveled production

environment [10].

Since Kanban systems exchange information only through Kanban cards (rep-

resenting a quantized information about recent demand), the information horizon

of such systems is very short [21], covering neither the long-term demand devel-

opment, nor estimates of future behaviour. They also possess little nervous allevi-

ation measures since (again) they assume stable production environments. Finally,

at the different inventories along the production process, Kanban cards are released

(and queued at the supplying process) without consideration of cross-effects on other

products. Kanban systems should hence be characterized as competitive since they

do not consider the benefit of other agents (workstations or inventories).

3.2 ConWIP

The deficits of Kanban in more challenging environments have lead to the develop-

ment of hybrid approaches between Kanban and more classical PPC systems (c.f. e.g.

[10]), with ConWIP [21] among the most famous offsprings. Contrary to Kanban,

ConWIP is less restrictive w.r.t. the physical layout. It can be implemented in envi-

ronments where demand is less stable and the product mix is more diverse [18, 21].

ConWIP then allows to extend PULL production principles to (somewhat) complex

material flow patterns, with academic experiments going as far as job shop environ-

ments [18]. The focus however still lies in the realm of line and flow shop productions

with relatively stable demand [11, Chap. 10.6.2].

ConWIP has a more hierarchical control network topology, because the card-

based information exchange only occurs between the last and first operation, where

orders are assigned to cards based on a centrally held and optimized backlog list
[21]. This centrally computed order-release list pre-determines the allocation and

many sequencing decisions. ConWIP systems hence exhibit, by comparison to the

other archetypes reviewed here, a low degree of schedule flexibility.

Where these release lists rely on demand forecasts, they can provide an infor-

mation horizon extended towards the future (Spearman and Hopp suggest that the
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backlog list could draw on master production scheduling [21]). As in Kanban, there

are no nervousness alleviation methods applied in ConWIP systems because system

entities take no autonomous decisions. There are also no recognizable efforts towards

cooperative behaviour, beyond potential considerations taken in the generation of the

backlog list.

3.3 PROSA Reference Architecture

Our discussion of the PROSA reference architecture (originally proposed in [24])

here is based on the descriptions/applications in [26, 28, 29].

The PROSA architecture aims to pose no restrictions on physical layout. It is com-

monly applied to job shop style production systems (e.g. in [28]), with both numerous

and interwoven (i.e. complex) material flow options, where orders may interfere with

each other significantly and repeating or parallel structures do not prevail.

The quality, roles, and communication methods of PROSA holons have been

explained exhaustively in [24, 26]. These discussions show that in a PROSA archi-

tecture, information is exchanged in both vertical and horizontal ways. Vertically,

holons in higher hierarchy advise other independent subordinates; horizontally,

holons on the same level also exchange various information or belong to multiple

holarchies simultaneously. Holarchies represent (by their very definition) an inter-

mediate state between hierarchy and heterarchy (c.f. [24, 26] and [4, Chap. 2]).

In [28], a method to include a predefined production plan into the PROSA agents’

consideration was demonstrated. The research paper shows PROSA’s capability to

cooperate with traditional scheduling systems. However PROSA is still independent

from schedules as they are not a required input for the system. Therefore, we shall

not consider partial schedules as a commonly applied measure of myopia reduction.

With “delegate MAS”, a system to incorporate distributed planning within the

context of PROSA was presented in [26], yielding a consistent (across agents) per-

ception of the near future.

System nervousness has been identified as an issue within the PROSA commu-

nity. A common approach is to require intention changes to create benefits that exceed

a certain threshold, thus limiting frequent plan changes [29].

Where agents can make autonomous decisions (i.e. dot not follow an agreed upon

schedule), other agents’ utility functions are generally not included into an agent’s

decision making function, rendering their competitive behaviour non-cooperative.

3.4 ADACOR Reference Architecture

The ADACOR reference architecture was proposed in [12] and has been extended

over time [1] (also known as ADACOR
2
). In this section, ADACOR will primarily

be compared with PROSA to determine its relative position in the design space.
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ADACOR and PROSA are very similar with respect to the physical material flow

layout of typical application settings: Like PROSA, ADACOR is designed for appli-

cations in job shop environments [12]. Therefore, in terms of both physical com-

plexity and flexibility, ADACOR and PROSA systems take the same position, at the

least restrictive (and most myopia prone) end of the scale.

When comparing the control network topology, the most significant difference

between ADACOR and PROSA is the introduction of supervisor holons in ADA-

COR. While PROSA’s staff holons are an optional feature for the integration of

legacy systems, the supervisor holons in ADACOR act as constantly present coor-

dinators within holarchies [12, 24, 26]. ADACOR supervisor holons can coordinate

the behavioural and structural evolutions of the system, maintaining a more hier-

archical control approach in the absence of environmental changes [1]. This is in

contrast to the fluid approach PROSA takes, placing ADACOR more to the hier-

archical end of the control network topology scale. This strategy can be viewed as

a counter-myopia measure as it tackles potential chaos situations in heterarchical

structures [1].

Similar to PROSA systems, a production schedule is not necessary for an ADA-

COR system to function, as the production is coordinated within the system by super-

visor holons. As no method of integrating master production plans is mentioned for

the ADACOR systems discussed, their schedule flexibility is set to maximum.

It can be observed that the temporal information horizon is different in the two

systems. PROSA holons may take into account the future system status by access-

ing the resource reservation queue [27], whereas ADACOR holons rely on historical

data for decision making. Specifically, the learning technique takes past decisions

into consideration and the reorganization process may be simplified by adopting pre-

viously applied structures [1]. Compared to the delegate MAS approach, ADACOR

implements a distinctly different approach to extend the information horizon and

limit myopia.

PROSA and ADACOR also differ in nervousness control strategies: when the sys-

tem senses a need to change, ADACOR
2

applies an elaborate, multi-layered evalu-

ation approach, that takes into account the reaction time, the accepted error of the

goal, and responsiveness to reach the goal [1]. Comparing to the simple threshold in

PROSA, ADACOR’s nervousness alleviation measure is more elaborate.

Finally, ADACOR agents are designed as selfish competitors. By default, they do

not consider the benefits of other agents when making decisions.

4 Conclusion

The result of our discussion is shown in Fig. 2, mapped to the proposed classification

model.

Across years of development and evolution in technology and fashions in pro-

duction control research, distributed control architectures exhibit distinct traits of

myopia control that can be classified along the dimensions proposed in [3]. Com-
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paring the two PULL approaches alone clearly shows that aiming at more complex

production environments requires increased “investment” in other forms of myopia

control (here: hierarchical system structure and and an extended temporal informa-

tion horizon). The transition from PULL principles towards agent-based production

control architectures may be understood as a continuation of this effort to bring dis-

tributed control to ever more complex production environments: Comparing PULL

principles with HMS reference architectures, a clear shift towards more complex

production systems is seen, demanding in turn the implementation of more sophisti-

cated myopia control approaches in the realm of production scheduling and control.

The discussion further underpins the hypothesis that, for a distributed control

approach to work, some form of measure against myopic behaviour has to be taken.

The proposed classification model can be applied to conceptualize a design space that

includes measures against myopia. It can be used to differentiate between existing

distributed control architectures and for the development of new production archi-

tectures that are both: (1) distinct from existing approaches, i.e. explore a so far

untouched region of the design-space and (2) exhibit basic features to reduce myopic

behaviour, making their industrial adoption more likely.

The paper is meant to provide an initial proof of concept, based on the “textbook”

definitions of the architectures reviewed. The academic discussion on these concepts,

let alone their implementations in practice, are more diverse and the differences more

fluid then described here. The classification can be further developed into details and

more distinctions can be identified, when specific systems are discussed.

The second obvious limitation is the abstract nature of most of the dimensions

of the model, making it impossible to assign absolute values and positions. The dis-

cussion in Sect. 3 tried instead to reason for the relative position of each discussed

architecture across the dimensions of the classification model.
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Part VI
Service-Oriented Management and Control

of Manufacturing Systems



Dynamic Service Reconfiguration
with Multi-agent Systems

Nelson Rodrigues, Paulo Leitão and Eugénio Oliveira

Abstract Most modern manufacturing systems rely on constantly seeking new
solutions to better fulfil their manufacturing objectives. As reported in today’s
manufacturing literature, dynamic service reconfiguration is one solution that permits
to endorse continuous service reconfiguration, flexibility and evolvable systems. In
spite of the current research efforts, real reconfiguration solutions are still lacking
automated tools that support dynamic and runtime reconfigurations by discovering
new adaptation needs and opportunities and, thus, explore possible actions leading to
new system configurations. To overcome these issues, it is essential to provide
solutions that answer to the “when” and “what” to reconfigure questions. Most of the
service changes triggers rely on reactive events, where decisions come from a cen-
tralized decision-maker and are performed manually. Based on these facts a
service-oriented multi-agent systems architecture is described aiming at actively
promoting service reconfiguration (e.g., improvement of the service’s properties
and/or update the services’ catalogue) to cope with the unexpected and unpredictable
condition changes. This paper describes the processes that decide which service
reconfiguration should be applied to each circumstance. The developed prototype for
a flexible manufacturing system case study allowed verifying the feasibility of the
proposed dynamic service reconfiguration solution in different scenarios.

N. Rodrigues (✉) ⋅ P. Leitão ⋅ E. Oliveira
LIACC—Artificial Intelligence and Computer Science Laboratory,
Rua Dr. Roberto Frias, 4200-465 Porto, Portugal
e-mail: nrodrigues@ipb.pt

P. Leitão
e-mail: pleitao@ipb.pt

E. Oliveira
e-mail: eco@fe.up.pt

N. Rodrigues ⋅ P. Leitão
Polytechnic Institute of Bragança, Campus Sta Apolónia, 5300-253 Bragança,
Portugal

N. Rodrigues ⋅ E. Oliveira
Faculty of Engineering—University of Porto, Rua Dr. Roberto Frias,
4200-465 Porto, Portugal

© Springer International Publishing AG 2017
T. Borangiu et al. (eds.), Service Orientation in Holonic and Multi-Agent
Manufacturing, Studies in Computational Intelligence 694,
DOI 10.1007/978-3-319-51100-9_27

307



Keywords Service reconfiguration ⋅ MAS ⋅ Flexible manufacturing system

1 Introduction

The growing of global markets and interest of customer satisfaction challenge
manufacturing companies to deliver high-quality customized products while facing
the growing requirements from the customers. To face this problem, several gov-
ernmental initiatives are promoting the research and development towards the
factories of the future, e.g., Industrie 4.0 [1] promoted by the German government
that is recognized as the 4th industrial revolution. In these visions, digitization of
manufacturing and particularly the Internet of Things and Services are recognized
as crucial to support the deployment of more flexible, robust, responsive and
reconfigurable systems.

Several reconfigurable paradigms were proposed during the last decades,
introducing flexible and agile characteristics to react promptly to unexpected
events, system failures, quality deviations, etc., avoiding the loss of financial rev-
enue and trust from the customer viewpoint [2]. As an example, reconfigurable
manufacturing system (RMS) [3] is a well know paradigm that provides the ability
to repeatedly change and reorganize the components of a system in a cost-effective
way. Consequently, the reconfiguration of a system is embraced when it brings
benefits to the manufacturing control context.

More particularly in service-oriented manufacturing approaches the functional-
ities of manufacturing components are offered and consumed as services [2]. For
example, ANEMONA-S+Thomas proposes a framework to implementing a
service-oriented intelligent manufacturing system [3]. The current works of
service-oriented manufacturing systems constitute the fundamental functionalities
to cope the service reconfiguration problem. The adaptation of the system beha-
viour and its evolution are based in the service readjustment of the manufacture
elements or settings of a system. Each one of the service reconfiguration is com-
posed of several services; an automated service composition is proposed in [4], with
the objective to maximize the overall quality of the final compositions using agents
that adapt services processes, in a continuous form. A dynamic service reconfig-
uration is proposed by [5] that explores the use of agents to achieve consistent
service reconfiguration solutions focusing fault-tolerant systems.

In addition to the software reconfiguration, hardware reconfiguration plays an
important role. An approach that considers software and hardware reconfiguration
is proposed by [6], employing a knowledge ontology and AI-planning for the
service reconfiguration. In the manufacturing context, some projects already
addressed the service reconfiguration problem, namely SOCRADES [7] that is
oriented to the reconfiguration of smart embedded devices and PRIME [8] that lies
on a plug and produce system architecture capable of reacting to unexpected dis-
turbances to maintain the productivity and quality parameters. The IDEAS project
[9] supports the use of reconfigurable production systems using agent technology to
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perform the on-line reconfiguration without the need of reprogramming efforts, and
more recently, the PERFoRM project [10] is developing a system architecture for
the seamless reconfiguration of machinery and robots as response to operational or
business events.

However, most of the real service reconfiguration solutions are executed man-
ually, reactively and in a centralized perspective. In fact, one drawback is that the
decisive actions for the system reconfiguration are made after the occurrence of
failure and sometimes involves stopping a running system, reconfiguring and then
restarting the system which does not go according to industrial needs, pointing out
to have a pro-active, distributed and online service reconfiguration.

Having this in mind, the paper describes a service reconfiguration approach that
allows the identification of the opportunities for reconfiguration, in a pro-active and
online manner, determines and implements on-the-fly the best strategies for the
service reconfiguration that will lead to better production efficiency. For this pur-
pose, a multi-agent system (MAS) is providing distributed intelligence to run the
service reconfiguration, particularly embedding intelligent mechanisms for the early
detection of reconfiguration opportunities, e.g. anticipating performance or quality
degradation, and also advanced data analytics to support the service reconfiguration
by selecting strategies for improving the service properties (e.g., QoS and execution
time) or updating the catalogue of offered services (e.g., offering a new service that
has more demand).

The remaining of this paper is organized as follows. Section 2 overviews the
multi-agent system architecture for dynamic service reconfiguration, particularly
addressing the “when and how to reconfigure” phases. Section 3 describes the
mechanism for determining the alternative solutions for service reconfiguration and
Sect. 4 presents the evaluation methodology to select the best service reconfigu-
ration solution from the space of solutions previously created. Section 5 presents
some preliminary experimental results aiming at validating the proposed approach.
Finally, Sect. 6 rounds up the paper with the conclusions.

2 Multi-agent System Architecture for Service
Reconfiguration

2.1 Agents to Provide Intelligence Supporting Service
Reconfiguration

The literature suggests Service-Oriented Architecture (SOA) [2] as an excellent
solution to face the many current industry challenges, namely providing interoper-
ability in heterogeneous systems. The development of SOA-based solutions
requires the implementation of several features, namely service-
discovery, service-registration, service-composition and service-reconfiguration.
In particular, service reconfiguration is crucial to facilitate the changes taking place
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in unpredictable environments. As such, this task requires the development of an
adaptive system that can regulate service management in response to events and
changes in the environment, and particularly a continuous monitoring to dynami-
cally support any change that might occur by reacting on-the-fly. Having this in
mind, a MAS is proposed to embed intelligence and adaptive mechanisms in the
distributed and autonomous agents to support the service reconfiguration on-the-fly,
as shown in Fig. 1.

The service-oriented MAS architecture considers a network of intelligent and
autonomous agents, each one exposing its functionality as services. These services
are published in a repository and can be reached via discovery mechanisms. The
question that arises is that, over the time, services can become less competitive (i.e.
not being requested), e.g., due to their low QoS or high price, requiring the exe-
cution of proper actions to improve the services competitiveness. For this purpose, a
continuous monitoring of the service performance is required to identify when a
reconfiguration should be performed, and intelligent mechanisms should be
implemented to determine the best solution for the service reconfiguration. In this
approach, the service reconfiguration procedure is performed in a distributed way,
with individual agents embedding intelligent mechanisms to run the reconfiguration
of their catalogue of services.

2.2 Service Reconfiguration Approach

According to the architectural principles, each individual agent is running an online
mechanism aiming at continuously collecting data, identifying opportunities to
reconfigure, determining how the reconfiguration can be performed and deciding
whether the reconfiguration should be performed, as illustrated in Fig. 2.

In this service reconfiguration approach, the first phase is related to the con-
tinuous collection of up-to-date information on the services’ performance and the
storage of the relevant data into a local database. A service reconfiguration trigger
relies on the determination of when is the best moment to reconfigure, which can
happen in different moments of the production cycle, e.g., in a case of performance
or quality degradation, failure occurrence on the introduction of new products.

Fig. 1 Service-oriented multi-agent system
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For this purpose, the When to Reconfigure (WtR) module is responsible for mon-
itoring and analysing the collected data in order to identify the triggers for the
reconfiguration. In the proposed approach, this model relies on events, periodic and
trend triggering strategies to support the on-the-fly reconfiguration (see [11] for
more details about the WtR module).

After being identified an opportunity to reconfigure, the How to Reconfigure
(HtR) module determines how the service reconfiguration can be implemented. The
process comprises the building of a pool of possible alternatives for the service
reconfiguration, followed by a semantic checking that reduces the dimension of the
alternative solutions. The elaboration of the alternative solutions considers two classes
of service reconfiguration, namely improving the service’s behaviour (as a
weak-reconfiguration class) and changing the service’s catalogue
(strong-reconfiguration class), as shown in Table 1.

The decision module is responsible for evaluating the effectiveness of the service
reconfiguration alternatives, considering different criteria set by the system man-
agers. Only after recognizing the expected profits of such service reconfiguration,
the selected solution is implemented. In this work, special attention is devoted to the
HtR module.

When to Reconfigure
(WtR)

How to Reconfigure 
(HtR)

- Reac on to condi on change
- Discover opurtuni es
- Analyse alterna ves

- Elaborates alterna ves for 
reconfigura on

Decision
- Evaluates alterna ves
- Decides whether to configure 

- Sensor & Control dataData Collec on 

Fig. 2 Service reconfiguration module implemented in each agent

Table 1 Possible types of service reconfiguration

Reconfiguration
types

Description Effort

Improve the
service’s behaviour

Improve the behaviour of the service without replacement,
e.g., calibrating tools and switching components of the
process that executes the service aiming at reducing service
time or improve the service quality

Low

Change the
service’s catalogue

The catalogue of offered services is changed, i.e. new
services are provided by the existing agent or by new agents,
e.g., offering a new drilling service

High
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3 Mechanism to Create Alternative Solutions

The HtR module contains a mechanism to create alternative solutions that works in
two phases. The first phase is responsible for the creation of a pool of alternative
service reconfiguration solutions and the second phase is in charge of testing the
compatibility of the alternative solutions by using the semantic matching.

3.1 Build a Space of Alternative Solutions Phase

In order to produce several reconfiguration alternatives, each individual agent, after
receiving the reconfiguration triggers from the WtR module can recommend the
improvement/replacement of a specific service, as shown in Fig. 3, considering
the pool of available services not installed (i.e. they exist, but are not offered at the
moment).

The algorithm embedded in each agent to calculate the alternative solutions for
the service reconfiguration is represented as follows.

A service with weak performance can be improved if its utilization rate or the
missing bids for its usage are higher than certain threshold values (α1). This can
involve the execution of a set of actions regarding the optimization of the process

Fig. 3 Service reconfiguration alternatives (service replacement and service improvement)
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encapsulated by the service, e.g., calibrating tools, optimizing operational param-
eters or replacing components. Otherwise, the best services from the pool of
available services and not installed are selected to create alternative possibilities to
replace the one with the weak performance.

Additionally, sometimes it is useful to consider services that are not available in
order to discover new opportunities for reconfiguration. The decision to explore
potential solutions is calculated by the nervousness control that adjusts the
threshold values (i.e. α1, α2). Moreover, the learning module is capable of
changing the exploration rate value, allowing controlling the exploration of dif-
ferent solutions. This process can generate an enormous volume of service con-
figuration alternatives, resulting in a time-consuming process. In this way, the agent
can run this process in the background, especially when the trigger for reconfigu-
ration follows the periodic strategy.

3.2 Semantic Matching Phase

Inspired on the service description topology (i.e., manufacturing-service model
[12]) the technical operator describes semantically each service, resource, and
process that exists on the system (e.g., describing in a RDF/XML format).
Therefore, each agent contains the entire device’s information in its catalogue of
services (e.g., gripper’s characteristics).

Moreover, it also contains information about which processes the agent can
produce (e.g., the resource r can make process openGripper using the service
gripper1) under some constraints (e.g., physical limitations and QoS).

Figure 4 illustrates the particular agents, representing industrial robots, which
are implementing the semantic reasoning about the logical configuration, for

Fig. 4 Semantic matching of service reconfiguration solutions
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example, using JENA, to determine the feasibility of the service reconfiguration
solution (i.e. semantic matching between the resource machines and all services
from the pool of services).

The outcome of this process is set of feasible service reconfiguration solutions.

4 Evaluation of Service Reconfiguration Alternatives

The process of selecting the optimal system configurations is not consensual in
literature. One novelty, besides the generation of alternative service reconfiguration
solutions, is the distributed measurement of the reconfiguration alternatives
effectiveness.

4.1 Evaluation of the Service Reconfiguration Phase

In general, an evaluation takes into account several criteria, e.g., processing time
and quality, which can be evaluated individually or combined. The agents conduct
the evaluation of the service reconfiguration solutions based on two metrics:

• Maximizing the service composition quality, which permits to select the service
with the highest quality (see Table 2).

• Minimizing the reconfiguration index which permits to select the service con-
figuration with best improvement values with minimal implementation effort.

The quality metrics denoted in Table 2 were based on the MAS architecture
capable of evaluating, in run-time, several hypotheses of services composition [13].

In a next step, ranking criteria are created based on the selected indicators for the
created configurations. Note that the measurements of these indicators can change
over time according to each system manager’s requirements.

In contrast, it is essential to understand the reconfiguration effort, i.e., to cal-
culate for each potential solution the reconfiguration cost. However, these

Table 2 Representation of the agent and service variables—from the machine viewpoint

Name and equation Description

QoS availability
f ðϕÞ= ∑ λ

∑ λ+ ∑ψ * 100
The ratio of the service uptime of time period, where λ stands for
service uptime and ψ for the service downtime

QoS response time
f ðθÞ= δ− ρ

Performance of a service. Given by the difference between
conclusion time δ, and ρ the request time

QoS throughput
f ðηÞ= ∑ γ

∑ t

Provider performance index. Given by the maximum number of
services to process a unit of time where γ stands for the complete
request and t for the unit time
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requirements do not support the dimension of the reconfiguration effort index. In
the literature, the structure matrix analysis investigates the capability to reconfigure
[14]; however the process relies on centralized decisions. This indicates a lack of
research in measuring the reconfigurability effort and its impact on the decentralized
way. Thus, the proposed model inspired from [15] and [13], takes a step forward by
joining the following indicators.

The reconfiguration index (RI) considers the number of reconfigurations. Each
agent contains a vector with the actual configuration of the services (CC) that are
being currently executed. In addition, the agent contains other simulated vectors
that represent the alternative configurations previously built (AR). The idea is to
compare the CC vector and the simulated AR vector to understand the effort that is
required [15].

RI = 1 −
∑si ðmodificationCostðsiÞÞ

# of services
ð1Þ

where

modificationCost ðsiÞ= 1, if ðcc½si�=AR½si�
0, otherwise

�

According to Formula (1), an evaluation process is created by the number of
modifications. For example, if the alternative is equal to the current configuration,
the RI is 0; RI becomes close to 1 as many modifications exist. Besides the RI, the
reconfiguration cost is another important measure, as the Formula (1) considers the
same weight for different modifications. The reconfiguration cost (RC) [16] con-
siders different service modification costs between the services, calculated as
follows:

RC= nr × ∑si ðmodificationCost ðsiÞ+ lbcost ðsiÞÞ ð2Þ

where nr represents the number of modification multiplied by the unitary cost of
modifying the service si, which includes the modificationCost ðsiÞ of a particular
service si and labor cost lbcost ðsiÞ. The reconfiguration effort is evaluated with
this simple metric, which considers the number of modifications required for a
specific service reconfiguration. The positive impact is defined if the expected profit
is higher, which is obtained as shown in Formula (3), where the Expected Benefit
value is being calculated at the planning phase:

Expected Profit = Expected Benefit −RC ð3Þ

At the end the list of solutions is ordered according to an assessment with low
reconfiguration costs, high levels of benefits ensuring high quality.
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4.2 Implementation Phase

After the evaluation process, the Decision module is responsible for deciding if the
best service reconfiguration alternative is implemented or not. Such decision takes
into account several points, namely the expected benefit and quality of such service
reconfiguration. Thus the automatic mechanism considers self-* properties like
self-learning to support the decision-making about alternative service reconfigura-
tion scenarios; in parallel this module provides valuable information in proper
graphical user interfaces.

5 Experimental Results

The proposed approach for service reconfiguration was tested using a flexible
manufacturing system case study comprising a set of 6 workstations (WS), inter-
connected through conveyors, each WS offering a limited set of operations (i.e.
services). Several sub-products are made in this system, namely the parts in the form
of the letters A, B, E, I, L, P and T, which combined can produce the final products
BELT and AIP. More detail about the case study benchmark can be found in [17].

For this purpose, the proposed MAS was implemented using the JADE frame-
work. Several agents were launched to represent several WS and the products
requested to be manufactured in the system. Each one of the WS agents has
embedded the WtR module (to identify opportunities to reconfigure) and the HtR
(to determine the best strategy to reconfigure). In the proposed case study, the
service reconfiguration in WS-3 is considered when the service’s quality is not meet
(trend) and also due to the occurrence execution failures (event). Each WS agent
has a catalogue of 3 installed services and 2 services available but not installed. The
time to replace one service installed by another service available is 60 s, the time to
improve the service performance is 30 s. and the service recovery 120 s.

Table 3 summarizes the results considering the execution of different scenarios,
each one considering different batch sizes.

Table 3 Experimental results

Scenarios Cmax in s (without
reconfiguration)

Cmax in s (with
reconfiguration)

Improvement
(%)

Details

#5 (BELT) 1595 1565 1.8 #1 change,
#0 replace

#10
(BELT)

3234 3147 2.6 #1 change,
#0 replace

#15
(BELT)

5245 5068 3.3 #2 change,
#1 replace

#20
(BELT)

7576 7268 4.0 #1 change,
#2 replace
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The comparative analysis of each scenario is performed using the value of the
makespan, known as Cmax. Once the reconfiguration decision is made according to
the expected profit as is formulated in Formula (3), the value Cmax allows com-
paring different scenarios without performing reconfiguration, illustrating the
number of performed changes and replacements.

The analysis of the experimental results shows the benefits of considering the
proposed approach. In fact, all scenarios reported improvements in the Cmax values
ranging from 1.8−4.0% when considering the automatic service reconfiguration. It
is also worth noting that the bigger is the batch size the better is the achieved
improvement.

6 Conclusions and Further Work

Companies are successfully using centralized techniques for analyzing up-to-date
information collected from the shop floor to identify service failures or performance
deviations. Once the need for service reconfiguration recognized, its implementa-
tion is often carried out in a manual mode, usually held as a recovery approach.
With the objective to increase the opportunities to dynamically evolve and
implement the service reconfiguration on-the-fly, this paper proposes an
agent-based approach for the dynamic, distributed efficient and on-the-fly service
reconfiguration. The proposed decentralized approach pro-actively generates sev-
eral service reconfiguration solutions promoted by different triggering strategies.
The developed modules are embedded in smart agents, that do not only recognize
opportunities to change, but also assist engineers in exploring and deciding about
different alternative configuration possibilities, to cope with disturbances or pre-
dicting production changeover. Another contribution of this work is the evaluation
of the potential service reconfiguration solutions. The preliminary experimental
results validate the feasibility of the mechanism that determines how to reconfigure
services offered by the system leading to more efficient and agile systems.

As future work, there are some open questions that require a deep analysis, e.g.,
what would happen if all agents representing manufacturing resources adapt at the
same time, and what are the necessary rules to control the system nervousness
avoiding falling into a chaotic system.
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Caregivers Routing Problem in Home
Health Care: Literature Review

Eric Marcon, Sondes Chaabane, Yves Sallez and Thérèse Bonte

Abstract In France, Hospital-at-Home Services (HHS) providers that employ their
caregivers have to define the assignment of patients to caregivers and the planning
of the caregivers’ routes. In the literature, different approaches are proposed to deal
with both these problems. Our aim in this paper is to present a literature review of
such researches. The target is to show how operational research approaches and
Multi-agent based methods can be combined and generate a “win-win” relationship
between both approaches to solve HHS resources management in operational level.

Keywords Hospital at home services ⋅ Caregivers’ routing problem ⋅ Assignment
problem ⋅ Multi-agent

1 Introduction

Over the last decade, Home Health Care (HHC) services have significantly
increased [1]. The most developed type of HHC in France is: “Hospital-at-Home
Services” (“hospitalisation à domicile” in French), which shall hereinafter be
referred to as HHS. HHS providers handle patients in their own homes the same
way as in a hospital. Generally, patients have to be handled through the HHS
following a stay in hospital, because they still require acute medical care. HHS is
the interface between the hospital and the home, and is only provided for short,
limited periods.
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This paper focuses on the literature and works on the operational level con-
cerning “human resource and care activity scheduling problem”, more precisely, the
studies concerning: (1) patient-caregiver assignment (denoted “assignment prob-
lem”: allocate each admitted patient to suitable caregiver) and (2) determining the
caregiver’s route (denoted “routing problem”: plan the caregivers’ routes). Two
main research communities are highlighted: Operational Research and Multi-agent
communities. The objective is to analyse existing works and propose new trends to
cope with their identified limitations.

The remainder of the paper is organized as follows: the Sects. 2 and 3 present
respectively the literature. Studied researches are analysed and discussed in Sect. 4.
The conclusion and some perspectives are exposed in the last section.

2 Operational Research Based Approaches

2.1 Assignment and Routing Problems Solved Jointly

Most of the time, the problem is identified as a VRPTW (Vehicle Routing Problem
with Time Windows) if the patient is assigned jointly with the planning of the
caregiver’s route [2, 3]. In these approaches, authors have introduced into their
mathematical models both assignment and routing plan constraints. They optimize
the daily planning of health care services by hypothesizing that the care planning
for the patient is the same every day. Authors suggest a different way to solve this
NP-hard problem based on MILP [2, 3] or with original heuristic [4–6], in order to
cope with computational time limitation. Recently, [7] suggest a heuristic to tackle
the mid-term and short-term planning problem. Some papers suggest the use of
metaheuristics-based approaches. For example, [8] define a Particle Swarm Opti-
mization (PSO)-based algorithm, with a combination of the different techniques; [9]
propose a Group Genetic Algorithm (GGA), an extension of a basic GA adapted to
grouping problems and comparing their approach with existing PSO and GA
algorithms.

2.2 Assignment and Routing Problems Solved Separately

In other studies, both problems (assignment and routing) are separately treated
because authors reach achieving a robust local solution for each. [10] focused on
the assignment problem but they introduced a travel-time estimators into their
model, for taking into account routing plan constraints. [11] define an assignment
policy based on the cost of the home care services. In [12] the authors suggest a
new approach for assignment to face such random events as: new patient’s demand,
nurses’ workloads, etc. For the routing problem, a large part of the literature tackles
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this problem as a “Travelling Salesman Problem with Time Windows (TSPTW)”
approach for designing the caregiver’s route with a MILP [13] and/or heuristic [14,
15] approaches for a static and deterministic problem.

3 Multi-agent Based Approaches

An agent is defined as: an autonomous entity (physical or virtual), able to act within
its environment and communicate with other entities [16]. In recent years,
Multi-Agent Systems (MAS) have gained tremendous popularity in providing
solution to transport planning and scheduling problems in healthcare systems in
general, and in the management of home health care operations, in particular.
Recently, [17] presented advanced methodologies and case studies in healthcare
using MAS and artificial agents. The MAS paradigm attracts our attention because
it allows modelling of distributed approaches where several entities (requesters)
need services from other entities (providers) [18]. In the field of Home Health Care,
for example, requesters would be patients and providers would be caregivers. This
section highlights the related works in assignment and routing problems in the
home health care field. From our review, it was apparent that the routing and
assignment problems were systematically solved jointly.

The project K4Care (Knowledge-Based HomeCare eServices for an Ageing
Europe) is worth of mention [19, 20]. This project aims at improving the assistance
of senior patients that suffer chronic diseases, or disabled persons. A multi-agent
system constitutes the heart of the K4Care platform and deals with the problems as
a negotiation of meetings and tasks assignment for the care providers. The platform
allows access to all the knowledge required by the agents to keep track of their
current and pending activities, and address/request any necessary needs of their
patients.

More recently, [21] consider homecare staff scheduling and task assignment
decisions in a dynamic context, with multi-conflicted objectives. The authors
propose a system framework incorporating intelligent agents for the different
players (manager, supervisor, patient, nurse, resource and scheduler), internet ser-
vices, wireless networks, and mobile devices. The multi-agent platform is located in
the home healthcare centre, and there is no direct interaction between caregivers
and patients.

In [22], IT systems are used to support cooperative work between relatives and
home care workers, to take care of elderly persons. A prototype, called Carecoor,
allows access at home via a tablet PC, and outside via Internet. Home care workers
exchange information on the scheduling of tasks, suggestions for swapping, and
messages used to coordinate the cares. If the paper describes the interaction among
the different players, the problem of tasks scheduling is not really addressed.

To the best of our knowledge, only [23] propose a really “on line” distributed
approach. They develop a support system for home-care scheduling, using a
multi-agent system. Client and caregivers are equipped with PDAs, and can
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communicate with the HHS support system. This support system incorporates a
database, and contains three types of agents (interface agent, scheduler agent and
helper agent). A negotiation mechanism among agents, associated to clients and
caregivers, is used to conduct the care schedule autonomously. The patients and
caregivers use PDAs to confirm the schedules arranged by the agents. However,
care schedules are computed in the home care centre in a centralized manner.

4 Literature Analysis and Discussion

In Table 1, the papers reviewed in both previous parts are classified according to
the problem they address, and according to the type of resolution (either off-line or
on-line).

Most assignment and routing sub-problems are solved jointly, i.e., simultane-
ously. In our opinion, there are different advantages to solve these sub-problems
separately, but in sequential manner. Firstly, the assignment sub-problem must be
solved less frequently than caregivers’ routes, i.e. the assignment problems must be
solved only when patients are admitted/discharged, while caregivers’ routes must
be solved more frequently (each day the patient’s care plan changes). Secondly, the
objective function of the assignment sub-problem balances and improves the
workload for caregivers, whereas the objective function of caregivers’ route is to
find the shortest route. Thirdly, caregiver route problems evolve in dynamic,
real-world context, and the main difficulties are: (1) taking into account dependency
constraints between caregivers; (2) facing random events, e.g., traffic jams, road
accidents; (3) to react quickly to unexpected disturbances; and (4) makong good
decisions in reasonable time.

The assignment and/or routing problems are solved “off-line” in a centralized
manner in most related works. A central authority, represented in this case by the

Table 1 Classification of the different reviewed papers

Off-line approaches On-line
approaches

Assignment and routing problems solved jointly

OR (Bredström and Rönnqvist [2]; Rasmussen et al. [3]; Allaoua et al.
[4]; Mankowska et al. [5]; Coppi et al. [6]; Nickel et al. [7];
Akjiratikarl et al. [8]; Mutingi and Mbohwa [9])

MAS (Sánchez et al. [19]; Isern et al. [20]; Mutingi and Mbohwa [21]) (Itabashi
et al. [23])

Assignment and routing problems solved separately

OR (Yalçındag et al. [10]; Lanzarone and Matta [11, 12]; Kergosien
et al. [13]; Redjem and Marcon [14])

OR Operational Research approaches; MAS Multi-Agent System approaches

322 E. Marcon et al.



HHS manager, is responsible for all decisions, and a route plan is sent daily to each
caregiver, without any “on-line” feedback. Most of the studies consider only one
criterion for optimization, and sometimes the aggregation of two or three different
criteria. Minimizing the cost, time, or distance travelled are the most widely-used
objective. With a few exceptions, most researchers address assignment and/or
routing problems in static and deterministic context.

In this case, the decision is calculated using centralized approaches, and optimal
solutions are found in the majority of the cases. These kinds of approaches are
efficient when the system is not changed frequently, and is not subject to disrup-
tions. To solve caregivers routing problem in dynamic environment, the analysis of
the literature review allows us to highlight some limitations:

• Firstly, the system is subject to uncertainties; even minor changes may have an
impact on the system, on the performances and on the “optimal” solution.
Moreover, it is impossible, a priori, to assess the impact of changes on the
quality of the solution. In fact, HHS operates in dynamic environments.
Dynamics is principally related not only to the uncertainty around on the travel
durations, (for instance, due to traffic jams), but sometimes also to the variability
of care duration. However, literature offers few studies dealing with disruptions
and dynamic environments.

• Secondly, some approaches are very expensive in computational time; for
example, the ones based on Mixed Integer Linear Program models. Although
recent approaches based on heuristics require less computational time than linear
programming ones, dedicated models must be designed to solve each specific
problem. In addition, real world problems involve large systems, i.e., several
hundred patients and caregivers, and more than hundreds of thousands of care
activities daily.

• Thirdly, some works in the MAS field are distributed in terms of software
platforms, but the decision mechanism remains “off-line” and centralized. Other
papers describe interactions among different agents, but no decision
mechanisms.

For that, we suggest to combine approaches based on an OR and approaches
using Multi-agent systems. This idea gets inspiration from the ORCA control
architecture presented in [24, 25], where one of the basic principles is to design a
global optimizer (in our case, the HHS level) that interacts with local reactive
controllers (in our case, the caregivers). Thus, the problem is sequentially solved:
firstly, an off-line centralized process assigns the patients to the caregivers and
defines for each workday the caregivers’ patients list. Secondly, we suggest that
each caregiver dynamically solves his/her own routing problem by applying a local
rule of decision for choosing the order of patients he/she will visit. More precisely,
we propose that the assignment problem is solved using OR tools, and the routing
problem is solve in a dynamic and distributed way by the caregivers based on MAS
system. The idea behind this is: firstly, OR tools face complexity limitations, but
can provide efficient long-term performances. Thus, they can be used to solve the
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assignment problem while ignoring routing issues. Secondly, the routing problem,
being more a dynamic problem subject to numerous disturbances and unpredicted
events, can be easily simulated by a MAS system, in the same spirit as the paper
[23]. Consequently, such a combination may generate a “win-win” relationship
between both approaches.

Figure 1 shows the global framework solving both assignment and routing
problems.

This framework is characterized by an off-line centralized process based on OR
models (MILP, heuristic or metaheuristic). This off-line centralized process makes
two kind of decisions: (1) Assigning patients to caregivers based on several criteria
like the patient’s preferences, the location, etc.; (2) Drawing up the ordered list of
patients each caregiver will visit every workday according to the shortest route for
each caregiver (under the unique constraint of the patient’s and caregiver’s loca-
tions). In that case, all the other constraints are relaxed, i.e., dependency constraints,
patient’s availability, etc., but still considered at the on-line level. As shown in
Fig. 1, these decisions should be taken at least 24 h prior the start of the care
treatment in our context.

Fig. 1 OR and MAS Integrated architecture for solving the assignment and routing problems
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5 Conclusion and Perspectives

A literature review in operational research and multi-agent communities on HHS
operational level management is presented and discussed. To cope with limitation
of studies in each community our proposal is to combine the advantages of the two
kinds of approaches. The idea is to define an integrated architecture using the
operational research and Multi-agent methods.

The future work in short time can be conducted to propose such architecture in
real case study.
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Semantic Model to Perform Pluggability
of Heterogeneous Smart Devices
into Smart City Environment

Andre Dionisio Rocha, Pedro Fernandes, Catiele Lima
and Jose Barata Oliveira

Abstract Nowadays smart cities are becoming more and more a hot topic in the
technological world. Some different approaches emerged and many city depart-
ments approved investigation and implementation of the smart city technology in
their cities. The implementation of these processes is becoming a landmark for the
modern cities. This paper proposes a generic semantic model to easily plug and
manage heterogeneous smart devices and areas of cities, in order to integrate all the
diverse components that constitute a fully integrated and functional smart city
environment. This semantic model can be used in the most diverse city scenarios; to
demonstrate it, a specific scenario is presented in this paper, describing the usage of
the proposed semantic model to detect new components and share information
among the smart components.
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1 Introduction

The studied and commonly suggested smart cities are expected to bring into modern
society a way of optimizing the available resources of the city, such as natural
resources, human resources, street traffic, and many others available in an evolved
city. Many city governments, companies and academic institutions started investing
in this technology. The smart city goal is to adjust the city processes to the pop-
ulation living in it. The city has to interpret the population routines, the available
resources and the external factors as meteorological aspects, population variations,
and many others in order to optimize the city processes [1]. The emerged tech-
nologies based on distributed systems for industrial environments, cloud based
platforms and Internet of Things are pushing the development of the smart city
concept. A semantic model will be presented, based on distributed systems applied
to a smart city. The goal is to create a technological organism capable of acquire
information from the environment and act on the real world, working as a tech-
nological community that helps the living community of a city, improving the life
quality of the population. Some smart city approaches will be described in the
second chapter, as well as some concepts, in order to let the reader know about
some important topics when talking about smart cities. The proposed semantic
model is introduced and described in the third chapter. The fourth chapter will
present an overview of an instantiation of the proposed semantic model, showing an
example of an agent based implementation using the semantic model.

2 Related Work

2.1 Smart Cities

The process of adding intelligence to the city processes is accomplished by solving
day-to-day problems related with the population routines, gathering real time
information about the city resources, and implementing a feedback system between
the city and the people in order to manage efficiently the existing processes and
improve the life quality of the community in this way.

One of the pioneers on the smart city concept was IBM. This giant of technology,
talking about gathering data from a wide variety of sources and using that data to
solve new problems for clients and customers [2], defined the concept of connected
environment or “smarter planet”. Directing this technological concept to the cities,
claiming that cities are being empowered technologically, as the core systems on
which they are based become instrumented and interconnected, enabling new levels
of intelligence [3] brought up a new awareness of the city processes and their
automation. The use of a technological approach to manage the city processes and
resources became a turning point on unifying the city departments.
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Masdar city [4] in Abu Dhabi was one of the pioneer attempts to create a smart
city from scratch. The big goal was to free the city from carbon dioxide emissions,
and create an environment in which one can walk, fresh, and car-free. The trans-
portation system was based on an electric public underground net of self-driving
cars. The main problem was that the city was designed having in mind the resources
management and not the people behaviour. In other words, the city couldn’t adapt
to the population, but the population had to adapt to the city.

The Songdo project in South Korea [5], was more a people directed smart city
project. There was taken in consideration the population feedback in order to
improve the processes. The resource management and energy efficiency was con-
trolled by the needs of the population. A symbiotic relationship between the smart
city and the population inside has been created.

Both these cities above described were built from scratch, entirely new. It took
some time to build them, and many cutting edge technologies that were incorpo-
rated in the early project became obsolete because the technology progression was
too fast for the construction of the city to catch up, although it was an pioneer work
for a lot of developers and researchers. The cities of the future had already arrived.

In a more recent approach to the smart city technology, developers work on
already existing cities trying to improve their processes. Cities like Barcelona,
Boston, Hong Cong, Stockholm [6], are developing smart processes and incorpo-
rating them in the city, getting immediate feedback from the populations which
always reacts to changes on their environment and routines. This is a smart
approach, because it forces the technology to grow around people and adapt to the
community, improving its life style and quality.

Analyzing all of the cases of study above mentioned it becomes possible to
create some general guidelines to build a safe, versatile, smart city capable of
adapting its processes to the population. For that it is necessary to find the basic and
structural city components, study the relationship between them or as it will be
called from now on, the city processes establish a map of basic behaviours for each
city component and city process, and based on these assumptions create a tech-
nological identity for each e one of them. Once created this identities, it is time to
explore the potential associated to them, in order to optimize all the city processes,
make a common line of communication between all the active technological
members of the smart city creating a technological community that will be capable
of evolving with the population itself.

2.2 Concept Awareness

2.2.1 IoT and Cloud Computing

The technology needed to create, host, and program the processes of a smart city is
directly related to the cyber physical systems [7] because it is necessary to collect
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information from the physical environment and process it in order to create the
suitable response to the most different kinds of situations.

The marriage of IoT with Cloud computing is a powerful cyber-physical system
[8]. The IoT is the designation used for the connection of several devices capable of
reading and/or acting in the environment where they are inserted, being all con-
nected in a common network that allows them to communicate data. This common
network can be the cloud, which brings a lot of advantages. Its structure explained
in [9] allows virtually unlimited space and processing power. The cloud computing
technic came to solve what was a big limitation in the IoT technology.

2.2.2 Pluggability

In industrial multi-agent platforms such as PRIME [10], there is a concern about
agility and flexibility of the industrial process. It means that for a constantly and
rapidly changing market it is necessary to implement fast changes in the production
lines. The main goal is to create the ability of adding and removing components to
the production line in order to fulfil the market needs.

Transposing this concept to the smart city, the goal is to come up with a standard
model for a smart city where the components can be added, removed or created as
needed; thus it is possible to adapt the model to a variety of different smart city
objectives and ideas. The semantic model for this concept will be introduced in the
next chapter.

3 The Proposed Semantic Model

The proposed semantic model is composed by a set of classes and subclasses with a
set of data properties and connections between them or object properties. All the
classes and subclasses which constitute the semantic model are firstly presented in
Fig. 1.

Fig. 1 Core concepts of the semantic language
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3.1 Classes Description

This is the semantic model and each class has a specific purpose. The dynamics of
the model is represented by the relations between them. The class descriptions are:

• Parameters: This class is composed by an ID (string), data type (string) and a
value (string), which is used to define the input parameters of the skills that will
be created.

• Skill: The skill class has the input parameters composing the skills that represent
the behaviours and communications between the entities, as well as the ID that
defines the skills.

• Identity: This class has the necessary parameters to properly identify and
characterize a type of entity in terms of physical location and technological
identity. This class has two subclasses, the single entity class and the group
entity class.

• SingleEntity: This class represents an entity of any kind, specifically a singular
entity. It is an entity capable of any kind of interaction with the environment; it
can be a basic component of the smart city or device, such as an air conditioner
or a smart TV. The single entity has a set of skills, and can communicate with
another single entity or with group entities.

• GroupEntity: this class represents a set of single entities that can be organized
or classified in a group to work together, to organize the entities with similar
behaviour, to act in the same physical environment or any other organizational
criteria. A group of entities can be a housing block—the devices inside a house,
a group of micro-grids, or a combination of any other smart city components.
A group entity can communicate with other group entity or with a single entity.

• Event: when a certain entity executes a certain skill or a combination of dif-
ferent skills, this class launches the event; the identity of the entity that emitted
the event is stored in this class in order to allow the communication. It must be
specified which skill or skills are being called and their parameters.

Since all the proposed and designed classes and subclasses are described, it is
now crucial to specify how all these classes relate with each other in order to
understand which information can and/or must influence other information stored in
a different type of individual. In Fig. 2 one can see besides classes the object
properties. Basically the object properties identify dependencies and/or usage of
data from individuals of different classes. For instance, hasParameter indicates that
each individual Skill has a list of parameters described according to the Parameters
class.

Table 1 contains all the modelled properties for the semantic model.
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4 Agent Based Instantiation

The proposed semantic model is to be used in the project phase, being the main tool
to develop the smart city architecture, instantiating the basic processes, regardless
of the programming platform or technic that will be used for the implementation. To
exemplify the applicability of the proposed semantic model is used a multi-agent
programming approach.

Figure 3 shows an example of the instantiation containing two local grids and
three smart housing blocks each one abstracted as a Grouped Agent. On the other
hand, the five micro grids and five houses are abstracted as Single Agents.

4.1 Agents Description According to the Semantic Model

The following description is based on the semantic model, translating the given
hypothesis, proposed in 4. The description is simplified in order to better

Fig. 2 Core concepts and relationships of the semantic language

Table 1 Properties that define the relationships between the classes

Properties Description

hasParameter Allows the connection between any class and the parameter class
hasSkill Instantiates the relation between an entity, single or group, and a Skill
offersSkill It relates an entity to the skills it has to offer to other entity
requestsSkill It instantiates the skills a certain entity can request form other entity
hasEntityIdentity Creates an instance of the entity’s identity that called the event
Emits Allows the entity class (SingleEntity or GroupEntity) to call for an event,

that is a skill itself
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understand the basic concept of creating the technological identity and prepare the
agents for a simple communication task, through the events, using the existing
skills.

4.2 Agents Relations and Communication

The first three micro-grids (micro-grid 1 to 3) are grouped into the first local grid
(local grid 1), which means that each individual micro-grid can communicate with
the local grid. In this case the micro-grids can’t communicate directly with each
other; the only way for them to communicate is through the local grid group agent.
The same happens in local grid 2 which contains the micro-grids 4 and 5 (Fig. 4).

The local grid 1 can communicate with the local grid 2, which means that if the
local grid 1 by any reason wants to know some information about the micro-grid 4

Smart housing Block  1

Local Grid 2Local Grid 1

Smart housing Block  3Smart housing Block  2

Smart House 1 Smart House 2 Smart House 5Smart House 3 Smart House 4

Micro-grid 1  Micro-grid 2  Micro-grid 3 Micro-grid 4     Micro-grid 5

Fig. 3 Example of the proposed smart city environment and communication lines

Smart House Smart Housing Block
Type: Single Entity Type: Group Entity
Identity: Smart House Identity: Smart Housing Block
Skills: “askForGridConnection” Skills: “ForwardTheHouseRequest”

“ForwardTheGridResponse”

Micro-grid Local Grid
Type: Single Entity Type: Group Entity
Identity: Micro-grid Identity: Local Grid
Skills: “ReturnAvailability” Skills: “AskForMicroGAvailability”

“ReturnConnectionStatus”

Fig. 4 Agent description
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it can ask about it to the local grid 2, that in turn will ask to the micro-grid 4, and the
information will make the inverse path reaching the local grid 1.

In the smart housing block the idea is identical. The smart house 1 and 2 are
single agents part of the smart housing block (group agent); the smart houses cannot
communicate with each other directly, only through the smart housing block agent.

The blue connection in Fig. 3 represents the connection between the group
agents. The other colours are associated to the connections between the
smart-houses and the micro-grids. The connections exist when the arrow has the
same colour in both the micro-grid and the smart house (this represents a direct
connection), which means direct communication. On smart house can be connected
to multiple micro-grids and vice versa. The micro-grid 1 is connected to the smart
house 1 and smart house 4. The smart house 4 is connected to both micro-grid 1 and
micro-grid 4.

The communication process is done through events that represent the agents’
calls for a certain skill or set of skills. The communication between the entities can
comply with hierarchical rules based on location, clearance level or any other
criteria.

As a practical example of agents communicating though their skills, let us
consider that agent smart house 1 has the skill “ask for grid connection”. Once
smart house 1 needs to connect some device to the grid, this agent will check the
established hierarchical rules, and send the request to the smart housing block. This
agent will find out which local grid it can interact with and “forward the grid
request” to the local grid that is more suitable. Once the local grid receives this
request, the agent will ask the micro-grids, through the skill “ask for micro-grid
availability”, which ones are available. All the micro-grids will reply “I’m avail-
able” or “I’m not available”. The local grid analyses the answers and forwards the
one that is more suitable to the smart housing block which in turn will forward it to
the smart house. This is a basic example of the communication between the agents
using their innate skills.

5 Conclusions

The use of a pluggable solution such as the multi-agent system in a smart city can
be a really agile and flexible option to the implicit needs of a fast response to
scenario changes. The proposed semantic model can be a strong solution for the
complex and always changing processes such as pluggability and constantly
sharing of data. The Semantic model can be used in diverse approaches to any
desired architecture of a modern smart city, allowing re-creating the city processes
in a technological environment in order to control and optimize them. The built-in
relations between this classes described in the semantics allow the developer to
describe the process as he wants, in order to reach the desired outcome out of a
specific process. This is a basic structure in a smart city technological approach.
This semantic model is to be used for creating the technological concepts of the
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basic actors of a modern smart city, on the top of which the functionalities and
relations between them can be programmed in order to achieve the desired outcome,
optimizing the smart city processes. This approach allows the scalability of the
modular city. Once the technological identity is created, it is virtually possible to
scale infinitely, the only requirement being the existence of the infrastructures. This
semantic model can be used to instantiate any city process.
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Active Monitoring of a Product: A Way
to Solve the “Lack of Information” Issue
in the Use Phase

Vivien Basselot, Thierry Berger and Yves Sallez

Abstract The small firms can be satisfied with their quick reaction to customer
requests and their creativity but they meet big issues internally about the products
sold. These issues put ahead a lack of information when the product is out of the
SME. After an analysis of the origin of the problem, the paper proposes to use the
active product concept as a key element to solve the problem. A preliminary model
helping to support this concept is proposed, and a use case exemplifies how an
active product can have an important impact to resolve the problem of “lack of
information” in the use phase.

Keywords Active product ⋅ PLM ⋅ Closed-loop PLM ⋅ Intelligent system

1 Introduction

“Technological progress is not translated into economic benefits and jobs by gov-
ernments, countries, or sectors, but by innovative firms” [1]. This is why SMEs play
an important role in innovation. Today SMEs policies are reconsidering their focus
on new technology. But they are confronted with one main issue: after their
creations/products have been sold, they lose their view on it and lose a lot of
information (e.g. how the product is used). In this paper we are going to try to
highlight where they lose their control on the product and how it is possible to
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recover information from their products. This paper proposes early research on how
an active product can respond to some issues encountered by SMEs. The Sect. 2 is
dedicated to a presentation of a major issue: the lack of information from the product
and how we can approach the problem to solve it. Focusing on the use phase, a
functional modelling of an “active” product is proposed in Sect. 3. This model is
applied in Sect. 4 for the “active” monitoring of refuelling pumps in a shop-floor.
The last section gives conclusions and perspectives.

2 A Need of Information

2.1 Traditional PLM

The small firms can be satisfied with their quick reaction to customer requests and
their creativity but they meet big issues internally about the products sold (and so
outside the SME). For a better understanding of the involved problematic, the
traditional Product Lifecycle Management (PLM) is briefly presented. According to
Stark [2], Terzi et al. [3], three main phases are typically encountered in a PLM:

• Beginning of life (BOL), including design and manufacturing systems, and
commercial service,

• Middle of life (MOL), including logistics (i.e. distribution), use (i.e. exploita-
tion), and maintenance,

• End of life (EOL), including reverse logistics (i.e. collecting damaged product),
remanufacturing (e.g. disassembly and other treatments) and recycling.

In a traditional PLM approach it is known to encounter several issues [4]. Some
examples can be cited:

• In the BOL phase there is a lack of communication between the commercial,
design and manufacturing services. All the information concerning the product
is managed via CAD/CAM systems or product data management systems.
However all the SME services do not use these information flows which cause
an issue during the design phase.

• In the MOL phase, the multiplicity and diversity of customers makes difficult
the collecting of information on the products. Moreover, the products are out-
side the SME. The SME can only expect to handle some information when
customers ask for the support system (e.g. maintenance) when the product is
damaged. This limited visibility on each product can imply a loss of effec-
tiveness of all services/systems of the SME by a lack of information feedback
from products.

• In the EOL phase, the limited visibility on the previous use phase introduces
difficulties to determine efficiently the parts of the product to recycle.
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Figure 1 shows during the BOL, MOL and the EOL phases the interactions
between the users/customers (in purple) and the SME. In this figure, different SME
services are depicted in orange, the product state in green, and, in red coloured,
different product information recovered by actors in the SME.

The lack of information during the MOL phase causes breaks in the information
feedback flow and prevents the expansion of SMEs. The SMEs cannot react quickly
if they do not have information and cannot find effective solution if a problem
appears during the “lack of information” period. During all the phases of the PLM,
notably the MOL phase, the product is considered as passive and undergoes the
different operations. To counterbalance this lack of information, a possible solution
consists in transforming the “passive product” as “active product”. As a first step
towards this direction some researchers proposed a new PLM approach presented in
the following section.

2.2 Closed-Loop PLM

The closed-loop PLM focuses on the complete product life-cycle and was intro-
duced in the PROduct life Management and Information tracking using Smart
Embedded systems (PROMISE) project [5]. This concept initially relies on inter-
actions among three entities: a PLM agent, a PLM system and a Product Embedded
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Information Device (PEID). The PLM agent gathers product lifecycle data from the
PEID using a mobile reader device. It sends the information gathered at each site
(e.g., manufacturing sites, distribution sites) to a PLM system [6]. As explained by
Jun et al. [4], unlike traditional PLM, closed-loop PLM focuses on the complete
product lifecycle, with an emphasis on tracking and managing the information from
the whole product lifecycle and potentially returning information to each phase in
the process. These returns of information, or feedback, can be performed via several
forward and backward closed-loops linking the BOL, MOL and EOL [7].

With the increase of embedded technology (e.g., Wireless communication,
RFID, smart processors…), the concepts of ambient intelligence [8], pervasive
Computing [9], Auto Identification [10], machine-to-machine intelligence [11],
Intelligent Product [12], active product [13] and Cyber Physical Systems [14] were
introduced. An analysis and a typology of most of these concepts, which are out the
scope of this paper, can be found in [15]. In the present paper the concept of active
product [13] is used. On the contrary to a passive product, an active product (with
the help of a technological module, called “augmentation module”, associated to the
passive product) can hold information, make decisions, trigger information and, if
needed, interact with its own users. So the active product can give information
during all the phases, notably the use phase where an important lack of information
was identified (cf. Fig. 1). An analogy with studies about Cyber-Physical Systems
can be done to put ahead the interests of the active product. For example, based on
the study of Herterich [14] three major interests and impacts can be highlighted:

• Data flow for services: Data collected by an active product can be used to create
and optimize the data flow in each service activities.

• Data analysis, product optimization: The data collected from the active product
allow SME to analyse the used-product (e.g. if it is well-used), create a new
product with eventually less problem and better performances (e.g. better cost,
energy, ergonomics…).

• Remote maintenance and diagnostic: Continuous data collection might be used
to trigger maintenance service. This service can repair or make a diagnostic with
remote maintenance.

In Fig. 2, an active product during all its lifecycle is considered.
During the BOL the product follows the same way that a traditional PLM.
In the MOL phase, the “active” product can hold information and trigger its

SME services/systems (predictive and remote diagnostics) like for example:

• The “distribution phase” to give a report on how it has been moved, stored.
• The “repair phase”; the customer service can get back all the information present

on the product to repair it. This information can equally serve to take decisions
to improve the maintenance support system.

As depicted on Fig. 2, the introduction of “active” products increases quanti-
tatively and qualitatively the information flow between the different phases of the
life cycle.
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The next section details the interest of the active product concept to solve the
“lack of information” issue in the MOL phase, more particularly in the use phase,
and proposes a model.

3 Focus on the MOL Phase and Proposed Model

3.1 Active Product in MOL Phase

An active product [15] is a product in which triggering is the minimal activity. In
other words, in an event-oriented approach, the product is able to identify its state,
compare its state with the desired one and, when certain conditions are met, store,
send information to a support centre for example. From an external point of view,
the requirements for an active product during its use phase (targeted by this paper)
concern, for example:

• Monitoring, the product checks and self-diagnosis its state for a better
availability,

• Localization, the product can be geo-localized to avoid to lose it,
• Integrity, the product checks the conditions of use (e.g., shock, temperature),
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• Traceability, permitting to verify the history of the product (e.g., location,
“health variables”, dates of the maintenance operations).

3.2 Proposed Model

The model proposed in [15] is revisited and enhanced to introduce a more clear
distinction between customers and provider of a product. As introduced in [15], the
product, denoted target system ∑ T , provides services associated to the primary
functions to users/customers. In addition to these primary functions, certain sec-
ondary functions are also needed during the MOL phase. These secondary functions
allow ∑ T to be effectively maintained. During the use phase, ∑ T is operational
and executes all the primary functions and some secondary functions, called
internal secondary functions. For example, a printer’s primary function is to print,
but it can also warn the user of a lack of paper, which is an internal secondary
function. The other secondary functions, called external secondary functions, are
supported by two systems. As depicted in Fig. 3, the model represents certain
external secondary functions taken in charge automatically (i.e., without human
intervention) by a specific support system called the augmentation system, denoted
∑ SA . The most basic ∑ SA must be able to trigger certain useful functions (im-
plemented with tasks) that are needed by ∑ T . A set of external secondary functions
is supported by ∑ SA , and the remaining external secondary functions are supported
by the external support system, denoted ∑ S

A . In this enhanced model, two
sub-systems can be considered in ∑ S

A relatively to the customer or the provider of
the product.∑ T , ∑ SA and ∑ S

A are connected by links (permanent or temporary),
which can be informational and/or physical.

The following example illustrates the modelling of a system’s monitoring and
remote maintenance application (see Table 1) and distinguishes five functions. The
primary function f1 deals with the task to perform and depends on the system being

∑T

Augmented Target System

Link Link

Target
System

Augmentation
System

∑ AS ∑ AS

External Support
System

Primary functions &
Secondary internal functions

Secondary external functions

∑ AS

Customer

∑ AS

ProviderCustomer site 

Fig. 3 Functional description with customer and provider support systems
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studied. Two secondary functions are responsible for system monitoring and
diagnosis (f2 and f3). The maintenance is managed at two levels:

• The secondary function f4 is managed by the customer maintenance service and
concerns the first level maintenance operations (f4).

• The f5 secondary function is performed by the provider that manufactures the
system and concerns more advanced remote maintenance operations.

Figure 4 illustrates the distribution of these functions and exhibits the different
actors. In this example, a “local” augmentation system on each piece of equipment
supports the functions f2 and f3.

This generic “active” monitoring approach is next detailed in a use case.

Table 1 Description of the functions

Functions Description Type Augmentation

f1 Perform principal task Primary No
f2 Record any failure or operation

in the history file
Secondary external Yes (embedded)

f3 Perform an advanced diagnosis
of any failures

Secondary external Yes (embedded)

f4 Manage maintenance operations
of first level

Secondary external No

f5 Manage remote maintenance
operations

Secondary external No

Augmentation
System

Augmentation
System

f4

Customer 
Maintenance

Support system

On-line interven on
on the target system

(First level 
maintenance)

Trigger (Advanced diagnosis)

Dialogue

f2 f2f3 f3

Target System

f1

Target System

f1

f5

Provider 
Maintenance

Support system

Alarms

Customer site 

Provider site 

∑T

∑ AS

∑ AS

∑ AS

∑T

∑ AS

Fig. 4 Example of mapping of the functions
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4 Use Case

In this section, the focus is held on the use phase via the active monitoring of
spatially distributed refuelling pumps in a shop-floor. These refuelling pumps are
classically used in the automotive industry to supply fluids (e.g. fuel, oil, coolant) to
the vehicles. The car manufacturer can use alternatively or simultaneously a set of
pumps in different places of its installation.

The SME that manufactures and provides the pumps is equally responsible to
maintain the provided pumps in collaboration with the end user/customer. This last
one performs the maintenance operations of first level and the SME intervenes for
more complex maintenance operations.

As in the generic example described in Table 1, five functions are considered:
for this use case, the primary function f1 deals with the transfer of the different
fluids. The four secondary functions are responsible for pump monitoring (f2 and
f3) and for maintenance operation management (f4 and f5). More precisely, two of
the secondary functions (f2 and f3) are supported by the augmentation system
(Fig. 5) (The implementation is out of the scope of this paper. However to give
some elements, the IoT and embedded systems provide the major “technological
bricks”). The details of the four secondary functions are:

Function f2 (Traceability), which is embedded, keeps a history of the events
(e.g. failures, usage conditions, dates of the maintenance operations).Two sets of
recorded data are considered:

• The first is considered as “private” for the user and regroups different opera-
tional data (e.g. type of the refuelled car, type of fluids, users IDs, serial
number).

Sensors / Computing units

« Passive » pump #1

SME-provider 
Maintenance 

support 
system

Communication

« Active » pump #1

F2 function
(Traceability)

History

F3 function
(Diagnosis)

Diagnosis and 
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Fig. 5 Illustration showing the f2 and f3 functions
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• The second set is considered as “public” and can be exploited by the provider
accordingly with a customer-provider agreement. This data set contains “health
variables” and information on the usage conditions (e.g. external temperature,
shocks detection).

The first data set of this history is exploited by the user/customer maintenance
centre in order to optimize the maintenance process and reduce the associated costs.

As outlined in the Sect. 3.1, the second data set constitutes a crucial information
flow for the provider. It allows this last one to monitor the usage of its product and
can be used to solve, for example, conflicts between the provider and the
user/customer. In addition, it constitutes an important source of information for the
others phases of the life cycle as highlighted in Fig. 2.

Function f3 (Diagnosis) relies on non-intrusive monitoring of the refuelling
pump and can exploit several information sources (numbered in Fig. 5):

(1) The pump controller’s input/output signals and states,
(2) Pump sensor measurements (e.g., vibration sensor),
(3) The data describing the pump’s context or environment obtained via external

sensors (e.g., external temperature),
(4) The information exchanged with the other “sister” augmentation systems.

Function f4 (Maintenance by the user) and Function f5 (Remote mainte-
nance by the SME) exploits the outcomes of the two previous functions helping
the user to insure classical maintenance operations. If user needs help, the SME can
take over the maintenance; with the advanced diagnosis from f2 and f3 the SME
support maintenance system can do remotely some maintenance operation (e.g.
set-up, configuration, diagnosis, performance monitoring, analysis…) as described
in [16] or [17].

5 Conclusion and Perspectives

The small firms can meet main issues due to the lack of information when the
product is out of the SME. After an analysis of the origin of the problem, the paper
proposes the active product concept as a key element to solve this problem.
A model helping to support this concept is proposed, and introduces a distinction
between customers and provider of a product.

With this model as support, a generic “active” monitoring approach (in the use
phase of a product) is applied to a set of spatially-distributed refuelling pumps in a
shop-floor. This use case has shown that the model can help to make a distinction
between functions and permit to represent their mapping embedded on an aug-
mentation system or remotely in a support system. With this model SMEs will keep
an “eye” on their product and can remain innovative and productive to comfort or
increase their market.
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The short term perspective of this preliminary work is to define criteria to help to
decide which functions have to be embedded close (i.e. on an augmentation
module) to the passive product or have to be supported by external remote systems
(i.e. support systems).

The mid-term perspective of this work is to develop tools and a methodology
based on the “active product” concept to reduce the problem of “lack of infor-
mation” identified during the use phase of a (passive) product.
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A Description and Analysis Method
for Reconfigurable Production Systems
Based on Finite State Automaton

Filippo Boschi, Giacomo Tavola and Marco Taisch

Abstract New production systems are highly reconfigurable and interact with
dynamic industrial environments. Their modelling, simulation and analysis of the
operations and evaluation of performances are now much more complex than in the
past when system had a static and predefined behaviour. This paper proposes a
method to describe and analyse complex production systems, based on utilization of
FSA (Finite State Automaton). This approach is enabling better understanding and
sharing with stakeholders of how a system works, but it is also a good basis for
computer based simulation and control. The interaction with external environments
is structured in terms of External Events (inputs) and Trigger Outputs. The analysis
of the system state evolution in the time domain provides the possibility to calculate
KPIs (Key Performance Indicators) in specific conditions or their evolution. In this
paper a simplified language syntax describing the automaton including output
generation and triggering of external functions of the production environment is
proposed. The approach is implemented and demonstrated in a particular industrial
domain: industrial machinery fabrication sector.
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1 The Evolution of Production Systems Towards CPS
Controlled Environments

An aggressive market competition on a global scale and the increasing frequency of
new product introduction and update are forcing companies to continuously
upgrade their production capabilities and capacities, leading to a rapid changes of
traditional manufacturing paradigm [1].

As a consequence, manufacturing companies, being challenged by volatile
markets and uncertain sales forecasts, are challenged in aligning their production
systems [1]. For these reasons, the reconfigurability and the changeability (the
ability to get early and foresighted adjustments of the factory’s structures and
processes on all levels to market change) are seen as key aspects that the current
industrial production systems have to provide for a strong competitiveness [2].

In order to face these problems, Cyber Physical Systems (CPS) could be the key
enabling technology. Thanks to their ability to connect the physical part of each
component involved in the production system with its virtual concept, CPS are able
to create a unique environment among the data coming from the shop floor and the
information concerning the overall aspects of the value chain (i.e. dynamic market
demand, products’ and equipment’s life cycle data). The interaction between the
environment and the reactive actions taken through CPS, which translates physical
input events into logical ones and logical output events into physical output events,
can be mapped using a descriptive automaton-based method [3]. This method
provides a description of interactions between physical and cyber parts of CPS,
combining finite state-transition which happens in the physical part with a finite set
of real-valued variables that evolve in the cyber part as time progresses while the
system occupies a state [4].

Thus, this paper proposes a model based on Finite State Automaton (FSA) able
to describe the overall state, the sequence of events and evolution of production
processes as discrete variables that will be executed in the cyber environment in
order to manage in real time the right information, to take the correct decisions and,
therefore, to guarantee the correct degree of flexibility and reconfigurability. The
proposed approach is mainly oriented to discrete manufacturing production
environments.

2 How a FSA Can Describe a Reconfigurable Production
System

2.1 Automaton Types and Formalization

A generalized sequential logic system that can be described by a number of outputs
(n, o) which depend on the present and the past values of the input (n, i) can be
formalized as a finite state machine (FSMs) [5]. It is a mathematical abstraction
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where all states represent all possible situations in which the state machine may ever
be. As the number of distinguishable situations for a given state machine is finite,
the number of states is finite too. Hence, it is a behaviour model composed of finite
number of states, transitions between those states and actions [6].

Such process that provides as a result the set of outputs of the machine starting
from a sequence of values as input can be specified as a state machine (SM) by
defining a 5-tuple (Σ, Q, q0, F, δ), as described in literature [7], where Σ is the set of
symbols representing input to SM, Q = {S1, S2, Sn} is the set of states of SM, q0
∈ Q is the initial state which is the state at time 0 of M, F ⊆ Q is the set of final
states of SM and δ is the transition function. It may be the case that multiple inputs
are received at various times, which means the actual transition from the current
state to another state cannot be known until the inputs are received (event driven).

There are two types of FSMs that could be used to describe a specific system.
They are Moore and Mealy machines respectively named after their authors. In the
Moore machine output depends on the current state only. Thus, it adds outputs to
each state which is associated and when the machine transition happens into the
state, the output corresponding to that state is produced. A Mealy Machine is an
FSM whose output depends on the present state as well as the present input and,
therefore, it has outputs that are a function of both state and input, leading to have
less states but, on the other hand, more complexity. Based on this fact, this paper
provides a system description following the Moore Machine model.

These behaviours can be described in graphical and tabular form. The first one,
shown in Fig. 1, is a representation that uses as symbols circles and arrows that
represent, respectively, the current state of the automaton and the transition from
one state to another. Each transition is also described with the incoming input
symbol that determines the passage of state. Within the tabular representation, the
inputs are listed down on the left side, and the states are reported on the top. The
table cell at the intersection of a particular row and column indicates the destination
state of the FSM when the row’s input is received when the machine is in the
column’s state.

Fig. 1 Automaton behaviour representation, adapted from [7]
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2.2 State of a Production Systems

By replicating finite state-machine approach, it is possible to model and simulate a
production system by describing each component (machine, line, shop floor or
application) as an automaton or an interconnected set of automata. Therefore, it is
necessary to identify what states each system can be in, what inputs (or events) can
trigger state transitions, and how the production system will behave for each state
transition. In this model, the system behaviour is as a sequence of transitions that
move the system through its various states [8]. From this, it is needed to identify
several key characteristics of the system that can be modelled with a finite state
machine. First of all, the system has a particular initial state; it should be possible to
describe it by a finite set of states and it must have a finite set of inputs and/or
events that can trigger transitions between states. Then, the behaviour of the system
at a given point in time, considered as discrete, depends upon the current state and
the input or event that occurs at that time. Finally, a system is triggered by external
inputs or event, or it can be triggered or it can trigger another system.

A description of simple behaviour of such responsive system is described in Fig. 2
where 3 automata describing three subsystems interact with each other. The system 1
has one initial state q0, one input set Σ, and the output set F. Both parts are built upon
a set E of interactions with the environment, called events. The input is a conjunction
of events and it describes a condition generated by the environment to which the
system reacts (external environment or another automaton). The events can be
external or internal (to the global production system) depending on where they come
from. During the initial phase, Automaton 1 is in S11 state. Once an external event
occurs, based on instructions associated to such event, it transitions executing
specific actions from S11 to a defined state S12. The Automaton 1 state change is the
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output of the transition function δ, which represents the Actions that have to be
executed by the Automaton 1 and eventually cause its state change. One of the
actions of Automaton 1 is the generation of an event that Automaton 2 receives as an
input, determining its state change. For this reason, Automaton 2 transitions from
state S21 to a state defined as S2n, depending on the specific event that occurs. The
same reasoning can be made for Automaton 3, which will react to event coming from
Automaton 2 by changing its current state. This behaviour that is based on
event-triggered system, ensures the ability to react to asynchronous external events
which are not known in advance, allowing in many cases the adaptation to the actual
demand without a redesign of the complete system [9]. Development and connection
of multiple distinct automata allow the expansion and redefinition of the system
configuration to describe the evolving physical production system.

3 KPI Measurements

The proposed model describes the whole set of state in which an automaton can be
in the time domain. This ability is ensured as the automaton changes its state every
time an event occurs and the model is able to track the temporal sequence of the
occurred events and associated state transition. In this way, the model can provide
information about the state history of the automaton. Hence, it is possible to esti-
mate time-based performance indicators associated to each state. In fact, knowing
that the time is considered discrete, it is possible to describe some machine
parameters as an event the machine is subject to, constant over time intervals and
memory less. Therefore, considering for example the overall time spent in failure
and maintenance state of a specific machine, an estimation of MTTR (Main Time
To Repair) indicator for that machine can be provided. Following the same rea-
soning, the MTBF (Main Time Between Failure) estimation can be obtained.
Finally, knowing that machine availability depends on these values, its estimation
can be evaluated too. In fact, calculating the time spent in not-productive state, it is
possible to describe the real utilization rate of that machine. Therefore, once an
appropriate state set is defined, it is possible to estimate different kinds of KPIs (i.e.
Overall Equipment Effectiveness-OEE), starting from the analysis of an automaton
state evolution in the time domain.

4 FSA Implementation for Industrial Environment
on Computer

Implementation of FSA on a computer based system is a well-defined topic, for
example in string parsing and regular expression matching. Adoption of FSA is also
well known in monitoring and control of real-time systems, where the computer
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operating system is able to generate (asynchronous) inputs as reaction to external
(asynchronous) events collected by I/O devices.

4.1 Architecture and Coding of a FSA

In order to implement a FSA for industrial purposes on a computer, the only
requirement is that the operating system is able to manage asynchronous events;
most of the programming languages can be adopted to code such application. The
Core automaton is implemented by a process in Hibernate state that after a system
and environment setup is on hold waiting to manage external inputs. A specific
automaton can be instantiated many times, that is it can manage multiple instances
of similar physical components (e.g. multiple machines of the same department)
working in the same way, utilizing the same automaton, but evolving autono-
mously. It is required that each instance (each machine) is properly described by a
dedicated set of data (a.k.a. Context). The Context contains all the specific infor-
mation describing the history and the characteristic of the specific instance; it is
usually implemented utilizing a static memory area. When an event is generated,
the operating system is able to associate the event to the specific indicator of the
instance (the physical component) it refers to (this is called Context Pointer). The
description of the automaton is usually carried out in a matrix (as described in
Fig. 1) where for each state in which the automaton can be, the actions to take for
each possible event are described. The actions to take are described by ACTIONS,
which are portions of code implementing the operations to execute. The ACTIONS
are described by a syntax composed by the following keywords:

• ACTION (ID, Action_Name): The keyword launches the execution of the
procedure Action_Name passing the parameter ID (associated to the event
triggering the automaton) as argument to identify the instance of the automaton
and pointing to the associate Context. The ACTION is a portion of code with the
activities required, including the physical output such as printing, displaying or
driving an actuator;

• NEXTSTATUS (ID): This keyword is the last of the instruction to be executed
in order to manage the event and describes the next state in which the automaton
switches;

• OUTPUT (AUTOMATON, ID, event): This keyword generates an event on the
instance ID of the automaton.

4.2 Simulation and Monitoring

The utilization of the FSA is a powerful means for simulating the behaviour of the
physical system, just assigning an arbitrary set of initial states and generating the

354 F. Boschi et al.



desired sequence of events E(t). Moreover, the memorization of the sequence of
automaton states in time allows monitoring the evolution and behaviour of the
system, assuring the capability to assess and quantify KPIs (see Chap. 3). These
abilities, performed by cyber components of CPS (i.e. performing computations,
implementing algorithms) depend on variables that only change at the occurrence of
discrete events, as such variables take values from discrete sets rather than from a
continuum. Due to this unique features, the model of cyber components has typi-
cally discrete valued state variables, that are updated by discrete events just as
described by FSA [10].

5 Industrial Machinery: Case Study

The industrial real case has been implemented in the EU-project PERFoRM [11]
and it concerns the machinery sector. The real production environment is composed
of a production line containing different machines, a common scheduling and a
maintenance system. In order to model the production system, the real production
environment has been simplified considering one block made of only three
resources: one machine (lathe, see Fig. 2), the scheduling and the maintenance
systems.

Thus, it is possible to model the overall production environment by replying this
block every time is needed. These three resources are considered as three different
automata, each of them having a finite number of states in which it can find itself, a
finite number of possible events which can have an impact on these states, some
transition functions and actions it could take. The lathe machine can have 6 different
states (as depicted in Fig. 2) and can change from one to another if some external or
internal event occurs. It is defined that only 2 external events and 1 internal event
can change the state of the lathe machine.

The same automaton can describe multiple physical machines (use multiple
Contexts). The work processed by this machine is defined by the scheduling system
which has 2 possible states as shown in Fig. 3. It can monitor and control how the
lathe machine is performing (S1) or it can schedule the production for the lathe
machine (S2). Only 1 event can let its state change: the arrival of a signal from the
lathe machine. When this event occurs, it reacts by communicating with the
maintenance system, sending it a notification and connecting it to the lathe machine
which sent the signal.

Also the maintenance system can find itself in 2 different states (Fig. 3): monitor,
and control and execution. It changes from the monitoring state to the execution
state when the scheduling system requires its intervention on the lathe machine.
Once the maintenance execution has been completed, it turns back to the scheduling
system sending it a notification. In this way, thanks to this communication, the
scheduling system can provide a new schedule for the lathe machine, which will
start working again (Fig. 4).

A Description and Analysis Method for Reconfigurable … 355

http://dx.doi.org/10.1007/978-3-319-51100-9_3


In order to facilitate the understanding of the method, an example is further
provided. Let’s assume that at t = 0 the lathe machine is working and so it is in Sa,
w state. At a certain time, smart sensors embedded on it send an alert to the
machine, which leaves the Sa,w state and turns to the Sa,h one. At this point, the
lathe machine sends a notification to the scheduling system in order to let it aware
of what is happening in the production flow. The scheduling system, which goes
from Sm&c state to Ssch one, can now decide what kind of actions are needed to
determine the lathe machine to resume working. Scheduling can decide to let the
machine resume working but at a low rate, by sending it an order and moving to the
Sa,sl state, or it can decide to stop the production and send an alert to the main-
tenance system.

In the first case, if the machine has already sent an alert signal to the scheduling
system but this system decided to let the machine continue working, at a certain
time it can happen that the lathe machine can fail, moving itself from Sa,sl state to
Sf state. Both in the second case mentioned above and in this last case, the
scheduling system sends an alert to the maintenance system, which turns its state

Fig. 3 Lathe machine state, events and actions

Fig. 4 Scheduling and maintenance system state, events and actions
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from Sm&c to Se. At the same time, the lathe machine changes its state in Sm. Once
the maintenance is completed, it goes back to the scheduling system, which can
now generate a new schedule for the repaired lathe machine. This narrative
description of the automaton can be also described utilizing matrixes as described in
Fig. 1b.

6 Conclusions

The proposed approach allows the description of the production system, regardless:
its complexity, the number of each components and their actual configuration; the
utilization of multiple automata synchronized between them allows expanding the
domain we are describing both in terms of additional function and multiple
instances of the same components.

Furthermore, it provides a formal modelling to analyse the interaction between
the discrete and continuous parts of a cyber-physical system. In fact, as the func-
tional correctness of a CPS is crucially dependent not only on the dynamics of the
analogue physical environment, but also on the decisions taken by the discrete
control that alters the dynamics of the environment, the FSM provides a finite set of
real-valued variables whose dynamics in each state will be governed by a system of
ordinary differential equations [4].

The flexibility of the approach associated with the embedded ability to manage
asynchronous events makes it very easy to integrate interactions of external systems
(e.g. planning, maintenance, logistics, etc.) with human operators. The definition of
the admissible state and input event defines the boundary of the systems, and its
representation by the state/input matrix allows an easy and understandable analysis
and communication of the way the system behaves; this approach can represent the
input for implementation of simulation systems on other platforms.
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Abstract The PERFoRM project, an innovation action promoted within the scope

of the EU Horizon 2020 program, advocates the use of an Industrie 4.0 compliant

system architecture for the seamless reconfiguration of robots and machinery. The

system architecture re-uses the innovative results from previous successful R&D

projects on distributed control systems domain, such as SOCRADES, IMC-AESOP,
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GRACE and IDEAS. This paper, after describing the main pillars of the PERFoRM

system architecture, focuses on mapping the system architecture into four industrial

use cases aiming to validate the system architecture design before its deployment in

the real environments.

Keywords Cyber-physical systems ⋅ Seamless re-configuration ⋅ Pluggability

1 Introduction

The Industrie 4.0 platform [7] provides a vision to modernize the manufacturing

sector towards the smart factories of the future addressing the current requirements

of product customization, quality and cost, as well as the rapid and flexible reaction

of manufacturing processes to condition changes in terms of product variability and

fluctuation and process disturbances.

Aligned with this vision, several distributed control architectures have been devel-

oped and proposed in the last years, some of them with European funding. From the

literature survey, it is possible to name SOCRADES (Service-oriented cross-layer

infrastructure for distributed smart embedded systems) [5], IMC-AESOP (Archi-

tecturE for Service-Oriented Process—Monitoring and Control) [4], GRACE (Inte-

Gration of pRocess and quAlity Control using multi-agEnt technology) [8], PRIME

(Plug and produce intelligent multi-agent environment based on standard technology)

[12], IDEAS (Instantly Deployable Evolvable Assembly Systems) [11] and ReBORN

(Innovative Reuse of modular knowledge Based devices and technologies for Old,

Renewed and New factories) [6] (a deep analysis of the results of these R&D projects

can be found in [9]), that created the foundations and made the necessary proof-of-

concept of these technologies and methods to face the described requirements.

Also aligned with the described challenges, the PERFoRM project was recently

launched with the objective of the conceptual transformation of existing produc-

tion systems towards plug&produce production systems aiming to achieve a flexi-

ble manufacturing environment based on the rapid and seamless reconfiguration of

machinery and robots as response to operational or business events. PERFoRM will

re-use the innovative results of these previous successful R&D projects and estab-

lishes an industry-oriented system architecture. The results of the PERFoRM project

will be validated into four industrial use cases, which present different reconfigura-

bility requirements and operational scenarios. This paper aims to map the general

PERFoRM architecture to each one of these industrial use cases to validate the sys-

tem architecture design before moving for its deployment in real environments.

The rest of the paper is organized as follows: Sect. 2 overviews the basics of the

PERFoRM system architecture. Sections 3–6 describe the mapping of the generic

system architecture into four industrial use cases, namely a large compressor pro-

ducer, a micro-electrical vehicles producer, a home appliances producer and an

aerospace components producer. Section 7 presents the compliance with Industrie

4.0, and finally, Sect. 8 rounds up the paper with the conclusions and points out the

future work.
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2 Generalized PERFoRM Architecture

PERFoRM introduces an innovative approach to handle the seamless production sys-

tem reconfiguration, combining the plug-and-produce concept and the human role

as a flexibility driver in future production systems. The architecture should be as

open and generic as possible, allowing to cover as many production domains as

possible, and should re-use the best results from the previous successful state-of-

the-art R&D projects in the field, instead of developing a new architecture from

scratch, which increases the possibility of its industrial adoption. From the exist-

ing architectures, PERFoRM derives and sets foundations from the IMC-AESOP

[4] and in SOCRADES [5] projects, particularly the use of the Service Oriented

Architecture (SOA) approach. In the GRACE project [8] is used for the integra-

tion of local and global perspectives and for the integration of quality control in

the production process using a multi-agent system infra-structure and the ARUM

(Adaptive Production Management) [10] with its integrated agent-based planning

and scheduling systems for complex, small-lot products manufacturing, such as air-

crafts and ships, which re interconnected using an Enterprise Service Bus (ESB).

The ReBORN project [6] is also used as ground-base, particularly due to the devel-

oped software tools to retrieve and process maintenance relevant equipment status

information. Additionally, the IDEAS [11] and PRIME [12] projects provided useful

results related to evolvability and plug-and-produce perspectives.

As result, the system architecture is based on a network of hardware devices and

software applications, addressing different levels of the ISA95 standard enterprise

architecture, which exposes their functionalities as services following the SOA prin-

ciples, and are interconnected in a transparent manner by using an industrial mid-

dleware, as illustrated in Fig. 1 [9].

The middleware is acting as a common interface between the diverse hardware

devices (e.g., robotic cells and Programmable Logic Controllers (PLCs)) and soft-

ware applications (e.g., MES and SCADA) presented at the PERFoRM ecosystem,

ensuring a distributed, transparent, secure and reliable data flow between them. This

interconnectivity allows achieving major technological objectives such as modular-

ity, flexibility, pluggability and re-configurability on the shop floor, as well as busi-

ness goals, such as the improvement of system’s performance and efficiency. Addi-

tionally, an important innovation of this integration layer is its distributed and cloud

approach, instead of the centralized ones that can be mostly found nowadays and can

act as a single point of failure as well as a limitation for the system scalability.

An important architectural element to support the interconnectivity of hetero-

geneous hardware devices and software applications, and consequently supporting

the integration of legacy systems, is the use of standard interfaces and technol-

ogy adapters, enhancing the seamless interoperability and pluggability. In particular,

these adapters are responsible to mask the legacy systems by exposing their func-

tionalities according to the PERFoRM standard interfaces.
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Fig. 1 PERFoRM system architecture

The human role, as in any system, is crucial by promoting a sustained deci-

sion making process. PERFoRM architecture has several interaction points with the

human stakeholders, providing a bi-directional communication at different decision

levels. Data analytics, scheduling and data visualization tools will have human ded-

icated graphical user interfaces to allow the insertion and display of relevant infor-

mation. At a lower level, the PERFoRM architecture also allows the interaction with

the human by means of Human Machine Interfaces (HMI) platforms, e.g. using the

machine dedicated interfaces by empowering the human with mobile devices.

The proposed system also integrates advanced tools to enable the system oper-

ationality, namely scheduling, simulation and intelligent decision support, some of

them using Multi-agent systems (MAS) technology. MAS [13] is a suitable approach

to provide flexibility, robustness and responsiveness by decentralizing the control

over distributed, autonomous and cooperative intelligent control nodes. Despite

these important benefits, the real time constraints and the emergent behaviour in

industrial environments can be pointed out as weaknesses. However, the MAS tools

developed in PERFoRM don’t face soft or hard real-time restrictions since these tools

are placed at strategic and/or tactical planning and control levels without real time

restrictions. Additionally, the emergent behaviour should be seen as a potential ben-

efit and not as a problem, since boundaries can be used to ensure stability during the

emergency process. In fact, several commercial planning and scheduling solutions

are already operating in big companies (see for example the MAS solutions devel-

oped by Smart Solutions [1], as well as the Gartner’s Strategic Technology Trends



Instantiating the PERFoRM System Architecture . . . 363

for 2016 report that predicts the use of MAS technology as a base for numerous

mobile applications by 2020 [2]).

The PERFoRM architecture will be fully developed and instantiated into four

industrial use cases, presenting different and specific requirements and covering a

wide spectrum of production domains, namely a highly specialized large compres-

sor production facility, a highly customizable producer of small-size electric vehi-

cles, passing by a producer of home appliances and a producer of components to the

aerospace industry. The mapping of the generic architecture into these use cases is

described in the following sections, aiming to structurally validate the designed sys-

tem architecture and also identify missing links and misunderstandings during the

design phase.

3 Architectural Mapping for a Large Compressor
Producer

3.1 Use Case Description

The first use case is related to a factory producing industrial compressors and gas

separators. It is characterized by highly complex systems of several tens of thou-

sand components which are typically only produced ones on a customer specific

basis. At the same time, single parts can be very heavy and big, requiring special

machining stations. As these stations are typically quite expensive, they cannot be

set up multiple times within a factory. Together with machining times of several days

up to 2 weeks, this produces critical delays and costs in case of machine failures and

breakdowns. Currently, maintenance activities are done only reactively and in sep-

arated IT systems, namely the: a) maintenance scheduling and b) failure reporting.

Thus, maintenance tasks are sometimes recognized too late and cannot be scheduled

accordingly.

The objective of this use case process is to integrate the separate systems sup-

porting the early identification of disturbances in production and the delivering to

all involved stakeholders (e.g. maintenance, operation, scheduling and logistics)

as much information as possible. Basically, three different scenarios can be dis-

tinguished when detecting early the disturbances: i) the machine can still operate

(maybe with limited capabilities) and a future maintenance should be planned, ii)

the machine cannot operate and a repair can be done right away, and iii) the machine

cannot operate and maintenance will need to be carried out as soon as all needed

material and resources are available. In the first two cases, the work does not need to

be rescheduled. This integration, as well as the introduction of a proactive mainte-

nance system, ensures a faster elimination of disturbances, and a reduction of delays

in production and machine downtimes.
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3.2 Architectural Mapping

Considering the particularities of the described use case, the general system architec-

ture is mapped as illustrated in Fig. 2, where the generic blocks have been replaced

by the legacy hardware devices and software applications installed at the plant or

to be developed throughout the project. The maintenance tools and machines are

the source of failure reporting and machine condition monitoring being their infor-

mation stored in the Order Equipment Efficiency (OEE) database for further elab-

oration. Additionally, human operators can open up maintenance tickets, informing

the maintenance staff about disturbances on the shop floor within the maintenance

database.

Since they are legacy systems, proper technological adapters are required to trans-

form their proprietary interfaces in the standard interfaces defined by PERFoRM. In

addition, several new tools are considered to provide advanced features related to

the analysis of the data gathered from the existing systems and now integrated. In

particular, the data analysis tool aims at analyzing the collected data and at identify-

ing in advance possible disturbances, generating warnings for the maintenance task

list. The simulation tool aims at creating several What-If? scenarios which can be

compared by KPI’s, allowing the selection of the best maintenance schedule.

Fig. 2 Architecture mapping for the siemens use case
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4 Architectural Mapping for a Micro-Electrical Vehicles
Producer

4.1 Use Case Description

The second use case considers a factory plant dedicated to produce micro-electrical

vehicles. At the moment, the production line is actually operated completely man-

ually with a welding operator in each island with also multi- skilled competences.

The line is being automatized to support the production’s efficiency and to permit

the necessary flexibility for the production of different type of vehicle configurations

(i.e. the easy switch from one vehicle configuration to another one).

This use case aims to enable a high quality production line for micro-electric vehi-

cles, despite the throughput. For this purpose, the seamless integration of modular

stations (each one composed by welding robots and Programmable Logic Controllers

(PLCs)) is crucial to achieve flexibility and reconfiguration in the production system

in order to allow the production of low amounts of micro-cars in an economical

manner.

4.2 Architectural Mapping

Considering the particularities of the described use case, the general system archi-

tecture is mapped as illustrated in Fig. 3, where generic blocks were updated by the

legacy hardware devices ad software applications covered by the use case.

Several welding robotic cells, as well as the powertrain testing station (rolling

bench test to check the functionalities of the motorized axle frame) and the chassis

testing station (geometrical test of the chassis to check if all the assembly complies

with the design), are interconnected to the MES system through the industrial mid-

dleware. In addition, agent-based simulation and dynamic scheduling tools are con-

sidered to increase the system performance and flexibility. These hardware devices

and particularly the software application can access the data stored in the database

also by using the middleware. The integration of these hardware equipment and soft-

ware applications will require the use of proper technological adapters to transform

the native data format into the data model defined by PERFoRM.

HMIs are related to the KPIs monitoring and visualization, and also used as graph-

ical interface between the operator and the system for the production’s traceability.
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Fig. 3 Architecture mapping for the IFEVs use case

5 Architectural Mapping for a Microwave Ovens Producer

5.1 Use Case Description

The third use case is related to a factory plant dedicated to produce microwave ovens.

The current factory continuous adaptation and medium term reconfiguration mech-

anism is based on a set of processes (Factory Master Plan, Profit Plan, Cost Deploy-

ment) which aim at improving KPIs through modification of factory assets and orga-

nization described by key business factors. Of course KPI are mainly driven by shop

floor data of each single facilities and departments. The behaviour of these facili-

ties is monitored in order to meet middle- and long-term goals to benefit. Currently,

the data gathered at shop-floor level lack uniformity (different formats and source

of data) and, moreover, correlation (i.e. each data is treated and analyzed without a

model or a tool able to describe how each KPI is linked with others KPI or input

factors or KBF).

The use case aims at developing a KPI visualization system to help the reconfig-

uration activities described above and ensuring a more data driven decision process.

For this purpose, the data collected from the shop floor should be analyzed and cor-

related to extract in advance the KPIs and also to detect earlier possible disturbances

or performance degradation. This analysis has to be complemented with simulation

enabling a prediction mechanism to allow virtual reconfiguration before the actual

one.
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5.2 Architectural Mapping

Considering the particularities of the described use case, the general system archi-

tecture is mapped as illustrated in Fig. 4, where generic blocks were updated by the

legacy hardware devices and software applications covered by the use case.

As shown, the data acquired from the shop floor and currently collected by sev-

eral databases will be integrated in the PERFoRM ecosystem by the middleware

and in a PERFoRM database. The integration of these legacy databases will require

the use of proper technological adapters to transform the native data format into

the data model defined by PERFoRM. Several new tools are considered to provide

the required advanced features, namely: the monitoring and visualization system to

support the on-line visualization of KPIs, the KPIs optimization tool that uses two

different models (MPFQ-K model and Value Stream Map) to identify strategies to

improve KPIs and a simulation tool having what-if game functionality to support the

analysis of the impact of several degrees of freedom in these KPIs.

The human-machine interaction is mainly reserved for key decision-makers (e.g.,

production and industrial engineering managers) that will use the monitoring and

visualization tool, as well as the proper designed user interfaces for the simula-

tion tool, to understand the current system performance and study how KPIs can

be optimized.

Fig. 4 Architecture mapping for the whirlpool use case
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6 Architectural Mapping for an Aerospace Components
Producer

6.1 Use Case Description

The fourth use case considers a factory plant that manufactures complex, high value

jet engine components with very stringent quality characteristics. The production

system extends a functional workshop with standalone work centres and a mix of

dedicated and common resources. The level of automation is usually rather low and

based on separate process automation cells with low level of process flow integration.

The production system has to cope with a large variety of different components, low

volumes and varying demands. All data (master data) is stored and managed through

the SAP ERP system, which provides the functions for production planning, schedul-

ing and MRP and collects different kind of documentation from the processing and

inspection in order to guarantee traceability. Some additional data and information

is generated and made available in the PLM system (Team Center Engineering and

Manufacturing). The information flow in the typical day-to-day process is a straight

communication between different IT systems of CNC-machines, robots and other

equipment whereas the near term production planning and scheduling is done by

shop floor planners based on ERP data for long term order scheduling and customer

demands.

The main objective is the improvement of the flexibility to demonstrate more

agile and automated production using an integrated system that can complete a short

sequence of common operations in the value adding process chain. The approach

aims to develop a modular production cell concept that can be reconfigured with dif-

ferent automated or semi-automated processes. The cell and process modules should

be easily and quickly changed depending on current production demands aligned

with the ideas of plug-and-produce for cyber-physical systems. The business ori-

ented criteria are to reduce lead times and increase the level of automation as well

as equipment utilization. For this purpose, mechanisms for the seamless reconfig-

uration of the production process should be addressed by pluging-in/-out modular

processes in robotic stations.

Several technical challenges need to be addressed, namely interfaces for process

modules that allow simple and short change over time, methods for production cell

planning and scheduling to maximize throughput, and decision support to identify

when to reconfigure the cell to have the best impact on cost and production lead time.

6.2 Architectural Mapping

Considering the particularities of the described use case, the general system archi-

tecture is mapped as illustrated in Fig. 5.
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Fig. 5 Architecture mapping for the GKN use case

The modular micro-flow-cell? concept has a base configuration and components

to host, control and coordinate the production on the process modules. The cell func-

tions are a PC, PLC for communication and control, a robot system for part handling

and processing and the safety system for the cell. Each of the different process mod-

ules, that can be replaced with short lead time “plug and produce” have their own

PLC running the local control system.

All process related code/process parameters are downloaded from a central data-

base, through the industrial middleware, to guarantee the full control of the con-

figuration and versions of programs. In a similar way, the data generated from the

executed processes and/or inspections are uploaded to the ERP system or databases

and related systems for analysis and visualization (e.g., OEE/Stop time analysis and

statistical process control). The production planning and scheduling is planned to

be supported by the optimized scheduling and simulation tools that will ensure the

short-term and long-term scheduling, well will trigger the need for use of the cell

flexibility and reconfigurability, i.e. when to make the change-over in the cell.

The human interaction will be performed in two manners: i) at strategic level,

a data visualization tool will provide to the cell manager a plethora of information

related to the current status of the cell, namely current operating processes and tools,

as well as KPIs, and ii) at production cell level, a HMI supports the operator during

its tasks.
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7 Alignment with Industrie 4.0 Platform

The concepts currently being developed within the PERFoRM project are aligned

with the current state-of-the-art and road-map trends. Several matches can be devised

from “regulatory” documentation [3, 7, 14].

From [7] several scattered key concepts can be seen. CPS are at the cornerstone

of the Industrie 4.0, and PERFoRM addresses this by setting its foundation in the

CPS concepts, particularly by promoting the symbiotic use of “digital” and “physi-

cal” layers of the manufacturing world and also considering its interconnection and

interoperability. Optimized decision-making is also refereed in [7] and PERFoRM

is addressing this by promoting a set of different tools that will allow the decision-

makers, and particularly each of the use cases, to early detect deviations and perfor-

mance degradation, allowing to take better, more accurate and timely decisions. Inte-

gration, either vertical and/or horizontal, is also mentioned to be crucial. PERFoRM

also addresses this by promoting the use of a common PERFoRM data model, cov-

ering data needs from lower levels into higher levels as also from different domains

within the same level (e.g., considering different data needs of devices) and by con-

sidering a distributed and interoperable middleware. Finally, and considering only

a few key concepts, the “Industrie 4.0 working group” also recommends the devel-

opment of a reference architecture. This is currently being developed by the Indus-

trie 4.0 Platform, named “Reference Architectural Model Industrie 4.0 (RAMI 4.0)”

[14], but from the initial developments, PERFoRM is aligned with what is being

considered in RAMI 4.0.

Aligned with what was aforementioned, the International Electrotechnical Com-

mission white paper on Factories of the future also makes several remarks and rec-

ommendations [3]. The “connectivity and interoperability” is covered through the

development of a distributed and interoperable middleware alongside with the design

of a common and cross-layers data model. The “seamless factory of the future system
integration” is accomplished by the connection of several information data sources

as also the consideration of the human as a valuable data source itself. The “inte-
gration of existent systems” is also managed by the development of hardware and

software adapters, adapting the native information language into the PERFoRM

ecosystem. Modelling and simulation is also envisioned as crucial building blocks of

future systems. Therefore, the PERFoRM architecture considers the use of such tool

domains, particularly allowing beforehand to foresee future problems and solutions

to these and to allow the optimization of production processes. Other key concepts

are located around the human operator and to its role in future production systems.

PERFoRM considers this by moving the human to the centre of the architecture

and by considering him as a flexibility driver in future systems. Therefore, a special

emphasis is being devoted to the study of its integration and interaction to/from the

system.

One of the most critical aspects being pointed out by all the reference documents

is the use of standards and the promotion of the standardization process. The PER-

FoRM consortium also considers this as a major road-blocker breaker and enabler
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for the architecture future adoption and is also promoting this topic by promoting the

use of standardized approaches and technologies, e.g., using OPC-UA or Automa-

tionML data models.

Finally, and as also stated in [7], “The journey towards Industrie 4.0 will be an
evolutionary process.”, and also re-inforced in [3], the migration process from legacy

systems is also crucial, particularly in the future adoption of such innovative systems.

Therefore, the PERFoRM architecture is also complemented and accompanied with

a set of migration guidelines that allow the successful deployment into both legacy

and new production systems.

8 Conclusions and Future Work

This paper briefly introduces the generic modular system architecture developed

under the H2020 R&D PERFoRM project, covering all the different layers in the pro-

duction process identified by the ISA-95 automation model, being able to respond in

a promptly manner to nowadays requirements as aligned with state-of-the-art visions,

such as those advocated by the industry 4.0 initiative. The proposed system architec-

ture doesn’t set aside legacy equipment and tools allowing the majority of nowadays

factories to migrate. This process is accomplished by the use of a common, cross-

platform, data model and through the use of technological adapters.

In particular, the paper describes in general terms the instantiation of the generic

system architecture into four project’s industrial use cases, which allowed to test

and validate the PERFoRM system architecture in its full spectrum of applications,

ranging from different time constraints (from machinery to backbone levels) and also

covering the horizontal (between machine to machine and software application to

software application) and vertical integration (from automation hardware machines

to planning and simulation software applications).

Future work will be devoted to the implementation, testing and validation of the

instantiated use case architectures. Additionally, and in order to promote an effec-

tive architectural deployment, future work will be devoted to the study of migra-

tion strategies, converting the current existing production systems into PERFoRM

compliant solutions. Particularly, the industry best practices in migration strategies

within the several domains of ISA-95 are considered and aggregated.
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A Highly Flexible, Distributed Data Analysis
Framework for Industry 4.0 Manufacturing
Systems

Ricardo Silva Peres, Andre Dionisio Rocha, Andre Coelho
and Jose Barata Oliveira

Abstract In modern manufacturing, high volumes of data are constantly being gen-

erated by the manufacturing processes. However, only a small percentage is actually

used in a meaningful way. As part of the H2020 PERFoRM project, which follows the

Industry 4.0 vision and targets the seamless reconfiguration of robots and machinery,

this paper proposes a framework for the implementation of a highly flexible, plug-

gable and distributed data acquisition and analysis system, which can be used for

both supporting run-time decision making and triggering self-adjustment methods,

allowing corrections to be made before failures actually occur, therefore reducing

the impact of such events in production.

Keywords Data analysis ⋅ Industry 4.0 ⋅ Manufacturing ⋅ Cyber-physical systems

1 Introduction

1.1 Interconnected Manufacturing Systems—Industry 4.0

Nowadays, the world is facing a huge and disruptive paradigm shift based on the IT

developments of the last few decades. Several concepts such as Cloud Computing,

Internet of Things, Big Data, etc. are creating one of the most challenging and drastic

changes in the manufacturing world. The Industry 4.0 [7, 8] concept emerged as an
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idea for the perfect production environment based on the modern interconnected

world.

More than the connectivity among the shop floor components and the diverse

departments of each company, in Industry 4.0 all of the value chain activities as

well as the entire product life cycle intervenients are connected and are capable of

producing and sharing information among themselves [16].

Aligned with this vision, the PERFoRM project targets the conceptual transfor-

mation of existing industrial production systems towards the plug and produce para-

digm, achieving flexible manufacturing environments based on full interoperability

and seamless reconfiguration of harmonized machinery and robots as a response to

operational or business variations.

Currently, a large amount of manufacturing information is already generated,

however most of it is just stored and not processed in order to extract useful knowl-

edge. Hence, with the recent advent of Data Mining it is possible to analyze this data

and somehow generate relevant information for the production environment [12, 18].

As part of the PERFoRM project, this paper proposes a framework for the imple-

mentation of a data acquisition and processing system, capable of coping with the

requirements imposed by the Industry 4.0 vision. The remainder of this paper is orga-

nized as follows. Section 1.2 provides an overview of related work on the topic of

data analysis in manufacturing. Afterwards, Sect. 2 describes the proposed architec-

ture, followed by Sect. 3 which provides the guidelines for a possible implementation

of said architecture. Finally, some closing remarks and details regarding future work

are provided in Sect. 4.

1.2 Data Analysis in Manufacturing

Data Analysis can be used to obtain meaningful knowledge or information from raw

data, applying algorithms in order to achieve it. Typically, the concept of data mining

is often discussed and used due to this purpose.

In a manufacturing context, several approaches and algorithms are used to gather

knowledge. Reference [4] reports about the development of an environment provid-

ing knowledge based on search, evaluation and generalization, which addresses a

clear challenge of suggesting good operating strategies for specific factory condi-

tions at the proper time. Neural Networks (NN) and Genetic Algorithms (GA) were

used to identify the data structure, whereas the data extracted was in form of perfor-

mance obtained. Finally, this type of knowledge can be used to increase the system

accuracy. IGem was developed by [10] and is an artificial intelligent tool that uses

fuzzy logic, GA algorithms and rule base knowledge which is applied to the dia-

mond industry. The results presented demonstrated the reduction of processing time

by 25% when analyzing data. In maintenance, EXPERT-MM was developed to work

with historical failure data in order to suggest preventive maintenance schedules [1].

Regarding knowledge extraction, algorithms are applied based on what kind of

knowledge is aimed to retrieve. Reference [5] makes an extensive review on data
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mining functions and applicability, which aims to identify several kinds of knowl-

edge to be mined such as job shop scheduling, quality control, fault diagnostics,

manufacturing process, maintenance, defect analysis, manufacturing systems, con-

dition based monitoring, supply chain and others. For most of them, one could apply

decision tree algorithms, regression functions, fuzzy clustering techniques, entropy

based analysis methods, neural networks, genetic algorithms, sampling methods,

among others.

One interesting point to rethink is suggested by [6] which refers to how data is

being organized during processing. As clearly stated, the processing model and the

data model are often disjoint areas resulting in distributed computing systems to

focus only on ordering tasks instead of including abstract models for data processing.

This type of models act as a schema for data processing which logically optimizes

the process.

The previously discussed techniques can be described as an aggregation of com-

plex algorithms and methods that have been object of studies and improvements.

However, [14] presents a different solution for the problem of data extraction and

processing. In this case one specific type of raw data (data related to transitions)

is processed to assert if a device needs maintenance based on the computation of

moving averages and trends of key values. These types of methods are simpler but,

nonetheless, provide recognition of abnormal behaviours or irreversible problems

with the resources, which is a valuable asset for manufacturers. The example used

was a clamp opening or closing time, providing real time information of important

resources within a manufacturing process.

2 Layered Data Analysis Architecture

In this section an overview of the proposed real-time data analysis architecture is

provided, along with its main goals, requirements and a description of its individual

structural elements.

Being a critical part of the PERFoRM ecosystem, the proposed solution is respon-

sible for not only performing the context-aware data analysis, thus generating predic-

tive data that can be used to trigger the system’s self-adjustment mechanisms (e.g.

reconfiguration), but also for the acquisition of the data itself at both the manufac-

turing cell and component levels.

Additionally, a given number of requirements are imposed on the architecture’s

design. First and foremost, in line with PERFoRM’s vision the architecture should

be generic enough to be applicable to various different scenarios, being open so as to

not depend on the existence of a single communication protocol or standard on the

shop floor, thus facilitating its industrial integration and adoption. Moreover, it needs

to be capable of adapting to changes to the process or its components at run-time, for

instance in terms of both pluggability and changes to the Key Performance Indicators

(KPI) to be analyzed. Furthermore, data and context representation should follow

PERFoRM’s common data model in order to enable the seamless interoperability and
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Fig. 1 Architecture layered view

data exchange between the data analysis architecture and the remaining PERFoRM

system elements and tools.

Another point to take into account is the aspect of scalability. In order to ensure

that the approach is applicable to a varied number of different use cases, it needs

to be capable of scaling according to each use case requirements. However, as a

system scales its complexity tends to increase to higher levels as a consequence.

Thus, in order to tackle this challenge, a layered architectural structure is proposed.

An overview of this approach can be seen in Fig. 1.

As depicted, the proposed architecture is divided into several layers in order to

decrease the overall complexity, each operating according to a specific purpose on

top of the shop floor, which stands as the base layer. Each of the subsequent layers

is described in further detail in the remaining subsections of Sect. 2.

2.1 Data Acquisition Layer (DAL)

Standing directly above the shop floor layer, the DAL is responsible not only for the

acquisition of relevant data but also by its pre-processing in terms of the extraction

of context-aware information.

In regards to the data acquisition, the DAL needs to be flexible in order to adapt

to changes coming directly from its sources in the shop floor, be it in terms of new

components being plugged or unplugged, or even changes to the KPIs that need to

be collected and analyzed. Also, the communication with the shop floor needs to be

specified in a generic way, thus allowing the consideration of different requirements

from different potential use case. For instance, a specific case might present time
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constraints in the order of weeks or days, while a different one might require data to

be collected and analyzed in near real-time, therefore requiring different approaches.

To this end, the DAL follows an approach similar to that presented in another

successful European project, FP7 PRIME [13–15], in which a Cyber-Physical Sys-

tem (CPS) based approach was used. This approach is centred on a Multi-agent Sys-

tem (MAS) architecture which abstracts both components and subsystems (e.g. cells,

workstations) alike. The adoption of MAS technology confers additional flexibility

and robustness to the DAL, allowing it to quickly adapt to changes in the shopfloor.

No less important is the existence of generic communication interfaces which

allow the agents to interact with the environment in a “black-box” fashion, regard-

less of the underlying technology or communication standard. In PERFoRM’s case,

this means that the approach can be implemented in a way that the agents can com-

municate with the hardware via the harmonization middleware, or if required (e.g.

specific time constraints), a different instantiation of these interfaces would allow

an approach closer to edge computing. Upon collecting the raw data, the agents can

pre-process it in order to extract more meaningful information before passing it on

to the upper layers, in this case the Data Queue Layer (DQL), which is described in

further detail in Sect. 2.2.

2.2 Data Queue Layer (DQL)

The DQL’s main purpose is to serve as a distributed continuous buffer for the data

coming from the DAL. It should add another layer of robustness, allowing for high-

volume streams of data to be transported from the DAL in order to be consumed

by the data analysis network. As such, it should provide reliability in terms of mes-

sage delivery, which can be achieved through the sequencing and replication of data

messages.

More than a simple message queue, the DQL should be capable of not only han-

dling a high throughput of data (in order for it to cope with the aforementioned var-

ied time constraints), but also to enrich and filter or aggregate the buffered data as

required in order to facilitate its consumption by the Data Processing Layer (DPL).

2.3 Data Processing Layer (DPL)

The last core layer is the DPL, responsible for the actual data analysis of the inputs

coming from the lower layers. In the context of PERFoRM, this analysis is meant

to generate predictive data related to the KPIs relevant for each use case, producing

forecasts and identifying trends and correlations between these indicators.

As such, this layer enables the early detection of possible disturbances, degrada-

tion or KPI deviation from the expected boundaries in the shop floor. Hence, due

to this capacity for predictive analysis, the DPL is a key-enabler of condition-based
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maintenance, allowing manufacturers to schedule maintenance operations before a

failure actually occurs, thus diminishing the direct impact on production. Addition-

ally, the DPL is not limited to assisting in run-time decision making (e.g. by inter-

facing with external data visualization tools, which are however outside the scope

of this work), being also capable of triggering self-adjustment methods (e.g. self-

reconfiguration) which can promptly perform corrections in order to return the sys-

tem to a state of normal operation.

3 Data Analysis Framework

This section aims at providing the guidelines for a possible implementation of

the architecture described in Sect. 2. Each of the layers and related technologies

is addressed in the coming subsections, namely the MAS-based CPS (DAL), the

Apache Kafka data queue (DQL) and the Apache Storm stream processing network

(DPL), detailed in Sects. 3.1 and 3.2, respectively.

3.1 MAS-Based Cyber-Physical System in the DAL

Following the example set in [14, 15], the DAL’s CPS can be implemented following

a similar pluggable MAS-based approach. The Java Agent DEvelopment framework

(JADE) [3] is indicated as it provides a robust infrastructure supporting the agent’s

core behavioural logic and communication, as well a wide array of auxiliary tools to

further facilitate the development process. A representation of the comprised agents,

as well as their respective interactions is shown in Fig. 2.

The DAL implementation consists in a MAS network comprising two main dif-

ferent agent types. The Component Monitoring Agent (CMA) is responsible for

abstracting individual components (e.g. clamp, robot) in the shop floor, collecting

relevant raw data and pre-processing it according to a given set of rules. The data

acquisition is performed through a generic Data Collection Interface (DCI), thus

allowing this communication to be executed both through PERFoRM’s middleware,

or directly through the implementation of required communication protocols (e.g.

instantiating an OPC UA connector), depending only on the DCI implementation.

Each CMA can then be associated to a Subsystem Monitoring Agent (SMA),

to which it passes on its extracted and pre-process data, enabling the extraction of

more complex information at a higher abstraction level. Hence, the SMA performs

similarly to the CMA, being however responsible for abstracting a subsystem (e.g.

robotic cell, workstation), which can in turn be associated to other SMAs. The agents’

interactions are FIPA compliant, following the FIPA Request protocol [2].

Both agent types relay their data to the upper layers through a generic Output

Communication Interface (OCI), allowing the CPS to be independent from the tech-

nology used to implement the remaining layers.
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Fig. 2 JADE data acquisition and pre-processing MAS overview

3.2 Data Message Queue and Processing Network

Any implementation of the DQL needs to take into consideration the requirements

specified in Sect. 2.2, more specifically in terms of scalability, capacity to handle

high volumes of data, low latency and reliability.

With this in mind, Apache Kafka [11, 17] is proposed as a possible framework to

implement such a data queue. Kafka is a fault-tolerant, highly scalable, distributed

messaging system. In essence, Kafka functions with a publish-subscribe approach,

allowing producers (data sources, in this case the agents in the DAL) to publish data

messages which are maintained in categories called topics. These can be subscribed

by consumers (represented by the DPL nodes), being divided into ordered partitions

supporting message persistence and replication. Kafka’s message management is

optimized for low latency and high throughput, with documented uses for even real-

time applications [9].

Finally, for the DPL Apache Storm is considered, being a distributed stream

processing system which easily integrates with both databases and queuing tech-

nologies (such as the aforementioned Apache Kafka). Storm’s processing runs in

topologies, which are essentially series of nodes each containing certain processing

logic, with the associated links specifying the data flow. The framework integrating

each of these technologies can be seen in Fig. 3.

With the whole framework integrated, data is collected by the CPS via the DCI,

being pre-processed at both the component and subsystems levels. Afterwards, each

agent publishes its respective data to the Kafka queue, where it is aggregated in topics

according to its specific category (e.g. component origin or data group). Finally, data

is continuously consumed by the Storm topology, which can in turn compute the

trends and correlations necessary in order to generate meaningful predictive data
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Fig. 3 Framework overview

which can be used for run-time decision making support or as a trigger for self-

adjustment methods.

4 Conclusions and Future Work

This paper presents the framework of a highly flexible and distributed system for the

acquisition and analysis of manufacturing data. A layered architecture is proposed,

which is capable of coping with changes and disturbances in the shop floor, as well

as with changing requirements in terms of monitored KPIs or time constraints.

Furthermore, guidelines regarding the implementation details and the related

technologies are provided, illustrating a possible implementation of the proposed

architecture.

As part of the H2020 PERFoRM project, future efforts will focus on the imple-

mentation of each of the proposed architecture’s layers according to the described

framework. This will be followed by the instantiation of the system in the project’s

different use cases, allowing for it to be validated across different application domains

each with varying time constraints and requirements.

Acknowledgements This project has received funding from the European Union’s

Horizon 2020 research and innovation programme under grant agreement No. 680435.



A Highly Flexible, Distributed Data Analysis Framework for Industry 4.0 . . . 381

References

1. Batanov, D., Nagarur, N., Nitikhunkasem, P.: Expert-mm: a knowledge-based system for main-

tenance management. Artif. Intell. Eng. 83–291 (1993)

2. Bellifemine, F., Poggi, A., Rimassa, G.: Developing multi-agent systems with a fipa-compliant

agent framework. Softw. Pract. Experience 103–128 (2001)

3. Bellifemine, F., Poggi, A., Rimassa, G.: Developing Multi-agent Systems with JADE, pp. 89–

103. Springer, Berlin, Heidelberg (2001). http://dx.doi.org/10.1007/3-540-44631-1_7

4. Caskey, K.R.: A manufacturing problem solving environment combining evaluation, search,

and generalisation methods. Comput. Ind. 175–187 (2001)

5. Choudhary, A.K., Harding, J.A., Tiwari, M.K.: Data mining in manufacturing: a review based

on the kind of knowledge. J. Intell. Manuf. 501–521 (2009)

6. Cushing, R., Belloum, A., Bubak, M., de Laat, C.: Towards a data processing plane: an

automata-based distributed dynamic data processing model. Future Gener. Comput. Syst. 21–

32 (2016)

7. Drath, R., Horch, A.: Industrie 4.0: hit or hype? [industry forum]. IEEE Ind. Electron. Mag.

56–58 (2014)

8. Gilchrist, A.: Introducing industry 4.0. In: Industry 4.0, pp. 195–215. Springer (2016)

9. Goodhope, K., Koshy, J., Kreps, J., Narkhede, N., Park, R., Rao, J., Ye, V.Y.: Building

linkedin’s real-time activity data pipeline. IEEE Data Eng. Bull. 33–45 (2012)

10. Holden, T., Serearuno, M.: A hybrid artificial intelligence approach for improving yield in

precious stone manufacturing. J. Intell. Manuf. 21–38 (2005)

11. Kreps, J., Narkhede, N., Rao, J., et al.: Kafka: a distributed messaging system for log process-

ing. In: Proceedings of the NetDB, pp. 1–7 (2011)

12. Lee, J., Kao, H.A., Yang, S.: Service innovation and smart analytics for industry 4.0 and big

data environment. Procedia CIRP 3–8 (2014)

13. Rocha, A.D., Barata, D., Di Orio, G., Santos, T., Barata, J.: Prime as a generic agent based

framework to support pluggability and reconfigurability using different technologies. In: Doc-

toral Conference on Computing, Electrical and Industrial Systems, pp. 101–110. Springer

International Publishing (2015)

14. Rocha, A.D., Peres, R., Barata, J.: An agent based monitoring architecture for plug and pro-

duce based manufacturing systems. In: 2015 IEEE 13th International Conference on Industrial

Informatics (INDIN), pp. 1318–1323. IEEE (2015)

15. Rocha, A.D., Peres, R.S., Flores, L., Barata, J.: A multiagent based knowledge extraction

framework to support plug and produce capabilities in manufacturing monitoring systems. In:

2015 10th International Symposium on Mechatronics and its Applications (ISMA), pp. 1–5.

IEEE (2015)

16. Stock, T., Seliger, G.: Opportunities of sustainable manufacturing in industry 4.0. Procedia

CIRP 536–541 (2016)

17. Wang, G., Koshy, J., Subramanian, S., Paramasivam, K., Zadeh, M., Narkhede, N., Rao, J.,

Kreps, J., Stein, J.: Building a replicated logging system with apache kafka. Proc. VLDB

Endowment 1654–1655 (2015)

18. Wang, S., Wan, J., Zhang, D., Li, D., Zhang, C.: Towards smart factory for industry 4.0: a self-

organized multi-agent system with big data based feedback and coordination. Comput. Netw.

158–168 (2016)

http://dx.doi.org/10.1007/3-540-44631-1_7


Reconfigurable Stochastic Petri Nets
for Reconfigurable Manufacturing Systems

Samir Tigane, Laid Kahloul and Samir Bourekkache

Abstract The use of Petri Nets in the design of Reconfigurable Manufacturing Sys-

tems is an attractive field. Petri Nets allow modelling RMSs in an abstract way and to

make specification, refinement, verification and validation of these systems. More-

over, the use of Stochastic Petri Nets allows the designer to catch more indispensable

aspects (time and stochastic events) of RMSs, thus the designer can make perfor-

mance evaluation. In order to study explicitly the reconfigurability, in Petri nets,

several works proposed the extension of PN called reconfigurable Petri nets. How-

ever, these extensions do not deal yet with stochastic Petri nets. The objective of this

paper is to present an extension of Stochastic Petri nets to deal with reconfigurability

in manufacturing.

Keywords Reconfigurable Petri Net ⋅ Reconfigurable manufacturing system ⋅
Improved net rewriting system

1 Introduction

A Reconfigurable Manufacturing System (RMS) has the ability to update itself, in

order to answer dynamic requirements or unpredictable failures. The reconfigura-

bility of an RMS is done at runtime; hence the system must not stop working but it

must keep working and reconfigure itself. This reconfiguration activity requires time

and cost. The use of formal methods (Petri nets, automata, logics, etcs) in the design

of RMSs brings lots of advantages: high level specification, simulation, properties

verification, performance analysis, etc.
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A Petri net (PN) [9] is a bipartite graph (composed of place nodes, transition

nodes, and arcs connecting these nodes) proposed to model/analyse discrete event

systems. PNs have been extended to several high level formalisms to enhance their

expressiveness (as an example, Generalized Stochastic Petri nets (GSPNs) [3] are

the extension proposed to deal with stochastic times in modelled systems). PNs have

been massively exploited in the study of manufacturing systems; thus researchers

were oriented to propose several extension for the standard PNs to deal with recon-

figurability. However, the most proposed high level Petri nets dedicated for RMSs

do not consider time and stochastic events (inherent to RMSs). Hence, the objective

of the current work is to define an extension of GSPN that handles reconfigurabil-

ity in RMSs. The remainder of this paper is organised as follows: Sect. 2 presents

related work, Sect. 3 introduces the concept of Generalized Stochastic Petri nets and

presents our proposed extension, Sect. 3.3 explains the use of the proposed extension

using a case study. Finally, Sect. 4 concludes the paper.

2 Related Works

In order to study RMSs, researchers have used either basic Petri nets or high level

Petri nets, and they have considered several aspects such as: time, stochastic events,

modularity, and reconfigurability. Stochastic Petri nets are a popular extension of

Petri nets [8]; they were widely used in the literature to model and evaluate systems

with stochastic nature. In [5] different logistic models were analysed in order to study

their effects on system performance. A variant of SPN, stochastic Petri nets with

fuzzy parameters are used in [15] to model and analyse an FMC (Flexible Manufac-

turing Cell). The fuzzy parameters are introduced in order to model the uncertainty

about some information like the firing rate of a transition. In [10, 11, 13] the authors

used a specific type of SPN called stochastic reward nets, where the firing of a tran-

sition is associated to an extra condition called guard. In [14], the authors combine

an artificial intelligence technique called learning automata (LA) with adaptive SPN

where each token has its own LA that allows adapting the token flow on the net in

order to define the optimal firing sequence.

Considering the reconfigurability aspect, many extended PNs were proposed to

model and analyse runtime reconfigurability in RMSs. Using graph grammars, PNs

transformations rules are defined and used in the refinement of Manufacturing Sys-

tems [4, 12]. Besides graph transformation based techniques, rewriting systems were

used in Badouel’s reconfigurable Petri nets [1, 2] which were extended by [6, 7] in

the INRSs (Improved Net Rewriting Systems) formalism. However, even the recon-

figurable based approach offers explicit and intuitive modelling approaches where

the formalism structure maps the reconfigurable structure of the system; these for-

malisms keep lacking of analysis techniques and the absence of time and stochastic

aspects. In our work, we are interested in defining an approach to reconfigure Gen-

eralized Stochastic Petri Nets (GSPNs) without losing the behavioural properties.
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3 Improved Net Rewriting System for GSPN

In a Petri Net, transitions model actions that are realised by the system. A ready

action is modelled by an enabled transition. The execution of an action in the sys-

tem is modelled through the firing of the suitable enabled transition in the model.

The novelty of Stochastic Petri Net (SPN) is to associate a firing rate to each transi-

tion. Generalized Stochastic Petri Nets (GSPNs) represent a generalisation of SPNs

by distinguishing two types of transitions: a set T1 of timed transitions (represented

graphically by unfilled bars) and a set T2 of immediate transitions (represented graph-

ically by filled bars). Hence, in GSPN, the firing delay of an enabled timed transi-

tion is exponentially distributed, and the firing of an enabled immediate transition is

done in zero time and according to a firing priority. A typical GSPN G is defined as

G = (P,T ,F,T1,T2,M0, 𝛬,W), where (P,T ,F,M0) is the underlying marked PN, 𝛬

is the delay function, and W is the priority function.

The Improved Net Rewriting System (IRNS) based approach presented in

[6, 7] is a net rewriting system used to “rapidly” reconfigure PN models (representing

reconfigurable manufacturing systems). By “rapidly”, we mean that there is no need

to verify the behavioural properties (i.e. liveness, boundedness, and reversibility) of

the reconfigured models, since it is proved that they will not lose these properties

after applying a rewriting rule using the IRNS-based approach. The main idea of

this approach is to have a net block class library (well-formed net blocks) and then

substitute a well-formed subnet of any live bounded reversible (LBR) PN by another

well-formed net block of the same interface type. This transformation always leads

to another LBR PN.

However, the direct applying of this approach to a GSPN model does not guar-

antee that the reconfigured GSPN preserves its behavioural properties; an example

illustrating this statement is shown in Fig. 1. In this example, Fig. 1a represents a

GSPN G to be reconfigured. The reconfiguration is done by replacing the image of
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Fig. 1 Example of applying IRNS on a GSPN



386 S. Tigane et al.

the well-formed net block shown in Fig. 1b, by the well-formed net block shown

in Fig. 1c. Thus, Fig. 1b, c are the rule left and right hand side, respectively. When

applying the rule on the GSPN of Fig. 1a, the left hand side of the rule is mapped to

the transition t1.
The resulting GSPN is the graph G′

shown in Fig. 1d. It is obvious that G′
is not

live, since whenever a token is present in place p0, it will be consumed directly by

the immediate transition t′0, so the transition t2 will never be fired (i.e. the transition

t2 is not live). This transformation is done according to the approach described in

[6]. To overcome this kind of limitations, we extend this approach to deal with the

GSPN. In the following subsections, we use/modify some definitions and net block

classes specifications used in IRNS for ordinary PN. These modifications lead to a

new approach that allows reconfiguring an LBR-GSPN (live, Bound and Reversible)

to another one.

3.1 IRNS for GSPN

We define a GSPN-IRNS as a couple: N = (R,G), where:

∙ G = (P,T ,F,M0,T1,T2, 𝛬,W) is an LBR marked GSPN.

∙ R = {ri = {Li,Ri, fi,∙ 𝜏i, 𝜏∙i }}i=1,n is a finite set of rewriting rules, where:

– Li and Ri (left and right hand-side, respectively, of rule ri) are two marked

GSPNs,

–
∙
𝜏 = (IL, IR) (respectively 𝜏

∙ = (OL,OR)) represents either two sets of places or

two sets of transitions belonging to the two nets L and R, and calls the input

interface relation (resp. output interface relation) of the two nets L and R. The

input interface relation of a net Li is denoted as: ILi = {xiin|i = 1, n}. The output

interface relation of a net Li is denoted as: OLi = {yiout|i = 1,m};

– fi ∶ Li → gi is an isomorphism, where gi is a subnet of G and ∀x ∈ g (where ∶
g = gi − {fi(xi)|xi ∈ IL ∪ OL}) and ∀y ∈ G − gi, we have: F(x, y) = F(y, x) = 0.

∙ For each rewriting rule r: L and Rmust belong to one of the well-formed net blocks

classes which are described in the following subsection.

Applying a rewriting rule {L,R, f , ∙𝜏, 𝜏∙} on a GSPN G leads to a new one G′
. Lets

F′
be the flow relation of G′

. For all two nodes v, w in G′
, F′(v,w) is defined by the

following equations:

F′(v,w) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

F(v,w) if v ∉ R ∧ w ∉ R
FR(v,w) if v ∈ R ∧ w ∈ R
1 if v ∉ R ∧ w ∈ IR ∧ ∃x ∈ IL,F(v, x) = 1
1 if v ∈ OR ∧ w ∉ R ∧ ∃y ∈ OL,F(y,w) = 1
0 otherwise.

(1)
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Lets P′
be the places in G′

. The marking of place p ∈ P′
is given by,

M′
0(p) =

{
M0(p) if p ∉ R
M0R (p) if p ∈ R. (2)

3.2 Well-Formed Net Blocks

In this subsection, we present a set of well-formed net blocks that establish the library

of net blocks to be used in GSPN-rewriting. The proposed net blocks cope with the

nature of GSPN. We follow the same notations presented in [6]. Hence, we consider

two types of places Po = {p|M0(p) = 0} called operation places subset, and Pr =
{p|M0(p) ≥ 1} called resource places subset.

Definition 1 A GSPNG is called single place net (SP), ifP = Po = {p}, T = F = ∅.

In this case, the interface is place-type which is pin = pout = p.

Definition 2 A GSPN G is called single transition net (ST), if T = {t}, P = F = ∅.

In this case, the interface is tin = tout = t.

Definition 3 A GSPN G is called Open State Machine (OSM), if the following con-

ditions are satisfied:

1. P = Po
, |P| > 1, |T| ≥ 1, and no directed circuit exists in the graph of G,

2. ∃pi, pj ∈ Po(i ≠ j), such that
∙pi = p∙j = ∅, (for a node x in G, we denote by

∙x
(resp. x∙) the preset of the node x (resp. the postset of x))

3. |∙t| = |t∙| = 1,∀t ∈ T ,

4. p∙ ⊆ T1 or p∙ ⊆ T2,∀p ∈ Po
.

In this case, the interface is place-type composed of the two places: pin = piand

pout = pj. The presence of two or more concurrent transitions that belong to different

kinds (i.e. immediate and timed) in a GSPN makes it not live [3]. Thus, we add the

4th condition.

Definition 4 A GSPN G is called an Open Marked Graph (OMG), if the following

conditions are satisfied:

∙ P = Po
, |P| ≥ 1, |T| > 1, and no directed circuit exists,

∙ ∃ti, tj ∈ T(i ≠ j), such that
∙ti = t∙j = ∅

∙ |∙p| = |p∙| = 1,∀p ∈ T .

In this case, the interface is composed of two transitions: tin = ti and tout = tj.

Definition 5 A marked GSPN G is called a Close Marked Graph (CMG), if the

following conditions are satisfied:

∙ Pr = {p̃}, |Po| ≥ 1,

∙ ∃ti, tj ∈ T(i ≠ j), such that
∙ti = {p̃} and t∙j = {p̃},
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∙ p̃∙ = {ti} and
∙p̃ = {tj},

∙ It exists an OMG class block G′ = (Po
,T ,F′;M′

0) in G, such that: F′ = F −
{F(p̃, ti)} − {F(tj, p̃)}, and M′

0(p) = M0(p),∀p ∈ Po
.

In this case, the interface is composed of two transitions: tin = ti and tout = tj.

Definition 6 A marked GSPN G is called a Sequential Close Marked Graph
(SCMG), if it can be generated from a CMS by rewriting, eventually several times,

one of its well-formed subnet block of the class OMG or ST by another well-formed

subnet block of the class CMG, such that the input/output nodes of the two subnet

blocks belong to the same type (i.e. all of theme are either an immediate transitions

or timed transition). The reason of this restriction is already illustrated in the former

example (see Fig. 1).

Using the above well formed net-blocks, the designer can specify RMSs using

GSPN and specify the reconfigurability in RMSs using GSPN-INRS.

3.3 The Case Study

In order to illustrate the application of the proposed extension, we use a simple RMS

example inspired from the one presented in [5]. This RMS is composed of a single

reconfigurable machine M which has two possible configurations. In its first config-

uration C1, it produces two types of products A and B. In its second configuration

C2, the machine produces a third product C besides the two former ones. The RMS

uses a transport device TL to bring raw materials RawM to the machine, and to pick

up the products. Figure 3a (respectively Fig. 3b) shows the RMS in its first configu-

ration (respectively its second configuration). The interpretation of the nodes in the

two graphs is illustrated in Table 1. The first configuration in Fig. 3a can be gener-

ated from the (SCMG) net block in Fig. 2 by rewriting its place p1 by the (OSM)b net

block in Fig. 2. From this first configuration, we want to reach another configuration

with two machines M′
and PM. M′

products three type of products A, B and C. PM
packs the products. The new RMS model is shown in Fig. 3b.

This model is generated from the original model by applying three rewriting rules.

The first one is done by replacing its subnet (from the class OSM) formed by sn1 =
{p2, cB, pb, pB, p3}, by the (OSM)b net in Fig. 2. In fact, the left hand-side of the rule

is the (OSM)a net, the right hand-side is the (OSM)b shown in Fig. 2. The left hand-

side is mapped to the subnet sn1. The second one is done by replacing the place

p4 by the (OSM)c net in Fig. 2. Finally, the last new added transition is replaced

by the (CMG) net block in Fig. 2. The result of applying the 2nd and the 3rd rules

is then substituting the place p4 depicted in Fig. 3a by the subnet formed by sn2 =
{p′4, ld′, p5, pk, p6, uld′, p7, pf } depicted in Fig. 3b. The resulting new RMS model

is a LBR-GSPN.
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Table 1 Meaning of places and transitions

Place Meaning Transition Meaning

tf Number of free TLs trin RawM is transported to M
p1 RawM to be loaded into M ld Loading RawM into M
p2 RawM is loaded into M cA(cB) RMS choose producing

A,B or C
pa(pb) Product A(B) is selected cC RMS selects product C
pc Product C is selected pA(pB) M is processing A(B)

p3 M has finished the processing uld Piking up the product by

the TL

p4, p7 # of finished products trout Product is transported to

next cell

p′4 # of finished products waiting for packing

machine PM
uld′′ Moving the product to PM

pC M is processing C
p5 Product is loaded into PM ld′ Loading product into PM
p6 PM finished packing product pk PM is packing the product

mf (pf ) M (PM) is idle uld′ Piking up the product by

the TL

ind p0 t1 p1 ond

(OMG)

ind p0 t1 p1 ond

pr(CMG)

ind t0 p1 t1 ond

(OSM)a

ind
t0 p1

t2

t3 p2 t4

ond

(OSM)b

ind t0 ond

(OSM)c

ind p0

t1

p1

t2

pr1

p2 ond

pr0
(SCMG)

Fig. 2 Examples of well-formed net blocks, where ind/ond stand for input node/output node

4 Conclusion

The apparition of reconfigurable manufacturing systems enhanced the power of man-

ufacturing systems by several abilities. RMSs have the ability to change their struc-

ture to adapt themselves to either to new market requirements and unpredictable

damages, or to augment their throughput. RMSs are also critical systems where

safety and reliability are indispensable; thus the designer of such systems has a high
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(a) RMS model
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(b) New RMS model

Fig. 3 Reconfiguration by using IRNS for GSPN

responsibility. The use of Petri nets as a formal framework has demonstrated sev-

eral advantages in the design of RMSs, their verification, validation and evaluation.

Researchers in the field of Petri nets proposed several extensions of Petri nets dedi-

cated to RMSs. However, at our knowledge there is not yet extension for Stochastic

Petri nets neither generalised stochastic Petri nets. These two formalism are impor-

tant due to their expensiveness power allowing the modelling of timed and stochastic

systems (the case of RMSs).

In this paper, we have proposed an extension of GSPN allowing the reconfigura-

tion of the models. These reconfiguration is formulated using the theory of net rewrit-

ing systems which was applied formerly to basic Petri nets. The proposed extension

defines a set of well formed blocks which can be used as space part by the designer

of RMSs. The proposed reconfiguration is assumed to preserve the three proper-

ties of Petri nets (liveness, boundedness, and reversibility). Due to space reason, the

paper has presented only some of the proposed net-blocks and applied them on a

simple case study. In fact, the manual reconfiguration of an LBR (Live, Bounded

and Reversible) GSPN to another one is not always an easy task. As an example,

the modification of the structure or the behaviour of an RMS involves considering

how the RMS will detect, recover or prevent the deadlock. So the designer will pay

an extra effort to model the side effects of this modification. Our approach helps

the designer to focus only on reconfiguring the RMS without considering how to

maintain its behavioural properties, since they are preserved systematically by our

approach. In a future work, we will define the whole set of net blocks, the necessary

proofs and a demonstration on a real case study.
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Simulation Platform for Virtual
Manufacturing Systems

Radu Dobrescu and Daniel Merezeanu

Abstract The paper presents the design of a cloud simulation platform and the
associated services and the computing resources for hybrid simulation of Virtual
Manufacturing Systems. At the core of the research is the design of a framework
defined as Virtual Development Environment (VDE). Associated to VDE is a set of
block functions and algorithms defined as software assets, stored in a large
repository implemented within an on-line cloud supported library. The platform
offers flexibility concerning the continuous testing and updates regarding the
algorithms in order to improve the existing ones.

Keywords Virtual manufacturing systems ⋅ Hybrid process simulation ⋅
Context-aware systems ⋅ Cloud computing ⋅ Hardware in-loop ⋅ Sensor-cloud
infrastructure ⋅ Software reusability

1 Introduction

The field of Virtual Manufacturing Systems (VMS) and the associated Virtual
Manufacturing Technologies allows the designers to virtually conceive new (in-
dividually optimised) machines, robots, logistic installations, sensors, drives and
control components. It also allows the achievement of matched combinations of
individual components in order to be implemented into a real manufacturing line
(RML). Outstanding results in VMS design can be obtained keeping up with the
faster progress of information technology and communications. This issue is
interdisciplinary and also complex, and constantly VMS is integrating new concepts
and technologies such as embedded systems, grid computing, model-driven, cloud
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computing or sensor networks. Considering the available IT technologies, the main
problem in developing VMS is the precision of the models and of the simulation,
more exactly the design of a simulation platform as support for an adaptive sim-
ulation framework which allows elaborating complex models and optimizing
software architectures by dynamically composing reusable modules in response to
specific requirements of the users.

In order to satisfy such requirements, the authors develop a platform (named in
the following HYPROVIR) which offers a framework for swapping a virtual device
with its real counterpart. The virtual model is developed using simulation software
obtained from the vendor of the actual device, so that the model offers the same
functionality as the actual device. The proposed framework (named Virtual
Development Environment—VDE) meets the integrative approach which is
nowadays a key aspect in mathematical modelling of industrial systems. It repre-
sents also a proof-of-concept for Hybrid Process Simulation (HPS) applications in
the design and reconfiguration of a manufacturing line.

2 State of the Art in the Field of Virtual Manufacturing
Systems

There are many simulation tools available to support the testing and validation
needs of a process planner for a manufacturing system. However, for a complex
system the multitude of connections between components may be difficult to
replicate in a single simulation environment. Furthermore, simulation models of the
entire system may be inaccurate or unavailable, although accurate models may still
exist for individual components within the process. For these reasons, a distributed
simulation approach is desirable. Integrated simulation with real components for
control testing is more accurate, since it includes the same components that will be
used in the final process. For these reasons, we hold for the state-of-the-art analysis
only two directions of development: one that aims at creating a virtual simulation
framework (in short Virtual Reality—VR), the other which performs simulation in a
mixed (hybrid) framework (in short Hybrid Process Simulation—HPS) which
involves combining actual (real) and virtual components.

2.1 Virtual Reality

New advances in computerized modelling, visualization, simulation, and product
data management are making virtual reality (VR) a viable alternative to traditional
product realization and manufacturing. In [1] are discussed the reasons why VR can
be a powerful tool for applications in manufacturing. The authors of [2] present a
novel general-purpose simulation analysis application that combines concurrent
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operations simulation with the advanced data interrogation and user interaction
capabilities of immersive virtual reality systems. The architecture of a Virtual
Manufacturing System is presented in [3]. The VMS includes three basic functional
modules: virtual manufacture environment module, machining process simulation
module and detection analysis optimum module.

2.2 Hybrid Process Simulation

Several works have focused on building virtual models to simulate part or all of a
manufacturing line. Among the first, Park [4] develops a methodology for creating a
virtual model for pure planning and predictive purposes, but without any real time
communication or feedback from actual devices. Ng et al. [5] take this a step further
by using I/O synchronization with a 3D graphical simulation to model and study
manufacturing resources (e.g., robots). It involves a manufacturing simulation of a
machine service support system (MSSS) for remote press line monitoring and
diagnostics using discrete event simulations (DES) and computer-aided robotics
(CAR). Later, Bohlmann et al. [6] propose a hybrid process net simulator frame-
work which allows specifying complex models, typically represented as a system of
differential equations mixed with continuous and discrete-event subsystems, based
on a bipartite graph structure. For many authors, the concept of HPS is closely
related to model-driven software engineering, where the goal is to develop a
framework for reuse of and interoperability between a variety of passive and active
information models [7]. The Hardware-in-Loop (HIL) approach was developed to
address this type of iterative process by allowing the creation of a test setup using
simulations that are connected to real hardware/software. There are however few
drawbacks associated with this approach, including the lack of a widely accepted
formalized methodology and typical applications being limited to only one region
of simulation [8]. In [9], the authors advance the idea of an ontology which pro-
vides a conceptual architecture developed for an HPS, such that a general inter-
pretation of a manufacturing system’s implementation is possible.

2.3 Combining HIL and VR

HIL and VR methodologies have two important common features that come from
the similarities in their key objectives. About VR, it is said that it serves to better
understand psychological and physiological processes as they occur in
non-mediated settings. HIL is also used by engineers or process planers to better
understand a process or system during its non-mediated (normal) operation. Dif-
ferent authors who noticed the similarity between VR and HIL sought to find
similarity between their formalisms of representation. For example, the authors of
[10] address fidelity by specifically looking at the interoperability of different
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software applications. Fidelity approaches for testing actual and simulated com-
ponents in manufacturing systems were considered also by [11]. In [12] the authors
designed the architecture from the characteristics and requirements of what they call
Reality-in-the-loop (RIL) and Soft Commissioning. Recent achievements bring to
the fore issues of emergent simulation technologies such as data analytics [13] and
holonic modelling [14].

3 Description of the System Architecture

3.1 Main Components

The main components of HYPROVIR architecture are:

1. The Virtual Development Environment (VDE) for VM capable of emulating
multiple simulation structures. VME allows integrating various new concepts
and technologies such as embedded systems, hardware-in-loop, model-driven
architectures, cloud computing or sensor networks.

2. The Sensor-Cloud interface (SCI) which allows the integration of sensor
network-based technologies (wired or wireless) with virtual manufacturing
systems. This includes the interconnection of a physical sensor node with the
VDE and also the transfer of real data to cloud.

3. The Context-aware adaptation framework (ADFRAM) and its corresponding
supporting service-oriented middleware, which provides a systematic way to
support adaptation behaviour evolution and offers support for adaptation with
multiple concerns. ADFRAM constructs its system global adaptation module by
composing multiple basic adaptation modules during run-time, according to the
context to date.

a. VDE Role and Objectives

Two activities are at the main core of VDE:

• The modelling activity, which includes determining what the model shall do and
which degree of abstraction is needed to this purpose;

• The ability to represent the model in a computer-based environment and to
correlate it with to the response of the real system with a high degree of accuracy
of description and the obtained simulation.

When using models and simulations in the design and reconfiguration of man-
ufacturing systems, it is difficult to gage the fidelity of the model, especially if the
system being modelled doesn’t yet exist. The model cannot typically be validated
until the system is in place. To overcome this impediment, the concept of Hybrid
Process Simulation (HPS), an extension of traditional Hardware-in-Loop
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(HIL) technology will be implemented, as a bridge between pure simulation and the
final physical system.

b. SCI Role and Objectives

SCI virtualizes multiple physical sensors as virtual sensor. Dynamically grouped
virtual sensors are provisioned automatically in response to the requests from users.
SCI also provides a user interface for: registering or deleting physical sensors,
requesting for provisioning or destroying virtual sensors, controlling and moni-
toring virtual sensors, and registering or deleting users. Figure 1 shows the system
architecture of SCI.

The roles of the main components are as follows:

1. Portal server. It offers the menus of the available operations for the end user and
for the sensor owners.

2. Provisioning Server. It provisions the virtual sensor groups for the requests from
the portal server.

3. Virtual Sensor Group. Each group is automatically provisioned on a virtual
server by the provisioning server. The virtual sensor groups are controlled
directly or form a Web browser.

4. Monitoring Server. It receives the data about virtual sensors from the agents in
the virtual servers and the servers and stores the received data in a database.

Fig. 1 Architecture of SCI
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c. ADFRAM Role and Objectives

ADFRAM provides context-specific fusion of adaptation behaviour. Depending on
the context, a set of candidate strategies can be selected and composed into a
custom-generated global adaptation module matching the current environmental
conditions. Additionally, it ensures the development of mechanisms which allow
the global adaptation module to evolve and re-optimize by dynamically composing
multiple reusable adaptation modules in response to context changes.

Figure 2 shows the software architecture of ADFRAM.
There are five main components of the framework:

• Service Manager. It will entertain requests for services and put the requests into
a Request Queue.

Fig. 2 Architecture of the adaptation framework
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• Repository Manager. It searches the information on the required web service
and places the result into the Reply Queue.

• Adaptation Manager. The Adaptation Manager consists of two main compo-
nents: Adaptation Planner (which acquires information regarding the changing
environment) and Adaptation Configurator (which receives the current plans for
all devices and stores them in the Active Plan repository).

• Context Monitor. The role of the Context Monitor is to monitor the operating
environment, check for malfunction device or addition of new devices.

• Device Adapter. This component is the actual interface to the API and will be
dynamically loaded when required.

3.2 New Software Support

a. Hybrid Process Simulation Support (HPSS)

HPPS is an extension of the Hardware-in-Loop (HIL) technology to address the
creation of a test setup using simulations that are connected to real
hardware/software. The simulation runs in real-time, and is used for validation
analysis and design decisions.

b. Requirements Reuse for Software Development

Software reuse is aimed at significantly incrementing the quality and productivity of
software artefacts. Software quality is favoured by using proven and validated
components. Software productivity is improved by reducing time-to-market for
software applications. An efficient approach is the systematic use of experience and
previously developed systems as assets. The asset term refers to any reusable
product in the software life cycle (models and domain architectures, requirements,
designs, code, data base components, documentation, tests).

c. Variability mechanisms for applying the Software Product Line Engineering
(SPLE) concept

SPLE consists of two processes known as domain-engineering and application-
engineering. The process of presenting the software assets (in domain-engineering)
is called variability modelling. The main objective of application-engineering is to
configure a software product from the domain-engineering process by managing
SPLE assets using variability modelling technique.

d. Knowledge-Based Engineering System (KBES)

The continually progressing development of computer aided design and manage-
ment of software-systems demands a constant learning process of the users to
ensure that they are capable to exhaust the full potential. KBES will include the
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necessary product- and process-knowledge, which can be accessed by the user
according to each specific situation. On the other hand, KBES will also be an
educational tool.

4 Expected HYPROVIR Performance

The most ambitious objective of the project is to design HYPROVIR as a cloud
platform with cloud specific associated services. This will provide the computing
resources and services for access to algorithms for advanced control and opti-
mization of no matter how complex manufacturing systems and processes and even
of large-scale industrial plants. These services will allow the user to perform on line
risk analysis and hazard prevention using generic control, optimization, fault
detection and diagnosis, fault accommodation and risk analysis algorithms. It
makes possible to utilise any new achievement provided by Information Technol-
ogy evolution, i.e. use of the most advanced techniques in the fields of cloud
computing engineering, internet-based services, standardized reusable function
blocks, complex systems optimization, fault tolerant control and hazard analysis,
open communication object for process data and functions in order to create an
innovative, effective and reliable Hybrid Process Simulation tool that will respond
to the current control demands of the industry.

The fulfilment of the above mentioned objectives will lead to significant
achievements in three main directions:

1. Offering a new logistic, operating procedure as open platform for modular
object-oriented modelling, simulation, identification and optimization.

2. Providing a generalization of the innovative hardware and software architec-
tures, with a focus on hybrid systems.

3. Sustaining efficient applications in various domains, being useful not only in
design and management of virtual manufacturing systems, but also in education,
scientific research, technological development and innovation.

The HYPROVIR platform will support the development and testing of software
assets used in modelling and simulation of distributed systems in heterogeneous
environments, addressing issues such as data consistency, reliability, scalability and
the efficient use of underlying resources. This performance is due to the imple-
mentation of the On-line web-based assets library.

One crucial aspect of the application consists in receiving and analyzing the
process feedback. Users will be encouraged to download the function blocks and
test them for different industrial application. Based on the feedback received from
the end-users, a selection process will be carried out so that only the most effective
assets are kept in the library while less performing ones are either eliminated or
optimized in order to meet the users’ criteria.
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5 Conclusions

HYPROVIR gives a holistic approach to ensure complementarity of Requirements
Engineering (RE)—which offers the means to discover, model, and manage the
requirements of the products that comprise a product line and Software Product
Line Engineering (SPLE) which offers the means of realizing the products’
requirements from a common base of software assets. In practice, scalability and
traceability of production line features are key challenges for RE. Feature mod-
elling, by contrast, has been widely accepted as a way of modelling commonality
and variability of products of a manufacturing line that may be very complex.
A holistic approach is a goal-driven feature modelling approach separating the
feature space in terms of problem space and solution space features. It also
establishes explicit mappings between them and contributes to reducing the
inherent complexity of a mixed-view feature model.

To summarize, with HYPROVIR, developing and procuring a software asset for
the purposes mentioned above, should be very easy and fast. Using all the resources
that Cloud Computing offers, the platform can be seen as an Integration Framework
that provides a service-oriented integration approach with standardized interfaces
and supporting tools. Each module of the platform will be accessed throughout a
Cloud interface. This way the Cloud API will enable the possibility to add new
applications with their own interfaces to the framework, applications that are
designed for different purposes other than the algorithm library.

By developing HYPROVIR as a PaaS (Platform as a Service), the beneficiaries
of the services would obtain access to the optimized and elastic hosting of
Internet-scale multi-tier applications. HYPROVIR embeds all the necessary fea-
tures, easing programming of rich applications and enabling the creation of an
environment where complex process control algorithms can be developed and the
possibility to host applications coming from different providers that can be tailored
to different users. The project also comes to support the research activities in the
field by creation of a solid knowledge database in the field of manufacturing
industry.
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Environment to Simulate Distributed
Agent Based Manufacturing Systems

Andre Dionisio Rocha, Pedro Barroca, Giovanni Dal Maso
and Jose Barata Oliveira

Abstract With the constant evolution of markets, new paradigms have emerged.
Those new paradigms require solutions more versatile and able to cope with the
unexpected changes. The world of manufacturing involves many risks and in order
to reduce initial investments it is frequent to use virtual environments like simu-
lators. This document presents a functional architecture of integration between a
generic simulator and a multi-agent system, in order to meet the requirements of
evolutions in manufacturing and the demand for customized products. One
implementation case and results are presented as well.

Keywords Multi-agent system ⋅ Simulation ⋅ Distributed systems ⋅ Industry
4.0 ⋅ Plug and produce

1 Introduction

Due to the market developments and the emergence of new requirements regarding
the customization of products, the guidelines of production technologies have
changed. The old sequential lines based on mass production are no longer the most
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appropriate solutions and companies need new ones. The lack of capacity of
centralized solutions in dealing with the complexity, the high level of education in
some economies and the demand for quality and diversity of the products were
some of the decisive factors for the use of adaptive capabilities to adverse situations
in manufacturing systems.

Production and industrial development are themes that require a large initial
investment due to the scope of the involved areas. In order to reduce costs and
increase process efficiency there is a constant research into new methodologies and
production techniques. One of the alternatives used to reduce costs are the simu-
lation environments. In order to improve the offers available in terms of simulation
of industrial environments, this paper suggests an architecture that aims, without
regard to the used technology, to integrate an industrial simulator and a multi-agent
system, allowing simulating architectures that can handle new paradigms of man-
ufacturing, and demonstrate their efficiency before being implemented in real
systems.

This document is composed by five more chapters. The second chapter presents
a brief description of the work undertaken in related areas. In the third chapter, the
architecture is presented for systems integration. The fourth chapter offers a detailed
description of the implementation. Finally, in the sixth chapter some conclusions
are drawn.

2 Related Work

Originally the production systems have been designed for mass production, where a
production without variety of products and as fast as possible is implied. As the
range of specification wasn’t comprehensive, a system based on simple rules was
ideal, allowing one to create systems with a large production flow but with poor
flexibility and variety. With the globalization of markets, new solutions were
required; it is imperative to customize products instead of mass production. So,
changes were needed in production lines and in the solutions applied to them,
towards the dynamic adaptation to customer needs.

2.1 Emergent Production Paradigms

This evolution has brought new production paradigms such as evolvable systems,
and reconfigurable distributed processing, among others; in short, adaptive and
reconfigurable systems, using optimization strategies to deal with unexpected
events and adversities. The strongest branch of research lies on the multi-agent
systems, MAS, with a brief description of some of the paradigms.
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2.1.1 Reconfigurable Manufacturing Systems

The main idea of reconfigurable manufacturing system is the modular manufac-
turing composition, where the use of a relation between the working tool and the
machine enables the reconfiguration of the system through a reconfiguration of the
master controller, obtaining adaptability and scalability [1].

With the easiness of changing the tool on the same machine, by reconfiguration,
the reuse of existing lines is possible, which enables to the manufacturing lines to
produce various types of products, without major remodelling, and still have some
flexibility as required in personalization specifications [2].

Some studies tend to improve the reconfiguration techniques used in these
systems, for example in [3] where Petri nets are used to control the logic execution,
making it possible to model the execution in order to automatically reconfigure the
system based on results.

2.1.2 Holonic Manufacturing Systems

Other architectures proposed are based on the concept of Holon, where the system
is seen as a whole composed by parts. In other words, complex systems are formed
by several simple systems allowing them to meet more challenging tasks, with
heavier requirements [4].

In [5] a system is proposed where the existence of an intermediate type of agent,
the Middle-agent, is responsible for creating teams among them so it can provide
higher level tasks, who are composed by some atomic skills.

Two other examples: [6] suggesting the ADACOR and [7] PROSA for the
integration of the respective architectures into holonic systems due to their modular
composition, in which the various actors are considered holons.

2.2 Simulation in Manufacturing

The main role of simulation is to allow a real system to be studied in a virtual
environment, abstracting the system and exploiting its behaviours safely and
without the costs associated with physical tests, as described in [8]. Typically, with
the capacity of accelerating the simulated production time, it allows to get faster and
obtain detailed results. Typically based on mathematical models, simulators intend
to create a relationship between the input variables and the output ones. There are
two models in the literature, exploratory and predictive approaches. On one hand,
the exploratory approach creates hypotheses based on past observations, for
example in [9] managed by a colony of ants. On the other hand the predictive
approach is used to predict future states, for example in [10] which was used to
predict the spread of dengue fever in Brazil.
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2.3 Related Scientific Topics

There are several scientific developments and researches based on emergent para-
digms and simulation environments. However, they all tend to implement a new
system, without taking advantage from the specialized work already implemented.
Some literature like [11, 12] create an agent-based simulation from scratch, ending
with weak visual components. However, the integration with an existing simulator
was developed by [13], but instead of developing a general architecture as in [14],
the authors implemented a specific solution. The present paper offers a different
perspective, by suggesting an architecture regardless of the technology, that proves
the integration of two components; these components bring advantages to the
scientific and business evolution through its advanced technologies.

3 Simulation Environment Architecture

The proposed architecture aims at integrating a simulator of industrial platforms and
a multi-agent system, thus allowing new protocols, new architectures, new ideas
and concepts, in relation to the industrial sector and its new paradigms, to be tested.
Using a simulator based on modular working tasks, and concepts of the multi-agent
systems (MAS), we intend to design a solution that is transversal to the used
technology; in other words, it is intended that this architecture is generalized in
order to prove that any MAS and any simulator with modular characteristics can be
integrated and create a new system compatible with the established specifications.

3.1 Architecture

To maintain horizontality, it is essential that the modules have total abstraction of
the control estate in the simulator, being limited to the physical characteristics such
as moving a part or perform some actions.

On the other hand, the MAS must provide support for multiple behaviours such
as communication and interoperation capabilities. As in the simulator, the MAS
agents must be independent from each other and be able to satisfy all the requests
that arrive as easily and efficiently as possible.

Figure 1 represents is a global scheme of the architecture. As you can see the
interactions between these two systems are made directly. Those interactions can be
of many kinds: data, task execution or wakeup events are some of the cases.
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3.2 Agents

Despite the lack of consensus in the agent definition, the community seems to
converge in some essential features: autonomy, evolution and ability to perform
tasks, [15].

In this architecture, the agents are divided in two groups, the group of control
agents and the group of functional agents. The control agents are composed by only
two types: the yellow-pages agent, whose functionality is to keep a list of all the
skills and agents that are in the system, and the launching agent which functionality
is to launch the other agents into the system’s main container.

On the other hand, the functional agents group is divided in three more sub-
groups, the transport, the execution and the abstraction agents. The abstraction
agents’ purpose is the logical representation, only monitoring the status of the
product. Another subgroup is composed of the execution agents: source agent, sink
agent and resource agent. They are called execution agents because their purpose is
to interact directly with the product, i.e., creating, removing or altering them.
Lastly, the transport agents: the conveyor, the diverter and the transport agent as
their name suggests are responsible for the product transportation on the entire
route.
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3.3 Transport

In order to increase the versatility of the system, it is necessary to change the
traditional transport methods. A logic based on routing tables can be applied.
Figure 2 shows the transport network where some knowledge from other areas was
applied. One example of telecommunication protocols applied to MAS is given in
[16] where the Dijkstra algorithm was used as best route calculator.

It is important to note that in this architecture only the execution modules are
placed in routing tables because the transportation is handled by the transport agent
and for this reason the products only know their destiny.

3.4 Product

As shown in Fig. 3, the product agent is ruled by an operating cycle. Initially the
agent is registered in the system and loads essential information corresponding to
the product type.

Then it searches the yellow-pages system for whoever performs and wherever
the first task can be performed. At last, the product asks the workstation for the
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transportation service, and it is up to the transport agent to move the product until
its destination, taking care of all aspects and communication protocols between the
conveyors and diverters. The last stage is the task execution, which is asked directly
to the work station. This cyclic behaviour repeats until all tasks have been
performed.

4 Proposed Framework

The Java language was chosen i.e., JADE described for the first time in [17],
because the platform and the DDD Simulator from TTS Company [18] operate in a
MAS environment.

4.1 Simulator

The simulator differs from many products in the market due to its capability of
integration with a 3D environment. This feature makes it much more attractive and
enlightening to study possibilities and new settings. The DDD Simulator is based
on two major components, a visual environment and a control component
responsible for the simulation itself. In order to synchronize the two entities, the
simulator works based on the execution of events recorded in a temporal scale, and
on the usage of a simulation clock. In the simulator, the two components work in
separate layers preventing the logic modules to be directly coupled to graphics.
However, it can still read and write to the state of any entity during the simulation;
entities are abstracted by agents.

Fig. 3 Product interaction
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The codification of the modules in the DDD Simulator involves two steps. The
first step consists in defining a default sequential code in Java which expresses the
behaviour of a module type. In the second stage, the instantiation, based on XML
(eXtensible Markup Language), is where each entity is defined, using the standard
classes created earlier. As already described, the simulator uses a graphical repre-
sentation. To create models, an external CAD program is used, that can export in
the format “.wrl”.

The simulator operation is based on coordinates and directions, so that a setup
phase is required to define the referential axis. As expected, the behaviour of the
modules must be handled by robotic rules; some expertise in kinematics is needed.

4.2 Multi-agent Systems

The product has a cyclic behaviour; the cycle is formed by four states: contextu-
alize, search, transportation and execution. The informations about the product type
are loaded; then the product searches for executing agents, requests transportation
and finally asks for task execution. When all the tasks have been accomplished, the
product asks for one more transportation service—this time to exit the system, the
sink module. Figure 4 shows how the transport protocols work.

Four steps are included, coordinated by the transport agent. In the first stage, the
transport agent finds out which is the next module. Based on its destination, it asks
the present module where the product should go. The second stage is the allocation
request in the next module. The purpose of the third stage is to guarantee that the
send position of the product is correct and to free the current position. Lastly, the
transport stage is where the transportation occurs.

The transport agent keeps a list with all the products and their stages in the
simulation in order to ensure the system’s integrity and the parallelism of processes.

5 NOVAFLEX Simulation

As a study case to implement the architecture, a real production cell was consid-
ered. The NOVAFLEX has some complexity both in number of modules and
intersections, allowing the implementation of some dynamics in the system.

Two different types of product were created: product A with only one task and
product B (darker in Fig. 5) with two tasks to perform. In the cell there are two
workstations, and to each one a different skill was assigned.

The information about the links between transport modules, the input and output
configurations and the station abilities are loaded from multiple files. The com-
munication protocols between agents are based on FIPARequest and for the 3D
models the SolidWorks (commercial 3D modelling software) was used.
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Figure 5 displays a scheme of the NOVAFLEX production cell and a small view
of the simulation environment. With this scheme we can perceive the system
arrangement and where the line components are located. In the small window
showing the system’s structure, one can observe the system at work and get an idea
of the production cell’s layout.
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Table 1 defines the agent types and quantities. There is an agent that not yet
presented—the “entry and exit agent”. This agent was developed specifically for
this layout, because the source and the sink are both in the same module and share
the same access point in the system. This agent is very similar to the diverter one.

As the last feature implemented, a user interface was developed to endow the
system with the capability of launch products in real time, allowing to test a
product’s entry after editing its features file, and check if it has the new imposed
behaviours.

Fig. 5 NOVAFLEX representation and view of the simulation environment

Table 1 Instantiated agents Agent type Number

Yellow pages agent 1
Launching agent 1
Entry agent 1
Exit agent 1
Execution agent 2
Conveyor agent 14
Diverter agent 9
Transport agent 1
Entry and exit agent 1
Total 31
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6 Conclusions

With the development and implementation of this architecture, the ability to
interconnect existing simulation systems with adaptive architectures, like MAS, is
proven. The development of new paradigms in the industry and the increasing need
of simulate instead of experiments stimulates the creation of alternatives. This work
proved the possibility of adopting some of the existing technologies for future
solutions.

Despite the delays that message exchanges can add to production, the situation is
better as compared to the interruption of production in the cell when a breakdown
or error occurs, saving valuable time and money. Another advantage of these new
paradigms is the facility to change the style of production or even the products
without reconstructing the line, but just by adding or removing components to/from
the system whenever it is necessary.
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An Evolvable and Adaptable Agent Based
Smart Grid Management—A Simulation
Environment

Andre Dionisio Rocha, Miguel Rodrigues and Jose Barata Oliveira

Abstract The liberalization of energy markets and shift towards intensive
distributed use has provoked a change in the operating paradigm of electricity
distribution networks. The continuity and the reliability of the distribution networks
in the context of these new paradigms require structural and functional changes.
The concept of Smart Grid allows the adaptation of distribution networks to the new
context. This paper proposes an architecture organized to support the power
transmission system, which auto management and control. The architecture is a
multi-agent one, which uses the flow algorithm for a more efficient routing. Their
main aim is stocking the entire electrical grid and distributing the energy effectively
and efficiently between the various producers and consumers.

Keywords Smart grid ⋅ Multi-agent system ⋅ Energy transportation ⋅
Intelligent network ⋅ Edmonds-Karp ⋅ Auto-configuration

1 Introduction

Nowadays the production and distribution of energy are carried out from a central
power producer (such as the hydroelectric or thermoelectric, among others). Energy
is produced in these plants and delivered to consumers through distribution stations.
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From this fact, we clearly detect a manual process of energy distribution that, in the
event of a failure or breakdown of a distribution depot, will cause a power outage to
consumers for a shorter or longer period of time, affecting them in consequence.

These limitations led to the creation of a smart energy system called Smart Grid.
The main advantage of this system is to automate the entire electrical network and
enable communication between the components of the entire network.

A conventional grid presents problems particularly regarding the loss of energy,
high investment infrastructures and a clear risk of major disruptions [1]. The smart
grid can solve these problems by distributing the generated energy in a way that
responds to the demand of energy and by the implementation sensors allowing the
communication among consumers and producers which will reduce the number of
interruptions [1]. The cost associated to this infrastructure is not as high as the one
of electrical networks one.

2 Related Work

2.1 Power Grid

The grid is divided in two major areas: production and distribution. Nowadays, the
largest percentage of energy production is carried out by hydroelectric, thermo-
electric and nuclear centrals, while the remaining percentage is held by the con-
ventional energy centrals. However, they all share the same objective: to produce
enough energy to customers even though in different ways.

The distribution uses the network for taking the energy to final consumers
(household, business or industrial).

2.1.1 Production of Energy Problem/Solution

Over the years, it became obvious that the conventional central producers of energy
above mentioned are not sufficient and, therefore, imposed the necessity to explore
clean energy such as renewable energies. The available renewable energies are:
wind, hydro, biomass, solar or photovoltaic, waves and tides, and geothermal.

2.1.2 Smart Grid Case Study

14 pilot projects of smart grids were created and implemented in India to really
assess the benefits of smart grids. They also allowed identifying the appropriate
technologies and models for the smart grid. All these pilot projects have different
features; however, the main objectives are indigenization of technology and
development of scalable, regulated and replicable models.
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The development of these pilot projects was successful. Preliminary studies
show improvements in efficiency and reliability of the distribution network. The
distributed computing and the communication components provide real time
information and enable the near-instantaneous balance of supply and demand at the
device level that was incorporated. By providing the smart grid with awareness and
training, it can assure the restriction of consumption depending on load and the
display of the consumption data. Consumers also benefit by monitoring and
adjusting charges in addition to saving energy through demand response [2].

2.1.3 Conventional Power Grid Versus Smart Grid

There is an increasing need for energy production, forcing the management, opti-
mization and improved efficiency of the entire production and distribution process.

The problem of energy production is solved with new energies since the con-
ventional power generation is not sustainable at present.

The main problems of the traditional power grid are [3]:

• Long operating time, since in most cases present power generation stations have
more than 35 years of functioning;

• Obsolete power stations, as more than half of the production of energy accrue
from coal;

• Inefficiency, as only 35% of energy efficiency reaches consumers;
• Vulnerability, considering the susceptibility to interruptions in energy delivery,

as demonstrated by the largest blackout in history affecting 620 million people.

A Smart Grid is defined as the combination of communication devices and
systems integrated in the grid in order to make it intelligent. Creating a Smart Grid
is imperative in our days, as a medium-long term solution to the problems that
conventional networks are facing.

As noted earlier, the shortage of resources and the growing need for more energy
demand the use of an intelligent system capable of checking whether more energy it
is really needed. To make this possible, the Smart Grid has sensors and systems,
communicating with each other, installed across it. Sensors indicate to the producer
if the consumer needs more energy. The producer, after receiving the message from
the consumer, will send more energy. The possibility of using any kind of energy
makes the smart grid a reliable and sustainable network. Notice that the smart grid
that supports this work was conceptualized considering the final consumer’s wel-
fare, offering him a maximum capacity power system with different and varied
energy options.

Thus, the electric power industry is already in progress, which will revolutionize,
we think, the way we deliver electricity to individual consumers. The Smart Grid
component is a smart network that constantly analyses the energy consumption,
offering convenient prices in real time in response to the hourly energy demand and
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to the expansion of energy choices offered to customers in order to promote energy
efficiency [4].

As can be seen in Table 1, there are important differences between the traditional
electric grid and the Smart Grid.

3 Smart Grid System Architecture

The architecture has a central core responsible for the performance of the system.
Besides the core, architecture components allow the interaction between the human
operator and the system. The research carried out and reported in this paper focused
on all the components of this core. The overall architecture is presented in Fig. 1.

In the initial phase, we just have to enter the available information about the
electrical grid, the existing nodes, the links that are present and the energy values of
each node.

The user can see in real time what is being done by the system, who is providing
power (the Producer Agent), and who is receiving it (the Consumer Agent), and
compare this information with the requirements (Table 2).

3.1 Smart Grid Optimization Algorithm

Two of the criteria for the choice of the algorithm to be used in this study are the
importance of the energy handled and the capacity of energy delivery to the con-
sumer regardless of the point of origin, so that consumers never run out of power.

These criteria have led to the choice of the Edmonds-Karp Maximum Flow
algorithm which is a flow algorithm that can recalculate the entire power system as
cited before. The Edmonds-Karp Maximum Flow algorithm was designed to
optimize the power supplied to the consumer. The use of this algorithm in the
architecture further optimizes the energy supply, providing correct management of

Table 1 Comparison between conventional power grid and smart grid [5]

Conventional power grid Smart grid

Electromechanical Digital
Unidirectional communication Two-way communication
Centralized generation Distributed generation
Few sensors Sensors throughout the network
Manual monitoring Automatic monitoring
Manual reset Auto restoration
Failures and blackouts Adaptable
Limited control Full control
Few choices given to the customer Several choices given to the customer
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the sites to which the energy is sent. The algorithm is identical to the Ford–
Fulkerson algorithm, except for the search system, because it uses a breadth-first
search system [6]. The Edmonds-Karp Algorithm can be used in: (i) Graphs with
multiple sources and/or multiple destinations; (ii) Maximum flows of water or
electricity paths where it is intended to maximize the number of users [7]. The
Edmonds-Karp Algorithm is used to:

• Find the minimum cut that divides the graph into two halves;
• Find the number of pathways that do not use the same edges;
• Find the greatest pairing in a bipartite graph.

Fig. 1 System architecture

Table 2 Agents’ descriptions and functionalities

Name of the agent Function

Producer agent Agent responsible for the producer, whose characteristics are the
maximum energy and the nodes to which it is connected. Its function is
the production of energy for consumers

Distributor agent Agent responsible for the power transmission station, whose
characteristics are the maximum energy and the nodes to which it is
connected. Its function is to distribute energy to the consumer

Consumer agent Agent responsible for the consumer of energy, whose characteristics are
the maximum energy and the nodes to which it is connected. This agent
only receives power
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If the system has multiple origins and multiple destinations, the algorithm creates
a super node “S” that connects all sources and a super “T” node that connects all
destinations. Thus, we are able to know the amount of energy required to go from
“S” to “T”.

Now let us focus on the super nodes and on their meaning. The super node “S”
means source and the super node “T” means sink as described in Fig. 2.

In the beginning we filled our network with producers, distributors and end
consumers and their respective connections and energy values. After running the
whole architecture, the algorithm will always examine whether there is a change in
the network or not. In case of a change, the whole self-system recalculates and
updates all the connections.

The architecture supports that, at any time of the implementation, a node may be
removed or added to the system with different connections and with different
energies. The system should have the ability to organize and update itself in order to
maximize all network energy flows.

Nodes can be removed or added at a time prior to the system’s discharge or during
its execution. Because there are sensors monitoring each node, the system is easily
capable of knowing whether there are any new nodes or if any node was removed.

3.2 Producer Agent and Distributor Agent

As the search and flows algorithms are operating in real time with respect to the
behaviour of the consumer; the consumer agent is aware of all the possible paths of
every producer and distributor to itself due to the search algorithm.

Fig. 2 Edmonds-Karp
algorithm
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So when the consumer requests energy, it sends a message that includes a field
that reflects the result of the Smart Grid Optimization Algorithm, knowing from that
moment on the chosen path. To identify the path that was chosen, it is only
necessary to verify if there is the AID of the producer or distributor in the message.
If the answer is affirmative, the producer or the distributor sends an “agree” to the
consumer. If the answer is negative, the producer or distributor sends a “refuse” to
the consumer.

3.3 Search Algorithm

One of the advantages of implementing this algorithm allowing additional paths,
besides the compatibility with our architecture, is the fact of being a lightweight
algorithm—because of its constant use—and therefore not taking the system to use
unnecessary resources. This algorithm is called Depth-First Search.

The paths are added at the time the user places all nodes with their respective
connections in the algorithm. From that moment and when it already points at the
Ticket Behaviour of the consumer, it begins the search.

4 Implementation and Execution

For the implementation of the proposed architecture, we used the Java program-
ming language in conjunction with JADE [8]. The protocol used for the exchange
of messages between agents was FIPA Request [8].

Figure 3 indicates that there are four important points. At the point marked as 1,
the network is updated, by the use of the Edmonds-Karp Maximum Flow algorithm
as a decision method. At the point marked as 2, the consumer communicates with
producers and distributors, conveying a message that will contain the amount of
energy that it needs. At the point 3, there are the producers and distributors. This is
where the flow algorithm decides who will provide and who will distribute energy.
Some agents respond “agree” and the remaining answer “refuse”. Finally, at the last
point of the sequence diagram, producers and distributors send a message that
informs the consumer that they are supplying power.

There is a very important feature to keep in mind during the implementation of
the behaviour that supports the flow calculation: due to the high number of com-
munications and requests to upgrade the network, which often happen, this update
should not block the remaining processing.

In order to avoid the blocking of the agent by this behaviour, a TickerBehaviour
with a low range of tickers was used. To determine whether the implementation of
the Smart Grid Optimization Algorithm was in progress, we chose to use the run
variable.
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These behaviours are triggered as soon as the agent begins its execution, with a
distance of 1000 ms between triggers. This value was adjusted to be short enough
for a quick update of the network without impairing the performance of the agent’s
execution. In order to make possible the network energy flow during the execution
of the Edmonds-Karp Algorithm, this algorithm is only updated at the end of the
calculation, leaving the previous version as the basis for decision making. In the
event of a blockage, which is called intermediate state, the update will be based on
the previous version.

Shortly, when a consumer is added to the network, it immediately proceeds to
further communications with other nodes. Then, every producer and distributor will

Fig. 3 Execution sequence diagram

424 A.D. Rocha et al.



analyse the results of the Smart Grid Optimization Algorithm to know if they will
provide and distribute energy.

5 Results

In order to be able to test all possible situations we used a virtual environment. We
performed three simulations as tests, each having more nodes than the former. The
objective of holding three simulations is to verify if the system is scalable.

All changes made in the three simulations were performed while the system was
running, which allowed us to analyse their changes and the behaviours of the
architecture. All simulations to which were added or removed nodes were tested
thirty times.

In Fig. 4, the vertical axis is the average time in milliseconds (ms) it takes the
system to update the entire network. The horizontal axis represents the simulations.
The simulations are divided into two charts. In the first chart it is possible to
observe the simulations from which nodes were removed and in the second one the
simulation to which nodes were added.

Summing up, there were performed enough simulations and tests in order to find
out how the whole system reacts to the changes introduced in the update times of
the entire electric grid. When analysing the simulations, we found out that the
updates last milliseconds, which is a good response to the simulations.
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Fig. 4 Final data corresponding to the three simulations
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6 Conclusion

With the work done it was proven that a self-organizing multi-agent architecture
can be used in power distribution context.

The results are expected and it was concluded that they get a good response to
simulated problems, being very efficient on the management of the entire power
grid. This solution challenges and makes the concept of Smart Grid as a key one,
because it was proved that it is quite advantageous and has a huge potential for
management.

Although they were performed in a virtual environment, we conducted sufficient
tests both in terms of simulations and of testing, which allowed us to see the whole
system reacting to the changes introduced in their respective times of updating the
entire electrical network. While analysing testing and simulations, it was concluded
that the system updates in milliseconds, with a good response to the performed
simulations.
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Validation of a Holonic Controller
for a Modular Conveyor System Using
an Object-Oriented Simulation
Framework

Karel Kruger and Anton Basson

Abstract This paper presents the use of a commercial, object-oriented simulation
framework to facilitate the validation process of a holonic controller. The case study
involves a holonic controller for a modular conveyor system. The holonic control is
implemented using Erlang and thus exploits the scalability and concurrency benefits
it has to offer—the simulation framework and necessary interfacing was then done
to accommodate the nature of the implementation. The simulation model interface,
incorporating TCP communication and Windows Communication Foundation
services, was designed to mirror that of the conveyor hardware to allow for the
seamless interchange between emulated and real operation.

Keywords Emulation ⋅ Holonic manufacturing system ⋅ Reconfigurable
manufacturing system ⋅ Manufacturing execution system

1 Introduction

Modern markets have enforced a new set of requirements on the manufacturing
industry: increased adaptability to accommodate market trends and fluctuations,
shorter lead times, increased product variation and customizability [1, 2]. This was
already anticipated more than two decades ago [3] and, since then, research has
been done on many aspects concerning the transformation of modern manufac-
turing systems.

A popular approach used in several studies and implementations is that of
holonic systems. This idea, originally presented by Koestler [4], can be understood
within the manufacturing system environment as the division of a system into
autonomous, cooperating entities which work together to accomplish the system
functions [5].
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The holonic approach to manufacturing systems have provided many benefits—
enhanced system scalability, customizability and fault-tolerance, which lead to
increased system reconfigurability and reliability, and reduced complexity [6]. As
can be expected, holonic systems have encountered some challenges, of which the
most relevant to this paper is that of system validation.

The validation of manufacturing systems can be understood as the means to test
the system and obtain assurance that the system functions as desired. The validation
of holonic systems can be difficult since the system functions are distributed over
several processes and/or controllers. Since holonic systems are based on inter-holon
cooperation and are often distributed, it becomes harder to validate a control
application [7].

Regarding the validation of holonic systems, there has been some research done
into tools to aid in the endeavour. One example is that of the Multi-agent Simu-
lation Tool (MAST) presented in [8]. MAST uses a multi-agent system to control a
graphical simulation. A discussion of the use of simulation in holonic systems is
presented in [9].

There are several simulation software packages available which have been used
in many different fields and applications. One such package is Simio, a modelling
framework based on object-oriented principles [10]. The inherent architecture of
Simio fits well with the idea of holonic systems and is discussed further in Sect. 2.

This paper describes the use of the Simio simulation framework to validate a
holonic control implementation through hardware emulation. The hardware emu-
lation is configured to extend the holonic principles of the higher level control
architecture by facilitating control distribution and modularity within the simulation
framework.

For a case study implementation the control and emulation of a modular, pal-
letized conveyor system is used. Conveyor systems entail complex interactions and
logic, and require significant programming and testing efforts during commis-
sioning and reconfiguration activities. These challenges motivate the need for a
simulation tool to validate the routing and control logic—especially for systems
large in size and complexity—to decrease lead and ramp-up times.

This paper presents a discussion of the holonic architecture, with focus on the
inclusion and use of the Simio emulation model to facilitate the control validation.
The validation process and the useful tools provided by Simio are also discussed.

2 Simio Modelling Framework

[11] presents Simio as a graphical modelling framework which implements
object-oriented principles in both the simulation logic programming and the con-
struction of simulation models. Simio provides the developer with the infrastructure
to build up a simulation model with customizable objects. The behaviour of the
Simio objects can be customized by adding processes that define the execution
logic. Processes are sequences of steps that are executed in a thread of execution.
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Steps perform some specified function, such as handling or triggering events that
influence the state of the object.

Furthermore, Simio is programmed in Microsoft Visual C#; this opens the
framework for incorporation with powerful tools like .NET and Windows Com-
munication Foundation (WCF). Simio also explicitly provides an API for C#,
which provides several useful functions for the construction and running of Simio
models.

3 Holonic Cell Control

At cell control level, a holonic architecture was implemented in accordance with the
PROSA [12] reference architecture. As is clear from Fig. 1, the modular conveyor
system is represented as a Resource holon at cell control level. The conveyor holon
is comprised of three components: High Level Control (HLC), Low Level Control
(LLC) and the physical hardware. The HLC component represents the holon in the
virtual cell control environment. This component handles all communication with
the holons in the cell, such as service bookings, service cancellations, etc. The HLC

Order Holons Staff HolonsProduct Holons

Conveyor HLC StaƟon A HLC StaƟon Z HLC

. . .
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Fig. 1 Manufacturing cell control architecture
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activates execution of a desired service through communication with the LLC
component. The LLC has interfaces with the physical actuators and sensors of the
hardware and can thus coordinate the sequence of hardware actions required to
perform a desired service.

4 Conveyor Holon

4.1 Holonic Controller

The Conveyor holon component which forms part of the PROSA cell control
application is implemented using Erlang. Erlang is a functional programming
language with inherently strong scalability, concurrency and fault-tolerance
characteristics.

The Conveyor holon HLC implementation was aimed at exploiting the modu-
larity and scalability advantages that Erlang offers. The HLC component is itself
implemented as a collection of holons which encapsulate, and through cooperation,
constitute the Conveyor holon functionality. A detailed description is given in [13].

4.2 Interpreter

The Interpreter program provides a link between the holonic controller and the
emulation model. The Interpreter maintains an interface to the holonic controller
that is similar to that of the low level PLCs of the conveyor (shown in Fig. 2); this
interface facilitates TCP communication over multiple ports (the same number as
the number of PLCs used in real operation). The Interpreter program creates a link
to the emulation model by making use of the Windows Communication Foundation
(WCF) services. The two mentioned interfaces are discussed in the following
sections.

TCP Communication with HLC: As mentioned, the Interpreter program
facilitates TCP communication which emulates the communication to the PLCs that
control the conveyor hardware. For the Erlang-based holonic controller programs
there is no difference in the communication whether real operation or emulation is
performed.

The Interpreter program maintains a port for every PLC that is installed on the
conveyor. To communicate the information received from the holonic controller to
the emulation model, the Interpreter program parses XML encoded strings received
over the TCP ports. The parsing extracts the critical information that must be
communicated to the emulation model. In the same way the PLCs will provide
notifications based on the feedback of their connected sensors, the emulation model
provides feedback based on events in the emulation model. This feedback
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information is then encoded into an XML string and sent via the TCP port to the
holonic controller.

WCF Interface with Emulation Objects: In order to interface the Interpreter
C# program with the Simio objects during runtime, WCF was chosen to provide the
infrastructure for communication. WCF is a software development kit for imple-
menting services on the Windows operating system. Services, in this case, refer to
units of functionality and coincide with those used in service-orientation principles
[14].

In the Interpreter program, WCF is used to host a service that exposes both
events and event handlers. The service can be accessed by clients through bindings,
which are configured in a service contract. The service contract allows the various
EventInterface step object instances in Simio (discussed in Sect. 4.3), which form
part of the model processes, to trigger an event that will be handled by the Inter-
preter program. The contract also allows for the Interpreter program to trigger an
event which is handled by the EventInterface objects.

Using the WCF service, the process step of each transfer node in the Simio
model triggers a “notification” event that is handled by the Interpreter. This event is
triggered whenever a carrier arrives at a transfer node and the carrier name is
supplied as an event data parameter. This notification is forwarded as an XML
string to the HLC.

With the notification received, the HLC must determine to which transfer node
the carrier in the model must be directed next. This information is then sent to the
Interpreter program, where an event is triggered (the name of the next transfer node
is specified in the event information). This event is then handled by the process step

Conveyor HLC

Conveyor LLC

Conveyor Holon

Conveyor HLC

Interpreter

Conveyor Holon

(a) (b)Fig. 2 The Conveyor holon
architecture for a real and
b simulated operation
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of the relevant transfer node and the extracted information is used to direct the
carrier in the desired direction.

4.3 Conveyor Model

The Simio emulation model for the conveyor is shown in Fig. 3. As will be
explained in the following sections, the model is constructed using standard Simio
objects and the logic is implemented through Simio processes with customized
process steps.

Simio Model: The conveyor system is modelled as a network of nodes linked by
transitions (also referred to as paths or links). Nodes are points on the conveyor
where two or more transitions meet; on the physical system, nodes are implemented
by stop gates (usually in combination with lifting stations or transverse conveyors,
and are equipped with RFID readers), as is shown in Fig. 4. These physical entities
can be modelled in Simio by transfer node objects for node entities and either

Fig. 3 Conveyor emulation model

Source & 
sink nodes

Fig. 4 Schematic of the conveyor with all nodes indicated
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conveyor objects (for one-directional transitions) or path objects (for bi-directional
transitions).

The model of the conveyor also includes means of carrier storage (i.e. a
mechanism to unload or store carriers). For the conveyor used in this case study,
this function is performed by an automated carrier magazine. The same function-
ality can be achieved in the emulation model by using the source and sink standard
Simio objects. The source object unloads carriers for the conveyor and the sink
model stores carriers.

Simio Processes: The behaviour of the standard Simio transfer node objects can
be customized by adding processes to the object instance. Processes are constructed
through a specified sequential execution of functional steps. The processes are
executed when specific events occur—in the transfer node case, when an entity
(carrier) enters the transfer node and the “entered” event is triggered. The process
executed when the “entered” event is triggered is shown in Fig. 5.

Figure 5 shows the process which is executed by transfer node objects when
they are entered by an entity object. When an entity enters a transfer node, the first
step executed in the process is NotifyReady. During this step, the notification event
is triggered (this is handled by the Interpreter). The step subscribes then to the event
the Interpreter will trigger upon receiving a message from HLC specifying the next
transfer node. When the event is triggered and handled by the NotifyReady step, the
process enters an Execute step; this step then calls the SetNode process, which uses
the obtained event information to specify the node to where the entity must be
directed.

Conveyor Emulation: During operation, the first task for the conveyor will be
to unload a carrier from storage onto the conveyor; this unload task will be initiated
by the controller. This unloaded carrier will be moved to some location, as con-
trolled by a corresponding process in the holonic controller. After unloading, the
carrier will arrive at the first transfer node and a notification will be sent to the
Interpreter program, where it will be encoded into an XML string and forwarded to

Fig. 5 Simio processes for conveyor node objects
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the holonic controller. The controlling process can then react to this notification and
send an XML string to the Interpreter which specifies the next transfer node to
where the carrier must be moved. The transfer node currently occupied waits for
this command to be received from the Interpreter and subsequently directs the
carrier on the desired path towards the desired next transfer node.

5 Control Validation

Validation, in this context, refers to the assurance that the holonic control appli-
cation is performing the system functions as desired. The emulation of the conveyor
system using a Simio model offers several advantages for the validation of the
control logic.

An important advantage is the ability to perform long-running emulations in
short times, as the execution speed of the emulation model can be controlled. Also,
the use of Simio emulation allows for testing of specific production scenarios; this
is especially useful at the event of reconfiguration. The initial conditions of the
emulation environment can be customized to adhere to some HLC scenario, i.e. the
conveyor emulation can begin with a “clean” startup or with carriers in predefined
locations. The combination of Erlang and Simio simplifies this process—the
stateless nature of Erlang programs allows for the various system holons to be
launched with specific state data, while the “open” nature of Simio, together with
the C# API functions, provide the infrastructure to create custom scenarios.

Even though the research community is still striving toward standardized bench-
marks for the performance of holonic systems, the collection of performance data is
critical for the validation process. Simio incorporates the functionality to record and
process diagnostic data from a performed emulation; this can include information on
travelled carrier paths and times, collision detection and time-out errors.

Two quantitative measurements that are easy to obtain through this presented
Erlang-Simio application are throughput and resource utilization. For the conveyor,
Simio reports data on each conveyor segment—e.g. the throughput, maximum and
minimum carriers present at a given time and average time spent by carriers in that
segment. When the other resource holons are integrated in the Simio emulation,
Simio can report the time a specific resource was used during the total emulation
time.

6 Conclusion and Future Work

This paper presented the use of simulation software in the validation of a holonic
control implementation. The case study is focused on the validation of an Erlang
based holonic controller for a modular conveyor system, where Simio is used to
provide a hardware emulation model.
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To create an interface between the holonic controller and the emulation model an
Interpreter program was developed. The Interpreter program maintains an interface
which emulates that of the physical conveyor system by handling TCP commu-
nication on multiple network sockets. The Interpreter also provides the means for
communication with the emulation model using several instances of WCF services.

With further enhancement, the use of the Simio emulation model could prove to
be valuable in the control validation process. The emulation of customized pro-
duction scenarios is a great advantage in the context of reconfigurable manufac-
turing systems. The object-oriented nature of Simio also strongly resembles the
principles of holonic systems and it thus interfaces well with higher level holonic
control implementations.

Future work will entail the enhancement of the Simio emulation, with particular
focus on enriched information flowbetween the control and emulation levels, and also
the incorporation of measurement tools within Simio to capture and interpret diag-
nostic information from emulation experiments. Further work will be done on the
construction of Simio models to accurately represent the real system components.
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