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Abstract. In the top news stories, the commenting activity is rising and falling
until it stops. In some ongoing news stories such as disasters like the disappear‐
ance of flight MH370, global warming or climate change, political turmoil or
economic crisis, this commenting activity cycle can repeat and last many years.
To our knowledge, a study and analysis of those data does not exist up to now.
There is a need to separate facts, opinions and junk within those comments data.
In this paper, we present our framework for supporting readers in analyzing and
visualizing facts, opinions and topics in the comments and its extension with
comments aggregation and summarization for comments within several news
articles for the same event. We added a time-series analysis and comments
features such as surprising comments and a preferential threads attachment model.

Keywords: Articles and comments analysis · Comments visualization · Network
analysis · Text mining

1 Introduction

User comments are a kind of user-generated content. Their purpose is to collect user
feedback, but they have also been used to form a community discussing about any piece
of information on the internet (news article, video, live talk show, music, picture, and
so on). The commenting tool becomes social gathering software where commenters
share their opinions, criticism, or extraneous information. Recent research consists of
assisting the end-user to reading comments by providing succinct summary or useful
comments according to some algorithms [1–3].

In the top news stories, the articles and commenting activity are rising and falling
until they stop. In some unresolved events in the news such as disasters like the disap‐
pearance of flight MH370, global warming or climate change, political turmoil or
economic crisis, this commenting activity cycle can repeat and last many years. To our
knowledge, a study and analysis of those data has not been done. There is a need for an
overview of the articles on the events and to separate facts, opinions and junk in the
comments data. However, some studies have investigated the challenges in summarizing
jointly the articles and comments covering the event, and generating socially-informed
timelines [4]. The timelines are built by maximizing topic cohesion between the article
and the comment summaries. The maximization uses an optimization algorithm that
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allows the generation of a high quality article summary and comment summary via
mutual reinforcement. A similar study on this method is described in the dual wing factor
graph model between Web documents and their associated social contexts to generate
summaries [5].

In this paper, we present our framework to support readers in analyzing and visual‐
izing facts, topics, hidden structure in the comments and its extension with comment
aggregation and summarization of comments within several news articles on the same
event. A time-series analysis and comments specific features such as surprising
comments and a preferential threads attachment model are also introduced. The results
obtained from the experiments showed that the lift measure used for the surprising event
feature combined with clustering and interesting features visualization can summarize
and synthetize the event.

Firstly, we describe the comments modeling and system framework. Then, we
present the features used for analysis such as clustering, classifying, summarizing and
finding surprising comments. Thirdly, we detail the analysis models. Finally, we demon‐
strate the use of the models with a test data and discuss the results.

2 Aggregating News Articles and Comments

An event in the news (top story) can generate several articles and on the order of tens
of thousands of comments on a single news website. The goal of this process is to gather
all articles and comments from the event published in a single news website.

Let Ek be some event, Ak the associated articles and Tk the topic category of the event.
Then we have Ek = {Tk, Ak, Ck}.

Tk =TopStories|World|Local|Entertainment|SciTech
|Business|Politics|Sports|Health|Products

Ak =
{

a1k, a2k,… , amk

}
 where aik is any article concerning the event

All comments are noted Ck (as the comment corpus for the event). The model of the
comment collection is described below:

Ck = {ci}

where

ci = (commentIDi, timei, authori, titlei, contenti, ratingi) (1)

contenti =

⎧⎪⎨⎪⎩

{s1i,… , sji,… , sli}|
< reply − to >

< quotation >

⎫⎪⎬⎪⎭
j ∈ [1..l] (2)

sji is the j-th sentence of the comment ci as a sequence of words (w1, .., wk).
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From the Eqs. 1 and 2, we can build a data matrix, a network graph or time series
data from the comment corpus. We can also extend the equations to model comment
properties such as the lift measure or topic model as described in this paper.

The aggregating module is part of the comments analysis framework depicted in
Fig. 1. Comments are pre-processed by selecting and extracting relevant features. They
can be summarized, compared or statistically examined. Pre-processed data are then
used to discover some interesting patterns or regularities and then to visualize those
findings for the end user.

Fig. 1. Framework for the articles and comments aggregation and analysis.

3 Features on Articles and Comments

The feature selection and extraction module uses patterns of statistic relevance, sentence
writing style relevance, natural language processing (NLP) techniques relevance and
topic/user/sentiment modeling relevance. For example, in the work on social context
summarization described in [4, 5] or on comments information retrieval in [2, 6], more
than 10 features have been selected and applied. In general, those features are used to
build a model for comments classification or clustering, then to summarize or visualize
the performance of the model. Particularly, a system can use a filter to visualize the
comments data by selecting the features in interest [7]. Those features in text data can
be mixed with time series data to build a specific analyzer for financial data and news
together [8].

In our framework, we are using the common features (statistics, NLP) and comments
specific features. The common features are for example the number of words in each
article or comment, the number of sentences, the readability, the similarity with articles,
and the divergence with comment or article. In this paper, we focus on features that are
used for the specific modeling described in Sect. 4 and other important ones for the
framework such as preferences on specific threads and lift measure.
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3.1 Vector Space Models

Each comment is transformed into a set of n-gram terms. The process requires the natural
language processing on the original comment text. For each sentence in the comment,
we tokenize it and remove unnecessary punctuation marks connected with the word. A
heuristic process is used to remove redundant character to restore the original word. All
upper-case letters are changed to lower-case letters. N-gram terms are extracted and
selected to represent the comment. They are called the Bag of Words (BOW). Any 1-g,
2-g, or 3-g terms composed entirely with stopwords are deleted.

3.2 Lift to Measure Surprise Comments

The vector space model cannot provide information about the association between
words. The Lift model is used on pairs of words and to compare the likelihood of the
co-occurrence of words happening by chance to that observed in the actual corpus.

The best estimate of the probability of a word occurring in a corpus is given by the
observed number of comments that contain that word divided by the total number of
comments

P
(
wi

)
=

NumContaining
(
C, wi

)
#AllComments

(3)

Lift can be generalized to all words 
{

w1, .., wn

}
 in the comment.

Lift1
({

w1,… , wn

})
=

P
(
w1 ∩w2 …wi …∩wn

)
∏n

i=1 P
(
wi

) (4)

Lift2 assumes that the co-occurrence of pairs of words is independent.

Lift2
({

w1,… , wn

})
=

∏
∀i≠j

P
(
wi ∩wj

)
∏n

i=1 P
(
wi

)n−1 (5)

Lift3 is the logarithm of the Lift2 and useful when the number of comments is large.

Lift3
({

w1, .., wn

})
=
|||
∑

∀i≠j
log(P

(
wi ∩wj

)
)
||| − (n − 1)|||

∑
∀i

log(P
(
wi

)
)
||| (6)

Lift3 calculates the surprise of a comment as the combination of the mutual infor‐
mation value of every pair of words in that comment using the corpus as a whole to
calculate the relevant probabilities. This model is introduced and used for the twitter
analysis in [9].
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4 Analysis Models

The analysis of the event from articles and comment data is concerned with the detection
of the burst period, clustering and synthetizing the topics in each burst to create a visual
representation of the summarized data. In the following, we describe techniques used
to realize those analyses.

4.1 Clustering Comments and Multi-dimensional Reduction Scaling

We used K-means clustering algorithm and the multi-dimensional reduction scaling
(MDS) to implement this module. The similarity measure is the cosine similarity of the
tf-idf vectors. The representation of those clusters in two-dimensional space is
performed with the MDS.

4.2 Topic Model

Topics are the thematic summary of the comment collection. In other words, it answers
the question what themes are those comments discussing.

The topic modeling is used to extract T topics out of the comments collection. That
is, we have a set of comments Ck = {ci}i𝜀[1…N] and a number of topics
Tk = {ti}i𝜀[1…m] . A comment ci can be viewed by its topic distribution. For example,
Pr(c1 ∈ t1) = 0.50 and Pr(c1 ∈ t2) = 0.20 and so on. The default topic modeling based
on LDA is a soft clustering. It can be modified into hard clustering by considering each
comment as belonging to a single topic (cluster) tr,

r = argmaxrP
(
tr|c) = argmaxrP

(
c|tr

)
P
(
tr

)
(7)

where r is the number of topics that has the maximum likelihood for each comment.
Hence, the output of the LDA based topic clustering approach is an assignment from
each comment to a cluster.

Key comments selection within clusters of comments is important for summarizing
the contents.

For each topic obtained by the topic modeling, a set of comments are associated. We
define the key comment as the top of the comments by ranking them within their clusters.
The ranking method is realized by comparing each comment vector (a bag of words) to
the list of words which form the topic vector. We use cosine distance for the comparison.
The most similar to the topic is the key comment. The experiment on this analysis is
first described in [10].

4.3 Preferential Attachment (PA) Model for Comments and Commenting
an Article

A statistical analysis and comparison of the structure and evolution of the different
discussion threads associated to the news websites and Wikipedia comments have shown
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that the threads popularity network is following the preferential attachment model or
the Yule process [11]. That is, a new comment is added to one of the existing comments
with a probability proportional to their existing in-degree. The initial comment in the
thread is most like or dislike one by the readers in the sense that the reaction and activity
is high.

4.4 Visualization Techniques

We want to represent only the most important information in the results to the end-user.
A quick overview for understanding the event timeline and story is necessary. Article
titles contain the most concise information on the event, so we gather them and process
the terms using cloud conversion. The structure of the conversion can also be visualized
at glance with a specific network graph database tool.

For the topic model, we use the topic explorer tool [12].

5 Test Data and Experiments

5.1 Text Data Content

In this paper, we present an analysis of articles and comments on the unexplained disap‐
pearance of Malaysia Airlines Flight MH370, that occurred last March 2014, on the
Guardian news website. This event was also studied in the work of Wang Lu et al. on
timeline summary generation from different news websites such as CNN, NYT
(New York Times) and BBC [4]. Their dataset included articles and comments published
during the period from March 2014 until June 2014. Our analysis of the event started
on March 2014 and ended at the end of September 2015. During that time, there are 368
articles, videos and audio clips published on the Guardian news website1. The total
number of comments during the experiment period is 77900 and there are 5780 unique
comments. The number of commenters is 1780. In Fig. 2, we can observe the comment
ratings and user participation activity during the period. We only plotted unique
comments by removing redundant comments cross-posted in several articles. Unique
comments are selected on their first appearance chronologically in the comment corpus.
Therefore, the interval between two time stamps in the horizontal axis, representing the
comment time, is not linear. The time stamps in the horizontal axis indicate the vertical
dotted line in the grid as the first comment is posted on ‘2014-3-10 18:41:00’. The peaks
are during March and June 2014 and then decreasing in intensity by July 2015.

We can observe in Fig. 3 the repeating bursting and decaying of the article data
during this event. The word cloud set to 100 terms on the top left in Fig. 3 represents
the initial month of the event. There were 185 articles during the first month on the news
website. Following the second Malaysian Airline Flight MH17 explosion, there were
6000 jobs cut at the company during August 2014 represented by the word cloud on the
bottom left. The finding of the flaperon debris is shown by the word clouds on the right.

1 http://www.theguardian.com/world/malaysia-airlines-flight-mh370.
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Some experts on aviation, specifically the Boeing 777 s, commented in the early stages
of the finding (July 2015) that there was no doubt that the debris was from the missing
airplane. It took two months for the investigators to give the same conclusion.

Fig. 2. Comment Ratings by users during the one and half year period

Figure 3 shows the number of articles each month and the generated keywords in
important periods.

Fig. 3. Time series data representing the frequency of articles on the disappearing Malaysian
Flight MH370 from March 2014 to September 2015, on the Guardian news website and the word
clouds (top left: March 2014, bottom left: August 2014, top right: July 2014, bottom right: August
2014) are depicted.

Many unrelated comments were posted although the Guardian news website is
moderated. The discussions on the comment board are analyzed with our tool from our
previous research [10].
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5.2 Clustering and Multidimensional Scaling (MDS) Results

In Figs. 4 and 5, the 368 articles in 10 clusters (represented by 10 colors) are plotted and
respectively in five clusters during the 18 month period (18 points). The legend in each
plot represents the main keywords as the top terms per cluster. The MDS results show
the distance between clusters in a two dimensional space and clearly separate them.
Clusters with the term ‘Malaysia’ are close to each other in the center and clusters with
the terms ‘search, plane, missing’ are at the periphery in the 10 clusters plot. In the
5 clusters plot, the cluster with the term ‘SES’ (State Emergency Service) is singled out
on the right, the cluster with the terms ‘debris, Reunion’ is at the bottom center and the
cluster with terms ‘MH17, jobs’ is at the top center.

Fig. 4. 10 clusters in 2D plots obtained from the 368 articles on the disappearance of Air Malaysia
Flight MH370 from March 2014 to September 2015. (Color figure online)
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Fig. 5. 5 clusters in 2D plots obtained from the 18 months of data on the disappearance of Air
Malaysia Flight MH370 from March 2014 to September 2015. (Color figure online)

5.3 Surprising Comments with the Lift Measure

We have implemented the surprise model with our own specifications and found some
interesting patterns of comments with the model. For the simplicity of the computation,
we assume that each sentence in the comment is composed only by the noun phrases
(nps). Hence, we compute the occurrence of each pair of these to obtain the lift measure
for each unique comment in the text comment data. The extraction of the noun-phrases
is realized with the parsing and noun phrases extractor in NLTK [13].

Comments with great Lift3 value contain many sentences (num_sent) in general
except the top ranked comment in Table 1 which is surprising. The top ranked comment
has only six sentences but upon reading it, find that this comment has the most noun-
phrases in it. The top ranked comment in terms of Lift measure is the itinerary of Flight
MH370 according to Inmarsat [14].

Otherwise, the comments with Lift3 equal to zero show one or two sentences and are
either empty or one noun-phrases (see Table 2). Usually, comments with only one
sentence are replies to some previous comments and their contents are brief. We can
confirm that Lift3 calculates the correlation of terms in comments by comparing the
mutual information value of every pair of words in that comment against the corpus as
a whole to calculate the relevant probabilities. The mutual information value of two
random variables X and Y is zero if X is independent of Y. Figure 6 shows the values
of the Lift3 measure during the period of our experiment.
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Table 1. Top 5 of Lift3 computation results on the comments from “Malaysian Airline flight
MH370” event and their related comment records

Table 2. Last 15 of Lift3 computation results on the comments
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Fig. 6. The variation of the Lift measure during the experiment period and the peak during the
Inmarsat data publication on May 4th 2014.

5.4 Visualization of the Comments Network Graph

Figure 7 depicts the structure of conversations and the preferential attachments to some
users’ or comment posts. They are realized with Neo4j2. Neo4j is a tool which we can
use to build a property graph from a database. The property graph contains connected
entities (the nodes) which can hold any number of attributes (key-value pairs) and
relationships which give meaning to the connection between two-node entities. A rela‐
tionship always has a direction, a type, a start node and an end node. It can also have
properties. Neo4j implements the property graph and optimizes the graph database to
output query results faster independent of the size of the database. The comment corpus
is transformed into a comment database where each comment is a record containing the
properties described in Eq. (1). The modeling of this database in Neo4j consists of
defining the nodes and the relationships. In our comments visualization, we want to
observe users, comments and their relationships. Therefore, we define users as entities
such as people with names and identifications. The Guardian news commenting facility
does not allow anonymous people to post comments. Hence, each user must have a single
user name and user identification. Comments are also entities in the graph with all prop‐
erties they have in the record. We define the relationships that can be modeled as the
interactions between users and comment entities. After the data modeling, we put the
comment database in the Neo4j server and build the graph network describing the inter‐
actions of those entities.

2 http://neo4j.com.
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Fig. 7. The comment graph network on the comments data with minimum rating equal to 3 (Color
figure online)

In Fig. 7, users (red nodes) are labeled with their usernames. They can post several
comments. The most active users are centered on the graph with the highest number of
comments and replies. Comments are labeled with the time stamp (blue nodes).
The three types of relationship are users posting comments, comments that are replies
to other comments and comments quoted other users. By clicking a comment node, we
can read its properties such as subject, content, and rating score. The graph can be
zoomed in or out and queried in SQL-like format.
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6 Discussions

In this paper, we introduced our framework for aggregating and analyzing articles and
comments on news websites after events occur in the real world. We proposed several
methods and models to perform the analysis.

We presented the case study on the Malaysia Airline Flight MH370 event. The
summarization and clustering results are shown in Sect. 5. The truth regarding this event
is not yet known. We did text mining and comment analysis in order to summarize and
synthetize (clustering and graph network analysis) the vast amount of text data available
on the event from the news website.

Surprisingly the Lift3 measure extracted the timeline of the event based on the top
ranked comment in this experiment. By analyzing the features in this comment, we
observed that it contains the highest number of name entities, a lower sentiment polarity
and lower subjectivity tone.

The PA model is valid for the commenting behavior on articles discussing the event.
Most of the articles do not have comments. Only the articles already commented on
present active comments unless the moderator closed the commenting tool. Usually, the
most popular articles are the ones most shared and commented on. This model will be
used in the future to predict which articles to monitor using our comment analysis tool.

In the future, we will consider the optimization of the program to compute the Lift3
values because computations of the joint probabilities of two terms are very expensive
for comments with many sentences and corpuses with more than ten thousands
comments for the duration of the event. The real-time summarization as in the IncreSTS
[1] should also be taken into account. We will apply our framework to other domains
such as finance data and text events.
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