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Abstract. 3D surface registration of two or more range scans is an
important step in building a complete 3D model of an object. When
the overlaps between multi-view scans are insufficient, good initial align-
ment is necessary that usually requires some prior assumption such as
pre-defined initial camera configuration or the use of landmarks. Specif-
ically, this paper addresses the problem of registering two or more range
scans captured from complex 3D objects which have small overlaps. The
proposed technique is based on the integration of a new Partial Artifi-
cial Heat Kernel Signature (PA-HKS) and a Modified Multi-view Itera-
tive Contour Coherence (MM-ICC) algorithm. This unique combination
allows us to handle multi-view range scan data with large out-of-plane
rotation and with limited overlaps between every two adjacent views.
The experimental results on several complex 3D objects show the effec-
tiveness and robustness of the proposed approach.

1 Introduction

3D modeling has long been one of the most important research topics in the
field of computer vision and pattern recognition. Recently, there are many new
techniques for complex 3D object modeling [1,2]. Moreover, with recent tech-
nology advancement, many inexpensive 3D sensors [3,4] were developed, which
triggers easy access to 3D depth data and allows various applications of using
3D point sets such as 3D modeling, pose estimation, and 3D object recognition.
Among many, registration of the range scans to generate 3D models has drawn a
great attention and many successful registration techniques have been proposed
which usually require sufficient overlap across views and good camera initial-
ization [5,6]. However, registration for partially overlapping data without any
initialization still remains a challenge in this field. In this paper, we address this
issue by two steps. The first is to support initial alignment of multi-view scans
by using a new mesh-based feature. The second is to improve multi-view contour
coherence by considering both self-occlusion and visibility of the predicted con-
tours across views. Our goal is aimed at automatic and robust 3D registration
from partial overlapping 3D point sets without any camera initialization.

The Heat kernel signature algorithm is generally applied to generate highly
localized features from a 3D mesh model for pose estimation or object
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recognition [7–9]. This technique shows a successful result exclusively on full 3D
mesh data and 2.5D range data without self-occlusion. Because of self-occlusion
of 3D data, the accuracy of feature extraction would deteriorate mainly due to
the holes on the 3D surface. Accordingly, we develop an improved heat kernel
feature in order to accommodate partially overlapped range scan data captured
from different view angles. As the first step that was inspired by [7,8], we pro-
pose a new partial artificial Heat kernel signature (PA-HKS) and use it to achieve
coarse alignment of the multiple range scan data. As the second step, the origi-
nal Multi-view iterative contour coherence (M-ICC) algorithm [10] is enhanced
by introducing an additional pruning step to remove erroneous contours, lead-
ing a modified M-ICC (MM-ICC) algorithm that is more robust and accurate.
The original M-ICC algorithm requires initialization of the range scans by pre-
defined camera configuration. In conjunction with PA-HKS based alignment, the
proposed MM-ICC algorithm is able to self-initialize multi-view camera config-
uration to support fully automatic and robust registration and to reconstruct a
detailed 3D model based on the corresponding contours from multi-view scans.

2 Related Work

In this section, we provide a brief overview of the background of this research,
which involves two separate topics: Direct (Appearance-based) registration and
Feature-based registration.

Direct (Appearance-Based) Registration. There have been a great deal of
research on point set registration focusing on where most pixels agree. Among
many, the classic iterative closest point (ICP) algorithm [5] and its variants [11]
provide an effective way to register the points and reconstruct the model in a
stable and effective manner. However, ICP requires good initialization and is
also time consuming mainly because it has to identify the closest point pairs.
The Coherence point drift (CPD) algorithm, which is another powerful method of
point set registration, and the modified CPD algorithms [12] allow us to get more
robust and stable outcomes in presence of noise and outliers. CPD can produce
very robust results both in the rigid and non-rigid point sets. However, CPD also
entails good initialization to find correct correspondences. Moreover, the M-ICC
algorithm in [10] aims to perform registration based on the multi-view contour
coherence. These algorithms above have proven effective and accurate under
reasonable initialization. However, achieving accurate and robust registration
without initialization still remains as a major challenge in point set registration.

Feature-Based Registration. Feature-based registration methods attempt
to find corresponding features in the multiple data sets of different views
and to effectively match the extracted features across views. It is a fairly
recent research trend that puts an emphasis on detecting interest points on
3D mesh models. Most of the studies along this trend focus on local surface
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descriptors [13,14]. A multi-scale approach is commonly employed to analyze
the 3D surface at consecutive scales to identify interest points at different levels
[15]. A 3D extension of the 2D Harris operator was proposed that is based on the
local autocorrelation of images [16,17]. The studies in [17,18] employ the Heat
Kernel Signature (HKS) of a 3D mesh model. According to the geometry energy
on the vertices, an interest point is selected if it remains as a local maximum
of the geometry energy function within several successive scales. Therefore, it is
crucial to have the distinctiveness of an interest point for a stable outcome.

Both of the two categories of point set registration reviewed above entail
their own strengths and limitations. Accordingly, a number of attempts have
been made to combine these two methods to alleviate the constraints and to
deliver more robust and accurate outcomes [18].

3 Proposed Approach

The proposed algorithm consists of following two steps: Coarse Registration using
PA-HKS and Fine Registration through MM-ICC. The first involves rough align-
ment of the multiple partial overlapping range scan based on PA-HKS extracted
from each view. The second step is initialized by the first step and performs
re-registration by applying via three-round contour pruning and maximizing
contour coherence.

3.1 Coarse Registration Based PA-HK

The HKS is grounded based on the Heat kernel and this heat kernel is sta-
ble against perturbations of the shape [7]. A HKS formula is derived as Kt =∑∞

t=0 expλitφi(x)2 where, λi and φi are ith eigenvalue and eigenfunction of
Laplace-Beltrami operator. This algorithm uses heat diffusion on the surface
of a full 3D model to detect the highly local shape features. Heat diffusion over
a longer period of time enables us to spot the summaries of a shape in large
neighborhoods whereas the one with a short time period allows the observa-
tion of detailed local shape features. Therefore, through heat diffusion, we are
able to compare the point signatures at different time intervals and accomplish
multi-scale matching between points. The HKS algorithm operates based on the
gradient of the surface; thus, it is hard to find the correct feature descriptor
in the partial object surfaces under self-occlusion. So, in order to address the
problem, we project the range scan data to the plane and connect the projected
data with original range data using mesh. This new generated 3D volume mesh
is used to apply the HKS algorithm to find the feature descriptor. Although
the generated artificial 3D mesh only captures partial geometric information
from the 3D model, the extracted PA-HKS features are expected to preserve
some local geometric characteristics by which we can produces relatively reliable
alignment between the partial surfaces observed from two adjacent views. The
idea of PA-HKS is discussed in three steps as follows.
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Extracting PA-HKS Keypoints. For each view, we generate a partial arti-
ficial 3D mesh data by projecting the range scan data to the back plane. The
back and side planar surfaces of the artificial 3D mesh are added to find PA-HKS
keypoints on the frontal mesh surface visible in that view. It is possible some
keypoints are found along the contour between the back and side surfaces, then
we move them to the front mesh surface. Thus, all PA-HKS keypoints are in the
original range scan, as shown in Fig. 1(a)–(c).

Grouping PA-HKS Keypoints. There could be multiple local PA-HKS key-
points in the same area among the multiple range scans. In order to ensure one-
to-one mapping across views, we group the keypoints by using their 3D Euclidian
distance and the similarity of their PA-HKS signatures, as shown in Fig. 1(d).
This will result a single local PA-HKS keypoint in those areas that have high
energy and rich geometric information. Although those keypoints may not be
spatially precise in terms of their locations, they offer important 3D landmarks
for initial point set alignment.

Matching PA-HKS Keypoints. Prior to ICP-based alignment, PA-HKS fea-
tures are used to initialize correspondence between two adjacent views. Given
two PA-HKS feature sets from two range scans, S and T, we find the correspon-
dence pairs across two views by

ts = arg min
t∈T

d(t, s),∀s ∈ S, (1)

where d(·) is a distance function between two PA-HKS features. To ensure robust
feature matching, if d(s′, ts′) is larger than a threshold, we declare that s′ ∈ S
does not have a correspondence in T and will not be involved in the following
ICP step. After PA-HKS based correspondence initialization, we can use ICP to
find the initial transformation between the two scans.

3.2 Fine Registration Based on MM-ICC

Wang [10] proposed a wide baseline 3D modeling algorithm (called M-ICC) that
registers multi-view range scans by maximizing contour coherence between the
observed and predicted contours across multiple views. A key idea in the algo-
rithm is to remove incorrect contour points using two step pruning. Here we want
to improve contour coherence by refining contour correspondences via a third
pruning step. This extra pruning enables us to remove incorrect correspondences
of the predicted contours according to the invisibility condition. We name the
improved algorithm MM-ICC to differentiate from the original M-ICC one.

Generating Observed Ri and Predicted Range scan data Ri→j. A range
scan Ri of view i provides a depth value Ri(x) at each image pixel x = (x, y)T ∈
R

2. A meshed point cloud Mj is generated by range scan Rj and Ri→j is created
by projecting Mj to the ith view. Ni(x) is the surface normal vector of an image
pixel x in Ri.
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Fig. 1. Illustration of PA-HKS: (a) A range scan in 3D (green); (b) A partial 3D
mesh created from (a); (c) PA-HKS features after shifting; (d) PA-HKS features after
grouping; (e)–(h) Real object examples corresponding to (a)–(d). (Color figure online)

Extracting Contour Points. The observed range scan data Ri has two differ-
ent sets of contour points. One set is from the front contours and the other set is
from the back contours. The back contours will be set as occlusion ones during
the first pruning step. Given pixels belonging to the object in view i as Xi, the
depth of pixels belonging to the background is set by be infinite, i.e., Ri(x) = ∞
for X /∈ Xi. The set of visible contour points Ci and that of occlusion contour
points are distinguished by depth discontinuity of a pixel and its 8 neighboring
pixels, NX

8 of range scan as follows:

Ci = {x ∈ Xi|∃y ∈ Nx
8, Ri(y) − Ri(x) > τ1}, (2)

Oi = {x ∈ Xi|∃y ∈ Nx
8, Ri(x) − Ri(y) > τ2}, (3)

where τ1 are tau2 are two thresholds to control the quality of selected PA-HKS
features. Depth discontinuity caused by connection of contours and occlusion
contours indicates surface holes created by self-occlusion in the range scan data.
Those surface holes can remain incorrect contour points which have to be pruned.
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Fig. 2. Illustration of two pruning steps in the original M-ICC algorithm: (a) The first
pruning: the green line is Ci (previous contour points) from observed view i and the
black line is Ci→j (new contour points) from predicted view j. (b) The second pruning:
the black line is Cj from camera j and the red line shows invisible contour points from
view i. (Color figure online)

In this step, Ci and Ci→j are created from Ri and Ri→j as the sets of observed
and predicted contours respectively.

First Pruning: Self-occlusion of Predicted Contour. Ci→j contains false
contour points which are generated by the boundary points of surface holes
created by self-occlusion. Basically, contour points change depending on different
view angles in fully covered 3D mesh data. Thus, Ci and Oi from the observed
view direction should not be one of the members of Ci→j from the predicted
view direction. In Fig. 2(a), the green color line is a visible contour in previous
Camera i direction and the black line is a new contour in j direction after rotated
range scan data Ri. This green one should not be a valid contour in camera j
direction because the rotated range scan data Ri does not cover the full surface
of a target in camera j direction. In Fig. 3(a), the square point corresponds to a
contour Ci→j from camera view j and the dot point is a contour Ci from camera
view i. If those contours are at the same 3D location, the contour should be
pruned, as shown in Fig. 3(a).

C(1)
i→j = {X ∈ Ci→j |Ci→j(X) ∩ (Oi(X) ∪ Ci(X))c}. (4)

Second Pruning: Visibility of Observed Contours. Some contour points
in Cj are not visible from camera location of view i. We prune Cj based on the
visibility of the corresponding contour in view i.

C(2)
j/i = {X ∈ Cj |Nj(X)T · (Oi→j − Vj(X)) > 0}, (5)

where Oi→j is the camera location of frame i in camera j and Vj(X) is
the back-projection operator which maps X in frame j to its 3D location.
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Fig. 3. Illustration of the three-step pruning from a top-down view where each dot
represents a contour and each contour correspond to a partial surface: (a) Range Scan
Ri, contour Ci (black dots) and occlusion points Oi (black dots) in camera i). (b)
notation of Fig. 2. (c) Pruning 1: Range Scan Ri→j , contour points Ci→j (square)

and pruned contour points C(1)
i→j (blue square and yellow square) in camera j, Some

Contours(yellow square) require Third pruning. (d) Pruning 2: Range Scan(Rj) in

camera j and pruned contour points (C(2)

j/i) (Color figure online)

Nj(x) is the surface normal vector of each image pixel in frame j. In Fig. 2(b),
the black color line is a visible contour from camera j direction and the red line
is an invisible contour in i direction. The red contour should be pruned to find
the corresponding contour points only. Only black contours are left after the
first and second pruning steps because the black contours have corresponding
contours. In Fig. 3(b), the red triangle point presents a contour from camera j
and it is invisible from camera i. Those points do not have correspondences in
camera i frame thus they should be pruned.

Third Pruning: Visibility of Predicted Contours. As a new step intro-
duced in this work, the third pruning is applied to the results of the first pruning
which may still have incorrect contour points. Some contour points Ci→j gen-
erated by Ri→j are invisible in camera j. However, self-occlusion effect makes
the points visible in camera j. Thus, these incorrect points cause errors in the
matching step and obstruct accurate registration. In Fig. 3(a) and (c), although
the yellow square points should not be visible in camera j, they are still consid-
ered as visible contours in the predicted view. Therefore, we perform the third
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pruning based on the visibility of the predicted contour, as shown in Fig. 3(c).
This additional pruning step is the core idea of the proposed MM-ICC algorithm.

C(3)
i→j = {X ∈ C(1)

i→j |Nj(X)T · (Oi→j − Vi→j(X)) > 0}. (6)

where Vi→j(X) is the back-projection operator which maps X in frame Ri→j to
its 3D location.

Matching in 3D Using Trimmed ICP. After three pruning steps, we can
obtain two pruned contour point sets, C(2)

j/i and C(3)
j→i as the pruned observed

contour and predicted contour. However, not all the points in those two contour
point sets have a correspondence and those contour points are very sensitive to
minor changes of the viewing direction. Thus, to find the corresponding contour
points and match them correctly, we apply the trimmed ICP algorithm in the 3D
space [19]. Trimmed ICP is based on consistent use of the least trimmed squares
(LTS) to sort the square errors and minimize a certain number of smaller values.
It ignores the pairs that are far apart among the set of point pairs to avoid
incorrect corresponding points. Accordingly, more robust outcome is expected
in comparison with the bijective method that cannot cover distant points [10].

4 Experimental Results

We evaluate our proposed algorithm that combines PA-HKS and MM-ICC in
comparison with the original M-ICC algorithm. The results are illustrated in
two parts: usefulness of PA-HKS and contribution of MM-ICC. Our 3D models
are from the Standard 3D model dataset [20].

4.1 PA-HKS for Coarse Registration

The usefulness of PA-HKS was evaluated based on the maximum rotation devia-
tion in angle initialization that can be corrected. In Table 1, the original M-ICC
algorithm can recover only up to 60◦ offset in the tolerable rotation angle but
fails to register the two-view range scan data beyond 60◦ (Fig. 4(b)). However,
our proposed algorithm successfully recovers up to 90◦ as shown in Fig. 4(c).
Successful registration results have a small angle error (< 1◦) of angle between
estimation and ground truth.

Table 1. Errors of recovered angles under different degrees of initial rotation deviation

Angle deviation 10◦ 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ 90◦

M-ICC <1 <1 <1 <1 <1 <1 58 58 62

Proposed <1 <1 <1 <1 <1 <1 <1 <1 <1
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Fig. 4. Illustration of PA-HKS based coarse registration: (a) Initialization of two range
scans from the 3D Armadillo model with rotation gap 70◦; (b) Registration results of
the M-ICC algorithm (c) Registration results using PA-HKS for ICP.

Fig. 5. (a) Four Range scans of the armadillo in the 3D space; (b) PA-HKS features
extracted from of four range scans (black dots) (c) Result of the PA-HKS based initial
alignment using ICP.
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Moreover, four different range scans extracted from the 3D Stanford
armadillo model is used to verify the effectiveness of the proposed algorithm
compared with the previous M-ICC algorithm. In Fig. 5(a), the four range scans
are visualized together in the 3D space without any previously known initializa-
tion. All range scan data face to the same one camera direction in the unknown
initialization setting. The proposed PA-HKS method extracted corresponding
features from the partially overlapped range scan data based on Heat kernel
signature(HKS) descriptor. In Fig. 4(b), the heat distribution is indicated by
different colors of surface. The warm colors around the PA-HKS features indi-
cate the high variance of the local geometry and similar distribution of feature
points in the multi-view scans implies their consistency and reliability. The ini-
tial alignment result given in Fig. 4(c) confirms the usefulness of PA-HKS for
coarse registration.

4.2 MM-ICC for Refined Registration

We compare M-ICC and MM-ICC based on the same view initialization obtained
from PA-HKS based coarse registration. In Fig. 6, the left column represents the
results from M-ICC under seven different settings listed in Table 2, while the
right column shows the results from MM-ICC. Table 2 shows the RMS errors
under seven settings It is shown that M-ICC could result in successful results
in the case of two simple views (with little occlusion), as shown Fig. 6 (the 1st

and 4th rows) where registration error is relatively small (Table 2 (setting (i,iv)).
However, in more challenging conditions, such as complex views which have
more self-occlusion areas (setting ii, v) or large rotation angles among multi-
view range scans (setting iii), M-ICC was incapable of yielding accurate results,
as in Fig. 6 (the 2nd, 3rd and 5th row). The RMS results in Table 2 clearly show
the effectiveness, accuracy and robustness of the proposed MM-ICC algorithm.
Moreover, in Fig. 6 (the 6th and 7th rows), two of four pair-wise registrations
from M-ICC show successful outcomes whereas the other two has significant
mis-match. On the contrary, the results of MM-ICC show stable and accurate
matching outcomes for all four pair-wise registration. Overall, the proposed MM-
ICC algorithm is proven to be robust and accurate for complex 3D objects under
large gaps of multi-view scans and significant occlusion in each scan.

Table 2. RMS errors in results

Different test setting M-ICC Proposed

(i) Armadillo, 70o, 2 simple views 1.099 0.290

(ii) Armadillo, 70o, 2 complex views 3.169 0.281

(iii) Armadillo, 90o, 2 complex views 3.289 0.233

(iv) Bunny, 60o, 2 simple views 0.521 0.189

(v) Bunny, 60o, 2 complex views 5.116 0.116

(vi) Bunny, 90o, 4 complex views Ave. of 4 pairs = 1.595 Ave. of 4 pairs = 0.206

(vii) Armadillo, 90o, 4 complex views Ave. of 4 pairs = 4.476 Ave. of 4 pairs = 0.279
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Fig. 6. Comparison between M-ICC and MM-ICC based on two 3D models under seven
settings given in Table 2. For each setting, we show the final 3D modeling result (left)
and the pair-wise scan matching results of every two adjacent views (right).
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5 Conclusion and Future Work

We have proposed a new 3D modeling algorithm that involves two new tech-
niques to perform coarse-to-fine registration of multi-view range scan data with-
out any initial condition. Specifically, the PA-HKS features extracted from par-
tial artificial mesh models are found useful to roughly align range scan data
despite large view gaps and complex object contours. This step makes the pro-
posed algorithm more robust and flexible to handle various multi-view camera
settings and 3D objects of complex shapes. The MM-ICC algorithm incorpo-
rates an additional pruning step to further remove supposedly invisible points
in predicted contours. This third pruning is very effective to assist the second-
round re-registration and significantly improves the final results. In the future,
we will apply this method to real depth data captured from RGB-D sensors. In
addition, we will also make an attempt to generalize the proposed approach for
robust modeling of non-rigid objects.
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