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Abstract. The Internet has a huge volume of unlabeled videos from
diverse sources, making it difficult for video providers to organize and
for viewers to consume the content. This paper defines the problem of
video aboutness generation (i.e., the automatic generation of a concise
natural-language description about a video) and characterizes its differ-
ences from closely related problems such as video summarization and
video caption. We then made an attempt to provide a solution to this
problem. Our proposed system exploits multi-modal analyses of audio,
text and visual content of the video and leverages the Internet to iden-
tify a top-matched aboutness description. Through an exploratory study
involving human judges evaluating a variety of test videos, we found
support of the proposed approach.

1 Introduction

Video sharing sites like YouTube and Vimeo have changed the way people con-
sume, share and even produce multimedia content. The content on these sites
is extremely diverse in their nature, ranging from news, weather forecast, sales
demonstrations, talk shows, music, drama, as well as user self-recorded clips.
Owing to the recent advancement of network infrastructure and growing popu-
larity of social media, the growth of these unlabeled and misplaced videos has
been phenomenal in its speed and volume, imposing a realistic challenge for video
sharing sites to organize and for viewers to consume the content effectively. Thus,
automatic extraction of useful descriptions of such videos is potentially of high
value for practical deployment.

The generation of natural language descriptions of videos is receiving grow-
ing research interest recently [1–5]. Li et al. [3], for example, examined a deep
convolutional neural networks based method to extract visual features from ran-
domly selected video frames that were fed into recurrent neural networks to
generate sentence description for each of these frames. The most relevant video
description was then obtained by ranking the frame sentence descriptions using
sentence-sequence graph. Thomason et al. [5] used visual recognition systems
based on histogram of gradients, histograms of optical flow and motion bound-
ary histogram features to predict high-level visual details such as the objects,
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activities and scene present in a video. They then applied a factor graph model
to integrate this visual information to select the best subject-verb-object-place
description of a video.

Despite the increasing attention, existing methods reported to date focus on
the generation of captions of short-duration, single-activity video clips [2,3,5]. To
the best of our knowledge, little has been explored on methods that are capable of
generating natural language descriptions of more complex, longer-duration videos
such as those report situation development of an infectious disease outbreak or
those illustrate an innovative hair styling procedure. We provide more discussion
on this problem in Sect. 2.

We also noted that the methods developed to date revolve around extracting
visual content from a video, yet the audio and textual content that may give addi-
tional information were not sufficiently examined. We explored the usefulness of
both audio and text analysis techniques [6–8] on top of visual content extrac-
tion and generated more descriptors of the video. The multi-modal exploitation
approach was shown to receive higher judgment ratings in the user evaluation
study.

In terms of generating description using video global descriptors, existing
works also tended to dive in grammatical sequencing of words to compose a
description [3–5]. This “composition” approach can be extremely hard for com-
plex videos as there can be a huge number of possibilities to compose a descrip-
tion for humans to appreciate. Here, we explored a “search” approach that uses
the Internet (i.e., millions of titles from blogs and news that match the video’s
global descriptors) as a knowledge base to algorithmically identify a top-matched
aboutness description.

2 Video Aboutness: A Video Content Description
in Concise Natural Language

In this paper, we consider the notion of “video aboutness” as a concise descrip-
tion about a video which needs to be informative, short and meaningful to a
human viewer. The promise of a good video aboutness generation system is that
aboutness description should be understood by new viewers and video shar-
ing providers to quickly capture a central perspective of the video clip without
watching it.

Automatic generation of video aboutness is a challenging new computing
problem characterized in three dimensions. We characterized this problem in
the following three dimensions.

First, at its basics, the video content description needs to be informative
to answer the fundamental question: “What is about this video?”. In Library
and Information Science, the term aboutness is introduced in the 1970s by
Fairthorne [9] to express certain attributes of the text or document, i.e. what is
said in a document. Similarly, in the Philosophy of Logic and Language, about-
ness is understood as the way a piece of text relates to a subject matter or
topic [10]. As such, the “aboutness” is fundamentally a description of the video.
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Second, in the practical context of today’s social-technological landscape, the
video description also needs to be short to read to a human user in the era of
information overloading and fast content consumption.

Third, the description also needs to be considered good enough when assessed
by viewers. This is in connection with the second form of aboutness that
Fairthorne [9] distinguished: “intentional aboutness” referring to how the author
views and intent to make a document is about, and “extensional aboutness”
referring to how the document is reflected semantically.

The problem of video aboutness generation is different from two related tasks
in visual computing and multimedia research. It differs from “video summariza-
tion” as the latter is essentially a task to identify the key frames or key events
from the video that enables the viewers to gain maximum information about the
target video in the minimum time [11]. Video aboutness is more closely related
to “video caption”, but video caption methods are typically focused on compos-
ing descriptions of short video clips of 10–25 s in duration and consisting of a
single activity (e.g., playing a piano, a person is running a race) [2,3,5]. In our
work, we target on more naturally-occurring and complex videos (e.g., videos
that report situation development of an infectious disease outbreak or that illus-
trate an innovative hair styling procedure). Such videos typically last more than
two minutes and consist of multiple activities.

3 A Video Aboutness Generation System

We next describe a fully automatic system which is capable of generating the
aboutness of a video. The proposed system consists of two major procedures,
(1) the generation of global descriptors of the video using multiple sources of
content information (audio, text and image processing), and (2) the generation
of the final aboutness description leveraging output of (1) and the Internet as
the knowledge base.

3.1 System Workflow

Figure 1 provides the workflow of the system from application point of view: (a)
A query video is entered as an input to the system, (b) The video is processed in
four simultaneous procedures, including Audio Classification, Audio Keywords
Detection, Textual Keywords Detection, and Image Information Extraction, to
produce a rich set of global descriptors as intermediate outputs, (c) The global
descriptors are used as keywords to retrieve news and blog articles, and are sub-
sequently used to re-rank the retrieved news and blog articles based on similarity,
(d) The title of top-ranked news or blog article is returned as the final output
of the system.

3.2 Global Description Generation

Audio Classification. First, we consider a classic audio analysis technique
that generates different categorical information. This involves training of differ-
ent audio classifiers such as speech, music, comedy (using the laughing sequences
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Fig. 1. The system workflow

from sitcoms/stand-up comedy videos), sports (using stadium noise and cheering
sequences) to detect the genre of the video. Here, we extract the Mel-frequency
cepstral coefficients features [7] (block size = 1024 and step size = 512) from the
audio stream and use linear support vector machine [12] to train these classi-
fiers. Therefore, these categories information forms the first part of the global
descriptors.

In the example query video illustrated in Fig. 1, this procedure returns
News/Speech/Talk Show.



Leveraging Multi-modal Analyses and Online Knowledge Base 59

Audio Keywords Detection. Second, because a high-level category descrip-
tion may not offer sufficient level of specifics and details about a video, we con-
sider the audio stream of videos which gives the topic level information about a
video. Here, we use CMUSphinx1 to transcribe the audio stream into a textual
transcript. Due to the noise in audio streams, these direct outputs of the textual
transcripts are not very accurate.

To enhance the speech-to-text performance, we fetch the keywords in the form
of tags with news and blogs articles available on Internet. These keywords, often
containing unigrams, bigrams and trigrams, are then used to rebuild the language
model2, such that this language model is subsequently used to transcribe the
audio stream. After transcribing the audio stream into a textual transcript, all
available keywords from the transcript can be extracted as detected keywords
to form the second part of the intermediate global descriptors.

In the example query video illustrated in Fig. 1, this procedure returns
Methodist Church, Flu Shot, Church Services, Flu Virus, Flu Season, Methodist
Church, Flu Vaccine.

Textual Keywords Detection. Besides audio content, online videos often
contain textual information such as sub-titles of news. To obtain the textual
information from the video, we extract the video frames in every 5 s. Here, we
use OpenCV implementation of the method proposed by Neumann and Matas [8]
for text localization within each extracted frame and use tesseract-ocr3 to extract
the text from each of these localized image regions. In this image derived text,
we further search for keywords that have been used to train the language model
described in Audio Keywords Detection.

In addition, we also extract the valid names from the image text. To capture
the names from the image text, we used the first name and last name dataset
available on the United States Census Bureau website4. These textual content
derived keywords then form the third part of the intermediate global descriptors.

In the example query video illustrated in Fig. 1, this procedure returns
CBS TV, Flu Emergency, Flu Season, Immunization, Trinity United Methodist
Church, Arlington, Carmen Mele, Fort Worth, Joel Thomas.

Visual Content Extraction. Lastly, to obtain the image content from visual
stream, we extract all the shots using FFmpeg5. From each of these shots, we
select a representative image based on its visual attributes (e.g. sharpness, light-
ing) to perform image analysis. We then use a few latest computer vision tech-
niques to evaluate each of these images to identify the objects (e.g. cars, horse,
motorbike) [13], people with attributes (e.g. male or female, ethnicity) [14,15],
1 http://cmusphinx.sourceforge.net/.
2 http://www.speech.cs.cmu.edu/tools/lmtool-new.html.
3 https://github.com/tesseract-ocr.
4 http://www.census.gov/topics/population/genealogy/data/1990 census/

1990 census namefiles.html.
5 https://www.ffmpeg.org/.

http://cmusphinx.sourceforge.net/
http://www.speech.cs.cmu.edu/tools/lmtool-new.html
https://github.com/tesseract-ocr
http://www.census.gov/topics/population/genealogy/data/1990_census/1990_census_namefiles.html
http://www.census.gov/topics/population/genealogy/data/1990_census/1990_census_namefiles.html
https://www.ffmpeg.org/
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stuff (e.g. water, grass, sky) [14,18], and indoor (e.g. bathroom, kitchen) [16,17]
and outdoor scenes (e.g. beach, highways) [17–19]. This generates specialized
and more fine-grained keywords that form the fourth part of the intermediate
global descriptors.

In the example query video illustrated in Fig. 1, this procedure returns Person
(female), Person, Person (male).

3.3 Similarity Ranking Using Internet as Knowledge Base

After this rich set of global descriptors is obtained, these global descriptors are
used as keywords to retrieve the news and blog articles from the Internet. These
retrieved news and blog articles are re-ranked based on their similarity scores
with the global description of the video. The similarity scores are computed based
on the frequencies of the global video descriptions in the retrieved articles.

Finally, the title of the top ranked article (e.g.,Memorial Hermann Announces
Immunization Schedule as in the example query video in illustrated Fig. 1) is used
to describe the input video.

4 Experiment

4.1 Data and System Processing

Existing methods are typically evaluated on video contents constrained within
a small set of known objects and single action activities (e.g. two teams playing
football) [2,3,5]. We are interested in examining a wider variety of videos, which
are unconstrained with objects and activities content.

To assess our system, we downloaded a total of 21 test videos6 covering a wide
variety of content including news (videos 1–3, 8, 9, 11, 15, 21), skills illustrations
(videos 4–6), sales demonstrations (videos 7, 12), talk shows (10, 13), weather
forecast (video 14), self-recorded clip (video 16), and music (videos 17–20). The
duration of the videos ranges from 0.24 to 5.20 min, averaged at 2.09 min. These
videos were processed in a system implemented based on Sect. 3.

Table 1 present three examples of the video aboutness results7 generated
using the proposed approach. It also shows the global descriptions of the videos
that have been extracted after audio and visual analysis that are intermediate
outputs of the system. Apparently, it can be seen that the global descriptions of
these videos are very coarse on their own, and the final aboutness outputs are
shorter and more informative.

6 The dataset can be downloaded from https://www.dropbox.com/sh/
315lz0r7i552kjq/AADCu1wr NLdVau79kvPVEXLa.

7 The results of all test videos can be downloaded from https://www.dropbox.com/s/
c1e126dps0brd0r/aboutness results.pdf.

https://www.dropbox.com/sh/315lz0r7i552kjq/AADCu1wr_NLdVau79kvPVEXLa
https://www.dropbox.com/sh/315lz0r7i552kjq/AADCu1wr_NLdVau79kvPVEXLa
https://www.dropbox.com/s/c1e126dps0brd0r/aboutness_results.pdf
https://www.dropbox.com/s/c1e126dps0brd0r/aboutness_results.pdf
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Table 1. Video aboutness - input videos, intermediate output and final output (three
examples)

ID Input Video Intermediate Output - Global Descriptors Video Aboutness
Visual Only Multi-modal Visual

Only
Multi-
modal

3.

Arkansas, General As-
sembly, Immigration,
Lottery Scholarships,
School Funding,
Craig Cannon; Per-
son (male), person
(female), building

News/Speech/Talk
Show; General Assem-
bly, Lawmakers, State
Capital, Public Health,
Federal Government,
Republican, Medicate
Program, General As-
sembly, State Capital,
Lawmakers, Illegal Im-
migrants; Arkansas,
General Assembly,
Immigration, Lottery
Scholarships, School
Funding, Craig Cannon;
Person (male), person
(female), building

High School
- Arkansas
Department
Of Higher
Education

State Leg-
islative
Tracker:
Lawmak-
ers Dive
Into 2013
Business

5.

Hair Clip, Hand-Held
Dryer, Howcast, Bris-
tle; Person (female)

Speech+Music/Talk
Show; Heat Protective;
Hair Clip, Hand-Held
Dryer, Howcast, Bristle;
Person (female)

How To
Blow Dry
Your Hair
Straight

How To
Blow Dry
Your Hair
Straight

19.

The Goo Goo Dolls;
Person, TV

Speech+Music/Talk
Show; Karaoke Show;
The Goo Goo Dolls;
Person, TV

Goo Goo
Dolls

Iris By
The Goo
Goo Dolls
(Karaoke)

4.2 User Study

To assess the quality of the system efficacy from a viewer’s perspective, we
invited eleven human judges to evaluate the generated aboutness descriptions.
These judges, four females, are researchers employed by a large publicly funded
research agency, having various backgrounds in computer science, information
systems, physics, and psychology. Their minimum education level is Bachelor
degree, and a majority (nine) holds Ph.D. degrees.

The judges were instructed to watch each of the videos, understand the con-
tent and then rate the content descriptions with a score that best describes their
evaluation on each description. The scores are in a range of 1 to 7, where

– 1 denotes “This is a very poor description about the video”
– 4 denotes “This is a fair description about the video”
– 7 denotes “This is a very good description about the video”

Two video aboutness descriptions were simultaneously presented to the
judges, one derived from using visual only global descriptors and another derived
from multi-modal (i.e., audio, text and visual) global descriptors. The two
descriptions were randomly positioned to reduce order effect.
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The judges were given no time limit to do the evaluation and performed the
evaluations of all the 21 videos independently. Figure 2 shows a sample interface
of the user study site8.

Fig. 2. Sample user study interface

Results show that the visual-only based video aboutness descriptions received
an average score of 4.1 (std. dev. = 0.7; median score = 4.1) from the judges.
The multi-modal-based video aboutness descriptions received an average score of
4.6 (std. dev. = 0.6; median score = 4.9) from the judges, supporting the addi-
tional usefulness of the audio processing components in our proposed system.
A paired sample t-test showed that the multi-modal vs. visual-only processing
difference is statistically different (t = 2.23, p = 0.01). This indicates that the
proposed automatic video aboutness approach has a fair level of efficacy as eval-
uated by the independent human judges on a variety of videos.

As a post-hoc analysis, we further examined the types of videos that received
lower-than-average scores. Results show that aboutness descriptions of self-
recorded clip (video 16) and music videos with commentaries (videos 17, 19)
generally received lowest scores, in that if one only considers the remaining
videos, the visual-only based descriptions received an average score of 4.5
(std. dev. = 0.7; median score = 4.7) and the multi-modal-based descrip-
tions received an average score of 5.0 (std. dev. = 0.6; median score = 5.2)
8 The full user study site can be accessed from here: http://52.76.48.244/userstudy/.

http://52.76.48.244/userstudy/
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(t = 2.23, p = 0.00). This result suggested useful pointers for future extensions,
such as incorporating activity detection [20] and eliciting emotional descriptors
(e.g., frustrated, sad, lonely, joyful) [21,22], that may help to provide even richer
global descriptors.

5 Conclusion

This paper is motivated to provide a feasible solution to a new challenge of auto-
matically generating informative, short and meaningful descriptions of unlabeled
online videos. We characterized the problem of video aboutness generation and
described a system leveraging various latest multi-modal data processing tech-
niques in conjunction with an innovative use of the Internet as a knowledge base.
Experimental results supported the benefit of multi-modal analyses and offered
support that the system can generate reasonably well aboutness descriptions for
a wide variety of online target videos. In future work, it would be interesting
to further exploit latest visual computing techniques such as activity detection
and emotion detection to enrich the global descriptors and thereby enhance the
quality of aboutness generation.
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