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Abstract. This paper presents a pilot study on the recognition of user
preference, manifested as the choice between items, using eye move-
ments. Recently, there have been empirical studies demonstrating user
task decoding from eye movements. Such studies promote eye movement
signal as a courier of user cognitive state rather than a simple interac-
tion utility, supporting the use of eye movements in demanding cogni-
tive tasks as an implicit cue, obtained unobtrusively. Even though eye
movements have been already employed in human-computer interaction
(HCI) for a variety of tasks, to the best of our knowledge, they have not
been evaluated for personalized preference recognition during visualiza-
tion comparison. To summarize the contribution, we investigate: “How
well do eye movements disclose the user’s preference?” To this end, we
build a pilot experiment enforcing high-level cognitive load for the users
and record their eye movements and preference choices, asserted explic-
itly. We then employ Gaussian processes along with other classifiers in
order to predict the users’ choices from the eye movements. Our study
supports further investigation of the observer preference prediction from
eye movements.

1 Introduction

Humans face a preference dilemma in daily life — we are unremittingly choos-
ing between alternatives and preferring one over others. Preference prediction
has been an interesting topic of research in many areas such as image quality
assessment, information retrieval, advertisement, recommender systems, human-
computer interaction, etc. The preference prediction can be carried out by
exploiting explicit user feedback as in recommender systems, which employ the
explicitly recorded history of actions, as well as implicit feedback. The implicit
feedback cues are the pieces of information that complement the explicit feed-
back and are often obtained unobtrusively.

The range of available implicit feedback information varies depending on the
system and applications. For example, in an information retrieval system, the
number of clicks, the time spent on a web-page, and revisits are exemplars of
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traditional implicit feedback cues [1]. With the advent of new sensors for human-
computer interaction, the source of implicit feedback can include human bio-
signals such as heart-rate, brain signals, and eye movements. The eye movements
are the topic of the current study. While eye movements have already been
utilized in several systems as a source of implicit feedback, e.g., [2,3], to the
best of the authors’ knowledge, there exists no study signifying weather the eye
movements carry any useful information conveying the preference of an observer
for the task of comparing two visualizations. Thus, we are seeking the answer to
“How well do eye movements disclose user’s preference?”

The current paper presents our experiment setup and the preliminary results
of preference prediction using pure eye movements. We explore the usefulness
of several fixation-based features and demonstrate successful above-chance pre-
diction using them. The results motivate further in-depth investigation of eye
movements and their contribution in preference prediction.

2 Related Work

Inference from eye movements is well-recognized by the seminal work of
Yarbus [4], in which it is hypothesized that the observers’ eye movement pat-
terns change with respect to the task. In recent studies, [5,6] demonstrated that,
using features extracted from eye movements, it is possible to decode observers’
task. [7] exploited a hidden Markov model architecture to encode the fixation
locations for each of the seven tasks defined by Yarbus, including: wealth esti-
mation, age estimation, remembering position of objects and people, etc., and
achieved the state-of-the art in observer task decoding. In HCI, a highly related
area is user activity recognition, where eye movements have been utilized. For
example, [8] used features from electrooculography (EOG) in order to discrimi-
nate several activities of a computer user, including: reading, browsing, writing,
watching video, and copying operation. Another relevant area is user interface
design, e.g., web interfaces by learning the user’s attention location [9].

The eye movements also convey the emotional state of the observer. For
example, [10] demonstrated the correlation of positive affect and fixation dura-
tion. In a similar vein, [11] studied various eye movement properties, such as
saccade angular behaviour and saccade length, with respect to the valence and
arousal of the stimulus. In computer vision, [12] exploited eye movements for
determining the pleasantness of an image. It was followed by [13] who analyzed
the contribution of each feature for the image pleasantness recognition task.

Search target prediction from gaze is another related area. [14,15] studied
the role of fixations in categorical search tasks. In a series of experiments, they
investigated the number of fixations prior to finding a target and the percentage
of fixations landing on the target. Later, they tried to predict the search tasks
from fixations. Similar efforts have been made by others in different setups,
e.g. [16,17]. In [17], an open-world setting is proposed, i.e., there is no assumption
about the fixations and the target of interest. They, however, rely on book covers
as search targets and perform the prediction based on the attended locations.
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That is equivalent to applying an attention model to sample visual features
followed by feature matching in order to spot a search target.

Perceptual image quality assessment is also a related area. In quality assess-
ments, observers are often asked to choose from a pair of an original image and
its perturbed version in order to provide a ground-truth, e.g. [18]. Motivated by
the role of the human vision system, a group of algorithms proposed for such a
task rely on the visual saliency and attention models, e.g. [19,20]. Under such a
setup, the image quality assessment can be seen as a preference prediction task
where the attention models replicate the observers’ eye movement statistics.

The preference prediction task is a mixture of observer task decoding and
emotion recognition. Some of the early systems utilizing eye movements in prefer-
ence prediction can be found in the information retrieval community. SUITOR [2]
is a gaze-based attentive information retrieval system. It uses gaze as an input
to the system and, depending on what the user looks at, it fetches more alike
information or, if the user looks at a headline long enough, the system will fetch
the news content. A more predictive system is [21], which uses gaze as a clue for
ranking documents in order to build a personalized recommendation system. In
their system, the distance to gaze point is used as a weight for each document.
The user browses the retrieved documents and the system re-ranks the unseen
results after several iterations by learning from the history of gazed items. A
step towards eye movement incorporation in user preference prediction is [3]. It
employs probabilistic modelling fused with a collaborative filtering mechanism
in order to perform proactive information retrieval where gaze is an implicit
feedback cue.

While there have been efforts for incorporating the eye movements into pref-
erence prediction, there has not been much investigation about the usefulness
of the gaze signal for such a purpose. Furthermore, the influencing parameters
are not lucid enough. To address this shortcoming, we build a pilot experi-
ment where the setup akin to image quality assessment requires comparison of
two panels, consisting of textual information. In other words, instead of natural
images, the panels depict visualizations of keyword clouds related to a given
query term. An observer is then instructed to choose the visualization that he
finds to be better. The use of such visualizations imposes a high-level cognitive
load that requires both reading and thinking. Having the eye movements of sev-
eral observers recorded, we try to predict the observers’ preferences from their
eye movements.

3 Data

To assess the usefulness of eye movements for the task of preference predic-
tion, we require data reflecting the high-level cognitive state of the observers
in a preference prediction task. We introduce a pilot experiment following the
image quality assessment setup, where one evaluates two image panels displayed
side by side. Nonetheless, we are exploiting visualization of textual information
that requires careful study and minimizes the aesthetic effect of stimuli on the
observers. Figure 1 shows an example visualization used in the experiments.
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Fig. 1. Experiment setup. On the left, two visualization for the query term “supervised
learning”; on the right, the heatmap of an observer’s eye movements and his preferred
panel in red. (Color figure online)

Participants. Six participants (3 male and 3 female) took part in the experi-
ment. All were computer science graduate students, majoring in machine learn-
ing, from Aalto University. The participants had normal or corrected-normal
vision.

Apparatus. The observers sat 70 cm away from a 22-inch LCD monitor screen,
subtended approximately to 36◦ × 24◦ of visual angle. A chin rest was used to
minimize head movements. Stimuli were presented at 60 Hz at the resolution
of 1680 × 1050. The eye movements were recorded using a SMI RED500 eye
tracker with the spatial resolution of 0.03◦. The sampling rate was 500 Hz. SMI’s
standard 9 point calibration procedure was applied and we made sure that the
spatial error is less than 1◦ before proceeding with the recording.

Design and Procedure. The observers were asked to assess two visualizations,
shown simultaneously side by side, and choose the one which looks more appeal-
ing to them. The visualizations consist of keywords which corresponds to prede-
fined query terms. For all the observers, the query terms are the same and the
keywords are identical in the visualizations, where only their relative locations
vary between the panels. For a given query term, we highlight several keywords
in green. Then, the observers choose the view in which they find the set of rel-
evant keywords are visualized better. When the observer has determined this,
he/she signals the system to stop the eye movement recording procedure and
then explicitly chooses the better visualization panel. To control the observers’
vigilance and selection, we recorded their explicit feedback for at least one more
relevant keyword immediately after choosing their preferred visualization.

All of the observers assess the same query terms and perform at least seven
successive evaluations. This results in a total of 58 evaluations over all the
observers and their iterations. There is no constraint on the duration of each
evaluation, i.e., the observers can spend as long as they like to explore the visu-
alization panels and discover the relevance of keywords with the given query
term, meanwhile their eye movements are recorded. An example heatmap from
an observer’s eye movements is depicted in Fig. 1.
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4 Method

We are interested to determine the user’s preference or choice from his eye move-
ments by giving him two options to choose from. To this end, we exploit features
extracted from the user’s eye movements on the keyword clouds, described above.

4.1 Features

Features extracted from eye movements often fall into two categories: fixation-
based features and saccade-based features. The first type is often demonstrated
of more influential role compared to the saccade-based features in task decoding
experiments, e.g., [7]. Therefore, in this work, we rely on fixation-based features
extracted from fixation location, fixation duration, and pupil diameter during
the fixation period.

Fixation Location. A key feature in determining the observers’ task is fixation
location [5–7], where the viewing pattern is a decisive factor in answering a
question in regard to the Yarbus experiment [4]. In general, the fixation location
not only conveys the attended object/area of interest, but it also carries the
emotional message induced by the stimulus [22]. In our experiment, the fixated
locations indicate the keywords, perceived by the user. Contrary to traditional
task decoding approaches, which encode the exact fixation locations to maximize
the role of the viewing pattern, we rather prefer to minimize the role of the
viewing patterns in order to neutralize the effect of the aesthetic aspect of the
visualizations. Therefore, we encode the fixation location as the entropy of the
fixation density map.

Fixation Duration. Thus far the most cited feature, which is believed to convey
the cognitive load of an observer is fixation duration. In particular, reading
tasks are well demonstrated to influence the fixation duration [23,24]. To encode
the fixation duration, we empirically studied the duration minimum, maximum,
mean, mode, and histogram representation of [12]. The histogram representation
was working best for our data, similar to [13]. We performed a rapid optimization
scheme for the number of bins, and a histogram of 200 bins was selected. We
only report the results of the experiments with such a histogram.

Fixation Dispersion. An indicator of how gaze is dispersed during a fixation
event. The fixation dispersion is caused by involuntary eye movements such as
tremor, drift, and microsaccades, which are nuance saccadic eye movements.
It is affected by various parameters, including: target’s shape, size, color, and
luminance [25]. We consider fixation dispersion as a potential indicator mean-
while deciding about a keyword. Akin to fixation duration, we tested several
representations and eventually adopted a 10-bin histogram representation.

Pupil Diameter. The pupil diameter is associated with the working memory.
There exists various states of the mind detectable by changes in pupil diame-
ter [26], e.g., the recall process causes a dilation followed by an erosion in the
pupil diameter [27]. We encoded the pupil diameter information as a 20-bin
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histogram, which performed better than other representations. We must, how-
ever, signify that the pupil diameter is sensitive to environmental noise such as
illumination changes and needs more careful setup in an HCI scenario.

4.2 Preference Prediction

Given all the information from previous preferences of the same user, we are
interested to predict his preference for the i-th pair of visualization instances.
For two visualizations and the preference relation vi � v̂i, we transfer the pre-
vious instances to pairs of samples with labels +1 and −1, for the selected
and non-selected panels, respectively. Then, we train a classifier to predict the
user preference for the i-th instance using the information from the previous
(i− 1) preference records. Hence, the problem is a binary classification. In other
words, suppose a feature vector x ∈ R

D×1 corresponds to a binary class vari-
able c ∈ {−1,+1}, where we have N = 2 × (i − 1) observations, denoted as
D = {(xj , cj)}Nj=1, and X = {x1, · · · ,xN}, c = {c1, · · · , cN}. We are then inter-
ested in inferring a classification, denoted as c∗, from the observations in order
to assign a new feature vector x∗, obtained from the i-th visualization instances,
to one of the two classes with a certain degree of confidence. To this end, we
employ a Gaussian Process (GP) [28], briefly explained in this section.

A Gaussian Process, denoted as GP(μ(x), k(x,x′)), is a stochastic process
determined by a mean function μ(x), and a kernel function k(x,x′). While for
a pair of an observation and a real-valued output, there exists an easy analyti-
cal predictive distribution, there is no straight analytically tractable solution for
predictive distribution of categorical data. Thus, we need to employ the GP prior
on a mapping from the input observations to a set of latent decision margin vari-
ables and apply an approximation technique, such as Laplace approximation [29]
or expectation propagation [30] for inference. We choose the latter scheme under
a probit model, which results in the predictive probability distribution.

p(c∗|x∗,X, c) = Φ(
kT

∗ (K + Σ̃ΣΣ)−1μ̃μμ√
1 + k∗ − kT∗ (K + Σ̃ΣΣ)−1k∗

), (1)

where k∗ is the vector of kernel responses for x∗ and each training point j, and
k∗ is the kernel self-response over x∗, μ̃μμ is the vector of μ̃j and Σ̃ΣΣ is the diagonal
with Σ̃ΣΣjj = σ̃2

i . The tilde indicates that the parameters are corresponding to the
local likelihood approximations. (Please consult [28] for the derivation.)

To determine the appropriate kernel, we empirically evaluated three ker-
nels, including: linear, exponential and squared exponential kernels of which
the squared exponential was performing the best and the results are reported
using it. We use the implementation of [31] to estimate (1) and determine the
preference. As alternatives to GP, we also study the performance of k-nearest
neighbour classier, for k = 3 (3NN), the logistic regression (lreg), the robust
boosting classifier, and the SVM with linear and RBF kernels.
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5 Results

To predict the observer preference for a given visualization instance, we train
the classifier on all the previous instances of the data. That is, for the i-th
evaluation, there exists 2 × (i − 1) training samples. We preserve the original
order of evaluations for each observer and guaranteed that there exists at least 5
iterations in the training. To be more accurate, for the first evaluation, we train
the 6th iteration on the data from the all the 5th prior iteration. For the second
evaluation, we retrain over the data from iteration 1 to 6, and predict iteration
7. We continue this process until all the available iterations of a user are used
for the prediction and evaluation of his preference. The feature parameters are
decided on the first 5 iterations by taking the 4-th and the 5-th iterations as
validation, meanwhile training on iteration 1 to 3. We, however, fix the classifier
parameters empirically due to the limited data.

To evaluate the performance of a classifier and a feature, we report the accu-
racy of the predictions for all the instances of all observers in the preference
prediction task, that is, the ratio of the number of correct evaluations to the
number of total evaluations. It is worth noting that for each observer only his
own preference record is used. In order to obtain an insight about the difficulty
of the preference prediction, we also extract baseline features from the visualiza-
tions, where the average distance to a query term in each visualization is used
as a feature. Then the same classification scheme is employed. We identify such
features as ‘baseline’ features in the rest of the paper.

Table 1 summarizes the performance of each feature in observer preference
prediction in a two panel visualization comparison setup. Using the 3NN classifier
as a classification baseline, we learn that the fixation-based features are doing

Table 1. Comparing fixation-based features and baseline features using various clas-
sifiers. For each feature, the best and runner-up accuracy values are highlighted with
green and red colors, respectively.

Features GP 3NN lreg Boosting SVM

Linear RBF

Entropy of fixation
density map

62.50 % 33.33 % 50.00 % 45.83 % 62.50 % 37.50 %

Histogram of fixation
duration

62.50 % 41.67 % 66.67 % 33.33 % 33.33 % 45.83 %

Histogram of fixation
dispersion

50.00 % 29.17 % 37.50 % 33.33 % 41.67 % 54.17 %

Histogram of
pupil diameter

62.50 % 33.33 % 66.67 % 50.00 % 33.33 % 41.67 %

Fixation-based
feature fusion

58.33 % 50.00 % 45.83 % 41.67 % 66.67 % 37.50 %

Baseline feature 58.33 % 16.67 % 54.17 % 33.33 % 37.50 % 41.67 %
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significantly better than baseline features. On the average, a similar behaviour is
also observed for most of the classifiers, albeit not with all the fixation features.
The performance of the fixation-based features indicates that eye movements
carry somewhat meaningful information for predicting the user preference.

As summarized in Table 1, the classification performance of GP and logistic
regression are above chance for at least two features. The linear SVM performs
above chance for the fixation location, while it is not doing well for the other
features. While logistic regression achieves maximum accuracy for the histogram
of fixation duration and the pupil diameter, the GP performs on average better
over all the features indicating that it is more robust than logistic regression in
handling various features.

6 Discussion and Conclusion

We performed a pilot study in order to investigate the feasibility of observer pref-
erence prediction from his eye movements. To this end, we designed an experi-
ment imposing cognitive load on the observers by asking them to evaluate two
visualizations meanwhile recording their eye movement signal. The observer pref-
erences were recorded explicitly after the evaluation process was over, preventing
interaction bias in the eye movement recordings.

The pilot study consisted of six observers of which we empirically noticed
that the prediction of the preference of two individuals was more difficult than
others. This indicates the effect of individual differences and necessitates a larger
number of observers in the later studies.

The preliminary results of the current pilot study support overall preference
decoding from eye movements of the observers. The experiments were, however,
carried out under simplified conditions where the statistics of the eye move-
ments over two panels were exploited. While such a simplification facilitates
gaze point to item association, it is not always possible to have such a user
interface. Therefore, future studies will need to investigate more sophisticated
user interface scenarios, where a well-designed user interfaces and robust gaze
estimation algorithms are necessary.

We did not study saccade-based features, such as saccade length, saccade
velocity, etc. The saccade-based features are, however, capable of conveying
observers’ cognitive load, albeit not as well as the fixation-based features. Show-
ing that preference prediction is doable by fixations, the saccade-based features
are also worth being investigated and need to be addressed later.

To summarize, we performed a pilot study to predict observer preference
from his implicit gaze feedback. The preference prediction seems to be a difficult
task, where the baseline features, extracted from the visualization data are out-
performed by the eye movements of the observers. Overall, the results motivate
further investigation of eye movements for preference prediction.
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