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Series Editors’ Foreword

The series Advances in Industrial Control aims to report and encourage technology
transfer in control engineering. The rapid development of control technology has an
impact on all areas of the control discipline. New theory, new controllers, actuators,
sensors, new industrial processes, computer methods, new applications, new design
philosophies…, new challenges. Much of this development work resides in
industrial reports, feasibility study papers and the reports of advanced collaborative
projects. The series offers an opportunity for researchers to present an extended
exposition of such new work in all aspects of industrial control for wider and rapid
dissemination.

In 2015, the Advances in Industrial Control series published the monograph
Voltage Control and Protection in Electrical Power Systems by Sandro Corsi
(ISBN 978-1-4471-6635-1, 2015). This was an authoritative, detailed and com-
prehensive study of how to design and implement voltage control systems in a
national-scale electrical power grid. Some of the key concepts were a three-level
control hierarchy and the decomposition of the grid into weakly interactive control
regions. Each region was driven by “pilot” nodes or “leader” nodes and selected
control generators that supported these nodes. The pilot nodes selected were those
able strongly to influence or lead a set of surrounding buses. The decomposed
structure for the three levels of the hierarchy was then used to construct the system
controllers and to create an information network that provided the necessary system
measurements.

This idea of leaders to influence or co-ordinate the behaviour of a set of
neighbouring entities in a system is a feature of the present monograph Cooperative
Synchronization in Distributed Microgrid Control by authors Ali Bidram,
Vahidreza Nasirian, Ali Davoudi, and Frank L. Lewis, where the application
domain this time is microgrid power systems. Microgrids are defined as small-scale
local power systems that supply a small spatial area. Examples could be in a small
geographical area such as a remote community or could be a self-contained facility
such as a hospital, or a cruise liner. A reason for the current interest in microgrids is
the widespread need to integrate and exploit different renewable sources of electric

vii



power into one system. There are two types of microgrid, AC microgrids and DC
microgrids, both of which are analysed in the authors’ monograph. The DC
microgrid may receive more focus in the future as a way of dealing with localised
sources of renewable energy and its storage using, for example, batteries.

What is particularly novel about the present monograph is the use of leadership
and the regularisation of the behaviour of all the entities in a distributed multi-agent
system. Chapter 3 in the monograph is a fascinating presentation that starts from
group animal behaviour as in swarms of birds or shoals of fish and culminates in a
theory for the co-ordinated control of a multi-agent system. It is this notion of
entities, all becoming synchronised and moving together towards a common goal,
that finds application in the electric power system field.

The analysis of microgrids is exhaustively reported in the monograph. This
begins with modelling and a specification of the control objectives of AC and DC
microgrids respectively. Subsequently the monograph focuses on three different
aspects of AC microgrids: distributed control, Multi-objective adaptive distributed
control and finally droop-free distributed control (Chaps. 4–6). Then the focus turns
to the cooperative control and distributed assistive control of DC microgrids
(Chaps. 7 and 8).

The monograph has a wealth of material on the power system aspects of
microgrids and their coordinated control. The introduction to the field of
multi-agent system control is very welcome and timely, but what distinguishes this
monograph and makes it an excellent entry to the Advances in Industrial Control
series is the demonstration of how these ideas can find use in a practical industrial
application.

Michael J. Grimble
Michael A. Johnson

Industrial Control Centre
University of Strathclyde
Glasgow, Scotland, UK
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Preface

This book studies the distributed control of microgrids. Microgrids are small-scale
power networks that are exploited to supply local loads in small geographical spans.
Microgrids have various applications such as remote villages, hospitals, universities
and educational institutes, police stations, business and residential buildings,
shipboard power systems, military bases, ships. The microgrid concept, with its
local control and power quality support, potentially allows for reliable and pre-
dictable operation of renewable energy generators and for scalable addition of new
generation and loads. Conventionally, microgrids are spanned on the traditional AC
distribution networks that supply AC loads. These microgrids with AC electrical
infrastructure are called AC microgrids. Recently, DC microgrids have also gained
much attention due to their advantages. DC microgrids exploit a DC electrical
infrastructure. This book applies techniques from distributed cooperative control of
multi-agent dynamical systems to synchronization, power sharing, and load bal-
ancing problems arising in AC and DC electric power microgrids. Distributed
networks of coupled dynamical systems have received much attention over the
years because they occur in many different fields including biological and social
systems, physics and chemistry, and computer science.

In Chap. 1, an introduction on microgrids and distributed control of multi-agent
systems is provided. Chapter 2 introduces AC microgrid with focus on its control.
An inverter-based distributed generator (DG) consists of primary power source (e.g.,
battery), voltage source converter (VSC) and the power, voltage and current control
loops. The control loops assign and regulate the output voltage and the frequency
of the VSC. The dynamics of the DG can be expressed in the form of a nonlinear
state space equation. A systematic derivation for the relevant equations for primary
control is given. A basic introduction to secondary and tertiary control is also given.
Later, dynamic models are developed for voltage-controlled voltage source inverters
(VCVSI) and current-controlled voltage source inverters (CCVSI). Finally, the
objectives for primary and secondary controllers in DC microgrid are introduced.

Chapter 3 discusses distributed cooperative control of multi-agent systems.
Graph theory is introduced which is used to represent the communication structure
of a multi-agent-based system. Later, consensus in multi-agent systems is
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introduced, and it is shown how it can be used in multi-agent-regulating problems
and multi-agent synchronization problem. A general analysis on multi-agent sys-
tems with variable graph structure and nodes with vector states is done. Finally, the
concepts of synchronization are applied to electric circuits.

In Chap. 4, the design and principles of distributed secondary control of AC
microgrids are discussed. The secondary control in microgrid is a tracking syn-
chronization problem in which the leader node (one of the DGs) tracks the desired
value, while the other nodes synchronize their outputs with that of the leader. For
example, if it is desired to control the voltage of the microgrid, then the reference
voltage is provided only to the leader node. The leader conveys its information to its
neighbors who further convey their information to their neighbors. This chain of
exchange of information ensures that all the DGs are aware of the reference voltage
and their primary controller brings their voltages to the reference values. Similarly,
the frequency of individual DGs can be synchronized. Chapter 4 provides a detailed
information on how the concepts of cooperative control can be applied to solve the
problem of voltage regulation and frequency synchronization in microgrids.
Moreover, it is shown how the cooperative secondary frequency controller also
shares the active power among the DGs based on their power ratings.

As mentioned before, the DGs are interfaced with microgrid via voltage source
inverters. Depending upon the requirement, a VSI may be designed as
voltage-controlled voltage source inverters or current-controlled voltage source
inverters. The control structure of a VCVSI ensures regulated voltage and fre-
quency, while the control in CCVSI regulates the active and reactive power
delivery. In Chap. 5, a multi-objective distributed control framework is designed for
AC microgrids. To achieve the multiple goals, secondary controller has two sep-
arate control layers: First control layer controls the VCVSIs which control the
output voltage and frequency of the DGs, whereas second control layer controls the
CCVSIs that manage the flow of active and reactive power. In addition to
multi-objective distributed control framework, Chap. 5 discusses adaptive dis-
tributed voltage control techniques in AC microgrids. The adaptive distributed
voltage control compensates for the nonlinear and uncertain dynamics of DGs and,
hence, obviates the control design challenges caused by the nonlinear dynamics of
DGs. The controller is fully independent of the DG parameters and the specification
of the connector by which each DG is connected to the microgrid. Therefore, the
controller can be deployed on any DG regardless of the DG parameters and the
connector specifications, and its performance does not deteriorate by the change in
DG parameters (e.g., due to aging and thermal effects). The adaptive voltage
controller appropriately responds to the changes in the system operating condition,
without any manual intervention, and adjusts the control parameters in real time.

Droop control, which is inspired from the governors in synchronous generators,
are implemented virtually in inverter-based DGs. Droop control is popular due to its
simplicity but it is ineffective in the presence of nonlinear loads, and its reactive
power sharing ability is poor when there are unequal bus voltages. To address these
issues, a droop-free distributed controller is designed for AC microgrids. To design
a droop-free controller, each DG is equipped with a voltage regulator, reactive
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power regulator, and active power regulator. Each DG exchanges information of its
voltage and normalized active and reactive power with their neighbors. The voltage
regulator at a DG uses the voltage measurements (its own and neighbors) to esti-
mate the grid voltage using a voltage estimator. This estimate is then compared
against the required voltage, and the error is passed through a PI controller to
synchronize the voltage to the required voltage. Similarly, using the principles of
cooperative control, active and reactive power can be shared among all DGs based
on their power ratings.

Similar to hierarchical control structure in AC microgrids (inspired by the tra-
ditional power grids), the same concept is implemented in DC microgrids. For a DC
microgrid, the main objectives are global voltage regulation and proportional load
sharing. These objectives can be met using similar control strategies that were
employed in AC microgrids. The primary controller is augmented with a distributed
secondary controller at each DG. The secondary controller consists of a voltage
regulator and a current regulator. The voltage regulator estimates the grid volt-
age from the measurements of its neighbors and updates its voltage such that its
voltage is equal to the voltage grid. When this process is performed at all DGs,
voltage regulation is achieved. A noise-resilient voltage observer is designed such
that it can estimate the grid voltage from the voltage information of a limited
number of DGs. The voltage observer uses the principle of dynamic voting protocol
to perform the voltage estimation. To ensure that the load is distributed propor-
tionally, a current regulator compares its normalized currents with its neighbors and
adjusts the current such that the normalized current of all DGs are equal. Equal
normalized current of all DGs ensures that each DG is loaded based on its rating.
The global dynamic model and details of the controller are provided in Chap. 7.

Chapter 8 discusses the utilization of power buffers to improve the stability of
DC microgrids when the loads are volatile due to limited generational inertia and
damping. Power buffer is a power electronic converter with a large storage com-
ponent that can decouple the dynamics of distribution network and the load. During
transients, the buffer can use its stored energy to supply the load and prevent the
disturbance from reaching the distribution network. In traditional power grids,
central storage units are used to balance the supply and demand, but they are slow
and expensive. A power buffer, on the other hand, is fast and efficient and can be
installed at the load terminal. Typically, power buffers are controlled individually to
serve local loads, but their efficiency can further be improved if the buffers operate
collectively to serve neighboring loads. To achieve a cooperative operation of
power buffers, a communication module is provided that enables the buffers to
exchange information with their neighbors. In this way, in case of load changes, the
buffer at that node along with the neighboring buffers can supply the required load.
This collective response from the buffers increases the damping of the microgrid.

Markham, ON, Canada Ali Bidram
Wilmington, MA, USA Vahidreza Nasirian
Arlington, TX, USA Ali Davoudi
Fort Worth, TX, USA Frank L. Lewis
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Chapter 1
Introduction

Deregulation of the electric power industry imposes requirements for more
responsive economic dispatch for dynamic balance between energy generation and
loads. Concern about environmental impacts and shortages of fossil fuels have
increased interest in clean and renewable energy generation, including wind power,
photovoltaic, hydroelectric power, fuel cells, and microturbines. Wind energy and
photovoltaic are among the most promising renewable energy resources, yet these
sources are intermittent and unpredictable and cannot be used for reliable economic
dispatch; they have low inertias and cannot provide power quality support for the
grid. Microgrids are small-scale power networks that are exploited to supply local
loads in small geographical spans. Microgrids have various applications such as
remote villages, hospitals, universities and educational institutes, police stations,
business and residential buildings, shipboard power systems, military bases, and
ships. The microgrid concept, with its local control and power quality support,
potentially allows for reliable and predictable operation of renewable energy gen-
erators, and for scalable addition of new generation and loads. Microgrids facilitate
the reliable integration of renewable energy resources such as wind and solar
generation and fuel cells through distributed generators (DGs). The microgrid
operates on the idea of autonomous subsystems composed of small local areas with
dedicated control systems that provide guaranteed power quality support to the
distribution grid. The microgrid concept potentially enables high penetration of
DGs without requiring redesign or reengineering of the distribution system itself,
and was designed to lower the cost and improve the reliability of small-scale
distribution systems. Current local control methods for microgrids do not always
provide adequate power quality support for the grid or reliable power generation
profiles for renewable energy sources [1–4].

Conventionally, microgrids are spanned on the traditional AC distribution net-
works that supply AC loads. These microgrids with AC electrical infrastructure are
called AC microgrids. Recently, DC microgrids have also gained much attention
due to their advantages. DC microgrids exploit a DC electrical infrastructure.
Energy resources are integrated into the microgrid using various power electronics
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devices. In AC microgrids, renewable energy resources are integrated to the grid
through inverters while in DC microgrids, these resources are connected to the grid
through DC–DC converters. In both cases, the power electronic converters are
equipped with corresponding control circuits to meet the control objectives, such as
active and reactive power flow and voltage and frequency control in AC microgrids,
and power and voltage control in DC microgrids. This book discusses different
distributed control strategies exploited in AC and DC microgrids.

AC microgrids exploit a hierarchical control structure that contains three main
levels, namely primary, secondary, and tertiary control levels. The primary control
operates at the fastest timescale and maintains voltage and frequency stability of the
microgrid subsequent to the islanding process when switching from grid-connected
mode. It is essential to provide independent active and reactive power sharing
controls for the DGs in the presence of both linear and nonlinear loads. Moreover,
the power sharing control avoids undesired circulating currents. The secondary
control compensates for the voltage and frequency deviations caused by the
operation of the primary controls and restores frequency and voltage synchro-
nization. At the highest level and slowest timescale, the tertiary control manages the
power flow between the microgrid and the main grid and facilitates an economically
optimal operation.

The traditional secondary control of AC microgrids exploits a centralized control
structure. Central controllers command globally on the gathered system-wide
information and require a complex and in some cases two-way communication
network that adversely affects system flexibility and configurability and increases
the reliability concerns by posing single point of failure. The single point of failure
means that by the failure of the central controller, the whole control system fails
down. In this book, the distributed control structure is introduced to implement the
secondary control of microgrids. A microgrid can be considered as a multi-agent
system where its DGs are the energy nodes (agents). The distributed structure of the
communication network improves the system reliability. In this control structure,
the control protocols are distributed on all DGs. Therefore, the requirement for a
central controller is obviated and the control system does not fail down subsequent
to outage of a single unit.

Distributed networks of coupled dynamical systems have received much atten-
tion over the years because they occur in many different fields including biological
and social systems, physics and chemistry, and computer science. Various terms are
used in the literature for phenomena related to collective behavior on networks of
systems, such as flocking, consensus, synchronization, formation, and rendezvous.
The distributed cooperative control of multi-agent systems can be used to imple-
ment the secondary control of microgrids. The term “distributed” means that the
controller requires a communication network by which each agent only receives the
information of its neighboring agents. The term “cooperative” means that, in
contrast to the competitive control, all agents act as one group toward a common
synchronization goal and follow cooperative decisions. Distributed cooperative
control of multi-agent systems is mainly categorized into the regulator synchro-
nization problem and the tracking synchronization problem. In regulator
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synchronization problem, also called leaderless consensus, all agents synchronize to
a common value that is not prescribed or controllable. In tracking synchronization
problem, all agents synchronize to a leader node that acts as a command generator.
Neighboring agents can communicate with each other. The leader is only connected
to a small portion of the agents.

The secondary control of AC microgrids is similar to the tracking synchro-
nization problem of a multi-agent system where the DG voltages and frequencies
are required to track their nominal values. The dynamics of DGs in microgrids are
nonlinear and nonidentical. Therefore, input–output feedback linearization is used
to transform the nonlinear heterogeneous dynamics of DGs to linear dynamics.
Input–output feedback linearization transforms the secondary voltage control to a
second-order tracking synchronization problem. The secondary frequency control is
transformed to a first-order synchronization problem using input–output feedback
linearization. Based on the transformed dynamics, fully distributed voltage and
frequency control protocols are derived for each DG. The proposed distributed
controls are implemented through a sparse communication network, with only
one-way communication links, where each DG requires its own information and the
information of its neighbors.

In AC microgrids, DGs can be of rotating machinery or voltage source inverter
(VSI)-based types. The control structure of a VSI may vary based on the control
objectives such as voltage and frequency, or active and reactive powers. VCVSIs
have internal voltage and current controller loops that facilitate the voltage and
frequency controls of DG. However, in some DGs, the sole active and reactive
power control may be of interest. This requirement can be satisfied through the
current-controlled voltage source inverters (CCVSI). Up to this point, most of the
presented secondary control schemes have only covered the voltage and frequency
controls of VCVSIs. In this book, a two-layer control framework is introduced to
implement the secondary control for an islanded microgrid containing both VCVSIs
and CCVSIs. The first control layer deals with the voltage and frequency controls of
VCVSIs. Additionally, the active and reactive powers of VCVSIs are allocated
based on their active and reactive power ratings. The second control layer objec-
tives are to control the active and reactive powers of CCVSIs. Each control layer is
implemented through the distributed control of multi-agent systems.

The distributed secondary voltage control of AC microgrids can be made
adaptive with respect to the changes in the DG parameters and microgrid operating
conditions. The term adaptive refers to the following salient features of the pro-
posed controller. The proposed controller compensates for the nonlinear and
uncertain dynamics of DGs and, hence, obviates the control design challenges
caused by the nonlinear dynamics of DGs. The controller is fully independent of the
DG parameters and the specification of the connector by which each DG is con-
nected to the microgrid. Therefore, the controller can be deployed on any DG
regardless of the DG parameters and the connector specifications, and its perfor-
mance does not deteriorate by the change in DG parameters (e.g., due to aging and
thermal effects). The proposed controller appropriately responds to the changes in
the system operating condition, without any manual intervention, and adjusts the
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control parameters in real time. Linear-in-parameter neural networks (NN) can be
used to design an adaptive and distributed secondary voltage control. Neural net-
works are used to compensate for the uncertainties caused by the unknown
dynamics of DGs. The NN weights are the control parameters and are calculated in
real time. DGs are considered as agents that can communicate with each other
through a communication network.

Although inverter-based AC microgrids have been prevalent, DC microgrids are
currently emerging at distribution levels. The DC nature of emerging renewable
energy sources (e.g., solar) or storage units (e.g., batteries and ultracapacitors)
efficiently lends itself toward a DC microgrid paradigm that avoids redundant
conversion stages. Many of the new loads are electronic DC loads (e.g., in data
centers), and even some traditional AC loads, e.g., induction machines, can appear
as DC loads when controlled by inverter-fed drive systems [5]. DC microgrids are
also shown to have about two orders of magnitude more availability compared to
their AC counterparts, thus making them ideal candidates for mission-critical
applications [6]. Moreover, DC microgrids can overcome some disadvantages of
AC systems, e.g., transformer inrush current, frequency synchronization, reactive
power flow, and power quality issues. Given the desire for developing DC
microgrids, control algorithms must be tailored to account for individual behavior
of entities that form up a DC system, as well as their interactive behavior. Chapter 7
focuses on the development of distributed control techniques that are inspired by
the operation of DC systems. They provide global voltage regulation and accurate
load sharing through a minimal communication.

Proliferation of power electronics loads in DC distribution networks shifts the
load consumption profiles from the traditional constant impedance loads to elec-
tronically driven loads with potentially volatile power profiles. Such fast-acting
consumption patterns can destabilize the entire distribution network, given their
weak nature due to the lack of damping and generational inertia [7, 8].
Hardware-centric approaches focus on placement of energy storage devices or
power buffers to decouple the source, load, and distribution network dynamics (e.g.,
[9–11]). However, widespread utilization of these devices can be costly.
Control-centric approaches are the alternative solutions. Chapter 8 studies a control
approach that coordinates and groups power buffers across a DC microgrid.
Information exchange in a distributed and sparse network enables power buffers to
act globally, rather than locally.
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Chapter 2
Control and Modeling of Microgrids

In this chapter, the control objectives in AC and DC microgrids are discussed
separately. This chapter brings together the existing AC and DC microgrid control
schemes. Based on the desired control objectives, mathematical models are pre-
sented for DGs. These mathematical models are the key elements in designing
control schemes for microgrids.

2.1 Control of AC Microgrids

In this section, first the control objectives in AC microgrids are elaborated. Then,
based on these control objectives, the hierarchical control structure of AC micro-
grids is discussed. The hierarchical control structure contains three main levels,
namely primary, secondary, and tertiary control levels. Finally, the dynamical
model of distributed generators is elaborated. These dynamical models will be used
in subsequent chapters to design distributed control protocols for microgrids.

2.1.1 Control Objectives in AC Microgrids

Microgrids can operate in two modes: grid-connected mode and islanded mode.
The proper control of microgrid is a prerequisite for stable and economically effi-
cient operation. The principal roles of the microgrid control structure are as follows
[1–6]:

• Voltage and frequency regulation for both operating modes,
• Proper load sharing and DG coordination,
• Microgrid resynchronization with the main grid,
• Power flow control between the microgrid and the main grid,
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• Optimizing the microgrid operating cost,
• Proper handling of transients and restoration of desired conditions when

switching between modes.

These requirements are of different significances and timescales, thus requiring a
hierarchical control structure to address each requirement at a different control
hierarchy level. The microgrid hierarchical control strategy consists of three levels,
namely primary, secondary, and tertiary controls, as shown in Fig. 2.1. The primary
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Fig. 2.1 Hierarchical control levels of a microgrid. © [2016] IEEE. Reprinted, with permission,
from IEEE Transactions on Smart Grid [1]
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control operates at the fastest timescale and maintains voltage and frequency sta-
bility of the microgrid subsequent to the islanding process when switching from
grid-connected mode. It is essential to provide independent active and reactive
power sharing controls for the DGs in the presence of both linear and nonlinear
loads. Moreover, the power sharing control avoids undesired circulating currents.
The primary control level includes fundamental control hardware, commonly
referred to as zero level, which comprises internal voltage and current control loops
of the DGs. The secondary control compensates for the voltage and frequency
deviations caused by the operation of the primary controls and restores frequency
and voltage synchronization. At the highest level and slowest timescale, the tertiary
control manages the power flow between the microgrid and the main grid and
facilitates an economically optimal operation [1, 7].

2.1.2 Primary Control Techniques in AC Microgrids

The primary control is designed to satisfy the following requirements:

• To stabilize the voltage and frequency: Subsequent to an islanding event, the
microgrid may lose its voltage and frequency stability due to the mismatch
between the power generated and consumed.

• To offer plug-and-play capability for DGs and properly share the active and
reactive powers among them, preferably, without any communication links.

• To mitigate circulating currents that can cause overcurrent phenomenon in the
power electronic devices and damage the DC-link capacitor.

The primary control provides the reference points for the real-time voltage and
current control loops of DGs. These inner control loops are commonly referred to as
zero-level control. The zero-level control is generally implemented in either
active/reactive power (PQ) mode or voltage control mode [6].

In the PQ control mode, the DG active and reactive power delivery is regulated
on the predetermined reference points, as shown in Fig. 2.2. The control strategy is
implemented with a current-controlled voltage source inverter (CCVSI). In Fig. 2.2,
H1 controller regulates the DC-link voltage and the active power through adjusting
the magnitude of the output active current of the converter, ip. H2 controller reg-
ulates the output reactive power by adjusting the magnitude of the output reactive
current, i.e., iq [6].

In the voltage control mode, the DG operates as a voltage-controlled voltage
source inverter (VCVSI)where thereference voltage, v�o, is determined by the pri-
mary control, conventionally via droop characteristics [6], as shown in Fig. 2.3.
The nested voltage and current control loops in the voltage control mode are shown
in Fig. 2.4. This controller feeds the current signal as a feedforward term via a
transfer function (e.g., virtualimpedance) [1].
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Power quality of small-scale islanded systems is of particular importance due to
the presence of nonlinear and single-phase loads and the low inertia of the mi-
crogrid. To improve the power quality for a set of energy sources connected to a
common bus, the control structure shown in Fig. 2.5 is used. In this figure, HLPFðsÞ
denotes the transfer function of a low-pass filter. Each converter has an independent
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current control loop and a central voltage control loop that is adopted to distribute
the fundamental component of the active and reactive powers among different
sources. The reference point for the voltage controlloop is determined by the pri-
mary control. The individual current controllers ensure power quality by controlling
the harmonic contents of the supplied currents to the common AC bus. The DG’s
control modes are usually implemented using the droop characteristic techniques
[1, 8].

Droop Control. The droop control method has been referred to as independent,
autonomous, and wireless control due to the elimination of intercommunication
links between the converters. The conventional active power control (frequency
droop characteristic) and reactive power control (voltage droop characteristic),
those illustrated in Fig. 2.6, are used for voltage mode control. Principles of the
conventional droop methods can be explained by considering an equivalent circuit
of a VCVSI connected to an AC bus, as shown in Fig. 2.7. If switching ripples and
high-frequency harmonics are neglected, the VCVSI can be modeled as an AC
source, with the voltage of E\d. In addition, assume that the common AC bus
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voltage is Vcom\0 and the converter output impedance and the line impedance are
lumped as a single effective line impedance of Z\h. The complex power delivered
to the common AC bus is calculated as

S ¼ VcomI
� ¼ VcomE\h� d

Z
� V2

com\h
Z

; ð2:1Þ

from which the real and reactive powers are achieved as

P ¼ VcomE
Z cosðh� dÞ � V2

com
Z cosðhÞ;

Q ¼ VcomE
Z sinðh� dÞ � V2

com
Z sinðhÞ:

(
ð2:2Þ

If the effective line impedance, Z\h, is assumed to be purely inductive, h ¼ 90�,
then (2.2) can be reduced to

P ¼ VcomE
Z sin d;

Q ¼ VcomE cos d�V2
com

Z :

(
ð2:3Þ

If the phase difference between the converter output voltage and the common
AC bus, d, is small enough, then sin d � d and cos d � 1. Thus, one can apply the
frequency and voltage droop characteristics to fine-tune the voltage reference of the
VCVSI as shown in Fig. 2.6 based on
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x ¼ x� � DPP;
E ¼ E� � DQQ;

�
ð2:4Þ

where the primary control references E� and x� are the DG output voltage RMS
value and angular frequency at the no-load condition, respectively. The droop
coefficients, DP and DQ, can be adjusted either heuristically or by tuning algorithms
(e.g., particle swarm optimization [9]). In the former approach, DP and DQ are
determined based on the converter power rating and the maximum allowable
voltage and frequency deviations. For instance, in a microgrid with N DGs, cor-
responding DP and DQ should satisfy the following constraints [10, 11]

DP1Pn1 ¼ DP2Pn2 ¼ . . . ¼ DPNPnN ¼ Dxmax;
DQ1Qn1 ¼ DQ2Qn2 ¼ . . . ¼ DQNQnN ¼ DEmax;

�
ð2:5Þ

where Dxmax and DEmax are the maximum allowable angular frequency and voltage
deviations, respectively. Pni and Qni are the nominal active and reactive powers of
the ith DG.

During the grid-tied operation of microgrid, the DG voltage and angular fre-
quency, E and x, are enforced by the gird. The DG output active and reactive
power references, Pref and Qref, can hence be adjusted through E� and x� [6] as

Pref ¼ x��x
DP

;

Qref ¼ E��E
DQ

:

(
ð2:6Þ

Dynamic response of the conventional primary control, on the simplified system
of Fig. 2.7, can be studied by linearizing (2.3) and (2.4). For instance, the linearized
active power equation in (2.3) and frequency droop characteristic in (2.4) are

DP ¼ GDd;
Dx ¼ Dx� � DPDP:

�
ð2:7Þ

where at the operating point of Vcom0, E0, and d0

G ¼ Vcom0E0

Z
cos d0; ð2:8Þ

and

Dd ¼
Z

Dxdt: ð2:9Þ

Therefore, the small-signal model for the active power control in (2.4) is
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DPðsÞ ¼ G
sþDPG

Dx�ðsÞ: ð2:10Þ

A similar procedure can be adopted to extract the small-signal model of the
reactive power control.

The block diagram of the small-signal model for the active power control of
(2.4) is demonstrated in Fig. 2.8. As shown in (2.10), time constant of the
closed-loop control can only be adjusted by tuning DP. On the other hand, as shown
in (2.4), DP also affects the DG frequency. Thus, a basic trade-off exists between the
time constant of the control system and the frequency regulation.

As opposed to the active load sharing technique, the conventional droop method
can be implemented with no communication links, and therefore, it is more reliable.
However, it has some drawbacks as listed below:

• Since there is only one control variable for each droop characteristic, e.g., DP for
frequency droop characteristic, it is impossible to satisfy more than one control
objectives. As an example, a design trade-off needs to be considered between
the time constant of the control system and the voltage and frequency regulation
[12, 13].

• The conventional droop method is developed assuming highly inductive
effective impedance between the VCVSI and the AC bus. However, this
assumption is challenged in microgrid applications since low-voltage trans-
mission lines are mainly resistive. Thus, (2.3) is not valid for microgrid appli-
cations [11].

• As opposed to the frequency, the voltage is not a global quantity in the
microgrid. Thus, the reactive power control in (2.4) may adversely affect the
voltage regulation for critical loads.

• In case of nonlinear loads, the conventional droop method is unable to distin-
guish the load current harmonics from the circulating current. Moreover, the
current harmonics distort the DG output voltage. The conventional droop
method can be modified to reduce the total harmonic distortion (THD) of the
output voltages [14, 15].
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Fig. 2.8 Small-signal model of the conventional active power control. © [2016] IEEE. Reprinted,
with permission, from IEEE Transactions on Smart Grid [1]
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These potential drawbacks have been widely discussed in the literature. The
proposed solutions are discussed next.

Adjustable Load Sharing Method. In this technique for improving droop
control, the time constant of the proposed active and reactive power controllers can
be adjusted without causing any impact on the DG voltage and frequency [12, 13].
The proposed active power controller uses the conventional controller in (2.4);
however, the phase angle of the VCVSI, d, in Fig. 2.7 is determined by

d ¼ Kp

Z
xdt; ð2:11Þ

where Kp is an integral gain. Given (2.11), the small-signal model of the proposed
controller can be derived as

DPðsÞ ¼ KpG
sþKpDPG

Dx�ðsÞ; ð2:12Þ

where G is defined in (2.8). The block diagram of this model is illustrated in
Fig. 2.9. The eigenvalue of the linearized control system of (2.12) is

k ¼ �KpDPG ð2:13Þ

Equation (2.13) shows this eigenvalue depends on the integral gain, Kp, and the
droop coefficient, Dp. Therefore, the closed-loop time constant can be directly
adjusted by tuning Kp. Since Dp is remained intact, the resulting frequency of the
active power control in (2.4) will no longer be affected by the controller time
constant adjustment.

Similarly, at the operating point of Vcom0, E0, and d0, the small-signal control for
the reactive power control in (2.4) can be found by perturbing (2.3) and (2.4).

DQðsÞ ¼ H
1þDQH

DE�ðsÞ; ð2:14Þ
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Fig. 2.9 The small-signal model of the adjustable active power control. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Smart Grid [1]
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where

H ¼ Vcom0 cos d0
Z

: ð2:15Þ

As shown in (2.14), DQ is a linear function of a reference signal, DE�. Since H is
a function of d0, line, and the operating point, performance of the conventional
reactive power control in (2.4) tightly depends on the microgrid operational
parameters. In the adjustable reactive power sharing method, an integral controller
is used that regulates the common bus voltage in Fig. 2.7, Vcom, to match a ref-
erence voltage, Vref [12]

E ¼ Kq

Z
ðVref � VcomÞdt; ð2:16Þ

where Kq is the integral gain and

Vref ¼ E� � DQQ: ð2:17Þ

In steady state, Vcom and Vref are equal. Moreover, the steady-state reactive
power can be calculated as

Q ¼ E� � Vcom

DQ
: ð2:18Þ

Thus, as opposed to (2.14) and (2.15), microgrid operational parameters will no
longer affect the reactive power control. Additionally, voltage regulation of the
common bus is guaranteed. The small-signal model for the proposed reactive power
control is shown in Fig. 2.10 and is expressed by

DQðsÞ ¼ kqH
sþ kqDQH

DE�ðsÞ � kqH
sþ kqDQH

DVcomðsÞ ð2:19Þ
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Fig. 2.10 The small-signal model of the adjustable reactive power control. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Smart Grid [1]
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The closed-loop transfer function of (2.19) is a function of both kq and DQ.
Therefore, the dynamic response of the proposed reactive power control can be
directly adjusted by kq. Since DQ is remained intact, the resulting voltage of the
reactive power control in (2.4) will no longer be affected by the controller time
constant adjustment.

VPD/FQB Droop Method. Low-voltage transmission lines are basically
resistive. Thus, one can consider a resistive effective line impedance, i.e., h ¼ h�,
and also can assume the d to be small enough that sin d � d. Considering these
assumptions, (2.2) can be simplified as

P � VcomE�V2
com

Z ;

Q � � VcomE
Z d:

(
ð2:20Þ

Thus, the voltage-active power droop and frequency-reactive power boost
(VPD/FQB) characteristics are alternatively considered [2]

E ¼ E� � DPP;
x ¼ x� þDQQ;

�
ð2:21Þ

where E� and x� are the output voltage amplitude and angular frequency of the DG
at the no-load condition, respectively. DP and DQ are the droop and boost coeffi-
cients, respectively.

Droop and boost characteristics of VPD/FQBmethod are shown in Fig. 2.11. This
approach offers an improved performance for controlling low-voltage microgrids
with highly resistive transmission lines. However, it strongly depends on system
parameters, and this dependency confines its application. Additionally, the
VPD/FQB technique may face a malfunction in the presence of nonlinear loads and
cannot guarantee the voltage regulation. Similar to the adjustable load sharing
method, the VPD/FQB technique can be modified to adjust the controller time
constant without causing voltage and frequency deviations. In the VPD control
mode, the common bus voltage, Vcom, is controlled to follow a reference voltage, Vref.

QP
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E 

QmaxQminPmax0 0

* *


(a) (b)

Fig. 2.11 Droop/boost characteristics for low-voltage microgrids: a voltage-active power droop
characteristic and b frequency-reactive power boost characteristic. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Smart Grid [1]
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E ¼ KP1 þ KI1

s

� �
Vref � Vcomð Þ; ð2:22Þ

where

Vref ¼ E� � DPP; ð2:23Þ

and KP1 and KI1 are the proportional and integral gains of the active power con-
troller, respectively. In steady state,

Vcom ¼ Vref ¼ E� � DPP: ð2:24Þ

In the FQB control mode, d is determined by another proportional–integral
(PI) controller as

d ¼ KP2 þ KI2

s

� �
x; ð2:25Þ

where KP2 and KI2 are the proportional and integral gains of the reactive power
controller, respectively. In the modified VPD/FQB method, the time constants of
the closed-loop controllers are directly adjusted by the proportional and integral
gains, KP1, KI1, KP2, and KI2.

Virtual Frame Transformation Method. An orthogonal linear transformation
matrix, TPQ, is used to transfer the active/reactive powers to a new reference frame
where the powers are independent of the effective line impedance [16, 17]. For the
system shown in Fig. 2.7, TPQ is defined as

P0

Q0

� �
¼ TPQ

P
Q

� �
¼ sin h � cos h

cos h sin h

� �
P
Q

� �
: ð2:26Þ

The transformed active and reactive powers, P0 andQ0, are then used in droop
characteristics in (2.4). The block diagram of this technique is shown in Fig. 2.12.

Similarly, a virtual frequency/voltage frame transformation is defined as

x0

E0

� �
¼ TxE

x
E

� �
¼ sin h cos h

� cos h sin h

� �
x
E

� �
; ð2:27Þ

where E and x are calculated through the conventional droop equations in (2.4).
The transformed voltage and frequency, E0 and x0, are then used as reference values
for the VCVSI voltage control loop [18]. The virtual frame transformation method
decouples the active and reactive power controls. However, the applied transfor-
mation requires a prior knowledge of the effective line impedance. Moreover, the
control method does not consider possible negative impacts of nonlinear loads, does
not ensure a regulated voltage, and comprises a basic trade-off between the control
loop time constant adjustment and voltage/frequency regulation.

18 2 Control and Modeling of Microgrids



Virtual Output Impedance. An intermediate control loop can be adopted to
adjust the output impedance of the VCVSIs [19, 20]. In this control loop, as
depicted in Fig. 2.13, the VCVSI output voltage reference, vref, is proportionally
drooped with respect to the output current, io, i.e.,

vref ¼ v�o � ZV ðsÞio; ð2:28Þ

where ZV(s) is the virtual output impedance and vo
* is the output voltage reference

that is obtained by the conventional droop techniques in (2.4). If ZV(s) = sLV is
considered, a virtual output inductance is emulated for the VCVSI. In this case, the
output voltage reference of the VCVSI is drooped proportional to the derivative of
its output current. In the presence of nonlinear loads, the harmonic currents can be
properly shared by modifying (2.28) as

vref ¼ v�o � s
X

LVhIh; ð2:29Þ

where Ih is the hth current harmonic and LVh is the inductance associated with Ih.
LVh values need to be precisely set to effectively share the current harmonics.
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Fig. 2.12 Droop method with virtual power frame transformation. © [2016] IEEE. Reprinted,
with permission, from IEEE Transactions on Smart Grid [1]
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Fig. 2.13 Block diagram of the virtual output impedance method. © [2016] IEEE. Reprinted,
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Since the output impedance of the VCVSI is frequency dependent, in the
presence of nonlinear loads, THD of the output voltage would be relatively high.
This can be mitigated by using a high-pass filter instead of sLV in (2.28)

vref ¼ v�o � LV
s

sþxc
io ð2:30Þ

where xc is the cutoff frequency of the high-pass filter.
If the virtual impedance, ZV, is properly adjusted, it can prevent the occurrence

of current spikes when the DG is initially connected to the microgrid. This soft
starting can be facilitated by considering a time-variant virtual output impedance as

ZV ðtÞ ¼ Zf � ðZf � ZiÞe�t=T ; ð2:31Þ

where Zi and Zf are the initial and final values of the virtual output impedance,
respectively. T is the time constant of the start-up process.

Most recently, the virtual output impedance method has been modified for
voltage unbalance compensation, caused by the presence of unbalanced loads in the
microgrid [12]. The block diagram of the modified virtual output impedance
method is shown in Fig. 2.14. As is shown, the measured DG output voltage and
current are fed into the positive and negative sequence calculator (PNSC). Outputs
of the PNSC, io

+, io
−, vo

+, and vo
−, are used to find the positive and negative sequences

of the DG active and reactive powers. The negative sequence of the reactive power,
Q�, is multiplied by the vo

− and then a constant gain, G. The result is then used to
find the voltage reference. The constant gain G needs to be fine-tuned to minimize
the voltage unbalance without compromising the closed-loop stability [21].

The virtual output impedance method alleviates the dependency of the droop
techniques on system parameters. Additionally, this control method properly
operates in the presence of nonlinear loads. However, this method does not guar-
antee the voltage regulation, and adjusting the closed-loop time constant may result
in an undesired deviation in the DG voltage and frequency.
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Adaptive Voltage Droop Control. In this method, two terms are added to the
conventional reactive power control in (2.4). Additional terms are considered to
compensate for the voltage drop across the transmission lines that deliver power
from the DG to critical loads [11]. For a typical 2-DG system shown in Fig. 2.15,
the voltages at first and second buses are

Vi\ai ¼ Ei\di � ðri þ jxiÞðIi\� hiÞ; i ¼ 1; 2; ð2:32Þ

where Ii\� hi is the output current of the ith DG. Using (2.4), one can write

Vi ¼ E�
i � DQiQi � riIi cos ci � xiIi sin ci; ð2:33Þ

where ci ¼ ai þ hi. The bus voltage of the ith DG can also be formulated in terms of
its active and reactive powers, Pi and Qi, as

Vi ¼ E�
i � DQiQi � riPi

E�
i
� xiQi

E�
i
: ð2:34Þ

The terms riPi=E�
i and xiQi=E�

i represent the voltage drop on the internal
impedance ri + jxi. These terms can be incorporated in the conventional reactive
power control of (2.4) to compensate for the voltage drops in the transmission lines
as

Ei ¼ E�
i þ

riPi

E�
i
þ xiQi

E�
i

� �
� DQiQi ð2:35Þ

Although the reactive power control in (2.35) improves the voltage regulation of
the farther buses, it is still dependent on the active power control in (2.4). This
problem is resolved by adopting the voltage droop coefficient as a nonlinear
function of active and reactive powers [11]

Ei ¼ E�
i þðriPi

E�
i
þ xiQi

E�
i
Þ � DiðPi;QiÞQi;

DiðPi;QiÞ ¼ DQi þmQiQ2
i þmPiP2

i ;

(
ð2:36Þ
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Fig. 2.15 A typical two-DG system. © [2016] IEEE. Reprinted, with permission, from IEEE
Transactions on Smart Grid [1]
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where DQi, mQi, and mPi are droop coefficients. The terms mQiQi
2 and mPiPi

2 miti-
gate the negative impacts of the active power control and the microgrid parameters
on the reactive power control.

The adaptive droop method is particularly desirable when the voltage regulation
of some buses is not feasible. The higher-order terms in (2.36) significantly improve
the reactive power sharing under heavy loading conditions. The potential disad-
vantage, however, is the required prior knowledge of the transmission line
parameters [11]. This control method is not fully functional in the presence of
nonlinear loads. Moreover, given the basics discussed for the adjustable load
sharing method, adjusting the time constant may result in undesired deviations in
DG voltage and frequency.

Signal Injection Method. In this approach, each DG injects a small AC voltage
signal to the microgrid. Frequency of this control signal, xq, is determined by the
output reactive power, Q, of the corresponding DG as

xq ¼ xq0 þDQQ; ð2:37Þ

where xq0 is the nominal angular frequency of injected voltage signals and DQ is
the boost coefficient. The small real power transmitted through the signal injection
is then calculated, and the RMS value of the output voltage of the DG, E, is
accordingly adjusted as

E ¼ E� � DPpq; ð2:38Þ

where E* is the RMS value of the no-load voltage of the DG and DP is the droop
coefficient. This procedure is repeated until all VCVSIs produce the same frequency
for the control signal.

Here, this technique is elaborated for a system of two DGs shown in Fig. 2.15. It
is assumed that DQ is the same for both DGs. Initially, first and second DGs inject
low-voltage signals to the system with the following frequencies:

xq1 ¼ xq0 þDQQ1;
xq2 ¼ xq0 þDQQ2:

�
ð2:39Þ

Assuming Q1 > Q2

Dx ¼ xq1 � xq2 ¼ DQðQ1 � Q2Þ ¼ DQDQ ð2:40Þ

The phase difference between the two voltage signals can be obtained as

d ¼
Z

Dxdt ¼ DQDQt: ð2:41Þ
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Due to the phase difference between the DGs, a small amount of active power
flows from one to the other. Assuming inductive output impedances for DGs, the
transmitted active power from DG1 to DG2, pq1, is

pq1 ¼ Vq1Vq2

x1 þ x2 þX1 þX2
sin d; ð2:42Þ

where Vq1 and Vq2 are the RMS values of the injected voltage signals. Moreover,
the transmitted active power in reverse direction, from DG2 to DG1, pq2, is

pq2 ¼ �pq1: ð2:43Þ

The DG voltages are adjusted as

E1 ¼ E� � DPpq1;
E2 ¼ E� � DPpq2:

�
ð2:44Þ

Herein, it is assumed that DP is the same for both DGs. The difference between
the DG output voltages is

DE ¼ E1 � E2 ¼ �2DPpq1: ð2:45Þ

Thus, one can write

DQ ¼ ADE;
A ¼ 2VL

sinu
Zj j � VL

sinðuþ dÞ
Zj j ;

r1 þR1 þ jðx1 þX1Þ ¼ r2 þR2 þ jðx2 þX2Þ ¼ Zj j\u;

8<
: ð2:46Þ

where VL is the load voltage. The block diagram of the proposed controller is shown
in Fig. 2.16.

In the presence of nonlinear loads, parallel DGs can be controlled to participate
in supplying current harmonics by properly adjusting the voltage loop bandwidth
[22]. For that, first, frequency of the injected voltage is drooped based on the total
distortion power, D

xd ¼ xd0 � mD;

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2 � P2 � Q2

p
;

(
ð2:47Þ
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Fig. 2.16 Block diagram of the signal injection method for reactive power sharing. © [2016]
IEEE. Reprinted, with permission, from IEEE Transactions on Smart Grid [1], [22]
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where xd0 is the nominal angular frequency of the injected voltage signals, m is the
droop coefficient, and S is the DG nominal power. A procedure similar to (2.39)–
(2.42) is adopted to calculate the power transmitted by the injected signal, pd. The
bandwidth of VCVSI voltage loop is adjusted as

BW ¼ BW0 � Dbwpd ; ð2:48Þ

where BW0 is the nominal bandwidth of the voltage loop and Dbw is the droop
coefficient. The block diagram of the signal injection method is shown in Fig. 2.17.

Signal injection method properly controls the reactive power sharing and is not
sensitive to variations in the line impedances [23]. It also works for linear and
nonlinear loads and over various operating conditions. However, it does not
guarantee the voltage regulation.

Nonlinear Load Sharing. Some have challenged the functionality of droop
techniques in the presence of nonlinear loads [14, 15]. Two approaches for
resolving this issue are discussed here. In the first approach [14], the DGs equally
share the linear and nonlinear loads. For this purpose, each harmonic of the load
current, Ih, is sensed to calculate the corresponding voltage droop harmonic, Vh, at
the output terminal of the DG. The voltage harmonics are compensated by adding
90° leading signals, corresponding to each current harmonic, to the DG voltage
reference. Therefore, the real and imaginary parts of the voltage droop associated
with each current harmonic are
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ReðVhÞ ¼ �khImðIhÞ;
ImðVhÞ ¼ khReðIhÞ;

�
ð2:49Þ

where kh is the droop coefficient for the hth harmonic. As a result, the output
voltage THD is significantly improved.

In the second approach, the conventional droop method is modified to compensate
for the harmonics of the DG output voltage. These voltage harmonics are caused by
the distorted voltage drop across the VCVSI output impedance and are due to the
distorted nature of the load current [15]. As shown in Fig. 2.18, first, the DG output
voltage and current are used to calculate the fundamental term and harmonics of the
DG output active and reactive powers, (P1, Q1) and (Ph, Qh), respectively. It is
noteworthy that distorted voltage and current usually do not carry even harmonics,
and thus, h is usually an odd number. P1 and Q1 are fed to the conventional droop
characteristics in (2.4) to calculate the fundamental term, vo

*, of the VCVSI voltage
reference, vref. As shown in Fig. 2.18, to cancel out the output voltage harmonics, a
set of droop characteristics are considered for each individual harmonic. Each set of
droop characteristics determines an additional term to be included in the VCVSI
output voltage reference, vref, to cancel the corresponding voltage harmonic. Each
current harmonic, Ih, is considered as a constant current source, as shown in
Fig. 2.19. In this figure, Eh\dh denotes a phasor for the corresponding voltage signal
that is included in the voltage reference, vref. Zh\hh represents the VCVSI output
impedance associated with the hth current harmonic. The active and reactive powers
delivered to the harmonic current source, Ph and Qh, are
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Fig. 2.18 Control block diagram for the harmonic cancelation technique. © [2016] IEEE.
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Ph ¼ EhIh cos dh � ZhI2h cos hh;
Qh ¼ EhIh sin dh � ZhI2h sin hh:

�
ð2:50Þ

When dh is small enough (i.e., sinðdhÞ ¼ dh), Ph and Qh are roughly proportional
to Eh and hh, respectively. Therefore, the following droop characteristics can be
used to eliminate the hth DG output voltage harmonic

xh ¼ hx� � DhQQh;
Eh ¼ �DhPPh;

�
h 6¼ 1; ð2:51Þ

where x� is the rated fundamental frequency of the microgrid. DhP and DhQ are the
droop coefficients. As is shown in Fig. 2.18, the harmonic reference voltage, vhref ,
for eliminating the hth output voltage harmonic, can be formed with Eh and the
phase angle generated from the integration of xh.

Primary control techniques are application specific and bring specific features.
The active load sharing method provides tight current sharing and high power
quality; however, it requires communication links and high-bandwidth control
loops. On the other hand, the droop methods provide local controls without any
communication infrastructures. The potential advantages and disadvantages of the
conventional droop method and its modifications are outlined in Table 2.1, based
on which the following statements can be concluded:

• System identification is required to find the line parameters for some techniques,
e.g., adaptive voltage droop or virtual frame transformation methods.

• Modified droop techniques, excluding the ones for low-voltage microgrids,
decouple the active and reactive power controls.

• Adjustable load sharing and adaptive voltage droop methods are the only
techniques that offer voltage regulation.

• Nonlinear loads need to be accommodated with the complicated control tech-
niques such as the virtual impedance, the signal injection, or the nonlinear load
sharing methods to achieve a mitigated level of harmonics in the microgrid.

The adjustable load sharing is the only technique where the system time constant
can be independently adjusted without affecting the DG voltage and frequency.

Eh h
 Zh h Ih

Ph+jQh

Fig. 2.19 hth harmonic equivalent circuit of a DG. © [2016] IEEE. Reprinted, with permission,
from IEEE Transactions on Smart Grid [1]
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Table 2.1 The potential advantages and disadvantages of the discussed droop methods

Droop method Potential advantages Potential disadvantages

Conventional
droop method

Simple implementation Affected by the system parameters
Only functional for highly inductive
transmission lines
Cannot handle nonlinear loads
Voltage regulation is not guaranteed
Adjusting the controller speed for the
active and reactive power controllers
can affect the voltage and frequency
controls

Adjustable
load sharing
method

Adjusting the controller speed for
the active and reactive power
controllers without compromising
the voltage and frequency controls
Robust to the system parameter
variations
Improved voltage regulation

Cannot handle nonlinear loads

VPD/FQB
droop method

Simple implementation
Adjusting the controller speed for
the active and reactive power
controllers without compromising
the voltage and frequency controls

Affected by the system parameters
Only functional for highly resistive
transmission lines
Cannot handle nonlinear loads

Virtual frame
transformation
method

Simple implementation
Decoupled active and reactive
power controls

Cannot handle nonlinear loads
The line impedances should be known
a priori
Adjusting the controller speed for the
active and reactive power controllers
can affect the voltage and frequency
controls
Voltage regulation is not guaranteed

Virtual output
impedance

Simple implementation
Not affected by the system
parameters
Functional for both linear and
nonlinear loads
Mitigates the harmonic distortion of
the output voltage
Can compensate for the unbalance
of the DG output voltages

Adjusting the controller speed for the
active and reactive power controllers
can affect the voltage and frequency
controls
Voltage regulation is not guaranteed

Adaptive
voltage droop
method

Improved voltage regulation
Not affected by the system
parameters

Cannot handle nonlinear loads
Adjusting the controller speed for the
active and reactive power controllers
can affect the voltage and frequency
controls
System parameters should be known a
priori

(continued)
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2.1.3 Secondary Control

Primary control, as discussed previously, may cause frequency and voltage devi-
ations even in steady state. Although the energy storage devices can compensate for
this deviation, they are unable to provide the power for load frequency control over
the long term due to their short energy capacity. Primary control is implemented
locally at each DG. The secondary control, as a centralized controller, restores the
microgrid voltage and frequency and compensates for the deviations caused by the
primary control. This level of the control hierarchy is designed to have slower
dynamic response than that of the primary, which justifies decoupled dynamics
analysis of the primary and the secondary control loops and facilitates their indi-
vidual designs [1].

Figure 2.20 represents the block diagram of the conventional secondary control
with a centralized control structure. As shown in this figure, frequency of the
microgrid and the terminal voltage of a given DG are compared with the corre-
sponding reference values, xref and vref , respectively. Then, the error signals are
processed by individual controllers as in (2.52); the resulting signals (dx and dE)
are sent to the primary controller of the DG to compensate for the frequency and
voltage deviations [1, 24]

dx ¼ KPxðxref � xÞþKIx
R ðxref � xÞdtþDxs;

dE ¼ KPEðvref � EÞþKIE
R ðvref � EÞdt;

�
ð2:52Þ

where KPx, KIx, KPE , and KIE are the controller parameters. An additional term,
Dxs, is considered in frequency controller in (2.52) to facilitate synchronization of
the microgrid to the main gird. In the islanded operating mode, this additional term
is zero. However, during the synchronization, a PLL module is required to measure
Dxs. During the grid-tied operation, voltage and frequency of the main grid are
considered as the references in (2.52).

Table 2.1 (continued)

Droop method Potential advantages Potential disadvantages

Signal
injection
method

Functional for both linear and
nonlinear loads
Not affected by the system
parameters

Complicated implementation
Adjusting the controller speed for the
active and reactive power controllers
can affect the and frequency controls
Voltage regulation is not guaranteed

Nonlinear load
sharing
techniques

Properly shares the current
harmonics between the DGs and,
consequently, cancels out the
voltage harmonics

Affected by the system parameters
Poor voltage regulation for the case of
precise reactive power sharing
Adjusting the controller speed for the
active and reactive power controllers
can affect the voltage and frequency
controls
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Most recently, the potential function-based optimization technique has been
suggested for secondary control [18]. In this method, a potential function is con-
sidered for each DG. This function is a scalar cost function that carries all the
information on the DG measurements, constraints, and control objectives as

ujðxjÞ ¼ wu
Xnu
i¼1

pui ðxjÞþwc
Xnc
i¼1

pci ðxjÞþwgpgj ðxjÞ; ð2:53Þ

where uj is the potential function related to each DG and xj comprises the mea-
surements from the DG unit (e.g., voltage, current, and real and reactive powers). pi

u

denotes the partial potential functions that reflect the measurement information of
the DG. pi

c denotes the operation constraints that ensure the stable operation of
microgrid. pj

g is used to mitigate the DG measurements from the predefined set
points. wu, wc, and wg are the weighted factors for the partial potential functions.

The block diagram of the potential function-based technique is shown in
Fig. 2.21. In this technique, when the potential functions approach their minimum
values, the microgrid is about to operate at the desired states. Therefore, inside the
optimizer in Fig. 2.21, set points of the DG are determined so as to minimize the
potential functions and thus to meet the microgrid control objectives.

The potential function-based technique requires bidirectional communication
infrastructure to facilitate data exchange from the DG to the optimizer (measure-
ments) and vice versa (calculated set points). The data transfer links add propa-
gation delays to the control signals. This propagation delay is tolerable, since the
secondary controllers are slower than the primary ones.

The secondary control can also be designed to satisfy the power quality
requirements, e.g., voltage balancing at critical buses [25]. The block diagram of the
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voltage unbalance compensator is shown in Fig. 2.22. First, the critical bus voltage
is transformed to the d-q reference frame. Once the positive and negative sequence
voltages for both d- and q-axis are calculated, one can find the voltage unbalance
factor (VUF) as

VUF ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðv�d Þ2 þðv�q Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvþd Þ2 þðvþq Þ2

q ; ð2:54Þ
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where vþd and v�d are the positive and negative sequence voltages of the direct
component and vþq and v�q are the positive and negative sequence voltages of the
quadrature component, respectively. As depicted in Fig. 2.22, the calculated VUF
is compared with the reference value, VUF*, and the difference is fed to a PI
controller. The controller output is multiplied by the negative sequence of the direct
and quadrature voltage components, v�d and v�q , and the results are added to the
references of DG voltage controllers to compensate for the voltage unbalance.

2.1.4 Tertiary Control

Tertiary control is the last control level in Fig. 2.1 and operates on the slowest
timescale. It considers the economical concerns for optimal operation of the
microgrid and manages the power flow between microgrid and main grid [7]. In the
grid-tied mode, the power flow between microgrid and main grid can be managed
by adjusting the amplitude and frequency of DG . The block diagram of this process
is shown in Fig. 2.20. First, active and reactive output powers of the microgrid, PG

and QG, are measured. These quantities are then compared with the corresponding
reference values, Pref

G and Qref
G , to obtain the frequency and voltage references, xref

and vref based on

xref ¼ KPPðPref
G � PGÞþKIP

R ðPref
G � PGÞdt;

vref ¼ KPQðQref
G � QGÞþKIQ

R ðQref
G � QGÞdt;

�
ð2:55Þ

where KPP, KIP, KPQ, and KIQ are the controller parameters [1]. xref and vref are
further used as the reference values to the secondary control, as in (2.52).

The tertiary control also provides an economically optimal operation, e.g., by
using a gossiping algorithm. Generally, the economically optimal operation is
satisfied if all the DGs operate at equal marginal costs (variation of the total cost
with respect to the variation of the generated power), Copt [26–29]. In the gossiping
algorithm, initially, random output power set points, P0

i and P0
j , are considered for

the ith DG and its random gossiping partner, jth DG, respectively. Then, consid-
ering the prior knowledge about the marginal cost curves of the DGs, the optimal
output power of the two DGs, Popt

i and Popt
j , is determined. At this time, each of the

two DGs changes its output power to generate at the optimal point. The afore-
mentioned procedure is illustrated in Fig. 2.23. The same procedure is repeated for
other pairs of DGs until the whole DGs in the microgrid operate optimally.
Additionally, evolutionary game theory-based techniques are proposed to facilitate
the power management by local information and thus to simplify the required
communication infrastructures.
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2.2 Dynamic Modeling of AC Microgrids

The microgrid control schemes employ the nonlinear dynamical model of DGs. In
this section, the dynamical model of VCVSIs and CCVSIs is elaborated.

2.2.1 Voltage-Controlled Voltage Source Inverters

The block diagram of a voltage-controlled voltage source inverter (VCVSI)-based
DG is shown in Fig. 2.24. It contains an inverter bridge, connected to a primary DC
power source (e.g., photovoltaic panels or fuel cells). The control loops, including
the power, voltage, and current controllers, adjust the output voltage and frequency

P
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Copt

P P

Pj
0

Pj
opt

Pi Pi
0

Fig. 2.23 Marginal cost function matching between two DGs. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Smart Grid [1]

voi ioi

vodi
*

ildi
*

Current
controller

Voltage
controller

LC filterili

Power controller

vbi

, voqi
*

vodi , voqi

iodi , ioqi

, ilqi
*

i

Output
connector

Rci Lci

abc/dq

ildi , ilqi

Rfi Lfi Cfi

Ei
*i

*

Fig. 2.24 Block diagram of an inverter-based DG. © [2016] IEEE. Reprinted, with permission,
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of the inverter bridge [18, 24, 27]. Given the relatively high switching frequency of
the inverter bridge, the switching artifacts can be safely neglected via average-value
modeling. As stated in [9], DC bus dynamics can be safely neglected, assuming an
ideal source from the DG side.

It should be noted that the nonlinear dynamics of each DG are formulated in its
own d-q (direct–quadrature) reference frame. It is assumed that the reference frame
of the ith DG is rotating at the frequency of xi. The reference frame of one DG is
considered as the common reference frame with the rotating frequency of xcom. The
angle of the ith DG reference frame, with respect to the common reference frame, is
denoted as δi and satisfies the following differential equation

_di ¼ xi � xcom: ð2:56Þ

The power controller block, shown in Fig. 2.25, contains the droop technique in
(2.4) and provides the voltage references vodi

* and voqi
* for the voltage controller, as

well as the operating frequency ωi for the inverter bridge. Two low-pass filters with
the cutoff frequency of ωci are used to extract the fundamental component of the
output active and reactive powers, denoted as Pi and Qi, respectively. The differ-
ential equations of the power controller can be written as

_Pi ¼ �xciPi þxciðvodiiodi þ voqiioqiÞ; ð2:57Þ

_Qi ¼ �xciQi þxciðvoqiiodi � vodiioqiÞ; ð2:58Þ

where vodi, voqi, iodi, and ioqi are the direct and quadrature components of voi and ioi
in Fig. 2.24. As shown in Fig. 2.25, the primary voltage control strategy for each
DG aligns the output voltage magnitude on the d-axis of the corresponding refer-
ence frame. Therefore,

v�odi ¼ E�
i � DQiQi;

v�oqi ¼ 0:

�
ð2:59Þ
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Fig. 2.25 Block diagram of the power controller. © [2016] IEEE. Reprinted, with permission,
from IEEE Transactions on Power Systems [33]
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The block diagram of the voltage controller is shown in Fig. 2.26. The differ-
ential algebraic equations of the voltage controller are written as

_/di ¼ v�odi � vodi; ð2:60Þ
_/qi ¼ v�oqi � voqi; ð2:61Þ

i�ldi ¼ Fiiodi � xbCfivoqi þKPViðv�odi � vodiÞþKIVi/di; ð2:62Þ

i�lqi ¼ Fiioqi þxbCfivodi þKPViðv�oqi � voqiÞþKIVi/qi; ð2:63Þ

where /di and /qi are the auxiliary state variables defined for PI controllers in
Fig. 2.26 and ωb is the nominal angular frequency. Other parameters are shown in
Figs. 2.24 and 2.26.

The block diagram of the current controller is shown in Fig. 2.27. The differ-
ential algebraic equations of the current controller are written as
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_cdi ¼ i�ldi � ildi; ð2:64Þ

_cqi ¼ i�lqi � ilqi; ð2:65Þ

v�idi ¼ �xbLfiilqi þKPCiði�ldi � ildiÞþKICicdi; ð2:66Þ

v�iqi ¼ xbLfiildi þKPCiði�lqi � ilqiÞþKICicqi; ð2:67Þ

where γdi and γqi are the auxiliary state variables defined for the PI controllers in
Fig. 2.27. ildi and ilqi are the direct and quadrature components of ili in Fig. 2.24.
Other parameters are shown in Figs. 2.24 and 2.27.

The differential equations for the output LC filter and output connector are as
follows:

_ildi ¼ �Rfi

Lfi
ildi þxiilqi þ 1

Lfi
vidi � 1

Lfi
vodi; ð2:68Þ

_ilqi ¼ �Rfi

Lfi
ilqi � xiildi þ 1

Lfi
viqi � 1

Lfi
voqi; ð2:69Þ

_vodi ¼ xivoqi þ 1
Cfi

ildi � 1
Cfi

iodi; ð2:70Þ

_voqi ¼ �xivodi þ 1
Cfi

ilqi � 1
Cfi

ioqi; ð2:71Þ

_iodi ¼ �Rci

Lci
iodi þxiioqi þ 1

Lci
vodi � 1

Lci
vbdi; ð2:72Þ

_ioqi ¼ �Rci

Lci
ioqi � xiiodi þ 1

Lci
voqi � 1

Lci
vbqi: ð2:73Þ

Equations (2.56)–(2.73) form the large-signal dynamical model of the ith DG.
The large-signal dynamical model can be written in a compact form as

_xi ¼ f iðxiÞþ kiðxiÞDi þ giðxiÞui;
yi ¼ hiðxiÞ;

�
ð2:74Þ

where the state vector is

xi ¼ ½ di Pi Qi /di /qi cdi cqi ildi ilqi vodi voqi iodi ioqi �T :
ð2:75Þ
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The term Di = [ωcom vbdi vbqi]
T is considered as a known disturbance. The

detailed expressions for fi(xi), gi(xi), and ki(xi) can be extracted from (2.56) to
(2.73).

2.2.2 Current-Controlled Voltage Source Inverters

The block diagram of a current-controlled voltage source inverter (CCVSI)-based
DG is shown in Fig. 2.28. It contains an inverter bridge, connected to a primary DC
power source. The current controller adjusts the direct and quadrature terms of
output current ioi. As shown in Fig. 2.29, a control block is used to calculate the
angle of the ith CCVSI reference frame with respect to the common reference frame
ai such that the quadrature term of output voltage voqi becomes zero. This control
block is named as ai calculator.

The block diagram of the current controller is shown in Fig. 2.30. The differ-
ential algebraic equations of the current controller are written as

_cdi ¼ idrefi � iodi; ð2:76Þ

_cqi ¼ iqrefi � ioqi; ð2:77Þ

v�idi ¼ vodi � xbLfiioqi þKPCiðidrefi � iodiÞþKICicdi; ð2:78Þ

v�iqi ¼ voqi þxbLfiiodi þKPCiðiqrefi � ioqiÞþKICicqi; ð2:79Þ

Fig. 2.28 Block diagram of a CCVSI. © [2016] IEEE. Reprinted, with permission, from IEEE
Transactions on Industrial Informatics [34]
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where γdi and γqi are the auxiliary state variables defined for the PI controllers in
Fig. 4.4. iodi and ioqi are the direct and quadrature components of output current ioi
in Fig. 4.2. Other parameters are shown in Figs. 4.2 and 4.4. Assuming that the
inverter bridge produces the demanded voltage, i.e., v�idi ¼ vidi and v�iqi ¼ viqi, the
dynamics of output RL filter can be written as

_iodi ¼ �Rfi

Lfi
iodi þxcomioqi þ 1

Lfi
vidi � 1

Lfi
vodi; ð2:80Þ

_ioqi ¼ �Rfi

Lfi
ioqi � xcomiodi þ 1

Lfi
viqi � 1

Lfi
voqi: ð2:81Þ

Fig. 2.29 Block diagram of
αi calculator. © [2016] IEEE.
Reprinted, with permission,
from IEEE Transactions on
Industrial Informatics [34]
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Equations (2.76)–(2.81) form the large-signal dynamical model of the ith
CCVSI. The large-signal dynamical model can be written in a compact form as

_xCCi ¼ fCCiðxCCiÞþ kCCiðxCCiÞDCCi þ gCCiðxCCiÞuCCi
yCCi ¼ hCCiðxCCiÞþ dCCiuCCi

�
; ð2:82Þ

where the state vector is

xCCi ¼ cdi cqi iodi ioqi
� 	T

: ð2:83Þ

The term DCCi = [ωcom vodi]
T is considered as a known disturbance. The detailed

expressions for fCCi(xCCi), gCCi(xCCi), and kCCi(xCCi) can be extracted from (2.76) to
(2.81).

2.3 Control of DC Microgrids

Although inverter-based AC microgrids have been prevalent, DC microgrids are
currently emerging at distribution levels. The DC nature of emerging renewable
energy sources (e.g., solar) or storage units (e.g., batteries and ultracapacitors)
efficiently lends itself to a DC microgrid paradigm that avoids redundant conversion
stages [30]. Many of the new loads are electronic DC loads (e.g., in data centers).
Even some traditional AC loads, e.g., induction machines, can appear as DC loads
when controlled by inverter-fed drive systems.

DC microgrids are also shown to have about two orders-of-magnitude more
availability compared to their AC counterparts, thus making them ideal candidates for
mission-critical applications [22, 31]. Moreover, DC microgrids can overcome some
disadvantages of AC systems, e.g., transformer inrush current, frequency synchro-
nization, reactive power flow, phase unbalance, and power quality issues [32].

2.3.1 Control Objectives

A DC microgrid is an interconnection of DC sources and DC load through a
transmission/distribution network. Given the intermittent nature of electric loads,
sources must be dynamically controlled to provide load power demand at any
moment, while preserving a desired voltage at consumer terminals. Sources may
reflect a variety of rated powers. It is desired to share the total load demand among
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these sources in proportion to their rated power; such load sharing approach is
widely known as proportional load sharing. This approach prevents overstressing
of sources and helps to span lifetime of the power-generating entities in the mi-
crogrid. While the source voltages are the sole variables controlling power flow,
they must be tightly managed to also ensure a desirable voltage regulation.

2.3.2 Standard Control Technique

A hierarchical structure, illustrated in Fig. 2.31, is widely used to control DC
sources. This structure includes primary, secondary, and tertiary levels, where the
primary has the highest and the tertiary has the lowest [7].

A. Primary Control

This controller uses droop mechanism to handle proportional load sharing.
Figure 2.32 explains the functionality of the primary controller for two sources with
identical rated powers. Therein, a virtual resistance, RD, is introduced to the output
of each source. While the load sharing benefits from this virtual resistance, it is not
a physical impedance and, thus, does not cause any power loss. In this stage, the
voltage controllers inside each source follow the voltage reference generated by the
droop mechanism, i.e.,

v�o ¼ vref � RD:io ð2:84Þ

where v�o is the reference voltage for the inner-loop voltage controller, RD is the
droop coefficient, vref is the rated voltage of the microgrid, and io is the output

Fig. 2.31 Hierarchical control structure for DC systems. © [2017] IEEE. Reprinted, with
permission, from IEEE Transactions on Industrial Electronics [7]
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current of the source. In steady state, given low distribution line resistances, all
terminal voltages converge to the same value. Given identical rated voltages used at
all sources, one can conclude that the droop terms, RD:io, will share identical values
as well. This, equivalently, implies that the total load is shared among sources in
inverse proportion to their droop coefficients. By choosing the droop coefficients in
inverse proportion to the source power ratings, the droop mechanism will suc-
cessfully manage proportional load sharing.

Fig. 2.33 Tertiary control for grid-connected operation. © [2017] IEEE. Reprinted, with
permission, from IEEE Transactions on Industrial Electronics [7]

Fig. 2.32 Primary and secondary control algorithms. © [2017] IEEE. Reprinted, with permission,
from IEEE Transactions on Industrial Electronics [7]

40 2 Control and Modeling of Microgrids



B. Secondary Control

Although the droop controller satisfies a desired load sharing, the droop term,
RD:io, leaves a voltage deviation from the rated voltage of, vref , all across the
network. The secondary controller serves as voltage restoration here. As shown in
Fig. 2.32, it senses the microgrid voltage and compares it with the desired voltage
of v�MG through a controller, GMGðsÞ; the controller is usually a proportional–
integral (PI) module. The controller generates a voltage correction term, dvo, which
is relayed to all sources. The sources then use vref þ dvo as the reference in the
droop mechanism instead of the vref itself. The term dvo boosts all voltages across
the system until, within this closed-loop feedback control mechanism, all voltages
be restored on the reference value of v�MG. It should be noted that v�MG and vref may
not be the same values; however, they are usually equal.

C. Tertiary Control

Power generation in the microgrid may exceed the local power demand, par-
ticularly when the maximum power is to be absorbed from renewable energy
sources. In such a case, the excess power will be transmitted directly to a
high-inertia DC system or to the main AC grid through an inverter. On the other
side, when locally generated power is short of the load demand, a high-inertia DC
system or AC grid will provide power to fill up the need. Such bidirectional power
exchange with a high-inertia system requires a separate controller called tertiary
control. As demonstrated in Fig. 2.33, tertiary controller compares the power flow
between the two power grids with a reference value of i�G and accordingly updates
the reference voltage of the microgrid, v�MG. Generally, as v�MG increases, the DC
microgrid sends out more power and vice versa.
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Chapter 3
Introduction to Multi-agent
Cooperative Control

This book applies techniques from distributed cooperative control of multi-agent
dynamical systems to synchronization, power sharing, and load balancing problems
arising in electric power microgrids. This chapter presents the background and
fundamental ideas needed for the book in cooperative control of multi-agent sys-
tems. For more information see [1].

Distributed networks of coupled dynamical systems have received much atten-
tion over the years because they occur in many different fields including biological
and social systems, physics and chemistry, and computer science. Various terms are
used in literature for phenomena related to collective behavior on networks of
systems, such as flocking, consensus, synchronization, formation, and rendezvous.

In the past few decades, an increasing number of industrial, commercial, and
consumer applications have called for the coordination of multiple interconnected
dynamical agents. Research on synchronized behaviors of networked cooperative
systems, or multi-agent systems, and on distributed decision algorithms has
received extensive attention due to their widespread applications in spacecraft,
unmanned air vehicles (UAVs) [2], multi-vehicle systems [3], mobile robots,
multipoint surveillance [4], sensor networks [5], networked autonomous teams, and
so on. See [4, 6] for surveys of engineering applications of cooperative multi-agent
control systems.

This chapter outlines the fundamental ideas used in the rest of the book to
develop analysis and design methods for cooperative control of multi-agent
dynamical systems on graphs. These ideas are detailed in [1]. The chapter starts by
presenting an overview of synchronization behavior in nature and social systems. It
is seen that distributed decisions made by each agent in a group based only on the
information locally available to it from its neighbors can result in collective syn-
chronized motion of an overall group. Mechanisms are given by which decisions
can be made locally by each agent and informed leaders can guide collective
behaviors by interacting directly with only a few agents. These ideas are extended
to achieve synchronization mechanisms in physical oscillators and rotating syn-
chronous generators in interconnected electric power systems. The idea of a

© Springer International Publishing AG 2017
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communication graph that models the information flows in a multi-agent group is
introduced. The dependence of collective behaviors of a group on the type of
information flow allowed between its agents is emphasized. Simple dynamical
systems on communication graphs are presented, and simple distributed control
protocols given to direct their collective behavior. Such protocols are used in the
rest of the book for synchronization, voltage sharing, and load balancing in electric
power microgrids.

3.1 Synchronization in Nature, Social Systems,
and Coupled Oscillators

This section presents an overview of synchronization behavior in nature and social
systems. It is seen that distributed decisions made by each agent in a group based on
the information locally available to it by observing only its nearest neighbors can
result in collective synchronized motion of an overall group. Distributed control
mechanisms are given by which decisions can be made locally by each agent and
informed leaders can guide collective behaviors by interacting directly with only a
few agents. These mechanisms occurring in nature can be tailored to provide
synchronization and collective performance objectives in engineered systems and
electric power networks. More information is given in [1].

The ability to coordinate multiple intercommunicating agents is important in
many real-world decision tasks where it is necessary for agents to exchange
information with each other. Distributed local decision and control algorithms are
desirable and appear in many situations due to their computational simplicity,
flexibility, and robustness to the loss of single agents. Applications of synchro-
nization and distributed coordination of multi-agent systems have been observed in
the evolution of distributed cooperation in social groups, synchronization in cou-
pled dynamical oscillators, biological synchronization, and social networks. It has
been observed that distributed decision using local neighbor responses can accu-
rately model the panic behavior of crowds during emergency building evacuation.
Synchronization and local distributed control mechanisms have been observed in
the spread of infectious diseases in structured populations and in metabolic stability
in random genetic nets. More details are given in [1].

3.1.1 Synchronization in Animal Motion
in Collective Groups

The collective synchronized motions of animal social groups are among the most
beautiful sights in nature [7]. Collective motions allow the group to achieve what
the individual cannot. Benefits of aggregate motion include defense from predators,
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social and mating advantages, and group foraging for food [8]. Each individual has
its own inclinations and motions, yet the aggregate motion makes the group appear
to be a single entity with its own laws of motion, psychology, and responses to
external events. Flocks of birds, schools of fish, and herds of animals are aggregate
entities that take on an existence of their own due to the collective motion instincts
of their individual members [9]. In collective motion situations, the important entity
becomes the group, not the individual. Such synchronized and responsive motion
makes one think of choreographed motions in a dance, yet they are a product not of
planned scripts, but of simple instantaneous decisions and responses by individual
members [7, 10].

3.1.1.1 Distributed Local Neighborhood Protocols for Synchronization

To reproduce the collective motion of an animal group in computer animation has
been a challenge. It would be impossible to script the motion of each individual
using planned motions or trajectories. Analysis of groups based on social behaviors
is complex, yet the individuals in collectives appear to follow simple rules that
make their motion efficient, responsive, and practically instantaneous. The cumu-
lative motion of animal groups can be programmed in computer animation by
endowing each individual with the same few rules that allow it to respond to the
situations it encounters. The responses of the individuals accumulate to produce the
combined motion of the group.

In large social groups, each individual is aware only of the motions of its
immediate neighbors. The field of perceptual awareness of the individual changes
for different types of animal groups and in different motion scenarios. The collective
synchronized motion of large groups can be captured by using a few simple rules
governing the behavior of the individuals based on the observed behaviors of their
neighbors. Individual motions in a group are the result of the balance of two
opposing behaviors: a desire to stay close to the group, and a desire to avoid
collisions with other individuals. Reynolds [9] has captured the tendencies gov-
erning the motions of individuals through his three rules. These rules depend on the
motions of the neighbors of each individual in the group.

Reynolds’ Rules [9]

1. Collision avoidance: avoid collisions with neighbors
2. Velocity matching: match speed and direction of motion with neighbors
3. Flock centering: stay close to neighbors.

There are many mechanisms for implementing Reynolds’ rules in dynamical
systems control of importance is the definition of an individual’s “neighborhood”.

3.1 Synchronization in Nature, Social Systems, and Coupled Oscillators 47



Consider motion in R2 and define ðpiðtÞ; qiðtÞÞ as the position of node i in the ðx; yÞ
plane. Define the state of agent i as xi ¼ ½pi qi�T 2 R2.

Define the distance between nodes i and j as

rij ¼ xj � xi
�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðpj � piÞ2 þðqj � qiÞ2
q

ð3:1Þ

Agents seek to attract to their neighbors according to the third rule. To see how
this can be implemented mathematically define an interaction radius q and the
interaction neighborhood by Ni ¼ fj : rij � qg. If agent i is within a distance of q
from agent j, it seeks to approach agent j to stay close to its neighbors. It is noted
that radius q is different for different animal groups and different vehicles.
Moreover, for some groups, such as flocks of birds in migration, the collision and
interaction neighborhoods are not circular.

The dynamics used to simulate the individual group members can be very
simple, yet realistic results are obtained. Consider agent motion in 2-D described by
the dynamics

_xi ¼ ui ð3:2Þ

with states xi ¼ ½pi qi�T 2 R2. This is a simple point-mass dynamics with velocity
control inputs ui ¼ ½upi uqi�T 2 R2.

A suitable law for flock centering is given by

ui ¼
X
j2Ni

aijðxj � xiÞ ð3:3Þ

which causes agent i to turn toward other agents inside the interaction neighborhood
Ni. The flock centering gain aij � 0 is nonzero only if agent j is in the interaction
neighborhood of agent i. If aij is large, then agent i seeks more vigorously to
approach agent j. The flock centering protocol can be written in terms of the
components of velocity as

_pi ¼ upi ¼
X

j2Ni=N
c
i

aijðpj � piÞ ð3:4Þ

_qi ¼ uqi ¼
X

j2Ni=N
c
i

aijðqj � qiÞ ð3:5Þ

The control protocols (3.3)–(3.5) are known as cooperative local voting pro-
tocols because each agent seeks to make the difference between his state and
those of his neighbors equal to zero. That is, each agent seeks to achieve con-
sensus with its neighbors. These protocols are distributed in the sense that they
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depend only on the local neighbor information as allowed by the communication
graph topology.

An alternative protocols for flock centering is given by

u ¼
X
j2Ni

aij
ðxj � xiÞ

rij
¼
X
j2Ni

aij
ðxj � xiÞ
xj � xi
�� �� ð3:6Þ

which is normalized by dividing by the distance between agents. Note that the sum
is over components of a unit vector. Therefore, this law prescribes a desired
direction of motion and results in motion of uniform velocity. By contrast, the law
(3.3) gives velocities that are smaller if one is closer to one’s neighbors.

Alternative methods to local cooperative protocols for implementing Reynolds’
rules include potential field approaches [11, 12]. Potential field methods include
approaches for obstacle avoidance and goal seeking and are intimately related to the
topics in this section.

3.1.2 Leadership in Animal Groups on the Move

We have seen that information can be transferred only locally between individual
neighboring members of animal groups, yet this results in collective synchronized
motions of the whole group. Local motion control protocols are based on a few
simple rules that are followed by all individuals. However, in many situations, the
whole group must move toward some goal, such as along migratory routes or
toward food sources. In these cases, only a few informed individuals may have
pertinent information about the required directions of motion.

Some species have evolved specialized mechanisms for conveying information
about location and direction of goals. One example is the waggle dance of the
honeybee that recruits hive members to visit food sources. Mechanisms of infor-
mation transfer in groups involve questions such as how information about required
motion directions, originally held by only a few informed individuals, can propa-
gate through an entire group by simple mechanisms that are the same for every
individual [8, 13]. It is shown by [8] that only a small percentage of the individuals
in a group need be directly aware of the location of the goal. If the group is
connected in the sense that information can eventually propagate through the graph
from one individual to any other, then a small percentage of informed individuals
can influence the motions of the entire swarm to align to the goal state location.

These ideas are formalized mathematically in Sect. 3.3.2 about multi-agent
synchronization to the trajectory of a leader node who can be directly observed by
only a few agents.
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3.1.3 Synchronization in Coupled Oscillators
and Electric Power Systems

Coupled dynamical oscillators occur in many fields of research, including chem-
istry, physics, electrical engineering, and biology [7, 10, 14]. In 1995, Vicsek et al.
[15] reported interesting results of collective behaviors of self-driven particles in
phase transition. They showed that by using nearest neighbor interaction rules, all
agents eventually move in the same direction.

Kuramoto [14] analyzed local coupling in populations of chemical oscillators to
study waves and turbulence. He showed that there is a critical information coupling
coefficient above which coupled oscillators synchronize. Interconnected Kuramoto
oscillators have the dynamics

_hi ¼ xi þ K
N

X
j

sinðhj � hiÞ ð3:7Þ

with oscillation frequency xi and coupling gain K [10]. The oscillators are said to
synchronize if _hiðtÞ � _hjðtÞ ! 0 as t ! 1 8i; j. It is seen that these systems are
interconnected by terms not in ðhj � hiÞ as in (3.3), but by terms like sinðhj � hiÞ.

Kuramoto took the oscillation frequencies as distributed about a mean value
according to a probability density function. He showed that there is a coupling gain
K below which the oscillators remain incoherent, i.e., do not synchronize. Above
this gain, the incoherent state becomes unstable, and the oscillators split into two
groups those with oscillation frequencies close to the mean synchronize to a mean
frequency �h, while the others drift relative to this group.

In [16], synchronization is studied using the Lyapunov function V ¼ 1
2
_hT _h, with

h ¼ ½h1 . . . hN �T. It is shown that _V ¼ �K
N

P
i;j cosðhi � hjÞð _hi � _hjÞ2. It is shown

that above some value for the coupling gain, and if the initial phase differences are
in a certain compact set, the oscillators converge to the mean frequency
�x ¼ 1

N

P
i
xi.

The ideas of synchronization in Kuramoto oscillators can be applied to syn-
chronization in electric power systems. The basic swing equations for rotating
synchronous electric generators are given for the ith generator as (assuming the
lossless case) by

_xi ¼ �Dixi þ xi0

Mi
Pmi � E2

i Gii � Pei

¼ �Dixi þ xi0

Mi
Pmi � E2

i Gii � Ei

X
j2Ni

EjYij sinðdi � djÞ ð3:8Þ
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_Ei ¼ �aiEi þ ui þ bi
X
j2Ni

Ej cosðdi � djÞ ð3:9Þ

with frequency xi ¼ _di, mechanical power Pmi, electrical power Pei, and admittance
Yij capturing the networked interconnection structure between generators.
A frequency equilibrium is characterized by frequency synchronization xi ¼
xj; 8i; j and balanced power flow QiðdiÞ ¼ Pmi � Pei � E2

i Gii ¼ 0; 8i. In [17] it
was shown that these interconnected systems are generalized Kuramoto oscillators,
and conditions for synchronization to a common frequency are given.

Ortega [18] used a nonlinear passivity-based approach for general lossy systems.
Partial differential equations were solved for the controls, which have the form

ui ¼ k1Ei � k2xi � bi
X
j2Ni

Ej cosðdi � djÞþ
X
j2Ni

kijxj ð3:10Þ

where kij are nonlinear functions. It is seen that these controls are given not by terms
not in ðdj � diÞ as in (3.3), but by terms like cosðdj � diÞ.

3.2 Communication Graphs for Interconnected Systems

Local synchronization protocols such as those just discussed capture very well the
dynamics of intercoupled biological and animal groups, dynamical oscillators in
chemistry and physics, and interconnected electric power systems. These protocols
depend on the awareness of each individual of his neighbors. We have seen that the
information flow between members of a social group is instrumental in determining
the motion of the overall group. In this book, we are concerned with the behaviors
and interactions of dynamical systems that are interconnected by the links of a
communication network. The fundamental control issues concern how the graph
topology interacts with the local feedback control protocols of the agents to produce
overall behaviors of the interconnected nodes.

The communication network interconnecting the dynamical systems can be
modeled as a graph with directed edges corresponding to the allowed flow of
information between the systems. See [1, 19, 20] for more information. The systems
are modeled as the nodes in the graph and are sometimes called agents. We call this
the study of multi-agent dynamical systems on graphs.

A graph is a pair G ¼ ðV ;EÞ with V ¼ fv1; . . .; vNg a set of N nodes or vertices
and E a set of edges or arcs. Elements of E are denoted as ðvi; vjÞ which is termed an
edge or arc from vi to vj, and represented as an arrow with tail at vi and head at vj.
The edges represent the allowed flow of information in the graph. We assume the
graph is simple, i.e., ðvi; viÞ 62 E; 8i no self-loops, and no multiple edges between
the same pairs of nodes. Edge ðvi; vjÞ is said to be outgoing with respect to node vi
and incoming with respect to vj; node vi is termed the parent and vj the child. The
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in-degree of vi is the number of edges having vi as a head. The out-degree of a node
vi is the number of edges having vi as a tail. The set of (in-) neighbors of a node vi is
Ni ¼ fvj : ðvj; viÞ 2 Eg, i.e., the set of nodes with edges incoming to vi. The number
of neighbors Nij j of node vi is equal to its in-degree.

If the in-degree equals the out-degree for all nodes vi 2 V , the graph is said to be
balanced. If ðvi; vjÞ 2 E ) ðvj; viÞ 2 E; 8i; j, the graph is said to be bidirectional;
otherwise, it is termed a directed graph or digraph. Associate with each edge
ðvj; viÞ 2 E, a weight aij � 0. Note the order of the indices in this definition. One has
aij [ 0 only if there is an edge from node j to node i. A graph is said to be
undirected if aij ¼ aji; 8i; j, that is, if it is bidirectional and the weights of edges
ðvi; vjÞ and ðvj; viÞ are the same.

A directed path is a sequence of nodes v0; v1; . . .; vr such that
ðvi; viþ 1Þ 2 E; i 2 f0; 1; . . .; r � 1g. Node vi is said to be connected to node vj, if
there is a directed path from vi to vj. The distance from vi to vj is the length of the
shortest path from vi to vj. Graph G is said to be strongly connected if vi; vj are
connected for all distinct nodes vi; vj 2 V . For bidirectional and undirected graphs,
if there is a directed path from vi to vj, then there is a directed path from vj to vi, and
the graph is called simply “connected”.

If a graph is not connected, it is disconnected. A component of an undirected
graph is a connected subgraph that is not connected to the remainder of the graph.

Information in social networks only travels directly between immediate neigh-
bors in a graph, as decreed by the nonzero edge weights aij. Nevertheless, if a graph
is connected, then this locally transmitted information travels finally to every agent
in the graph.

A (directed) tree is a connected digraph where every node except one, called the
root, has in-degree equal to one. A spanning tree of a digraph is a directed tree
formed by graph edges that connects all the nodes of the graph. A graph is said to
have a spanning tree if a subset of the edges forms a directed tree. This is equivalent
to saying that all nodes in the graph are reachable from a single (root) node by
following the edge arrows. A graph may have multiple spanning trees. Define the
root set or leader set of a graph as the set of nodes that are the roots of all spanning
trees. If a graph is strongly connected it contains at least one spanning tree. In fact,
if a graph is strongly connected, then all nodes are root nodes (Fig. 3.2).
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Fig. 3.1 A directed graph
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3.2.1 Graph Matrices–Algebraic Graph Theory

Graph structure and properties can be studied by examining the properties of certain
matrices associated with the graph. This is known as algebraic graph theory [19,
20].

Given the edge weights aij, a graph can be represented by an adjacency or
connectivity matrix A ¼ ½aij� with weights aij [ 0 if ðvj; viÞ 2 E and aij ¼ 0
otherwise. Note that aii ¼ 0. Define the weighted in-degree of node vi as the ith row
sum of A

di ¼
XN
j¼1

aij ð3:11Þ

and the weighted out-degree of node vi as the ith column sum of A

doi ¼
XN
j¼1

aji ð3:12Þ

The adjacency matrix A of an undirected graph is symmetric, A ¼ AT. A graph is
said to be (weight) balanced if the weighted in-degree equals the weighted
out-degree for all i. If all the nonzero edge weights are all equal to 1, this is the same
as the definition of balanced graph. An undirected graph is weight balanced, since if
A ¼ AT and then the ith row sum equals the ith column sum. We may be loose at
times and refer to node vi simply as node i, and refer simply to in-degree,
out-degree, and the balanced property, without the qualifier “weight”, even for
graphs having non-unity weights on the edges.

Graph Laplacian Matrix. Define the diagonal in-degree matrix D ¼ diagfdig
and the (weighted) graph Laplacian matrix L ¼ D� A. Note that L has all row sums
equal to zero. Many properties of a graph may be studied in terms of its graph
Laplacian. In fact, we shall see that the Laplacian matrix is of extreme importance
in the study of dynamical multi-agent systems on graphs. The eigenvalues of
L specify many properties of the underlying graph topology.
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Fig. 3.2 A spanning tree for
the graph in Fig. 3.1 with root
node 1
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3.3 Cooperative Control of Multi-agent Systems
on Communication Graphs

The main interest of this book is cooperative control of multi-agent dynamical
electric power systems interconnected by a communication graph topology. The
links of the graph represent the allowed information flow between the systems. In
cooperative control systems on graphs, there are intriguing interactions between the
individual agent dynamics and the topology of the communication graph. The
graph topology may severely limit the possible performance of any control laws
used by the agents. Moreover, in cooperative control on graphs, all the control
protocols must be distributed in the sense that the control law of each agent is only
allowed to depend on information from its immediate neighbors in the graph
topology. If enough care is not shown in the design of the local agent control laws,
the individual agent dynamics may be stable, but the networked systems on the
graph may exhibit undesirable behaviors.

In cooperative control, each agent is endowed with its own state variable and
dynamics. A fundamental problem in multi-agent dynamical systems on graph is the
design of distributed protocols that guarantee consensus or synchronization in the sense
that the states of all the agents reach the same value. The states could represent vehicle
headings or positions, estimates of sensor readings in a sensor network, oscillation
frequencies, frequencies and voltages in an electric power network, and so on.

The principles of cooperative multi-agent systems that we have discussed in this
chapter have been developed by many researchers. Distributed decision and parallel
computation algorithms were studied and developed in [21]. The field of cooper-
ative control for multi-agent systems was started in earnest with the two seminal
papers in 2003 [22] and 2004 [23]. Early work was furthered in [24–27]. In the
development of cooperative control theory, work was generally done initially for
simple systems including first-order integrator dynamics in continuous time and
discrete time. Then, results were established for second-order systems and
higher-order dynamics. Applications were made to vehicle formation control and
graphs with time-varying topologies and communication delays. See [28–33].

Early work focused on reaching consensus or synchronization of networks of
anonymous dynamical systems, where all agents have the same role. This is known
as the leaderless consensus problem or the cooperative regulator problem. Later
work focused on synchronization to the dynamics of a leader or root node which
generates a command target trajectory. This is the controlled consensus problem or
the cooperative tracker.

3.3.1 Consensus and the Cooperative Regulator Problem

Given dynamical systems at each node i with state xiðtÞ, we wish to find controllers
that make all the states the same, specified as follows.
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Definition 3.1 (Consensus-The Cooperative Regulator Problem) Find a distributed
control protocol for each agent i that drives all states to the same constant
steady-state values xiðtÞ ! xjðtÞ ! const; 8i; j. This value is known as a consensus
value.

The control protocols are required to be distributed in that the control for agent
i is only allowed to depend on the state of agent i and its neighbors j 2 Ni in the
graph topology.

Consider the case where all N nodes of the graph G have scalar first-order
single-integrator dynamics

_xi ¼ ui ð3:13Þ

with xi; ui 2 R. This corresponds to endowing each node or agent with a memory.
Consider the local control protocols for each agent i

ui ¼
X
j2Ni

aijðxj � xiÞ ð3:14Þ

with aij the graph edge weights. This control is distributed in that it only depends on
the immediate neighbors j 2 Ni of node i in the graph topology. This is known as a
local voting protocol, since the control input of each node depends on the difference
between its state and all its neighbors. Note that if these states are all the same, then
_xi ¼ ui ¼ 0. In fact, it will be seen that, under certain graph connectivity conditions,
this protocol indeed drives all states to the same consensus value.

In the control protocol (3.14), there are only appearances of the states of node
i and its neighbors. There is no external reference input. Therefore, this distributed
controller is known as a cooperative regulator.

We wish to show that protocol (3.14) solves the consensus problem and to
determine the consensus value reached. Write the closed-loop dynamics as

_xi ¼
X
j2Ni

aijðxj � xiÞ ð3:15Þ

_xi ¼ �xi
X
j2Ni

aij þ
X
j2Ni

aijxj ¼ �dixi þ ai1 . . . aiN½ �
x1
..
.

xN

2
64

3
75 ð3:16Þ

with di the in-degree. Define the global state vector x ¼ ½x1 . . . xN �T 2 RN and the
diagonal matrix of in-degrees D ¼ diagfdig. Then the global dynamics are given by

_x ¼ �DxþAx ¼ �ðD� AÞx ð3:17Þ

_x ¼ �Lx ð3:18Þ
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With L ¼ D� A the Laplacian matrix. Note that the global control input vector
u ¼ ½u1. . . uN �T 2 RN is given by

u ¼ �Lx ð3:19Þ

It is seen that, using the local voting protocol (3.14), the closed-loop dynamics
(3.18) depends on the graph Laplacian matrix L. We shall now see how the evo-
lution of first-order integrator dynamical systems on graphs depends on the graph
properties through the Laplacian matrix. The eigenvalues ki of L are instrumental in
this analysis [1]. Order the eigenvalues of L in increasing magnitude as
fk1; k2; . . .; kNg, with N the number of nodes in the graph.

Note that the Laplacian matrix is L ¼ D� A and as such has row sum equal to
zero. Therefore, L1 ¼ 0, with 1 ¼ 1 1 . . . 1½ �T the vector of ones. Therefore,
the first eigenvalue of L is k1 ¼ 0 with a right eigenvalue of v1 ¼ 1. It is known that
the eigenvalues of L all have nonnegative real parts [1]. It may have several
eigenvalues at zero, and the remainder of the eigenvalues has positive real parts. If
the graph has a spanning tree, the only eigenvalue at zero is k1, and all other
eigenvalues of L have positive real parts [1].

The dynamics given by (3.18) has a system matrix of �L, and hence has
eigenvalues in the open left-half plane. At steady-state, according to (3.18) one has

0 ¼ �Lxss ð3:20Þ

Therefore, the steady-state global state is in the nullspace of L. If the graph has a
spanning tree, then k1 ¼ 0 and all other eigenvalues of L have positive real parts.
Then, (3.18) is a Type-1 system, and all states reach constant steady-state values.
Since L1 ¼ 0, (3.20) becomes 0 ¼ �cL1, and all agents reach the same consensus
value of c.

The next result formalizes the consensus properties of the distributed control
protocols (3.14).

Theorem 3.1 (Cooperative Regulation for First-order Systems) The cooperative
regulator protocol (3.14) guarantees consensus of the single-integrator dynamics
(3.13) if and only if the graph has a spanning tree. Then, all node states come to the
same steady-state values xi ¼ xj ¼ c; 8i; j. The consensus value is given by

c ¼
XN
i¼1

pixið0Þ ð3:21Þ

where w1 ¼ p1 . . . pN½ �T is the normalized left eigenvector of the Laplacian L
for k1 ¼ 0. That is wT

1L ¼ 0; w1k k ¼ 1. Finally, consensus is reached with a time
constant given by
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s ¼ 1=Refk2g ð3:22Þ

with k2 the second eigenvalue of L, known as the Fiedler eigenvalue.

Proof: [1] Figure 3.3 shows the cooperative regulator controller. It is the same as
the single-agent regulator, except that now each agent must take into account the
states xjðtÞ of its neighbors in determining its error. This is formalized by defining
the local neighborhood consensus error as

ei ¼
X
j2Ni

aijðxj � xiÞ ð3:23Þ

According to the theorem, if the graph has a spanning tree, then eiðtÞ ! 0; 8i if
and only if the consensus problem is solved, that is, xiðtÞ ! xjðtÞ ! const; 8i; j.

It is important to note that in the single-agent regulator problem, the state goes to
zero. By contrast, in the multi-agent cooperative regulator problem, the states go to
constant values that depend on the initial conditions of all agents in the graph, as per
(3.21). This is a consequence of the interrelation in interconnected multi-agent
systems between the control protocols (3.14) and the communication graph
topology, as captured in the eigenvalues of the Laplacian matrix L.

3.3.2 Synchronization and the Cooperative Tracker Problem

Consider now the situation in Fig. 3.4 which depicts a leader or target node with
state x0ðtÞ. Now, one desires to find controllers that make all the states synchronize
to the leader’s state, specified as follows.

Definition 3.2 (Synchronization-The Cooperative Tracker Problem) Find a dis-
tributed control protocol for each agent i that drives all states to the state of the
leader node, xiðtÞ ! x0ðtÞ; 8i.

This is known as the synchronization or cooperative tracker problem. There has
been much discussion of the terms “consensus” and “synchronization” in the lit-
erature, with ancillary terms appearing such as “leaderless consensus” and “syn-
chronization with or without leader.” This is cleared up by using simply the terms
“cooperative regulator” and “cooperative tracker”.

Fig. 3.3 Multi-agent cooperative regulator
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To solve this problem for the first-order integrator dynamics (3.13), consider the
distributed cooperative tracker protocols

ui ¼
X
j2Ni

aijðxj � xiÞþ giðx0 � xiÞ ð3:24Þ

with aij the graph edge weights. In this protocol, the gains gi � 0 are known as
pinning gains. One has gi [ 0 only if node i has a direct edge from the leader node.
As depicted in Fig. 3.4, the intent is that only a small percentage of nodes has
gi [ 0, and hence has direct access to the leader’s state. Nevertheless, we shall now
see that under certain graph connectivity conditions, this protocol indeed solves the
cooperative tracker problem.

Write the closed-loop dynamics as

_xi ¼
X
j2Ni

aijðxj � xiÞþ giðx0 � xiÞ ð3:25Þ

_xi ¼ �xi
X
j2Ni

aij þ
X
j2Ni

aijxj þ gix0 � gixi

¼ �ðdi þ giÞxi þ ai1 . . . aiN½ �
x1

..

.

xN

2
664

3
775þ gix0

ð3:26Þ

with di the in-degree. Define the global state vector x ¼ ½x1 . . . xN �T 2 RN , the
diagonal matrix of in-degrees D ¼ diagfdig, and the diagonal pinning gain matrix
G ¼ diagfgig. Then the global dynamics are given by

_x ¼ �ðDþGÞxþAx ¼ �ðDþG� AÞxþGx0 ð3:27Þ

_x ¼ �ðLþGÞxþGx0 ð3:28Þ

where x0 ¼ 1x0 ¼ x0 . . . x0½ �T.

x0Fig. 3.4 Communication
graph with leader node x0
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The properties of the cooperative tracker protocol (3.24) depend on the graph
properties through the pinned Laplacian matrix (L + G). The eigenvalues ki of
(L + G) are instrumental in this analysis [1].

To analyze the behavior of the cooperative tracker, define the tracker synchro-
nization errors

diðtÞ ¼ x0ðtÞ � xiðtÞ ð3:29Þ

and the global tracking error vector d ¼ d1 . . . dN½ �, with N the number of
agents. Assume the leader node dynamics are

_x0 ¼ 0 ð3:30Þ

Then the global synchronization error dynamics is

_dðtÞ ¼ _x0ðtÞ � _xðtÞ
¼ ðLþGÞx� Gx0

ð3:31Þ

However, since L1 ¼ 0, one has Lx0 ¼ 0 and

_d ¼ ðLþGÞx� ðLþGÞx0 ¼ �ðLþGÞd ð3:32Þ

Hence, the global synchronization error goes to zero if (L + G) is stable. The
next theorem gives the conditions.

Theorem 3.2 (Cooperative Tracking for First-order Systems) The cooperative
tracking protocol (3.24) guarantees tracking of the single-integrator dynamics
(3.13) if and only if the graph has a spanning tree. Then, xiðtÞ ! x0ðtÞ; 8i.
Proof: [1] The proof uses the fact that, if the graph has a spanning tree, all
eigenvalues of (L + G) have positive real parts, so that (3.32) is a stable system.

Figure 3.5 shows the cooperative tracker. It is the same as the single-agent
tracker, except that now each agent must take into account the states xjðtÞ of its
neighbors in determining its error, and the state of the leader node if gi [ 0. This is
formalized by defining the local neighborhood tracking error as

Fig. 3.5 Multi-agent cooperative tracker
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ei ¼
X
j2Ni

aijðxj � xiÞþ giðx0 � xiÞ ð3:33Þ

According to the theorem, if the graph has a spanning tree, then eiðtÞ ! 0; 8i if
and only if the consensus problem is solved, that is, diðtÞ ¼ x0ðtÞ � xiðtÞ ! 0 8i.

3.3.3 More General Agent Dynamics and Vector States

The preceding results can be extended to more general agent dynamics, including
vector states and general state variable dynamics.

3.3.3.1 Vector States

We have presented cooperative regulator results for scalar first-order integrator
dynamics (3.13), that is

_xi ¼ ui ð3:34Þ

with scalar xi; ui 2 R. Suppose now that the states and controls are vectors so that
xi; ui 2 Rn. Then the preceding developments can be extended using the idea of
Kronecker product [34].

Consider two matrices A 2 Rp�q;B 2 Rs�t, denote A ¼ ½aij�. The (left)
Kronecker product is given as

A� B ¼ ½aijB� 2 Rps�qt ð3:35Þ

For vector states, the integrator dynamics are treated as follows. If the state and
input are vectors, then the step from (3.16) to (3.17) cannot be taken, for note that
the states in (3.16) are vectors. Therefore, every element in D and A in (3.17) and
(3.18) must be multiplied by the n� n identity matrix I. This yields

_x ¼ � ðD� AÞ � Ið Þx ¼ �ðL� IÞx ð3:36Þ

Theorem 3.1 remains valid.
For the cooperative tracker, Eqs. (3.28) and (3.32) must be replaced, respec-

tively, by

_x ¼ � ðLþGÞ � Ið ÞxþðG� IÞx0 ð3:37Þ
_d ¼ � ðLþGÞ � Ið Þd ð3:38Þ

Theorem 3.2 remains valid.
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3.3.3.2 General State Variable Agent Dynamics

Consider N agents interconnected on a communication graph having general linear
time-invariant state variable dynamics

_xi ¼ Axi þBui ð3:39Þ

with vector states and controls xi 2 Rn; ui 2 Rm. Consider the local neighborhood
tracking errors (3.33) and the distributed cooperative tracker protocols

ui ¼ cKei ¼ cK
X
j2Ni

aijðxj � xiÞþ giðx0 � xiÞ
 !

ð3:40Þ

with K a state variable feedback gain matrix and c[ 0 a coupling gain. The
closed-loop dynamics are

_xi ¼ Axi þ cBK
X
j2Ni

aijðxj � xiÞþ giðx0 � xiÞ
 !

ð3:41Þ

Define the global state vector x ¼ vecfxig � xT1 xT2 . . . xTN
� �T2 RnN and the

leader’s global vector as x0 ¼ vecfx0g � ð1� x0Þ ¼ xT0 xT0 . . . xT0
� �T2 RnN .

Then using a development like (3.26), the global closed-loop dynamics are seen to be

_x ¼ ðIN � AÞ � c ðLþGÞ � BKð Þ½ �x þ c ðLþGÞ � BKð Þx0 ð3:42Þ

Assume the leader’s dynamics are

_x0 ¼ Ax0 ð3:43Þ

Then the global error dynamics are

_d ¼ ðIN � AÞ � c ðLþGÞ � BKð Þ½ �d ð3:44Þ

There are many methods for selecting c and K to guarantee synchronization to
the leader’s state. One result is the following from [35].

Theorem 3.3 (Cooperative Tracking for State Variable Multi-agent Systems)
Consider multi-agent dynamics (3.39) with distributed controls (3.40). Suppose that
ðA;BÞ is stabilizable. Select positive definite design matrices Q ¼ QT 2 R

n�n and
R ¼ RT 2 R

m�m, Design the feedback control gain K as
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K ¼ R�1BTP; ð3:45Þ

where P is the unique positive definite solution of the control algebraic Riccati
equation (ARE))

0 ¼ ATPþPAþQ� PBR�1BTP: ð3:46Þ

Then under Assumption 1, the synchronization error dynamics (9) is asymp-
totically stable if the coupling gain

c� 1
2kR

ð3:47Þ

with kR ¼ mini2N ReðkiÞ.
Proof: [35] Note that this design has two parts, a local design procedure based on
(3.45), (3.46) to select the gain matrix K, and a global design condition (3.47) based
on the graph topology to select the coupling gains c. The graph topology is captured
here in terms of kR ¼ mini2N ReðkiÞ, the eigenvalue with smallest real part. Note
that (3.47) and (3.22) employ the same object kR ¼ mini2N ReðkiÞ ¼ Reðk2Þ.

This theorem highlights an important factor about controls design for
multi-agent systems on communication graphs. Namely, the communication graph
topology must be taken into account in the design of local controllers. To wit,
consider the local agent dynamics (3.39) with the local controls ui ¼ �Kxi. Then,
the closed-loop local dynamics are _xi ¼ ðA� BKÞui. These dynamics are stabilized
by the gain computed using the ARE design (3.45), (3.46). However, if these
dynamics are now linked together using a communication graph, the interconnected
closed-loop dynamics are (3.41), which are influenced by the neighbors states
xj; j 2 Ni. These interconnected dynamics can be unstable if the condition (3.47)
does not hold.

Therefore, in multi-agent systems, the local controls design must take into
account the graph topology up front, or stability cannot be guaranteed. The graph
topology is captured here in terms of kR ¼ mini2N ReðkiÞ, the eigenvalue with
smallest real part.

3.4 Time-Varying Edge Weights and Switched Graphs

The results in this chapter so far are for the case of graphs with fixed constant edge
weights aij. In many applications, however, the edge weights are time varying, such
as when communication links fade and the channel gains aij change, or when links
are temporarily lost so that aij ¼ 0. Dynamically changing interaction topologies
have been studied in [22, 23, 25, 36]. The following results allow the extension of
Theorems 3.1 and 3.2 to the case of time-varying edge weights and switched graphs.
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Examine Fig. 3.6, which shows three directed communication graphs, none of
which is strongly connected or has a spanning tree. Their union, however, is
strongly connected. If the nodes represent dynamical agents, the graphs could
represent the communication topology at three subsequent times. Though at no time
are all the agents strongly connected, over the complete time period all nodes will
eventually communicate with each other.

Consider a finite set of digraphs fGp; p ¼ 1;Pg. The set is said to be jointly
strongly connected if the union of its members is strongly connected. The set is said
to jointly have a spanning tree if the union of its members has a spanning tree.

Consider the dynamics (3.13) with distributed protocols (3.14). We wish to
allow the graph interactions to vary with time. Consider a finite set of possible
graph topologies fGp : p ¼ 1; . . .;Pg with Gp having adjacency matrix Ap,
in-degree matrix Dp, and Laplacian Lp. Let

_x ¼ �Lrx ð3:48Þ

with rðtÞ 2 f1; 2; . . .;Pg a switching signal whose value at time t indicates which
graph describes the current topology at time t. Let t0; t1; . . . be the times at which
rðtÞ switches and let tiþ 1 � ti [ s for some fixed dwell time s[ 0.

The next result from [36] shows when the distributed local protocols (3.14)
deliver consensus on switched graph topologies. In connection with this proof, the
importance of the setup in here is that the Laplacians are constant between
switchings, and tj � tj�1 [ s for some fixed dwell time s[ 0 so that the number of
graphs in any bounded time interval is finite.

Theorem 3.4 (Continuous-Time Consensus on Changing Graph Topologies)
Consider the dynamics (3.13) and protocols (3.14) on switched graphs. Let the
graphs switch at times t0; t1; . . .. Assume there exists an infinite sequence of con-
tiguous, nonempty, bounded time intervals ½tij ; tijþ 1Þ; j ¼ 1; 2; . . . starting at
ti1 ¼ t0 ¼ 0, such that the union of graphs over each interval has a spanning tree.
Then consensus is reached and

(a) Graph G1 (b) Graph G2 (c) Graph G3 

Fig. 3.6 Three disconnected graphs whose union is strongly connected
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xss ¼ 1c ð3:49Þ

for some consensus value c.
This theorem states that if there exists an infinite sequence of contiguous,

nonempty, bounded time intervals over each of which the set of graphs jointly has a
spanning tree, then consensus is reached. Note, however, that the consensus value
c in Theorem 3.2 is not the same as (3.21) and depends on the switching times and
individual graph topologies at each time instant.

Results similar to this hold for cooperative tracking Theorem 3.2, and for the
case when the graph weights are time varying between switching times [36].
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Chapter 4
Distributed Control of AC Microgrids

The traditional secondary control of microgrids discussed in Chap. 2 exploits a
centralized control structure. Central controllers command globally based on
gathered system-wide information and require a complex [10, 12] and in some
cases two-way communication network [14]. All DGs are commanded by com-
munications from a single central controller. This adversely affects system flexi-
bility and configurability and increases reliability concerns by posing a single point
of failure. The single point of failure means that if the central controller fails, the
whole control system fails. In this chapter, distributed control structure is used to
implement the secondary control of microgrids. A microgrid can be considered as a
multi-agent system where its DGs are the energy nodes (agents). Figure 4.1 shows a
distributed communication structure that takes advantage of the multi-agent envi-
ronment for a microgrid system with DGs as agents. A distributed structure of the
communication network improves the system reliability. In this control structure,
the control protocols are distributed on all DGs. Therefore, the requirement for a
central controller is obviated and the control system does not fail down subsequent
to outage of a single unit.

In this chapter, we take advantage of the graph theory notions and distributed
control methods in Chap. 3 to design improved, distributed, and sparse commu-
nication networks for microgrids. The distributed cooperative control of multi-agent
systems can be used to implement the secondary control of microgrids. The term
“distributed” means that the controller utilizes a communication network by which
each agent only receives information from its neighboring agents. The term “co-
operative” means that, in contrast to the competitive control, all agents act as one
group toward a common synchronization goal and follow cooperative decisions.
Distributed cooperative control of multi-agent systems was detailed in Chap. 3 and
is mainly categorized into the regulator synchronization problem and the tracking
synchronization problem. In the regulator synchronization problem, also called
leaderless consensus, all agents synchronize to a common value that is not pre-
scribed or controllable. In the tracking synchronization problem, all agents syn-
chronize to a leader node that acts as a command generator. Neighboring agents can

© Springer International Publishing AG 2017
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communicate with each other. The leader is only connected to a small portion of the
agents [9, 11, 12, 15].

The secondary control of microgrids is similar to the tracking synchronization
problem of a multi-agent system where the DG voltages and frequencies are
required to track their prescribed nominal values. The dynamics of DGs in
microgrids are nonlinear and nonidentical. Therefore, a method known as input–
output feedback linearization [16] is used here to transform the nonlinear hetero-
geneous dynamics of DGs to linear dynamics. Input–output feedback linearization
transforms the secondary voltage control problem to a second-order multi-agent
tracking synchronization problem. On the other hand, the secondary frequency
control is transformed to a first-order multi-agent tracking synchronization problem
using input–output feedback linearization. Based on the transformed dynamics,
fully distributed voltage and frequency control protocols are derived for each DG.
The proposed distributed controls are implemented through a sparse communica-
tion network, with only one-way communication links, where each DG requires
only its own information and the information of its neighbors.

Microgrid

DG 1
DG 2 DG 3

DG 4

DG 5

DG 6DG 7

DG 8

DG 1
DG 2 DG 3

DG 4

DG 5

DG 6

DG 8

DG 7

Communication
 link

Cyber
communication 

framework

Fig. 4.1 Multi-agent environment for a microgrid system with DGs as agents [4]. © [2016] IEEE.
Reprinted, with permission, from IEEE transactions on energy conversion [19]

68 4 Distributed Control of AC Microgrids



4.1 Distributed Secondary Frequency Control

In this section, distributed cooperative control techniques for multi-agent systems as
discussed in Chap. 3 are used to design secondary frequency controllers for mi-
crogrids. A method known as input–output feedback linearization [16] can be used
as shown here to transform the nonlinear heterogeneous dynamics of DGs to linear
dynamics. Once input–output feedback linearization is applied, the secondary fre-
quency control leads to a first-order multi-agent synchronization problem. Fully
distributed frequency control protocols are derived for each DG that synchronizes
the DG frequencies to the prescribed nominal value. The proposed secondary fre-
quency control is implemented through a sparse communication network. The
communication network is modeled by a digraph. Each DG requires only its own
information and information from its neighbors on the digraph. This leads to a
sparse distributed communication structure that only requires one-way communi-
cation links and is more reliable than centralized secondary frequency controls.

According to Chap. 2, the nonlinear dynamics of a VCVSI can be written as

_xi ¼ f iðxiÞþ kiðxiÞDi þ giðxiÞui
yi ¼ hiðxiÞþ diui

�
; ð4:1Þ

Detailed expressions for f iðxiÞ, giðxiÞ, hiðxiÞ, diðxiÞ, and kiðxiÞ are adopted from
the nonlinear VCVSI model presented in Chap. 2.

As discussed in Chap. 2, the primary control is usually implemented as a local
controller at each DG by the droop technique. Droop technique prescribes a desired
relation between the frequency and the active power, and between the voltage
amplitude and the reactive power. The primary frequency control is

xi ¼ x�
i � DPiPi; ð4:2Þ

where x�
i is the primary frequency control reference and DPi is the frequency active

power droop coefficient. The secondary frequency control chooses x�
i such that the

angular frequency of each DG synchronizes to its nominal value, i.e., xi ! xref .
For secondary frequency control, yi ¼ xi and ui ¼ x�

i . Therefore, the output yiðtÞ is
related to the input uiðtÞ by the nonlinear function hiðxiÞ and di. The difficulties
associated with the nonlinear nature of the dynamics can be overcome by using the
following procedure.

Differentiate the output of each agent to obtain

_yi ¼ Lf i hi þ Lgi hiui þ di _ui; ð4:3Þ

where Lfh ¼ @h
@x fðxÞ denotes Lie derivative [16].
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Define the auxiliary control vi as

vi ¼ Lf i hi þ Lgi hiui þ di _ui: ð4:4Þ

Then, the control input ui satisfies the nonlinear state variable equation

di _ui ¼ �Lgi hiui � Lf i hi þ vi: ð4:5Þ

Equation (4.5) allows direct computation of the control input ui in terms of vi. It
is noted that the state-space equation (5) guarantees that the control input ui is
differentiable.

Equation (4.4) defines the input–output feedback linearization that results in the
first-order linear systems

_yi ¼ vi; 8i: ð4:6Þ

Using this input–output feedback linearization, the dynamics of each agent are
decomposed into the first-order dynamical system in (4.6) and a set of internal
dynamics [16]

_li ¼ Wiðyi; liÞ; 8i; ð4:7Þ

where li 2 R
ni represents the internal dynamics.

Preliminaries of Graph Theory. Graph theory was discussed in Chap. 3 and is
reviewed here. The communication network of a multi-agent cooperative system
can be modeled by a directedgraph (digraph). A digraph is usually expressed as
Gr = (VG, EG, AG) with a non-empty finite set of N nodes VG = {v1, v2, …, vN},
a set of edges or arcs EG � VG × VG, and the associated adjacency matrix AG =
[aij] 2 RN×N. In a microgrid, DGs are considered as the nodes of the communication
digraph. The edges of the corresponding digraph of the communication network
denote the communication links.

An edge from node j to node i is denoted by (vj, vi), which means that node
i receives the information from node j. aij is the weight of edge (vj, vi), and aij > 0 if
(vj, vi) 2 EG, otherwise aij = 0. Node i is called a neighbor of node j if (vi, vj) 2 EG.
The set of neighbors of node j is denoted as Nj = {i│(vi, vj) 2 EG}. For a digraph,
if node i is a neighbor of node j, then node j can get information from node i, but not
necessarily vice versa. The in-degree matrix is defined as D = diag{di} 2 RN×N

with di ¼
P

j2Ni
aij. The Laplacian matrix is defined as L = D−AG. A direct path

from node i to node j is a sequence of edges, expressed as {(vi, vk), (vk, vl), …, (vm,
vj)}. A digraph is said to have a spanning tree, if there is a root node with a direct
path from that node to every other node in the graph [15].

To solve the synchronization problem for the systems in (4.6), cooperative team
objectives can be expressed in terms of the local neighborhood tracking error
eyi 2 R
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eyi ¼
X
j2Ni

aijðyi � yjÞþ biðyi � y0Þ: ð4:8Þ

The pinning gain bi � 0 is nonzero only for the nodes that are directly connected
to the leader node y0. It is assumed that bi is nonzero for at least one node. The
nodes for which bi 6¼ 0 are referred to as the pinned or controlled nodes.

From (4.8), the global neighborhood error vector for the graph Gr is written as

ey ¼ LþBð Þ y� y
0

� �
� LþBð Þdy; ð4:9Þ

where the global variables are defined as y ¼ y1 y2 � � � yN½ �T2 RN ,

ey ¼ ey1 ey2 � � � eyN
� �T2 RN , and y

0
¼ 1N 	 y0 2 RN , with 1N the vector of

ones with the length of N. The Kronecker product is 	 [7]. B 2 RN
N is a diagonal
matrix with diagonal entries equal to the pinning gains bi. The global disagreement
vector is dy.

Remark 4.1 Note that the global disagreement vector dy is a global vector that
cannot be computed locally at each node. In this chapter, to achieve a fully dis-
tributed control structure, the local neighborhood tracking error in (4.8) is used to
solve the synchronization problem.

Definition 4.1 The global neighborhood error in (4.9) is uniformly ultimately
bounded (UUB) if there exists a compact set X � R

N such that 8eyðt0Þ 2 X there
exists a bound Bo and a time tf ðBo; eyðt0ÞÞ, both independent of t0, such that
eyðtÞ
�� ���Bo; 8t[ t0 þ tf [20].

Definition 4.2 The agent outputs yiðtÞ are cooperative UUB with respect to the
leader node output y0ðtÞ if there exists a compact set X � R such that 8ðyiðt0Þ �
y0ðt0ÞÞ 2 X there exists a bound Bo and a time tf ðBo; ðyiðt0Þ � y0ðt0ÞÞÞ, both
independent of t0, such that yiðt0Þ � y0ðt0Þk k�Bo; 8t[ t0 þ tf [20].

Assumption 4.1 The vector _y
0
¼ 1N 	 _y0 is bounded so that _y

0

��� ���� YM , for some

finite bound YM that is generally unknown.

Lemma 4.1 [6]. Let the digraph Gr have a spanning tree and bi 6¼ 0 for at least
one root node. Assume that the zero dynamics of each node _li ¼ Wið0; liÞ; 8i are
asymptotically stable. Let the auxiliary control vi in (4.5) be chosen as

vi ¼ �ceyi; ð4:10Þ

where the scalar c[ 0 and eyi is in (4.8). Then, the global neighborhood error ey
in (4.9) is UUB with the practical bound in (4.17). Moreover, the agent outputs
yiðtÞ are cooperative UUB with respect to the leader node output y0ðtÞ and all
nodes synchronize to y0ðtÞ.
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Proof From (4.10), the global input vector v is

v ¼ v1 v2 � � � vN½ �T¼ �cey: ð4:11Þ

Consider the Lyapunov function candidate

V ¼ 1
2
eTy Pey; where P ¼ diag 1=wif g; ð4:12Þ

where wi are the elements of a vector w that satisfies ðLþBÞw ¼ 1N . Since the
digraph Gr has a spanning tree and ki 6¼ 0 for at least one root node, L + B is
non-singular and a unique solution exists for w [15].

Differentiating (4.12) and using (4.9) yield

_V ¼ eTy PðLþBÞð _y� _y
0
Þ ¼ eTy PðLþBÞðv� _y

0
Þ: ð4:13Þ

Defining A � LþB, and placing (4.11) into (4.13) yields

_V ¼ �c
2

eTy ðPAþATPÞey � eTy PA _y0: ð4:14Þ

From [15], Q � PAþATP is positive definite. Therefore,

c
2 e

T
y Qey � c

2 rðQÞ ey

��� ���2, and hence,

�c
2

eTy Qey �
�c
2

rðQÞ ey

��� ���2: ð4:15Þ

where rð�Þ is the minimum singular value of a matrix. According to (4.15) and
Assumption 4.1,

_V � �c
2

rðQÞ ey
�� ��2 þ ey

�� ��rðPÞrðAÞYM ; ð4:16Þ

where �rð�Þ is the maximum singular value of a matrix. _V � 0 if

ey
�� ��� rðPÞrðAÞYM

c
2 rðQÞ

: ð4:17Þ

Equation (4.17) shows that the derivative of Lyapunov function in (4.16) is
negative outside a compact set around origin with the radius of
rðPÞrðAÞYM= c

2rðQÞ. This demonstrates that any trajectory of ey(t) beginning in this
compact set evolves completely within this compact set. Therefore, according to the
standard Lyapunov theorem extension, ey(t) is UUB. According to (4.9), if the
graph has a spanning tree, then L + B is non-singular and dy

�� ��� ey
�� ��=rðLþBÞ.

Therefore, the global disagreement vector dy is UUB, and hence, yiðtÞ are
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cooperative UUB with respect to y0ðtÞ (The term cooperative UUB is defined in
Definition 4.2). If the zero dynamics _li ¼ Wið0; liÞ; 8i are asymptotically stable,
then (4.6) and (4.10) are asymptotically stable [16]. This completes the proof. □

Remark 4.2 Lemma 4.1 only focuses on proving the local stability of (4.6) and
(4.10) by assuming the local asymptotically stability of internal dynamics in (4.7). It
should be noted that the local asymptotically stability of zero dynamics _li ¼
Wið0; liÞ; 8i proves the local asymptotically stability of internal dynamics [16].

Remark 4.3 If _y0 ¼ 0, then, the error bound in (4.17) is zero and the global dis-
agreement vector is asymptotically stable. Note that the error bound (4.17) can be
made small by increasing the control gain c. In practical systems, making the error
bound exactly equal to zero may be unrealistic if there are unknown disturbances or
unknown leader motions. In such cases, exact synchronization cannot be achieved.
The purpose of this chapter is to make the synchronization errors small in the
presence of unknown leader node velocity. Definitions 4.1 and 4.2 define a syn-
chronization concept that is close enough to realistic situations.

Remark 4.4 Suppose that YM ¼ 0, Eq. (4.16) yields

_V � �c
2

rðQÞ ey
�� ��2 � �c

2
rðQÞ
rðPÞ V � �2aV ; ð4:18Þ

From (4.18), one can write

VðtÞ� expð�2atÞVðt0Þ; ð4:19Þ

where expð:Þ is the exponential function. From (4.12) and (4.19),

1
2
rðPÞ eyðtÞ

�� ��2 � 1
2
rðPÞ expð�2atÞ eyðt0Þ

�� ��2; ð4:20Þ

or equivalently

eyðtÞ
�� ���

ffiffiffiffiffiffiffiffiffiffi
rðPÞ
rðPÞ

s
expð�atÞ eyðt0Þ

�� ��: ð4:21Þ

Equation (4.21) shows that the global neighborhood error eyðtÞ goes to zero with

the time constant 1=a. Since a ¼ �c
2

rðQÞ
rðPÞ, the synchronization speed of the system

can be adjusted by c.

4.2 Distributed Secondary Frequency and Power Control

As discussed in the previous section, the secondary frequency control chooses x�
i

such that the angular frequency of each DG synchronizes to a prescribed nominal
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angular frequency, i.e., xi ! xref , where xref ¼ 2pfref . The nominal frequency of
the microgrid is fref and can be equal to 50 or 60 Hz. In addition to frequency
synchronization, there is a second important control objective for secondary control.
Namely, the secondary frequency control can also be used to share the active power
equally among DGs based on their ratings, i.e., the DG output powers satisfy the
following equality

DP1P1 ¼ � � � ¼ DPNPN : ð4:22Þ

Since the active power droop coefficients DPi are chosen based on the active
power rating of DGs, Pmaxi, (4.22), is equivalent to

P1

Pmax1
¼ � � � ¼ PN

PmaxN
: ð4:23Þ

Therefore, the secondary frequency control must also guarantee (4.22) or (4.23).
For the secondary frequency control, the outputs and inputs of the dynamical model
of DG are yi ¼ xi and ui ¼ x�

i , respectively.
In this section, the distributed cooperative control of multi-agent systems will be

adopted to develop the secondary frequency control with a distributed structure.
The block diagram of VCVSI is shown in Fig. 4.2. The proposed secondary fre-
quency control exploits the following relationship between the output active power
of each DG and its angular frequency. The output active power of each DG can be
written as

Pi ¼ voij j vbij j
Xci

sinðdiÞ � hi sinðdiÞ; ð4:24Þ

where di is the angle of the DG reference frame with respect to the common
reference frame.voi, vbi, and Xci ¼ xiLci are shown in Fig. 4.2. The term hi can be
assumed to be constant since the amplitude of voi and vbi changes slightly around
the nominal voltage. Since Xci is typically small, di is small, and hence, sinðdiÞ is
approximately equal to di. Considering these assumptions and differentiating (4.24)
yields

_Pi ¼ hiðxi � xcomÞ; ð4:25Þ

Equation (4.25) provides a direct relationship between the differentiated output
power of DGs and their angular frequencies with respect to the angular frequency of
microgrid. The global form of (4.25) can be written as

_P ¼ hðx� xcomÞ; ð4:26Þ

where h ¼ diagfhig and xcom ¼ 1N 	 xcom.
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4.2.1 Distributed Cooperative Control Protocol
for Frequency and Active Power Sharing

This section shows how to achieve two secondary control objectives using a single
distributed control protocol at each DG. The distributed cooperative control pro-
tocol is designed to synchronize the frequency of DGs, xi, to the reference fre-
quency, xref , while also sharing the active power equally among DGs based on
their power ratings as stated in (4.22).

Applying input–output feedback linearization by differentiating the frequency
droop characteristic in (4.2) yields

_x�
i ¼ _xi þDPi _Pi ¼ ui; ð4:27Þ

where ui is an auxiliary control to be designed. Equation (4.27) is a dynamic system
for computing the control input x�

i from ui. The auxiliary control should be
designed such that DG frequencies synchronize to the reference frequency xref , and
(4.22) is satisfied. According to (4.27), the secondary frequency control of a mi-
crogrid including N DGs is transformed to a synchronization problem for a
first-order and linear multi-agent system

vo io

VSC

vod

iLd Current
controller

Voltage
controller

LC filteriL

Power controller

vb

, voq

vod , voq

iod , ioq

, iLq



n Vn

Output
connector

Xc

abc/dq

iLd , iLq

Rf Lf Cf

Fig. 4.2 The block diagram of a VCVSI. © [2016] IEEE. Reprinted, with permission, from IEEE
transactions on power systems [4]
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_x1 þDP1 _P1 ¼ u1;
_x2 þDP2 _P2 ¼ u2;
..
.

_xN þDPN _PN ¼ uN :

8>>><
>>>:

ð4:28Þ

To achieve synchronization, it is assumed that DGs can communicate with each
other through the prescribed communication digraph Gr. The auxiliary controls ui
are chosen based on each DG’s own information and the information of its
neighbors in the communication digraph as

ui ¼ �cf
X
j2Ni

aijðxi � xjÞþ biðxi � xrefÞþ
X
j2Ni

aijðDPiPi � DPjPjÞ
 !

; ð4:29Þ

where cf 2 R is the coupling gain. It is assumed that the pinning gain bi � 0 is
nonzero for only one DG that has the reference frequency xref .

The global control input u is written as

u ¼ �cf ððLþBÞðx� xrefÞþ LDPPÞ; ð4:30Þ

where x ¼ x1 x2 � � � xN½ �T , xref ¼ 1N 	 xref , with 1N the vector of ones
with the length of N,DP ¼ diagfDPig, and P ¼ P1 P2 � � � PN½ �T . The
Kronecker product is 	: B 2 R

N
N is a diagonal matrix with diagonal entries equal
to the pinning gains bi. The global form of dynamics in (4.28) can be written as

_xþDP _P ¼ �cf ððLþBÞðx� xrefÞþ LDPPÞ: ð4:31Þ

The term ðLþBÞðx� xrefÞ is defined as the global neighborhood tracking error
e. The term x� xref is defined as the global disagreement vector, d.

Lemma 4.2 [15]. Zero is a simple eigenvalue of L if and only if the directed graph
has a spanning tree. Moreover, L1N ¼ 0, with 1N being the vector of ones with the
length of N.

Lemma 4.3 [19]. Let the digraph Gr have a spanning tree and bi 6¼ 0 for at least
oneroot node. Then, L + B is a non-singular M-matrix. Additionally,

dk k� ek k=rminðLþBÞ; ð4:32Þ

where rminðLþBÞ is the minimum singular value of LþB, and e ¼ 0 if and only if
d ¼ 0.

In the following, it is assumed that the DG for which bi 6¼ 0 is labeled as DG 1.

Lemma 4.4 [5]. Let the digraph Gr have a spanning tree and bi 6¼ 0 for only one
DG placed as a root node of digraph Gr. Let the auxiliary control ui be chosen as
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in (4.29). Then, the DG frequencies xi synchronize to xref , and the active power
among DGs is shared based on their power ratings satisfying (4.23).

Proof In the steady state, the left sides of (4.31) and (4.26) are equal to zero.
Setting the left side of (4.26) equal to zero yields

x ¼ xcom: ð4:33Þ

Equation (4.33) shows that all the DG frequencies synchronize to the microgrid
frequency in steady state. Therefore, according to Lemma 4.2,

Lx ¼ 0: ð4:34Þ

Setting the left side of (4.31) equal to zero, and considering (4.34) yields

LDPPþBðx� xrefÞ ¼ 0: ð4:35Þ

The commensurate form of (4.35) can be written asP
j¼1:N

a1j �a12 � � � �a1N

�a21
P

j¼1:N
a2j � � � �a2N

..

. ..
. . .

. ..
.

�aN1 �aN2 � � � P
j¼1:N

aNj

2
66666664

3
77777775

DP1P1

DP2P2

..

.

DPNPN

2
6664

3
7775þ

b1ðx1 � xrefÞ
0
..
.

0

2
664

3
775 ¼ 0;

ð4:36Þ

that equivalently yields (4.37) and (4.38).

a12ðDP1P1 � DP2P2Þþ � � � þ a1NðDP1P1 � DPNPNÞþ b1ðx1 � xref Þ ¼ 0; ð4:37Þ

ð�Lþ �BÞ
DP2P2

DP3P3

..

.

DPNPN

2
6664

3
7775�

DP1P1

DP1P1

..

.

DP1P1

2
6664

3
7775

0
BBB@

1
CCCA ¼ 0; ð4:38Þ

where

�L ¼

P
j¼1:N

a2j �a23 � � � �a2N

�a32
P

j¼1:N
a3j � � � �a3N

..

. ..
. . .

. ..
.

�aN2 �aN3 � � � P
j¼1:N

aNj

2
66666664

3
77777775
; ð4:39Þ
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�B ¼
�a21 0 � � � 0
0 �a31 � � � 0
..
. ..

. . .
. ..

.

0 0 � � � �aN1

2
6664

3
7775: ð4:40Þ

Equation (4.38) shows that the set DP1P1;DP2P2; . . .;DPNPNf g can be consid-
ered on a communication digraph with DP1P1 as the leader node. All nodes have
access to the leader DP1P1 through the matrix �B in (4.40). Since the original digraph
Gr has a spanning tree with DP1P1 as the root node, at least one of the diagonal
terms in �B is nonzero. Therefore, exploiting Lemma 4.3 shows that all DPiPi

synchronize to a common value in the steady state which satisfies (4.22), or,
equivalently, (4.23). Additionally, according to (4.37), having all DPiPi synchro-
nized to a common value shows that x1 synchronizes to xref , and hence, according
to (4.33), all DG frequencies synchronize to xref . This completes the proof. □

The block diagram of the secondary frequency control based on the distributed
cooperative control is shown in Fig. 4.3. As shown in this figure, the control input
x�

i is written as

x�
i ¼

Z
uidt: ð4:41Þ

The coupling gain cf has a direct impact on the convergence speed of the
proposed frequency control. The proposed secondary frequency control can admit
both time-invariant and time-variant communication networks. In the case of
time-invariant communication networks, according to the results of the Lemma 4.4,
the communication topology should be a graph containing a spanning tree in which
the secondary control of each DG only requires information about that DG and its
immediate neighbors in the communication graph. Therefore, the communication

 DG i
i

Pi
ui

aij ( i -j )+gi (i -ref )
j

Nij
_


j i

s
1

ref

c

aij ( DPiPi -DPjPj )
j

Nij


DPjPj

_



Fig. 4.3 The block diagram of the distributed secondary frequency control. © [2016] IEEE.
Reprinted, with permission, from IEEE control systems magazine [20]
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requirements for implementing the proposed control with a time-invariant com-
munication network are rather mild.

In the case of time-variant communication structure, the communication network
is piecewise constant (i.e., the adjacency matrix AG changes intermittently at pre-
specified time instants.). Therefore, the secondary frequency control is robust
against data loss and communication link failures.

4.2.2 Case Studies

The effectiveness of the proposed secondary frequency control is verified by sim-
ulating an islanded microgrid in MATLAB. The reference value for the microgrid
frequency fref ¼ xref=2p is set as 50 Hz. The coupling gain cf is set to 400.
Figure 4.4 illustrates the single-line diagram of the microgrid test system. This
microgrid consists of four DGs. The lines between buses are modeled as series RL
branches. The specifications of the DGs, lines, and loads are summarized in
Table 4.1. It is assumed that DGs communicate with each other through the
communication digraph depicted in Fig. 4.5. This communication topology is
chosen based on the geographical location of DGs. The associated adjacency matrix
of the digraph in Fig. 4.5 is

AG ¼
0 0 0 0
1 0 0 0
0 1 0 0
1 0 0 0

2
664

3
775: ð4:42Þ

Fig. 4.4 Single-line diagram of the microgrid test system. © [2016] IEEE. Reprinted, with
permission, from IEEE control systems magazine [20]
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DG 1 is the only DG that is connected to the leader node with the pinning gain
b1 = 1.

It is assumed that the microgrid is islanded from the main grid at t = 0, and the
secondary frequency control is applied at t = 0.6 s. Figure 4.6 shows frequencies
and output powers of DGs before and after applying the secondary frequency
control. As shown in Fig. 4.6a, once the primary control is applied, DG operating
frequencies all go to a common value that is the operating frequency of microgrid.
However, the secondary frequency control returns the operating frequency of
microgrid to its nominal value after 0.3 s. Figure 4.6b shows that the all DG output
powers satisfy (4.22) and (4.23), and are set according to the power rating of DGs.

Table 4.1 Specifications of the microgrid test system

DGs DG 1 & 2 (45 kVA rating) DG 3 & 4 (34 kVA rating)

mP 9.4 × 10−5 mP 12.5 × 10−5

nQ 1.3 × 10−3 nQ 1.5 × 10−3

Rc 0.03 Ω Rc 0.03 Ω

Lc 0.35 mH Lc 0.35 mH

Rf 0.1 Ω Rf 0.1 Ω

Lf 1.35 mH Lf 1.35 mH

Cf 50 µF Cf 50 µF

KPV 0.1 KPV 0.05

KIV 420 KIV 390

KPC 15 KPC 10.5

KIC 20,000 KIC 16,000

Lines Line 1 Line 2 Line 3

Rl1 0.23 Ω Rl2 0.35 Ω Rl3 0.23 Ω

Ll1 318 µH Ll2 1847 µH Ll3 318 µH

Loads Load 1 Load 2

PL1 (per phase) 12 kW PL2 (per phase) 15.3 kW

QL1 (per phase) 12 kVAr QL2 (per phase) 7.6 kVAr

DG 1 DG 4

DG 3DG 2

Reference
value

Fig. 4.5 Topology of the
communication digraph.
© [2016] IEEE. Reprinted,
with permission, from
IEEE control systems
magazine [20]
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The coupling gain cf has a direct impact on the synchronization speed of the
secondary frequency control. To show this impact, the coupling gain is decreased
from 400 to 40 in the following case study. Figure 4.7 shows the simulation results
when the coupling gain cf is set to 40. It is assumed that the microgrid is islanded
from the main grid at t = 0, and the secondary frequency control is applied at
t = 0.6 s. Compared with the simulation results in Fig. 4.7, smaller value of the
coupling gain cf decreases the frequency control synchronization speed.

To show the effectiveness of the proposed distributed frequency control, another
round of simulations are performed using a time-varying communication network,
shown in Fig. 4.8. The communication digraph in Fig. 4.8a models the commu-
nication network at the time interval [(0.6 + 0.15 k) s, (0.6 + 0.15 k) + 0.05 s], for
k = 0, 1, … The communication digraph in Fig. 4.8b models the communication
network at the time interval [(0.65 + 0.15 k) s, (0.65 + 0.15 k) + 0.05 s], for k = 0,
1, … The communication digraph in Fig. 4.8c models the communication network
at the time interval [(0.7 + 0.15 k) s, (0.7 + 0.15 k) + 0.05 s], for k = 0, 1, … It is
seen that over each 0.15 s period, the sequential completeness condition is satisfied.
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Fig. 4.6 The secondary frequency control with cf = 400 and fref = 50 Hz: a DG frequencies and
b DG active power ratios. © [2016] IEEE. Reprinted, with permission, from IEEE control systems
magazine [20]
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As shown in Fig. 4.9a, once the primary control is applied, DG operating fre-
quencies all go to a common value that is the operating frequency of microgrid.
However, the secondary frequency control returns the operating frequency of
microgrid to its nominal value. Figure 4.9b shows that the all DG output powers
satisfy (4.22) and (4.23), and are set according to the power rating of DGs. These
results verify the effectiveness of the proposed secondary frequency control when a
time-varying communication network is used.

4.3 Distributed Secondary Voltage Control
of AC Microgrids

The secondary voltage control restores the microgridoperating voltage to the
nominal voltage subsequent to disturbances such as the islanding process. The
dynamics of DGs in a microgrid are nonlinear and may be nonidentical. The
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Fig. 4.7 The secondary frequency control with cf = 40 and fref = 50 Hz: a DG frequencies and
b DG active power ratios. © [2016] IEEE. Reprinted, with permission, from IEEE control systems
magazine [20]
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secondary voltage control resembles the tracking synchronization problem of a
multi-agent system with nonlinear and nonidentical dynamics. Therefore, to
design a distributed secondary voltage control, the tracking synchronization
problem for a nonlinear and nonidentical multi-agent system must be solved [3].
The multi-agent cooperative techniques from Chap. 3 will be used here.
Distributed cooperative control for multi-agent systems with nonlinear or non-
identical dynamics has been recently introduced in the literature [3]. In this
chapter, a method known as input–output feedback linearization [16] is used to
solve this problem. Input–output feedback linearization transforms the nonlinear
and heterogeneous dynamics of DGs to linear dynamics. Thus, the secondary
voltage control is transformed to a second-order multi-agent tracking synchro-
nization problem. The Lyapunov technique is then adopted to derive fully dis-
tributed control protocols for each DG.

This section is organized as follows. First, the dynamical model of inverter-based
DGs is presented. Then, input–output feedback linearization is adopted to design a
secondary voltage control based on distributed cooperative control. Finally, the
proposed secondary control is verified using a microgrid test system.

DG 1 DG 4

DG 3DG 2

DG 1 DG 4

DG 3DG 2

Reference
value

DG 1 DG 4

DG 3DG 2

Reference
value

(a) (b)

(c)

Fig. 4.8 Topologies of the time-varying communication network. © [2016] IEEE. Reprinted,
with permission, from IEEE control systems magazine [20]
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4.3.1 Secondary Voltage Control Objectives

The large-signal dynamical model can be written in a compact form as

_xi ¼ f iðxiÞþ kiðxiÞDi þ giðxiÞui;
yi ¼ hiðxiÞ;

�
ð4:43Þ

where the state vector is

xi ¼ ½ di Pi Qi /di /qi cdi cqi ildi ilqi vodi voqi iodi ioqi �T :
ð4:44Þ

The term Di = [ωcom vbdi vbqi]
T is considered as a known disturbance. The

detailed expressions for fi(xi), gi(xi), and ki(xi) can be extracted from the dynamical
model of VCVSIs explained in Chap. 2.

0 0.5 1 1.5 2
49.5

50

50.5

f (
H

z)

time (s)

DG1
DG2
DG3
DG4

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

1

2

3

4

5

time (s)

D
P

*P

(a)

(b)

Fig. 4.9 The secondary frequency control with time-varying communication network: a DG
frequencies and b DG active power ratios. © [2016] IEEE. Reprinted, with permission, from IEEE
control systems magazine [20]
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The secondary voltage control selects voltage reference, E�
i , in the primary

voltage control such that the terminal voltage amplitude of each DG approaches its
reference value, i.e., vo, magi → vref. If vref is set to the nominal voltage of microgrid
vnominal, the output voltage magnitude of VCVSIs synchronizes to the nominal
voltage of microgrid. However, vref can be chosen such that the voltage magnitude
of a critical bus of microgrid synchronizes to vnominal. In this case, vref is defined by

vref ¼ kpcðvnominal � vc;magÞþ kic

Z
ðvnominal � vc;magÞdt; ð4:45Þ

where vc, mag is the critical bus voltage magnitude and kpc and kic are the control
gains.

Since the amplitude of the DG output voltage is

vo;magi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2odi þ v2oqi

q
ð4:46Þ

and voqi is set to zero by the primary control as stated in Chap. 2, the synchro-
nization of the voltage amplitude can be achieved by choosing the control input E�

i
such that vodi → vref. Therefore, for the secondary voltage control, the output and
control input are set to yi = vodi and ui ¼ E�

i , respectively.

4.3.2 Distributed Secondary Voltage Control Using
Feedback Linearization

A microgrid resembles a nonlinear and heterogeneous multi-agent system as dis-
cussed in Chap. 3, where each DG is an agent. The secondary control of microgrids
is a tracking synchronization problem, where all DGs try to synchronize their
terminal voltage amplitude to prespecified reference values. For this purpose, each
DG only needs to communicate with its neighbors on the communication network.
The required communication network can be modeled by a communication graph.

In this section, first, a preliminary on the graph theory is presented. Then, the
secondary voltage control is implemented through input–output feedback lin-
earization and distributed cooperative control of multi-agent systems. Finally, the
communication network requirements for the proposed secondary voltage control
are discussed.

Cooperative Secondary Voltage Control Based on Feedback Linearization
and Tracking Synchronization. As previously discussed, the secondary voltage
control chooses appropriate control inputs E�

i in the primary voltage control to
synchronize the voltage magnitudes of DGs vo, magi to the reference voltage vref.
The synchronization of the voltage magnitudes of DGs vo, magi is equivalent to
synchronizing the direct term of output voltages vodi. Therefore, the secondary
voltage control should choose ui in (4.43) such that yi → y0,8i, where y0 ≡ vref.
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Since the dynamics of DGs in a microgrid are nonlinear and might not be all
identical, input–output feedback linearization can be used to facilitate the secondary
voltage control design. In input–output feedback linearization, a direct relationship
between the dynamics of the output yi (or equivalently vodi) and the control input ui
(or equivalently E�

i ) is generated by repetitively differentiating yi with respect to
time.

For the dynamics of the ith DG in (4.43), the direct relationship between the yi
and ui is generated after the second derivative of the output yi

€yi ¼ L2Fi
hi þ Lgi LFi hiui; ð4:47Þ

where

FiðxiÞ ¼ f iðxiÞþ kiðxiÞDi: ð4:48Þ

LFi hi is the Lie derivative [16] of hi with respect to Fi and is defined by

LFi hi ¼ rhiFi ¼ @ðhiÞ
@xi

Fi.L2Fi
hi is defined by L2Fi

hi ¼ LFiðLFi hiÞ ¼ @ðLFi hiÞ
@xi

Fi.
An auxiliary control vi is defined as

vi ¼ L2Fi
hi þ Lgi LFi hiui: ð4:49Þ

Equations (4.47) and (4.49) result in the second-order linear system

€yi ¼ vi; 8i: ð4:50Þ

By choosing appropriate vi, the synchronization for yi is provided. The control
input ui is implemented by vi as

ui ¼ ðLgi LFi hiÞ�1ð�L2Fi
hi þ viÞ: ð4:51Þ

In the following, the procedure for designing appropriate vi is elaborated. First,
Eq. (4.50) and the first derivative of yi are written as

_yi � yi;1;
_yi;1 ¼ vi;

�
8i: ð4:52Þ

or equivalently

_yi ¼ Ayi þBvi; 8i ð4:53Þ

where yi ¼ ½ yi yi;1 �T , B ¼ ½ 0 1 �T , and A ¼ 0 1
0 0

	 

.

Using input–output feedback linearization, the nonlinear dynamics of each DG
in (4.43) are transformed to (4.53) and a set of internal dynamics. The commen-
surate reformulated dynamics of the reference generator can be expressed as
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_y0 ¼ Ay0; ð4:54Þ

where y0 ¼ ½ y0 _y0 �T . It should be noted that since y0 ¼ vref is constant, _y0 ¼ 0.
It is assumed that DGs can communicate with each other through a communi-

cation network described by the digraph Gr. Based on the digraph Gr, the ith DG
may need to transmit yi in (4.53) through the communication network. It is assumed
that only one DG has the access to the reference y0 in (4.54) by a weight factor
known as the pinning gain bi. The secondary voltage control problem is to find a
distributed vi in (4.51) such that yi → y0,8i. To solve this problem, the cooperative
team objectives are expressed in terms of the local neighborhood tracking error

ei ¼
X
j2Ni

aijðyi � yjÞþ biðyi � y0Þ; ð4:55Þ

where aij denotes the elements of the communication digraph adjacency matrix. The
pinning gain bi is nonzero for one DG.

For a microgrid including N DGs, the global error vector for graph Gr is written
from (4.55) as

e ¼ LþBð Þ 	 I2ð Þ Y� Y0ð Þ � LþBð Þ 	 I2ð Þd; ð4:56Þ

where Y = [yT1 y
T
2 . . .y

T
N]

T, e = [eT1 e
T
2 . . .e

T
N]

T, Y0 = 1 Ny0 (1N is the vector of ones
with the length of N.), B = diag{bi}, I2 is the identity matrix with two rows and two
columns, and δ is the global disagreement vector. The Kronecker product is shown
as 	 [7]. _Y can be written as

_Y ¼ ðIN 	 AÞYþðIN 	 BÞv; ð4:57Þ

where v = [v1v2 … vN]
T is the global auxiliary control vector. _Y0 can be written as

_Y0 ¼ ðIN 	 AÞY0: ð4:58Þ

The following definitions and lemmas are required for designing the auxiliary
controls vi.

Definition 4.3 [9]. (A, B) are stabilizable if there exists a matrix S such that all
eigenvalues of A-BS have a strictly negative real part.

Definition 4.4 [12]. A matrix is Hurwitz if all of its eigenvalues have a strictly
negative real part.

Definition 4.5 [12]. A symmetric matrix P is positive definite if xTPx is positive for
all nonzero column vector x, and xTPx is zero only for x = 0.
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Lemma 4.5 [20]. Let (A, B) be stabilizable. Let the digraph Gr have a spanning
tree and bi ≠ 0 for one DG placed on a root node of the digraph Gr . Let λi (i 2 {1,
2, …, N}) be the eigenvalues of L + B. The matrix

H ¼ IN 	 A� cðLþBÞ 	 BK ð4:59Þ

with c 2 R and K 2 R1×2 is Hurwitz if and only if all the matrices A − cλiBK, 8i 2
{1, 2, …, N} are Hurwitz.

Lemma 4.6 [20]. Let (A, B) be stabilizable and matrices Q = QT and R = RT be
positive definite. Let feedback gain K be chosen as

K ¼ R�1BTP1; ð4:60Þ

where P1 is the unique positive-definite solution of the control algebraic Riccati
equation (ARE)

ATP1 þP1AþQ� P1BR�1BTP1 ¼ 0: ð4:61Þ

Then, all the matrices A−cλiBK, 8i 2 {1, 2,…, N} are Hurwitz if c� 1
2kmin

;

where kmin ¼ mini2N ReðkiÞ (ReðkiÞ denotes the real part of λi.

Lemma 4.7 [4]. Let the digraph Gr have a spanning tree and bi ≠ 0 for one DG
placed on a root node of the digraph Gr. It is assumed that the internal dynamics of
each DG are asymptotically stable. Let the auxiliary control vi in (4.51) be

vi ¼ �cKei; ð4:62Þ

where c 2 R is the coupling gain, and K 2 R1×2 is the feedback control vector.
Then, all yi in (4.53) synchronize to y0 in (4.54), and hence, the direct term of DG
output voltages vodi synchronizes to vref, if K is chosen as in (4.60) and

c� 1
2kmin

; ð4:63Þ

where kmin ¼ mini2N ReðkiÞ.
Proof Consider the Lyapunov function candidate

V ¼ 1
2
dTP2d; P2 ¼ PT

2 ; P2 [ 0; ð4:64Þ

where d is the global disagreement vector in (4.56). Then,

_V ¼ dTP2
_d ¼ dTP2 _Y� _Y0

� � ¼ dTP2 ðIN 	 AÞdþðIN 	 BÞvð Þ: ð4:65Þ
The global auxiliary control v can be written as
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v ¼ �cðIN 	 KÞ ðLþBÞ 	 I2ð Þd: ð4:66Þ

Placing (4.66) into (4.65) yields

_V ¼ dTP2 IN 	 A� cðLþBÞ 	 BKð Þd � dTP2Hd: ð4:67Þ

From Lemmas 4.5 and 4.6, H is Hurwitz. Therefore, given any positive real
number β, the positive-definite matrix P2 can be chosen such that the following
Lyapunov equation holds,

P2HþHTP2 ¼ �bI2N ; ð4:68Þ

Placing (4.68) in (4.67) yields

_V ¼ dTP2Hd ¼ 1
2
dTðP2HþHTP2Þd ¼ � b

2
dT I2Nd: ð4:69Þ

Equation (4.69) shows that _V � 0. Therefore, the global disagreement vector δ,
(4.50), and (4.62) are asymptotically stable and all yi in (4.53) synchronize to y0 in
(4.54). Hence, the direct term of DG output voltages vodi synchronizes to vref. If the
internal dynamics are asymptotically stable, then they are all bounded. This com-
pletes the proof. □

The block diagram of secondary voltage control based on distributed cooperative
control is shown in Fig. 4.10. As seen, the control input E�

i is implemented using
(4.51). Choosing the coupling gain c and the feedback control vector K based on
(4.60) and (4.63) ensures the asymptotic stability of the controller. Moreover, these
controller parameters can adjust the response speed of the secondary voltage
control.
The Required Sparse Communication Topology for Secondary Control. The
proposed secondary voltage control must be supported by a local communication
network. The communication network can be implemented by the TCP/IP com-
munication protocol with optical fiber links [18]. For the microgrids with a small
geographical span, the communication network can also be implemented by CAN
bus, PROFIBUS, and SERCOS communication protocols [2]. The settling time of
the secondary control can be up to one minute [14]. Therefore, the communication
network operates much faster than the secondary control. The sampling time of the
secondary control can be chosen much larger than the sampling time of the com-
munication network. It should be noted that communication links contain an intrinsic
delay. Since the timescale of the secondary control is large enough, the communi-
cation link delays can be safely assumed to zero [4]. The proposed secondary voltage
control can admit both time-invariant and time-variant communication networks.
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In the case of time-invariant communication networks, the adjacency matrix AG

is fixed. According to the results of the Lemma 4.7, the communication topology
should be a graph containing a spanning tree in which the secondary control of each
DG only requires information about that DG and its immediate neighbors in the
communication graph. Therefore, the communication requirements for imple-
menting the proposed control with a time-invariant communication network are
rather mild. However, the implemented secondary control may not be robust against
communication link failures or data loss. Given the physical structure of the mi-
crogrid, it is not difficult to select a graph with a spanning tree that connects all the
DGs in an optimal fashion. Such optimal connecting graphs can be designed using
operations research or assignment problem solutions [1, 8]. The optimization



LFi hi

cK

xi

-vi

_
aij ( yi -yj )+gi ( yi -y0)

j

Nij

ei
_ 

y0 =
vref

0

vodj
vodj

yj =vodi
vodi

yi =2

LgiLFi hi

1

voi ioivodqi

ildqi Current
controller

Voltage
controller

ili

Power controller

vbi

vodqi iodqi
i

Rci Lci

abc/dq
ildqi

Rfi Lfi Cfi

vodi
vodi

calculatorvodi

voqi iLdi iodi i

Information from 
neighboring DGs

Secondary 
voltage 
control

Ei i

Fig. 4.10 The block diagram of the proposed secondary voltage control. © [2016] IEEE.
Reprinted, with permission, from IEEE transactions on power systems [4]
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criteria can include minimal lengths of the communication links, maximal use of
existing communication links, and minimal number of links.

Alternatively, time-variant communication structure can be exploited to increase
the secondary control reliability. In this communication structure, each DG can
send its own information to the neighboring DGs intermittently. The communica-
tion network is piecewise constant (i.e., the adjacency matrix AG changes inter-
mittently at prespecified time instants.). Therefore, the secondary control is robust
against data loss and communication link failures. According to [7], a time-variant
communication network can provide the synchronization if the sequential com-
pleteness condition is satisfied. The sequential completeness condition means that,
with the infinite sequence of finite intervals, the resulting graph over each finite
interval must contain a spanning tree.

4.3.3 Case Studies

The microgrid shown in Fig. 4.4 is used to verify the effectiveness of the proposed
secondary control. The specifications of the DGs, lines, and loads are summarized
in Table 4.1. The simulation results are extracted by modeling the dynamical
equations of microgrid in MATLAB.

It is assumed that DGs communicate with each other through the communication
digraph depicted in Fig. 4.5. This communication topology is chosen based on the
geographical location of DGs. DG 1 is the only DG connected to the leader node
with the pinning gain of b1 ¼ 1.

In the following, first, the effectiveness of the proposed secondary voltage
control is shown for three different reference voltage values. Then, the effects of the
algebraic Riccati equation) parameters on the transient response of the controller are
studied. Finally, the effectiveness of the proposed voltage control is verified when a
time-varying communication network is used.
Simulation Results for Different Reference Voltage Values. In this section, the
coupling gain in (4.62) is c = 4 which satisfies (4.63). The solution of the algebraic
Riccati equation in (4.61) is used to calculate the feedback control vector K in (4.62).

The algebraic Riccati equation parameters are chosen as Q ¼ 50000 0
0 1

	 

and

R = 0.01. The resulting feedback control vector isK = [2236 67.6]. It is assumed that
the microgrid is islanded from the main grid at t = 0, and the secondary control is
applied at t = 0.6 s. It should be noted that the secondary control level always exists as
a supervisory control level and takes actions in the event of disturbances. However, to
highlight the effectiveness of the proposed secondary control, it is assumed that the
secondary control is applied with a delay. Figure 4.11a–c show the simulation results
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Fig. 4.11 DG output voltage magnitudes for a vref = 1 pu, b vref = 0.95 pu, and c vref = 1.05 pu.
© [2016] IEEE. Reprinted, with permission, from IEEE transactions on power systems [4]
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when the reference voltage value is set to 1, 0.95, and 1.05 pu, respectively. As seen,
while the primary control keeps the voltage amplitudes stable, the secondary control
returns all terminal voltage amplitudes to the prespecified reference values in 0.2 s.

The Secondary voltage control secondary voltage control can also be defined to
control the voltage magnitude of the critical bus shown in Fig. 4.12. In this case,
vref is chosen according to (4.45), where vc, mag in (4.45) denotes the voltage
magnitude of the critical bus. vnominal in (4.45) is set to 1 pu. kpc and kic in (4.45) are
set to 4 and 100, respectively. As shown in Fig. 4.12, the secondary control is
applied at t = 0.6 s and returns the voltage magnitude of critical bus to vnominal in
less than 0.3 s.
The Effect of Algebraic Riccati Equation (ARE) Parameters on the Transient
Response. To show the effect of the ARE parameters on the response speed of the
secondary voltage control, two different cases are considered. The reference value
for the terminal voltage of DGs is set to 1 pu. In the first case, ARE parameters are

set as Q ¼ 1000 0
0 1

	 

and R ¼ 0:01. Compared with the case studied in

Fig. 4.11a, the element in the first row and column of matrix Q, which directly
affects the control of vodi, is smaller. Figure 4.13a shows the DG output voltage
magnitudes before and after applying the secondary control. As seen, the terminal
voltage amplitudes synchronize to 1 pu after 0.3 s. Therefore, with a smaller Q, the
secondary voltage control is slower than the case studied in Fig. 4.5a.

In the second case, the ARE parameters are set as Q ¼ 50000 0
0 1

	 

and R ¼ 5.

Compared with the case studied in Fig. 4.11a, R is larger. Figure 4.13b shows the
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Fig. 4.12 Critical bus voltage magnitude. © [2016] IEEE. Reprinted, with permission, from IEEE
transactions on power systems [4]
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DG output voltage magnitudes before and after applying the secondary control. As
seen, the terminal voltage amplitudes converge to 1 pu after 0.5 s. Therefore, with a
larger R, the secondary voltage control is slower than the case studied in Fig. 4.11a.
The Effect of Time-varying Communication Networks on the Performance of
the Distributed Secondary Voltage Control. In this section, it is assumed that the
microgrid is islanded from the main grid at t = 0, and the voltage control is applied
at t = 0.6 s. However, the distributed voltage control is associated with
time-varying communication networks. The Reference voltage reference voltage is
set to vref = 1 pu. Figure 4.8 shows the three communication network structures that
are used in simulation. Each structure is adopted at a specific time interval. The
communication digraph in Fig. 4.8a models the communication network at the time
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Fig. 4.13 DG output voltage magnitudes with the following control parameters:

a Q ¼ 1000 0
0 1

	 

and R = 0.01, b Q ¼ 50000 0

0 1

	 

and R = 5. © [2016] IEEE. Reprinted,

with permission, from IEEE transactions on power systems [4]
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interval [(0.6 + 0.15 k) s, (0.6 + 0.15 k) + 0.05 s], for k = 0, 1, … The commu-
nication digraph in Fig. 4.8b models the communication network at the time
interval [(0.65 + 0.15 k) s, (0.65 + 0.15 k) + 0.05 s], for k = 0, 1, … The com-
munication digraph in Fig. 4.8c models the communication network at the time
interval [(0.7 + 0.15 k) s, (0.7 + 0.15 k) + 0.05 s], for k = 0, 1, … It is seen that
over each 0.15 s period, the sequential completeness condition is satisfied. As
shown in Fig. 4.14, while the primary control keeps the voltage amplitudes stable,
the secondary control returns all terminal voltage amplitudes to vref. This simulation
result verifies the effectiveness of the proposed voltage control in the case of
time-varying communication networks and communication link failures.

4.4 Distributed Secondary Voltage and Reactive Power
Control of AC Microgrids

As discussed in previous section, the distributed voltage control chooses appro-
priate control inputs Vni to synchronize the voltage magnitudes of VCVSIs vo, magi

to the reference voltage vref. As an additional control objective, it can also be used
to allocate the output reactive power of VCVSIs based on their reactive power
ratings. According to the VCVSI nonlinear model described in Chap. 2, synchro-
nizing the voltage magnitudes, vo, magi, is the same as synchronizing the direct term
of output voltages vodi.

Differentiating the voltage droop characteristic yields

_Vni ¼ _vodi þ nQi _Qi ¼ vvi; ð4:70Þ

0 0.5 1 1.5 2
0.9

0.95

1

1.05

1.1

v o,
m

ag
(p

u)

time (s)

DG1
DG2
DG3
DG4

Fig. 4.14 DG output voltage magnitudes with time-varying communication network. © [2016]
IEEE. Reprinted, with permission, from IEEE transactions on power systems [4]
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where vvi is the auxiliary control input. Equation (4.70) computes the control input
Vni from vvi as

Vni ¼
Z

vvidt: ð4:71Þ

According to (4.70), the voltage control of a microgrid including NV VCVSIs
can be transformed to a synchronization problem for a linear and first-order
multi-agent system

_vod1 þ nQ1 _Q1 ¼ vv1
_vod2 þ nQ2 _Q2 ¼ vv2
..
.

_vodNV þ nQNV
_QNV ¼ vvNV

8>>><
>>>:

: ð4:72Þ

To achieve synchronization, it is assumed that VCVSIs can communicate with
each other through the prescribed communication digraph Gr. The auxiliary control
vvi is chosen based on each VCVSI’s voltage magnitude and reactive power
information, and the voltage magnitude and reactive power information of its
neighbors on the communication digraph as

vvi ¼� cvi
X
j2Ni

aijðvodi � vodj

 !
þ giðvodi � vrefÞ

þ
X
j2Ni

aijðnQiQi � nQjQjÞÞ;
ð4:73Þ
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Fig. 4.15 The block diagram of the distributed voltage control in layer 1. © [2016] IEEE.
Reprinted, with permission, from IEEE transactions on industrial informatics [21]
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where cvi is the control gains. It is assumed that the pinning gain gi � 0 is nonzero
for, at least, one VCVSI that has the reference voltage, vref , information.
A procedure similar to that used for the frequency control of VCVSIs can be used to
show the effectiveness of the auxiliary control vvi in (4.73). The block diagram of
the distributed voltage control is shown in Fig. 4.15.
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Chapter 5
Multi-objective and Adaptive Distributed
Control of AC Microgrids

This chapter discusses the advanced methods for distributed control of AC
microgrids. First, a two-layer control framework that implements the secondary
control for an islanded microgrid containing both VCVSIs and CCVSIs is dis-
cussed. The first control layer deals with the voltage and frequency control of
VCVSIs. The second control layer objectives are to control the active and reactive
powers of CCVSIs. Each control layer is implemented through the distributed
control of multi-agent systems. Then, a distributed and adaptive secondary voltage
control method is discussed. The proposed controller compensates for the nonlinear
and uncertain dynamics of DGs and, hence, obviates the control design challenges
caused by the nonlinear dynamics of DGs. The controller is fully independent of the
DG parameters. Therefore, the controller can be deployed on any DG regardless of
the DG parameters and the connector specifications, and its performance does not
deteriorate by the change in DG parameters (e.g., due to aging and thermal effects).
The discussed controller appropriately responds to the changes in the system
operating condition, without any manual intervention, and adjusts its control
parameters in real time.

5.1 Multi-objective and Two-Layer Control Framework
for AC Microgrids

As discussed in Chap. 2, the control structure of a VSI may vary based on the
control objectives such as voltage and frequency, or active and reactive powers. In
Chap. 4, distributed control structures for islanded microgrids with voltage-con-
trolled voltage source inverters (VCVSIs) were proposed. VCVSIs have internal
voltage and current controller loops that facilitate the voltage control and frequency
control of DG. However, in some DGs, the sole active and reactive power controls
may be of interest. This requirement can be satisfied through the current-controlled
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voltage source inverters (CCVSIs). CCVSIs possess an internal current controller
that controls the direct and quadrature components of the VSI output current which
in turn facilitates the active and reactive power controls of DG. Microturbines and
fuel cells are dispatchable power sources, and their associated voltage source in-
verter can operate as a CCVSI to adjust their generated power by the microgrid
operator. Solar panels and wind turbine generators are intermittent power sources.
The uncertainty and intermittency in the generated power are a big hassle to exploit
wind and solar power sources as dispatchable DGs. Energy storage systems (e.g.,
batteries) can be exploited to compensate for the intermittency in the generated
power of wind and solar power sources. Doing so, solar panels and wind turbine
generators can also be exploited as dispatchable power sources.

A microgrid is able to operate in both grid-connected and islanded modes. In the
grid-connected mode, the main grid dictates the microgrid voltage and frequency.
In this mode, the DG control objectives are defined as active and reactive power,
and hence, they can be exploited as CCVSIs. The microgrid can switch to the
islanded mode due to the preplanned scheduling or unplanned disturbances.
Subsequent to the islanding process, microgrid loses the voltage and frequency
support by the main gird as well as the active and reactive power balance between
the total power generation and consumption. Therefore, some DGs are required to
switch to the VCVSI structure to provide a fast voltage and frequency support and
compensate for the mismatch between the power generation and consumption. In
this chapter, it is assumed that some DGs remain in the CCVSI mode subsequent to
islanding process [1].

The VCVSIs are equipped with the primary control to maintain the voltage and
frequency stability of the microgrid. As discussed in Chap. 2, primary control
avoids voltage and frequency instability by keeping these values in prespecified
ranges. Coordinated control of the primary local controllers can be achieved by the
active and reactive power droop techniques as

xi ¼ x�
i � DPiPi;

v�o;magi ¼ E�
i � DQiQi:

�
ð5:1Þ

v�o;magi is the reference value for the output voltage magnitude that is provided for
the internal voltage control loop of VCVSI. ωi is the angular frequency of the
VCVSI dictated by the primary control. Pi and Qi are the measured active power
and reactive power at the DG’s terminal. DPi and DQi are the droop coefficients. E�

i
and x�

i are the primary control references. The droop coefficients are selected based
on the active and reactive power ratings of each VCVSI.

The primary control provides a fast voltage and frequency support for the
microgrid; however, it might not return the microgrid to the normal operating
conditions, and an additional control is required to restore the voltage and fre-
quency. This functionality is provided by the secondary control, which compensates
for the voltage and frequency deviations caused by the primary control. The sec-
ondary control operates with a longer time frame than primary control and adjusts
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the control inputs of VCVSIs and CCVSIs to restore the voltage and frequency of
microgrid to their nominal values.

In this chapter, a two-layer control framework is presented to implement the
secondary control for an islanded microgrid with both VCVSIs and CCVSIs. The
first layer, namely control layer 1, controls the VCVSIs. The second layer, namely
control layer 2, controls CCVSIs. The distributed control of multi-agent systems is
used to implement each control layer. Each control layer is associated with a limited
and sparse communication network. Figure 5.1 shows the two-layer microgrid
control framework along with the communication networks. The communication
topology for each layer should be a graph containing a spanning tree in which the
implemented controller at each DG only requires information about that DG and its
direct neighbors in the communication graph. Given the physical structure of the
microgrid, it is not difficult to select a graph with a spanning tree that connects all
DGs in an optimal fashion. Such optimal connecting graphs can be designed using
operations research or assignment problem solutions. The optimization criteria can
include minimal lengths of the communication links, maximal use of existing
communication links, and minimal number of links.

The control layer 1 provides a framework to control VCVSIs in a distributed
manner. This control layer has two main control parts, namely frequency control
and voltage control. Frequency control chooses x�

i such that the angular frequency
of each VCVSI synchronizes to its nominal value, i.e., xi ! xref . Additionally, it
allocates the VCVSI output active powers according to

Fig. 5.1 The comprehensive distributed control of microgrids with two control layers. © [2016]
IEEE. Reprinted, with permission, from IEEE Transactions on Industrial Informatics [1]
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P1

Pmax1
¼ � � � ¼ PNV

PmaxNV

; ð5:2Þ

where NV is the number of VCVSIs in the islanded microgrid. Pmaxi denotes the
active power rating of ith VCVSI. Since the active droop coefficients DPi are chosen
based on the active power ratings of VCVSIs, (5.2) is equivalent to

DP1P1 ¼ � � � ¼ DPNVPNV : ð5:3Þ

The voltage control selects E�
i in (5.1) such that the output voltage amplitudes of

VCVSIs vo,magi return to the reference voltage, i.e., vo,magi → vref. If vref is set to the
nominal voltage of microgrid vnominal, the output voltage magnitude of VCVSIs
synchronizes to the nominal voltage of microgrid. However, vref can be chosen such
that the voltage magnitude of a critical bus of microgrid synchronizes to vnominal.

The other objective of the voltage control can be defined as allocating the
VCVSI output reactive powers according to

Q1

Qmax1
¼ � � � ¼ QNV

QmaxNV

; ð5:4Þ

where NV is the number of VCVSIs in the islanded microgrid. Qmaxi denotes the
reactive power rating of ith VCVSI. Since the reactive droop coefficients DQi are
chosen based on the reactive power ratings of VCVSIs, (5.4) is equivalent to

DQ1Q1 ¼ � � � ¼ DQNVQNV : ð5:5Þ

The voltage droop characteristic in (5.1) is designed assuming a fully inductive
microgrid. Therefore, (5.4) and (5.5) can be exactly satisfied in fully inductive
microgrids, and hence, small amount of mismatches among reactive power ratios
can be observed in noninductive microgrids.

While the control layer 1 is active to control the voltage and frequency of
microgrid by tuning VCVSIs, the control layer 2 objectives for CCVSIs are to
control the active and reactive powers of CCVSIs. The CCVSIs should provide
active and reactive power supports for VCVSIs by compensating a portion of the
consumed active and reactive powers in the microgrid. Doing so, the VCVSIs can
generate less active and reactive powers and save their active and reactive power
capacities to provide a fast voltage and frequency control for future disturbances.
The control layer 2 sets the control inputs of CCVSIs such that their output active
and reactive powers satisfy

P1

Pmax 1
¼ � � � ¼ PNc

PmaxNc
¼ aP; ð5:6Þ

Q1

Qmax1
¼ � � � ¼ QNC

QmaxNC

¼ aQ; ð5:7Þ
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where NC is the number of CCVSIs in the islanded microgrid. Pmaxi and Qmaxi

denote the active and reactive power ratings of ith CCVSIs. aP and aQ are pre-
specified active and reactive power ratio references. Equations (5.6) and (5.7) show
that the active and reactive powers of CCVSIs must be allocated based on their
active and reactive power ratings.

Dynamical Model of CCVSIs: The block diagram of a CCVSI-based DG is
shown in Fig. 5.2. It contains an inverter bridge, connected to a primary DC power
source. The current controller adjusts the direct and quadrature terms of output
current ioi. As shown in Fig. 5.3, a control block is used to calculate the angle of the
ith CCVSI reference frame with respect to the common reference frame ai such that
the quadrature term of output voltage voqi becomes zero [2]. This control block is
named as ai calculator.

The block diagram of the current controller is shown in Fig. 5.4. The differential
algebraic equations of the current controller are written as

_cdi ¼ idrefi � iodi; ð5:8Þ

_cqi ¼ iqrefi � ioqi; ð5:9Þ

v�idi ¼ vodi � xbLfiioqi þKPCiðidrefi � iodiÞþKICicdi; ð5:10Þ

v�iqi ¼ voqi � xbLfiiodi þKPCiðiqrefi � ioqiÞþKICicqi; ð5:11Þ

Fig. 5.2 The block diagram
of a CCVSI. © [2016] IEEE.
Reprinted, with permission,
from IEEE Transactions on
Industrial Informatics [1]

Fig. 5.3 The block diagram
of αi calculator. © [2016]
IEEE. Reprinted, with
permission, from IEEE
Transactions on Industrial
Informatics [1]
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where γdi and γqi are the auxiliary state variables defined for the PI controllers in
Fig. 5.4. iodi and ioqi are the direct and quadrature components of output current ioi
in Fig. 5.2. Other parameters are shown in Figs. 5.2 and 5.4. Assuming that the
inverter bridge produces the demanded voltage, i.e., v�idi ¼ vidi and v�iqi ¼ viqi, the
dynamics of output RL filter can be written as

_iodi ¼ �Rfi

Lfi
iodi þxcomioqi þ 1

Lfi
vidi � 1

Lfi
vodi; ð5:12Þ

_ioqi ¼ �Rfi

Lfi
ioqi � xcomiodi þ 1

Lfi
viqi � 1

Lfi
voqi: ð5:13Þ

Equations (2.76)–(2.81) form the large-signal dynamical model of the ith
CCVSI. The large-signal dynamical model can be written in a compact form as

_xCCi ¼ fCCiðxCCiÞþ kCCiðxCCiÞDCCi þ gCCiðxCCiÞuCCi
yCCi ¼ hCCiðxCCiÞþ dCCiuCCi

�
; ð5:14Þ

where the state vector is

xCCi ¼ cdi cqi iodi ioqi
� �T

: ð5:15Þ

The term DCCi = [ωcomvodi]
T is considered as a known disturbance. The detailed

expressions for fCCi(xCCi), gCCi(xCCi), and kCCi(xCCi) can be extracted from (2.76) to
(2.81).

Σ

Σ

vidi

viqi

KPCi
KICi

+ s+

+

_

_

KPCi
KICi

+ s

ωbLfi

ωbLfi

Σ

Σ

+

+

_

ioqi
iodi

+

idrefi

iqrefi

iodi

ioqi

+
vodi

voqi

+

Fig. 5.4 The block diagram
of the current controller for a
CCVSI. © [2016] IEEE.
Reprinted, with permission,
from IEEE Transactions on
Industrial Informatics [1]
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The active and reactive powers of CCVSI can be written as

Pi ¼ vodiiodi þ voqiioqi; ð5:16Þ

Qi ¼ voqiiodi � vodiioqi: ð5:17Þ

Since the ai of each CCVSI is chosen such that voqi becomes zero, the output
active and reactive powers Pi and Qi in (5.16) and (5.17) can be written as

Pi ¼ vodiiodi; ð5:18Þ

Qi ¼ �vodiioqi: ð5:19Þ

Therefore, Pi=Pmax i and Qi=Qmax i can be tuned by controlling iodi and ioqi. Since
iodi is controlled by idrefi, the output and control input in (2.82) are set to yCCi ¼ Pi

Pmaxi

and uCCi = idrefi for the active power control. Since ioqi is controlled by iqrefi, the
output and control input in (2.82) are set to yCCi ¼ Qi

Qmaxi
and uCCi = iqrefi for the

reactive power control.
In the following, the control design procedure for VCVSIs and CCVSIs is

elaborated.

5.1.1 Control Layer 1: Frequency Control
and Voltage Control of VCVSIs

Frequency Control of VCVSIs: The distributed frequency control is to synchro-
nize all of VCVSI frequencies to the nominal frequency. Additionally, it should
allocate the output active power of VCVSIs based on their active power ratings; i.e.,
it should satisfy (5.2) and (5.3). In Chap. 4, the design procedure of the frequency
control was elaborated.

Voltage Control of VCVSIs: In Chap. 4, the sole voltage control of VCVSI
was discussed. In this chapter, the voltage and reactive power control of VCVSIs
are considered. Therefore, the goal of voltage control is to choose appropriate
control inputs E�

i in (5.1) to synchronize the voltage magnitudes of VCVSIs vo,magi

to the reference voltage vref and allocate the output reactive power of VCVSIs based
on their reactive power ratings; i.e., it satisfies (5.4) and (5.5). It should be noted
that the voltage droop characteristic in (5.1) is designed assuming a microgrid with
inductive transmission lines. Therefore, small mismatches among reactive power
ratios and voltage magnitudes can be observed in microgrids where the transmis-
sion lines are not fully inductive.

As discussed in Chap. 4, the synchronization of the voltage magnitudes of
VCVSIs, vo,magi, is equivalent to synchronizing the direct term of output voltages
vodi. To facilitate the simultaneous control of VCVSIs’ voltage and reactive power,

5.1 Multi-objective and Two-Layer Control Framework for AC Microgrids 105

http://dx.doi.org/10.1007/978-3-319-50808-5_2
http://dx.doi.org/10.1007/978-3-319-50808-5_2
http://dx.doi.org/10.1007/978-3-319-50808-5_4
http://dx.doi.org/10.1007/978-3-319-50808-5_4
http://dx.doi.org/10.1007/978-3-319-50808-5_4


the fast dynamics of internal voltage and current controller are neglected. Doing so,
one can write v�o;magi ¼ vodi. Considering this fact, the differentiated voltage droop
characteristic in (5.1) is

_E�
i ¼ _vodi þDQi _Qi ¼ vvi; ð5:20Þ

where vvi is an auxiliary control to be designed. Equation (5.20) is a dynamic
system for computing the control input E�

i from vvi. The auxiliary control should be
designed such that VCVSI voltage magnitudes synchronize to the reference voltage
vref , and (5.4) is satisfied. According to (5.20), the voltage control of a microgrid
including NV VCVSIs is transformed to a synchronization problem for a first-order
and linear multi-agent system

_vod1 þDQ1 _Q1 ¼ vv1;
_vod2 þDQ2 _Q2 ¼ vv2;

..

.

_vodNV þDQNV
_QNV ¼ vvNV :

8>>><
>>>:

ð5:21Þ

To achieve synchronization, it is assumed that VCVSIs can communicate with
each other through the prescribed communication digraph Gr. The auxiliary con-
trols vvi are chosen based on each VCVSI’s own information and the information of
its neighbors in the communication digraph as

vvi ¼ �cv
X
j2Ni

aijðvodi � vodjÞþ biðvodi � vrefÞþ
X
j2Ni

aijðDQiQi � DQjQjÞ
 !

;

ð5:22Þ

where cv 2 R is the coupling gain. It is assumed that the pinning gain bi � 0 is
nonzero for one VCVSI that has the reference voltage vref information. Lemma 4.4
can be used to show that the auxiliary control in (5.22) synchronizes all VCVSI
voltage amplitudes to vref and shares the output reactive power of VCVSIs based on
their reactive power ratings. The reference voltage vref can be set to the nominal
voltage of the microgrid to synchronize the VCVSI voltage magnitudes to the
nominal voltage or can be chosen to control the voltage magnitude of a critical bus
of microgrid.

The block diagram of the proposed voltage control is shown in Fig. 5.5. As
shown in this figure, the control input E�

i is written as

E�
i ¼

Z
vvidt: ð5:23Þ
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5.1.2 Control Layer 2: Active and Reactive Power
Controls of CCVSIs

Active Power Control of CCVSIs: Subsequent to the islanding process, the active
power of CCVSIs is required to be allocated based on their active power ratings
which satisfy (5.6). Since the angle of the ith CCVSI reference frame with respect
to the common reference frame ai is chosen such that the quadrature term of output
voltage voqi becomes zero, the output active power Pi can be tuned by controlling
the direct term of output current iodi in Fig. 5.2. Since iodi is controlled by idrefi, the
output and control input in (2.82) are set to yCCi ¼ Pi

Pmaxi
and uCCi = idrefi for the

active power control.
Input–output feedback linearization is used to generate a direct relationship

between the output yCCi and input uCCi. According to (5.18), the derivative of Pi can
be written as

_Pi ¼ _vodiiodi þ vodi_iodi ð5:24Þ

Replacing _iodi by (2.80) and dividing both sides of (5.24) by Pmaxi yield

_yCCi ¼ _vodiiodi
Pmaxi

þ vodi
Pmaxi

�Rfi

Lfi
iodi þxcomioqi þ 1

Lfi
vidi � 1

Lfi
vodi

� �
: ð5:25Þ

Replacing vidi by (2.78) yields

_yCCi ¼ MPiðxCCiÞþNPiðxCCiÞuCCi; ð5:26Þ

Σ
Ei

Qi
vvi

aij ( vodi -vodj )+gi (vodi -vref)
j

Nij∈
_

Σ

s
1

vref

cv

aij ( DQiQi -DQjQj )
j

Nij∈

Σ
DQjQj

_
VCVSI i

vodj vodi*

Fig. 5.5 The block diagram of the voltage control in the control layer 1. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Industrial Informatics [1]
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where

MPiðxCCiÞ ¼ vodi
Pmaxi

�Rfi

Lfi
iodi þxcomioqi � 1

Lfi
vodi

� �

þ vodi
PmaxiLfi

ðvodi � xbLfiioqi � KPCiiodi þKICicdiÞþ
_vodiiodi
Pmaxi

;

ð5:27Þ

and

NPiðxCCiÞ ¼ vodiKPCi

PmaxiLfi
: ð5:28Þ

An auxiliary control vPiis defined as

vPi ¼ MPiðxCCiÞþNPiðxCCiÞuCCi: ð5:29Þ

Therefore, (5.26) and (5.29) result in a first-order regulator synchronization
problem with the following linear system dynamics

_yCCi ¼ vPi; 8i: ð5:30Þ

By choosing appropriate vPi, the synchronization for yCCi is provided. The
control input uCCi is implemented by vPi as

uCCi ¼ ðNPiðxCCiÞÞ�1ð�MPiðxCCiÞþ vPiÞ: ð5:31Þ

The auxiliary controls vPi are chosen based on each CCVSI’s own information
and the information of its neighbors in the communication digraph as

vPi ¼ �cP
X
j2Ni

aij
Pi

Pmaxi
� Pj

Pmaxj

� �
þ bi

Pi

Pmaxi
� aP

� � !
; ð5:32Þ

where cP 2 R is the coupling gain. It is assumed that the pinning gain bi � 0 is
nonzero for one CCVSI that has the reference active power ratio aP. The block
diagram of the proposed active power control is shown in Fig. 5.6. In the following,
the Lyapunov technique is used to show the effectiveness of the proposed active
power control protocol in (5.32). The global active power neighborhood tracking

error is defined as eP ¼ eP1 eP2 � � � ePNC½ �T¼ ðLþGÞðP� aPÞ, where P ¼
P1

Pmax 1

P2
Pmax 2

� � � PNC
PmaxNC

h iT
and aP ¼ 1NC� aP. The global active power auxiliary

control input vP ¼ vP1 vP2 � � � vPNC½ �T is defined as
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vP ¼ vP1 vP2 � � � vPNC½ �T¼ �cPeP: ð5:33Þ

Consider the Lyapunov function candidate

V ¼ 1
2
eTPPeP; ð5:34Þ

where P ¼ diag 1=wif g, wi are the elements of a vector w that satisfies
ðLþGÞw ¼ 1N . Since the digraph G has a spanning tree and ki 6¼ 0 for at least one
root node, L + G is non-singular and a unique solution exists for w.

Differentiating (5.34) yields

_V ¼ eTPPðLþGÞvP: ð5:35Þ

Defining A � LþG and placing (5.33) into (5.33) yield

_V ¼ �cP
2

eTPðPAþATPÞeP: ð5:36Þ

From [3], Q � PAþATP is positive definite. Therefore,
cP
2 e

T
PQeP � cP

2 rminðQÞ ePk k2, and hence,

�cP
2

eTPQeP 	
�cP
2

rminðQÞ ePk k2: ð5:37Þ

According to (5.37),

_V 	 �cP
2

rðQÞ ePk k2 	 0: ð5:38Þ

Equation proves that the global neighborhood tracking error asymptotically goes
to zero, and hence, according to Lemma 4.3, the distributed control protocols in (5.
32) synchronize all Pi=Pmax i to aP.

Reactive Power Control of CCVSIs: Subsequent to the islanding process, the
reactive power of CCVSIs should be shared based on their reactive power ratings

idrefi

Nij∈

_αP
cP CCVSI i

Pj

Pi
max max max

( ) ( )
i

j ii
Piji

i j ij N

PP P
a g

P P P
α

∈

− + −∑

MPi

Σ (NPi)
-1

+

_
vPi

Fig. 5.6 The block diagram of the active power control in the control layer 2. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Industrial Informatics [1]
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that satisfy (5.7). Since the angle of the ith CCVSI reference frame with respect to
the common reference frame ai is chosen such that the quadrature term of output
voltage voqi becomes zero, the output reactive power Qi can be tuned by controlling
the quadrature term of output current ioqi in Fig. 5.2. Since ioqi is controlled by iqrefi,
the output and control input in (2.82) are set to yCCi ¼ Qi

Qmaxi
and uCCi = iqrefi for the

reactive power control.
Input–output feedback linearization is used to generate a direct relationship

between the output yCCi and input uCCi. According to (5.19), the derivative of Qi

can be written as

_Qi ¼ � _vodiioqi � vodi_ioqi ð5:39Þ

Replacing _ioqi by (2.81) and dividing both sides of (5.39) by Qmaxi yield

_yCCi ¼ � _vodiioqi
Qmaxi

� vodi
Qmaxi

�Rfi

Lfi
ioqi � xcomiodi þ 1

Lfi
viqi � 1

Lfi
voqi

� �
: ð5:40Þ

Replacing times by (2.79) yields

_yCCi ¼ MQiðxCCiÞþNQiðxCCiÞuCCi; ð5:41Þ

where

MQiðxCCiÞ ¼ � _vodiioqi
Qmaxi

� vodi
Qmaxi

�Rfi

Lfi
ioqi � xcomiodi � 1

Lfi
voqi

� �

� vodi
QmaxiLfi

ðvoqi þxbLfiiodi � KPCiioqi þKICicqiÞ;
ð5:42Þ

and

NQiðxCCiÞ ¼ � vodiKPCi

QmaxiLfi
: ð5:43Þ

An auxiliary control vQi is defined as

vQi ¼ MQiðxCCiÞþNQiðxCCiÞuCCi: ð5:44Þ

Therefore, (5.41) and (5.44) result in a first-order regulator synchronization
problem with the following linear system dynamics

_yCCi ¼ vQi; 8i: ð5:45Þ

By choosing appropriate vQi, the synchronization for yCCi is provided. The
control input uCCi is implemented by vQi as
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uCCi ¼ ðNQiðxCCiÞÞ�1ð�MQiðxCCiÞþ viÞ: ð5:46Þ

The auxiliary controls vQi are chosen based on each CCVSI’s own information
and the information of its neighbors in the communication digraph as

vQi ¼ �cQ
X
j2Ni

aijð Qi

Qmaxi
� Qj

Qmaxj
Þþ bi

Qi

Qmaxi
� aQ

� � !
; ð5:47Þ

where cQ 2 R is the coupling gain. It is assumed that the pinning gain bi � 0 is
nonzero for one CCVSI that has the reference reactive power ratio aQ. The block
diagram of the proposed reactive power control is shown in Fig. 5.7. The same
procedure explained for active power control of CCVSIs can be used to show that
all of Qi

Qmaxi
synchronize to a aQ and (5.7) is satisfied.

5.1.3 Case Studies

Simulation Results for the Microgrid Test System in Fig. 5.8. The effectiveness
of the proposed control schemes is verified by simulating an islanded microgrid in
MATLAB. Figure 5.8 shows the single-line diagram of the microgrid test system.
This microgrid consists of seven DGs including three VCVSIs (DGs 1, 5, and 7)
and four CCVSIs (DGs 2, 3, 4, and 6). The lines between buses are modeled as
series RL branches. The specifications of the DGs, lines, and loads are summarized
in Tables 5.1, 5.2, and 5.3. kpi and kii in Fig. 5.3 are set to 285 and 142,500,
respectively. The nominal line-to-line voltage and frequency of the microgrid are
380 V and 50 Hz, respectively. In the following, the simulation results are provided
for three different cases, namely Case 1, Case 2, and Case 3. In Cases 1 and 2, a
fixed communication network is exploited. In Case 3, the two-layer control
framework is implemented through a time-varying communication network.

max max max
( ) ( )

i

j ii
Qiji

i j ij N

QQ Q
a g

Q Q Q
α

∈

− + −∑
iqrefi

Nij∈

_αQ
cQ CCVSI i

Qj
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MQi

Σ (NQi)
-1

+

_
vQi

Fig. 5.7 The block diagram of the reactive power control in the control layer 2. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Industrial Informatics [1]

5.1 Multi-objective and Two-Layer Control Framework for AC Microgrids 111



Fig. 5.8 Single-line diagram of the microgrid test system. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Industrial Informatics [1]

Table 5.1 Specifications of
DGs for microgrid test system
in Fig. 4.8

DG 1 and 3 DG 2

VCVSIs mP 18.8 × 10−5 mP 25 × 10−5

nQ 2.6 × 10−3 nQ 3 × 10−3

Rc 0.03 Ω Rc 0.03 Ω

Lc 0.35 mH Lc 0.35 mH

Rf 0.1 Ω Rf 0.1 Ω

Lf 1.35 mH Lf 1.35 mH

Cf 50 µF Cf 50 µF

KPV 0.1 KPV 0.05

KIV 420 KIV 390

KPC 15 KPC 10.5

KIC 20,000 KIC 16,000

CCVSIs DG 4 and 5 DG 6 and 7

Rf 0.23 Ω Rf 0.35 Ω

Lf 318 µH Lf 1847 µH

KPC 10.5 KPC 10.5

KIC 16,000 KIC 16,000

Pmax 1500 W Pmax 2000 W

Qmax 1000 W Qmax 1200 W
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It is assumed that VCVSIs and CCVSIs communicate with each other through
the communication digraphs depicted in Fig. 5.9a, b, respectively. These commu-
nication topologies are chosen based on the geographical location of DGs. The
associated adjacency matrix of the digraphs in Fig. 5.9a, b, namely AG1 and AG2,
are

AG1 ¼
0 0 0
1 0 0
1 0 0

2
4

3
5; ð5:48Þ

and

AG2 ¼
0 0 0 0
1 0 0 0
1 0 0 0
1 0 0 0

2
664

3
775; ð5:49Þ

respectively. DG 1 is the only VCVSI that knows the voltage and frequency ref-
erence values and is connected to the leader node with the pinning gain b1 = 1. DG
4 is the only CCVSI that knows the reference value of active and reactive power
ratios aP and aQ with the pinning gain b1 = 1. The coupling gains cf and cv are set to
30. The coupling gains cP and cQ in (5.32) and (5.47) are set to 30.

Table 5.2 Specifications of
lines for microgrid test system
in Fig. 4.8

Line 1, 3, 5, 7 Line 2, 4, 6

Rline 0.23 Ω Rline 0.35 Ω

Lline 318 µH Lline 1847 µH

Table 5.3 Specifications of
loads for microgrid test
system in Fig. 4.8

Load 1 Load 2 Load 3 Load 4

R (per phase) 30 Ω 20 Ω 25 Ω 25 Ω

X (per phase) 15 Ω 10 Ω 10 Ω 15 Ω

(a) (b)

Fig. 5.9 Topology of the communication digraph for a control layer 1 and b control layer 2. ©
[2016] IEEE. Reprinted, with permission, from IEEE Transactions on Industrial Informatics [1]
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In the first case, namely Case 1, the reference frequency and voltage fref ¼
xref =2p and vref are set to 50 Hz and 1 pu, respectively. The reference active and
reactive power ratios are set to aP ¼ 0:4 and aQ ¼ 0:3, respectively. It should be
noted that the proposed control framework always exists as a supervisory control
level and takes actions in the event of disturbances. However, to highlight the
effectiveness of the proposed controls, it is assumed that the microgrid is islanded
from the main grid att = 0, and the secondary control is applied at t = 0.7 s.
Figure 5.10a shows the VCVSIs’ frequencies. As shown in this figure, the fre-
quency control of control layer 1 returns all VCVSIs’ frequencies to 50 Hz.
Figure 5.10b shows the ratio of the active powers of VCVSIs with respect to their
active power ratings, or equivalently DPiPi. As shown in this figure, the proposed
frequency control satisfies (5.3). Figure 5.11a shows the VCVSIs’ terminal voltage
amplitudes. As shown in this figure, the voltage control of control layer 1 returns all
VCVSIs’ terminal voltage amplitudes to a close vicinity of 1 pu. Figure 5.11b
shows the ratio of the reactive powers of VCVSIs with respect to their reactive
power ratings, or equivalently DQiQi. Since the microgrid test bed is not fully
inductive, small mismatches among the DG reactive power ratios are observed.
Figure 5.12a shows the ratio of the active powers of CCVSIs with respect to their
active power ratings. As shown in this figure, the control layer 2 returns all of the
active power ratios to the reference ratio and satisfies (5.6). Figure 5.12b shows the
ratio of the reactive powers of CCVSIs with respect to their reactive power ratings.
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Fig. 5.10 Frequency control of control layer 1 in Case 1: a VCVSI frequencies and b VCVSI
active power ratios DPiPi. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions on
Industrial Informatics [1]
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As shown in this figure, the control layer 2 returns all of the reactive power ratios to
the reference ratio and satisfies (5.7). As shown in Fig. 5.12, CCVSIs provide
active and reactive power supports for VCVSIs by compensating a portion of the
active and reactive powers required for voltage and frequency restoration.
Therefore, once the secondary control is applied, VCVSIs generate less active and
reactive powers, as shown in Figs. 4.10b and 4.11b.

In the second case, namely Case 2, it is assumed that the reference frequency
fref = 50 Hz and the reference active and reactive power ratios are set to aP ¼ 0:6
and aQ ¼ 0:6, respectively. However, the aim of the voltage control of control layer
1 is to control the voltage of the critical bus, as shown in Fig. 5.8. The microgrid
gets islanded from the main grid at t = 0, and the secondary control is applied at
t = 0.7 s. Figure 5.13a shows the VCVSIs’ frequencies. As shown in this figure,
the frequency control of control layer 1 returns all VCVSIs’ frequencies to 50 Hz.
Figure 5.13b shows the ratio of the active powers of VCVSIs with respect to their
active power ratings. As shown in this figure, the proposed frequency control shares
the active power among VCVSIs based on their active power ratings. Figure 5.14a
shows the critical bus voltage amplitude. As shown in this figure, the voltage
control of control layer 1 returns the critical bus voltage amplitude to 1 pu.
Figure 5.14b shows the ratio of the reactive powers of VCVSIs with respect to their
reactive power ratings. As shown in this figure, the proposed voltage control sat-
isfies (5.4). Figure 5.15a shows the ratio of the active powers of CCVSIs with
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Fig. 5.11 Voltage control of control layer 1 in Case 1: a VCVSI output voltage magnitudes and
b VCVSI reactive power ratios DQiQi. © [2016] IEEE. Reprinted, with permission, from IEEE
Transactions on Industrial Informatics [1]
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Fig. 5.12 Active and reactive power controls of control layer 2 in Case 1: a CCVSI active power
ratios Pi/Pmaxi and b CCVSI reactive power ratios Qi/Qmaxi. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Industrial Informatics [1]
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Fig. 5.13 Frequency control of control layer 1 in Case 2: a VCVSI frequencies and b VCVSI
active power ratios DPiPi. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions on
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Fig. 5.14 Voltage control of control layer 1 in Case 2: a critical bus voltage magnitude and
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Fig. 5.15 Active and reactive power controls of control layer 2 in Case 2: a CCVSI active power
ratios Pi/Pmaxi and b CCVSI reactive power ratios Qi/Qmaxi. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Industrial Informatics [1]
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respect to their active power ratings. As shown in this figure, control layer 2 returns
all of the active power ratios to the reference ratio and satisfies (5.6). Figure 5.15b
shows the ratio of the reactive powers of CCVSIs with respect to their reactive
power ratings. As shown in this figure, the control layer 2 returns all of the reactive
power ratios to the reference ratio and satisfies (5.7). Compared to Case 1, greater
aP and aQ are chosen for control layer 2, and hence, VCVSIs generate less active
and reactive powers, as shown in Figs. 5.13b and 5.14b.

In Case 3, it is assumed that the microgrid is islanded from the main grid at
t = 0, and the frequency control is applied at t = 0.7 s. However, as opposed to
Case 1, the distributed control framework is associated with time-varying com-
munication networks. Figure 5.16 shows the three communication network struc-
tures that are used in simulation. Each structure is adopted at a specific time
interval. The communication digraph in Fig. 5.16(a) models the communication
network at the time interval [(0.7 + 0.15 k) s, (0.7 + 0.15 k) + 0.05 s], for

(a)

(b)

(c)

Fig. 5.16 Communication digraphs for the time-varying communication network in Case 3.
© [2016] IEEE. Reprinted, with permission, from IEEE Transactions on Industrial Informatics [1]
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k = 0,1,…. The communication digraph in Fig. 5.16(b) models the communication
network at the time interval [(0.75 + 0.15 k) s, (0.75 + 0.15 k) + 0.05 s], for
k = 0,1,…. The communication digraph in Fig. 5.16c models the communication
network at the time interval [(0.8 + 0.15 k) s, (0.8 + 0.15 k) + 0.05 s], for k = 0,1,
… It is seen that over the each 0.15-s period, the sequential completeness condition
is satisfied. As shown in Fig. 5.17a, the control layer 1 returns all VCVSI fre-
quencies to 50 Hz. Figure 5.17b shows the active powers multiplied by the active
power droop coefficients, i.e., DPiPi, for VCVSIs. As seen, the frequency control
satisfies the equality in (5.4). Figure 5.18a shows the terminal voltage amplitude of
VCVSIs, where they are all returned to 1 pu. Figure 5.18b shows the reactive
powers of VCVSIs multiplied by the reactive power droop coefficients, i.e., DQiQi.
As seen, the voltage control satisfies the equality in (5.6). Figure 4.19a, b shows the
ratio of the active and reactive powers of CCVSIs with respect to their rated active
and reactive powers. The control layer 2 returns all active and reactive power ratios
to the reference ratios and satisfies (5.6) and (5.7). These simulation results verify
the effectiveness of the proposed control framework in the case of time-varying
communication networks and communication link failures.

Simulation Results for the IEEE 34-Bus Test Feeder. Figure 5.20 shows the
single-line diagram of the modified IEEE 34-bus test feeder. Six DGs including
three VCVSIs (DGs 1, 2, and 3) and three CCVSIs (DGs 4, 5, and 6) are connected
to the test feeder. This feeder is converted to a balanced feeder by averaging the line
parameters. The specification of lines is provided in [4]. The specifications of the
DGs and loads are summarized in Tables 5.4 and 5.5. The control coefficients kpi
and kii in Fig. 5.3 are set to 285 and 142500, respectively. The nominal frequency
and line-to-line voltage are set to 60 Hz and 24.9 kV, respectively. DGs are con-
nected to the feeder through six Y-Y, 480 V/24.9 kV, and 400 kVA transformers
with the series impedance of 0.03 + j0.12 pu. It is assumed that VCVSIs and
CCVSIs communicate through the communication digraphs depicted in Fig. 4.21a,
b, respectively. DG 1 is the only VCVSI that knows the voltage and frequency
reference values and is connected to the leader node with the pinning gain b1 = 1.
DG 4 is the only CCVSI that knows the reference value of active and reactive
power ratios aP and aQ with the pinning gain b1 = 1. The control gains cf, cv, cP,
and cQ are all set to 30.

The reference frequency and voltage fref and vref are set to 60 Hz and 1 pu,
respectively. The reference active and reactive power ratios are set to aP ¼ 0:7 and
aQ ¼ 0:6. The test feeder is connected to the main grid at bus 800, as shown in
Fig. 5.20. The test feeder is islanded from the main grid at t = 0, resembling an
islanded microgrid. The secondary control is applied at t = 0.7 s. As shown in
Fig. 5.22a, the control layer 1 returns all VCVSI frequencies to 60 Hz.
Figure 5.22b shows the active powers multiplied by the active power droop coef-
ficients, i.e., DPiPi, for VCVSIs. As seen, the frequency control satisfies the equality
in (5.4). Figure 5.23a shows the terminal voltage amplitude of VCVSIs, where they
are all returned to 1 pu. Figure 5.23b shows the reactive powers of VCVSIs mul-
tiplied by the reactive power droop coefficients, i.e., DQiQi. As seen, the voltage
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Fig. 5.17 Frequency control using control layer 1 in Case 3: a VCVSI frequencies and b VCVSI
active power ratios DPiPi. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions on
Industrial Informatics [1]
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Fig. 5.18 Voltage control using control layer 1 in Case 3: a critical bus voltage magnitude and
b VCVSI reactive power ratios DQiQi. © [2016] IEEE. Reprinted, with permission, from IEEE
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Fig. 5.19 Active and reactive power control using control layer 2 in Case 3: a CCVSI active
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Fig. 5.20 Single-line diagram of modified IEEE 34-bus test feeder. © [2016] IEEE. Reprinted,
with permission, from IEEE Transactions on Industrial Informatics [1]
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control tries to share the reactive power among VCVSIs based on their reactive
power ratings; however, since the transmission lines are not purely inductive, small
mismatches among the DG reactive power ratios are observed. Figure 5.24a shows
the ratio of the active powers of CCVSIs with respect to their rated active powers.
The control layer 2 returns all active power ratios to the reference ratio and satisfies

(a) (b)

Fig. 5.21 Communication digraphs for IEEE 34-bus test feeder: a VCVSIs and b CCVSIs.
© [2016] IEEE. Reprinted, with permission, from IEEE Transactions on Industrial Informatics [1]

Table 5.4 Specifications of
DGs for IEEE 34-bus test
feeder

DG 1 and 2 DG 3

VCVSIs mP 5.64 × 10−5 mP 7.5 × 10−5

nQ 5.2 × 10−4 nQ 6 × 10−4

Rc 0.03 Ω Rc 0.03 Ω

Lc 0.35 mH Lc 0.35 mH

Rf 0.1 Ω Rf 0.1 Ω

Lf 1.35 mH Lf 1.35 mH

Cf 50 µF Cf 50 µF

KPV 0.1 KPV 0.05

KIV 420 KIV 390

KPC 15 KPC 10.5

KIC 20,000 KIC 16,000

CCVSIs DG 4 and 5 DG 6

Rf 0.2 Ω Rf 0.35 Ω

Lf 340 µH Lf 1900 µH

KPC 11 KPC 11

KIC 16,000 KIC 16,000

Pmax 35 kW Pmax 30 kW

Qmax 32 kVAr Qmax 30 kVAr

Table 5.5 Specifications of loads for IEEE 34-bus test feeder

Load 1 (Ω) Load 2 (Ω) Load 3 (Ω) Load 4 (Ω)

R (per phase) 30 20 25 25

X (per phase) 15 10 10 15
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Fig. 5.22 Frequency control for IEEE 34-bus test feeder: a VCVSI frequencies and b VCVSI
active power ratios DPiPi.© [2016] IEEE. Reprinted, with permission, from IEEE Transactions on
Industrial Informatics [1]
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Fig. 5.23 Voltage control for IEEE 34-bus test feeder: a VCVSI output voltage magnitudes and
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(5.6). Figure 5.24b shows the ratio of the reactive powers of CCVSIs with respect
to their reactive power ratings. As seen, the control layer 2 returns the reactive
power ratios to the reference ratio and satisfies (5.7).

5.2 Adaptive and Distributed Voltage Control
for AC Microgrids

This section extends the distributed secondary voltage control proposed in Chap. 4
and proposes an adaptive and distributed secondary voltage control for microgrids
with inverter-based DGs. The term adaptive [5–8] refers to the following salient
features of the proposed controller:

• The proposed controller compensates for the nonlinear and uncertain dynamics
of DGs and, hence, obviates the control design challenges caused by the non-
linear dynamics of DGs.

• The controller is fully independent of the DG parameters and the specification of
the connector by which each DG is connected to the microgrid. Therefore, the
controller can be deployed on any DG regardless of the DG parameters and the
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Fig. 5.24 Active and reactive power controls for IEEE 34-bus test feeder: a CCVSI active power
ratios Pi/Pmaxi and b CCVSI reactive power ratios Qi/Qmaxi. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Industrial Informatics [1]
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connector specifications, and its performance does not deteriorate by the change
in DG parameters (e.g., due to aging and thermal effects).

• The proposed controller appropriately responds to the changes in the system
operating condition, without any manual intervention, and adjusts the control
parameters in real time.

Linear-in-parameter neural networks (NNs) are used to design an adaptive and
distributed secondary voltage control. Neural networks are used to compensate for
the uncertainties caused by the unknown dynamics of DGs [5]. The NN weights are
the control parameters and are calculated in real time. DGs are considered as agents
that can communicate with each other through a communication network. This
communication network is modeled by a directed graph (digraph). It is assumed
that the DG nonlinear dynamical model and parameters are unknown. The
Lyapunov technique is adopted to derive fully distributed control protocols for each
DG.

According to Chap. 2, the nonlinear dynamics of a VCVSI can be written as

_xi ¼ f iðxiÞþ kiðxiÞDi þ giðxiÞui
yi ¼ hiðxiÞþ diui

�
ð5:50Þ

Detailed expressions for f iðxiÞ, giðxiÞ, hiðxiÞ, diðxiÞ, and kiðxiÞ are adopted from
the nonlinear VCVSI model presented in Chap. 2.

The dynamics of inverter-based DGs are nonlinear. In this chapter, input–output
feedback linearization and neural networks are used to compensate for the nonlinear
dynamics of DGs. As discussed in Chap. 4, in input–output feedback linearization,
a direct relationship between the dynamics of the output yi (or equivalently vodi) and
the control input ui (or equivalently E�

i ) is generated by repetitively differentiating yi
with respect to time. For the dynamics of the ith DG, the direct relationship between
the yi and ui is generated after the second derivative of the output yi. This direct
relationship was calculated in Chap. 4 and can be written as:

€yi ¼ L2Fi
hi þ Lgi LFi hiui; ð5:51Þ

The commensurate reformulated dynamics of each DG can be written as

_yi;1 � yi;2;
_yi;2 ¼ fiðxiÞþ giðxiÞui;

�
8i; ð5:52Þ

where yi � yi;1, fiðxiÞ � L2Fi
hi, and giðxiÞ � Lgi LFi hi.

Remark 5.1 The function giðxiÞ is equal to 1
LfiCfi

. Therefore, a positive constant g0i

exists such that d
dt ð1=giðxiÞÞ
�� ��	 g0i.

Using the input–output feedback linearization, each agent dynamics are
decomposed into the second-order dynamical system in (5.52) and a set of internal
dynamics. It should be noted that since y0 ¼ vref is constant, _y0 ¼ 0. Define
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Yi ¼ yi;1 yi;2½ �T and Y0 ¼ y0;1 y0;2½ �T¼ vref 0½ �T . The secondary voltage
control is solved if a distributed ui in (5.52) is found such that Yi ! Y0; 8i. To
design a controller independent of DG parameters, it is assumed that the nonlinear
dynamics of DGs and, hence, functions fiðxiÞ and giðxiÞ are unknown. Therefore,
NNs should be exploited to design an adaptive control that compensates for the
nonlinear and uncertain functions fiðxiÞ and giðxiÞ.

In this section, first, the sliding mode error is introduced. Then, the sliding mode
errors are used to design adaptive and distributed secondary controls for each DG
using the Lyapunov function technique.

Sliding Mode Error: For each DG, the cooperative team objective is expressed
in terms of the local neighborhood tracking error

ei;m ¼
X
j2Ni

aijðyi;m � yj;mÞþ biðyi;m � y0;mÞ; ð5:53Þ

where aij is the weight of the edge by which the jth DG is connected to the ith DG,
and bi is the pinning gain by which the ith DG is connected to the leader node. For
the secondary voltage control, the leader node contains the information of the
voltage reference, i.e., Y0 ¼ y0;1 y0;2½ �T¼ vref 0½ �T . It should be noted that only
a small portion of DGs need to be pinned to the leader node. Define
ei ¼ ei;1 ei;2½ �T , di;m ¼ yi;m � y0;m, di ¼ Yi � Y0(di is called the local disagree-
ment vector, and Y0 is considered as the leader node dynamics.),
e ¼ e1 e2 � � � eN½ �T , and d ¼ d1 d2 � � � dN½ �T . The global neighborhood
tracking error e can be written as

e ¼ ðLþBÞd; ð5:54Þ

where B ¼ diag bif g.
The sliding mode error ri for each DG is defined as

ri ¼ k1ei;1 þ k2ei;2: ð5:55Þ

The parameters ki are chosen such that the polynomial k1 þ k2s is Hurwitz.
Therefore, on the sliding surface ri ¼ 0, ei exponentially goes to zero. The
derivative of the sliding mode error can be written as

_ri ¼ k1ei;2 þ
X
j2Ni

aijðfi þ giui � fj � gjujÞþ biðfi þ giuiÞ: ð5:56Þ

Defining di ¼
P

j2Ni
aij, (5.56) can be reformulated as

_ri ¼ k1ei;2 þðdi þ biÞðfi þ giuiÞ �
X
j2Ni

aijðfj þ gjujÞ: ð5:57Þ
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Define

Ei;1 ¼ ei;1 ei;2½ � � eTi ; ð5:58Þ

K ¼ 0 1
�k1 �k2

� 	
; ð5:59Þ

then,

_Ei;1 ¼ Ei;1K
T þ ri: ð5:60Þ

Note that K is Hurwitz. Therefore, given any symmetric and positive-definite
matrix Pi, a positive real number bi exists such that

KTPi þPiK ¼ �biI; ð5:61Þ

where I is the identity matrix.

5.2.1 The Adaptive and Distributed Controller Design

The energy function

Vri ¼ 1
2
r2i
gi

ð5:62Þ

is considered [9]. This function is later used to design the adaptive control input ui.
The energy function Vri will be used to develop a Lyapunov function. The devel-
oped Lyapunov function will be exploited to prove that the designed control input
synchronizes the output voltage magnitudes of DGs. The adaptive control input ui
should be chosen such that the derivative of the developed Lyapunov function be
locally negative definite.

Differentiating Vri and replacing _ri from (5.57) yield

_Vri ¼ 1
2

�gi0 þ � _gi
g2i

� �
r2i þ rig

�1
i �

X
j2Ni

aijðfj þ gjujÞ
 !

þ rig
�1
i k1ei;2 þðdi þ biÞðfi þ giuiÞþ gigi0ri

2


 �
;

ð5:63Þ
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or equivalently

_Vri ¼ 1
2

�gi0 þ � _gi
g2i

� �
r2i þ ri�fi þ ri�gi þ riðdi þ biÞui; ð5:64Þ

where

�fi ¼ k1ei;2 þðdi þ biÞfi
gi

þ gi0ri
2

ð5:65Þ

is a function of the local information available at the ith DG, and

�gi ¼ �
P

j2Ni
aijðfj þ gjujÞ
gi

ð5:66Þ

is a function of the state variables of the ith DG and the state variables of its
neighboring DGs on the communication digraph.

To facilitate the adaptive control design, NNs are used to compensate for the
nonlinear dynamics of �fi and �gi in (5.65) and (5.66) instead of the functions fi and gi
in (5.52). The unknown nonlinear function �fi is approximated on a prescribed
compact set X�f by the linear-in-parameter NN [6]

�fi ¼ WT
�fi
/�fiðei;1; ei;2; xiÞþ e�fi ; ð5:67Þ

where the NN weight vector is W�fi
2 Rl�fi , e�fi is the NN estimation error, and /�fi 2

Rl�fi consists of a set of l�fi basis functions. The NN structure is shown in Fig. 5.25a.

As shown in this figure, ei;1, ei;2, and xi are the NN inputs and ŴT
�fi
/�fi is the NN

output. The estimations of weight vectors are denoted as Ŵ�fi
. The error of the NN

weights is defined as ~WT
�fi
¼ ŴT

�fi
�WT

�fi
: The unknown nonlinear function �gi is

approximated by linear-in-parameter NNs

�gi ¼ WT
�gi/�giðxi; r�i; x�i; Ŵ�f�i

; Ŵ�g�iÞþ e�gi ; ð5:68Þ

where the NN weight vector is W�gi 2 Rl�gi ;e�gi is the NN estimation error, and /�gi 2
Rl�gi consists of a set of l�gibasis functions. The NN structure is shown in Fig. 5.25b.
As shown in this figure, xi, r�i, x�i, Ŵ�f�i

, and Ŵ�g�i
are the NN inputs and ŴT

�gi/�gi is

the NN output. The estimations of weight vectors are denoted as Ŵ�gi . The terms

r�i; x�i; Ŵ�f�i
; and Ŵ�g�i

are the sliding mode error, states, and the NN estimated

weight vectors of the neighbors of ith DG on the communication digraph,
respectively. The error of the NN weights is defined as ~WT

�gi ¼ ŴT
�gi �WT

�gi .
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Remark 5.2 Considering Stone–Weierstrass approximation theorem [10], positive

numbers WM
�fi
, eM�fi , W

M
�gi , and eM�gi exist such that W�fi

��� ���	WM
�fi
, e�fi

��� ���	 eM�fi , W�gi

��� ���	WM
�gi ,

and e�gi

��� ���	 eM�gi .

Definition 5.1 The Yi are cooperative uniformly ultimately bounded (UUB) with
respect to Y0 if there exists a compact set X 
 Rr such that 8ðYiðt0Þ � Y0ðt0ÞÞ 2 X,
there exists a bound B and a time tf ðB; ðYiðt0Þ � Y0ðt0ÞÞÞ, both independent of t0,
where Yiðt0Þ � Y0ðt0Þk k	B; 8t[ t0 þ tf [5].

Lemma 5.1 The commensurate reformulated dynamics of DGs in (5.52) are
considered. Let the digraph Gr contain a spanning tree and bi 6¼ 0 for at least one
root node. It is assumed that the internal dynamics are asymptotically stable.
Supposed that the control inputs are chosen as [5]

ui ¼ �ciri �
ŴT

�fi
/�fi

di þ bi
� ŴT

�gi/�gi

di þ bi
; ð5:69Þ

where ci is the coupling gain, and the tuning laws are chosen as

_̂W�fi ¼ F�fi/�fi ri � j�fiF�fi Ŵ�fi ; ð5:70Þ

_̂W�gi ¼ F�gi/�gi ri � j�giF�gi Ŵ�gi ; ð5:71Þ

where the arbitrary positive definite matrices F�fi 2 Rl�fi�l�fi andF�gi 2 Rl�gi�l�gi and the
coefficients j�fiandj�gi [ 0 are design parameters. Then, Yi is cooperative UUB with
respect to Y0 and, hence, the direct term of DG output voltages vodi synchronizes to
vref, if ci is chosen as

(a) (b)

Fig. 5.25 NN structure for estimating (a) �fi and (b) �gi. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Energy Conversion [5]
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ci [
�r2ðPiÞ

2biðdi þ biÞ : ð5:72Þ

where �rðPiÞ denotes the maximum singular value of Pi in (5.61), and bi is calcu-
lated from (5.61).

Proof The Lyapunov function candidate for each agent is considered as

Vi ¼ 1
2
r2i
gi

þ 1
2
~WT
�fi
F�1
�fi

~W�fi
þ 1

2
~WT
�giF

�1
�gi

~W�gi þ
1
2
Ei1PiE

T
i1: ð5:73Þ

The derivative of Vi is written as

_Vi ¼ 1
2

�gi0 þ � _gi
g2i

� �
r2i þ ri�fi þ ri�gi þ riðdi þ biÞui

þ ~WT
�fi
F�1
�fi

_̂W�fi þ ~WT
�giF

�1
�gi

_̂W�gi þ _Ei1PiE
T
i1:

ð5:74Þ

Placing (5.69), (5.70), (5.71), and (5.60) into (5.74) yields

_Vi ¼ 1
2

�gi0 þ � _gi
g2i

� �
r2i � ciðdi þ biÞr2i � j�fi

~WT
�fi
W�fi � j�fi

~W�fi

�� ��2
� j�gi ~W

T
�giW�gi � j�gi ~W�gi

�� ��2 þEi1K
TPiE

T
i1 þ riPiE

T
i1 þ e�fi þ e�gi :

ð5:75Þ

Placing (5.61) into (5.75) yields

_Vi ¼ 1
2

�gi0 þ � _gi
g2i

� �
r2i � ciðdi þ biÞr2i � j�fi

~WT
�fi
W�fi � j�fi

~W�fi

�� ��2
� j�gi ~W

T
�giW�gi � j�gi ~W�gi

�� ��2� bi
2
Ei1ET

i1 þ riPiET
i1 þ e�fi þ e�gi :

ð5:76Þ

According to the Remarks 5.1 and 5.2

_V 	 � ciðdi þ biÞr2i þ j�fi ~W�fi

��� ���WM
�fi

� j�fi ~W�fi

�� ��2 þ j�gi ~W�gi

��� ���2WM
�gi

� j�gi ~W�gi

�� ��2� bi
2

Ei1j j þ rij j�rðPiÞ Ei1j j þ eM�fi þ eM�gi :
ð5:77Þ

Equation (5.77) can be written as

_V 	 � HTSHþGTH; ð5:78Þ
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where

H ¼ Ei1j j ~W�fi

�� �� ~W�gi

�� �� rij j� �T
; ð5:79Þ

S ¼

bi
2 0 0 �rðPiÞ

2
0 j�fi 0 0
0 0 j�gi 0

�rðPiÞ
2 0 0 ciðdi þ biÞ

2
6664

3
7775; ð5:80Þ

G ¼ 0 j�fiW
M
�fi

j�giW
M
�gi 0

h iT
: ð5:81Þ

If the following conditions hold,

1. S is positive definite, and

2: Hk k[ Gk k
rðSÞ :

then _Vi\0.
According to Sylvester’s criterion, S is positive definite if

ci [
�r2ðPiÞ

2biðdi þ biÞ : ð5:82Þ

Since Gk k1 � Gk k2 � � � � � Gk k1, the second condition holds if

Ei1j j[ Gk k1
rðSÞ ;

~W�fi

��� ���[ Gk k1
rðSÞ ;

~W�gi

�� ��[ Gk k1
rðSÞ ;

rij j[ Gk k1
rðSÞ :

8>>>>><
>>>>>:

ð5:83Þ

where rðSÞ is the minimum singular value of S.
Therefore, the sliding mode error and the NN weight approximation errors are

ultimately bounded by Gk k1
rðSÞ . Since the sliding mode errors are ultimately bounded,

the local neighborhood tracking errors in (5.53) are also bounded [8]. According to
Lemma 4.3, di are also ultimately bounded, and hence, all Yi are cooperative UUB
with respect to Y0, and hence, the direct term of DG output voltages vodi syn-
chronizes to vref. This completes the proof.

Remark 5.3 The coupling gain affects the controller speed; the greater value of ci
increases the controller synchronization speed. Additionally, the synchronization
speed is affected by k1 and k2 in (5.55). Greater value of k2 with respect to k1 forces
the local neighborhood tracking error ei,m to converge to zero faster and, hence,
increases the synchronization speed. The neural network weight estimations, Ŵ�fi
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and Ŵ�gi , are the adaptive weights in the control law in (5.69). They are tuned
adaptively online in real time, without manual intervention, using the tuning laws in
(5.70) and (5.71). By contrast, F�fi 2 Rl�fi�l�fi , F�gi 2 Rl�gi�l�gi , j�fi ; and j�gi in the tuning
laws in (5.70) and (5.71) are the fixed design constants that are selected by the
designer to obtain suitable convergence properties of the adaptive tuning laws. The
design constants F�fi 2 Rl�fi�l�fi , F�gi 2 Rl�gi�l�gi , j�fi ; and j�gi are kept fixed through all the

contingencies. By contrast, the adaptive weights, namely the tunable weights Ŵ�fi

and Ŵ�gi , are automatically adapted online in real time using tuning laws in (5.70)
and (5.71), without manual intervention, in response to changes in system operating
conditions.

Remark 5.4 As shown in (5.69), the secondary control of a DG is a function of ri,
/�fi , and /�gi . ri; the sliding mode error defined in (5.55), is a function of the output
voltage magnitude of each DG and the output voltage magnitude of its neighbors on
the communication digraph and their first derivatives. /�fi , the basis functions used
to compensate for the nonlinearities in �fi in (5.65), are functions of state variables of
each DG. /�gi , the basis functions used to compensate for the nonlinearities in �gi in
(5.66), are functions of state variables of each DG and its neighbors on the com-
munication digraph.

The block diagram of the adaptive and distributed secondary voltage control is
shown in Fig. 5.26. In this figure, /�fi and /�gi are the NN basis functions introduced
in (5.67) and (5.68). The proposed control is fully independent of the DG param-
eters and the connector specifications. Therefore, the performance of the secondary
control does not deteriorate by the change in DG parameters (e.g., due to aging or
thermal effects.). Additionally, extensive studies are not required to tune the control
parameters.

5.2.2 Case Studies

The islanded microgrid shown in Fig. 4.5 is used to verify the effectiveness of the
proposed voltage control framework. The specifications of DGs, lines, and loads are
summarized in Chap. 4. Due to the adaptive nature of the proposed methodology,
the specifications of DGs are not required for the controller implementation.
However, these specifications are required to model DGs in the simulations. In this
Appendix, KPV, KIV, KPC, and KIC are the voltage and current controller parameters
based on the detailed models discussed in Chap. 4. In the following, the simulation
results are presented for four different cases. In the first three cases, a fixed com-
munication topology is assumed, while the last case deals with a time-varying
communication topology. In the first case, namely Case 1, the proposed secondary
voltage control restores the DG voltage amplitude to the nominal voltage subse-
quent to the islanding process. In Case 2, the effectiveness of the adaptive voltage
control subsequent to the changes in DG parameters is studied. Case 3 deals with
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the voltage restoration subsequent to sudden load changes. The last case, namely
Case 4, studies the proposed controller with a time-varying communication
topology. For all cases, the NN tuning parameters are set to F�fi ¼ 10� I�fi , F�gi ¼
10� I�gi (IN is an N � N identity matrix.), j�fi ¼ 10, and j�gi ¼ 10.

Case 1 In this case, it is assumed that the microgrid is islanded from the main grid
at t = 0, and the secondary control is applied at t = 0.6 s. In practical applications,
the voltage control should be applied immediately after the disturbance occurs.
However, in this case, the secondary controller is intentionally delayed by 0.6 s to
highlight its effectiveness. It is assumed that the DGs communicate with each other
through the communication links depicted in Fig. 5.27. DGs 1 and 2 have two

Σ
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_
_
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voltage 
control
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voqdi Voltage and current

controller

Power controller

vb

Rci LciRfi Lfi Cfi
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T
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ˆ
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Information from 
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Fig. 5.26 The block diagram of the adaptive and distributed secondary control. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Energy Conversion [5]
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communication ports: input and output ports. The associated adjacency matrix of
the communication network in Fig. 5.27 is

AG ¼
0 0 0 0
1 0 0 0
0 1 0 0
1 0 0 0

2
664

3
775 ð5:84Þ

DG 1 is the only DG that is connected to the leader node with the pinning gain
b1 = 1. The coupling gain in (5.69) is ci = 4 which satisfies (5.72). k1 and k2 in
(5.55) are chosen as k1 ¼ 10 and k2 ¼ 1.

Figure 5.28 shows the simulation results when the reference voltage value vref is
set to 1 pu. As shown in Fig. 5.28, while the primary control keeps the voltage
stable, the secondary control returns all terminal voltage amplitudes to the pre-
specified reference values in less than 0.6 s.

Fig. 5.27 The
communication digraph for
Case 1, Case 2, and Case 3.
© [2016] IEEE. Reprinted,
with permission, from IEEE
Transactions on Energy
Conversion [5]
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Fig. 5.28 DG output voltage magnitudes for Case 1 when vref = 1 pu. © [2016] IEEE. Reprinted,
with permission, from IEEE Transactions on Energy Conversion [5]
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The secondary voltage control can be defined to control the voltage magnitude of
the critical bus shown in Fig. 4.5. As shown in Fig. 5.29, the secondary control
returns the voltage magnitude of critical bus to vnominal in less than 1 s.

According to Remark 5.2, the control parameters ci, k1, and k2 have a direct
impact on the synchronization speed of the secondary voltage control. Figure 5.30
shows the simulation results when ci ¼ 40, k1 ¼ 100, and k2 ¼ 1. As shown in this
figure, the secondary control is applied at t = 0.6 s and returns all terminal voltage
amplitudes to vref ¼ 1 pu in less than 0.05 s.

Case 2 In this case, the performance of proposed distributed and adaptive voltage
control is verified subsequent to the changes in DG parameters. It is assumed that
the secondary voltage control is applied at t = 0.6 s, and the resistance and
inductance of the output connector of each DG, rc and Lc, change from 0.03 Ω and
0.35 mH to 0.06 Ω and 0.7 mH at t = 1 s. As shown in Fig. 5.31, the performance
of the adaptive voltage control does not deteriorate as a result of the changes in rc
and Lc and the DG voltage magnitude restoration to the nominal voltage is
provided.

Case 3 Fig. 5.32 shows the simulation results considering the load changes in an
islanded microgrid. Initially, the secondary voltage control is applied at t = 0.6 s. It
is assumed that the initial resistance of loads 1 and 2 is 5 Ω, and the initial
inductance of loads 1 and 2 are 16 mH. At t = 1 s, load 1 resistance and inductance
change from 5 Ω and 16 mH to 3 Ω and 6.4 mH, respectively, and load 2 resis-
tance and inductance change from 5 Ω and 16 mH to 2 Ω and 3.2 mH, respec-
tively. To show the effectiveness of the adaptive voltage control under load
changes, it is assumed that the secondary voltage control is halted for 0.2 s. As
shown in Fig. 5.32, once the voltage control is stopped at t = 1 s, the voltage
magnitudes drop due to the sudden load changes. However, at t = 1.2 s, the voltage
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Fig. 5.29 The voltage magnitude of critical bus for Case 1. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Energy Conversion [5]
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control is applied again and returns the voltage magnitude of DGs to 1 pu, as shown
in Fig. 5.32. Therefore, the performance of the adaptive voltage control does not
deteriorate as a result of the load changes, and the adaptive voltage control effec-
tively restores the output voltage magnitude of the DGs to the nominal voltage.

Case 4 In this case, it is assumed that the microgrid is islanded from the main grid
at t = 0, and the secondary control is applied at t = 0.6 s. (Similar to Case 1, the
voltage control is applied after 0.6 s to highlight the effectiveness of the proposed
voltage control.) However, as opposed to Case 1, the voltage controller is imple-
mented through a time-varying communication network. Figure 5.33 shows the
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Fig. 5.30 DG output voltage magnitudes for Case 1 when vref = 1 pu, ci = 40, k1 ¼ 100, and
k2 ¼ 1. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions on Energy
Conversion [5]
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Fig. 5.31 DG output voltage magnitudes for Case 2. © [2016] IEEE. Reprinted, with permission,
from IEEE Transactions on Energy Conversion [5]
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three communication network structures that are used in simulation. Each structure
is adopted at a specific time interval. The communication digraph in Fig. 5.33(a)
models the communication network over the time interval [(0.6 + 0.15 k) s,
(0.6 + 0.15 k) + 0.05 s], for k = 0,1,…. The communication digraph in Fig. 5.33b

(a) (b)

(c)

Fig. 5.33 The digraphs for modeling the time-varying communication network of Case 4.
© [2016] IEEE. Reprinted, with permission, from IEEE Transactions on Energy Conversion [5]
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Fig. 5.32 DG output voltage magnitudes for Case 3. © [2016] IEEE. Reprinted, with permission,
from IEEE Transactions on Energy Conversion [5]
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models the communication network over the time interval [(0.65 + 0.15 k) s,
(0.65 + 0.15 k) + 0.05 s], for k = 0,1,… The communication digraph in Fig. 5.33c
models the communication network over the time interval [(0.7 + 0.15 k) s,
(0.7 + 0.15 k) + 0.05 s], for k = 0,1,….

DG 1 is the only DG that is connected to the leader node with the pinning gain
b1 = 1. The coupling gain in (5.69) is ci = 4 which satisfies (5.72). k1 and k2 in
(5.55) are chosen as k1 ¼ 10 and k2 ¼ 1. Figure 5.34 shows the simulation results
when the reference voltage value is set to 1 pu. As shown in Fig. 5.34, the sec-
ondary control returns all terminal voltage amplitudes to the prespecified reference
value in less than half a second. Compared with the simulation results of Case 1,
Fig. 5.34 shows that the proposed secondary control appropriately works with
time-varying communication networks.
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Chapter 6
Droop-Free Distributed Control of AC
Microgrids

The droop mechanism, or its variations [1–9], is a common decentralized approach
to realize the primary control, although alternative methods (e.g., virtual oscillator
control [10–13]) are emerging. It emulates virtual inertia for AC systems and
mimics the role of governors in traditional synchronous generators [14]. Despite
simplicity, the droop mechanisms suffers from (1) load-dependent frequency/volt-
age deviation, (2) poor performance in handling nonlinear loads [15], and (3) poor
reactive power sharing in presence of unequal bus voltages [16]. Unequal bus
voltages are indispensible in practical systems to perform the scheduled reactive
power flow. Droop techniques cause voltage and frequency deviations, and thus, a
supervisory secondary control is inevitable to update the set points of the local
primary controls [17]. Such architecture requires two-way high bandwidth com-
munication links between the central controller and each inverter. This protocol
adversely affects the system reliability as failure of any communication link hinders
the functionality of the central controller and, thus, the entire microgrid. The central
controller itself is also a reliability risk, since it imposes a single point of failure.
Scalability is another issue for that it adds to the complexity of the communication
network, and it requires updating the settings of the central controller.

Spatially dispersed inverter-based microgrids naturally lend themselves to dis-
tributed control techniques to address their synchronization and coordination
requirements. Distributed control architectures can discharge duties of a central
controller while being resilient to faults or unknown system parameters. Distributed
synchronization processes necessitate that each agent (i.e., the inverter) exchange
information with other agents according to some restricted communication protocol
[18, 19]. These controllers can use a sparse communication network and feature
reduced computational complexity at each inverter controller [20]. Networked
control of parallel inverters in [21, 22] embeds the functionality of the secondary
control in all inverters, i.e., it requires a fully connected communication network.
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The master node in the networked master-slave methods [23–25] is still a single
point of failure. Distributed cooperative control is recently introduced for AC
[26, 27] and DC microgrids [28–31]. Distributed control of AC microgrids are also
discussed in [32–34] (using a ratio-consensus algorithm), [35] (a multi-objective
approach), and [36–39] (using a distributed averaging proportional controller).
Majority of such approaches are based on the droop mechanism (and, thus, inherit
its shortcoming), require system information (e.g., number of inverters, inverter
parameters and total load demand), require frequency measurement, and mainly
handle active power sharing and frequency regulation (or, only reactive power
sharing/voltage control). Studies in [27, 35] investigate distribution networks with
negligible line impedances and, potentially, can lack satisfactory performance in
practical multi-terminal distribution systems with intricate and lossy transmission
networks. Moreover, the solutions focus on the islanded mode of operation and
their extension to grid-connected mode is not straightforward.

This chapter provides a comprehensive distributed cooperative solution that
satisfies both the secondary and the primary control objectives for an autonomous
AC microgrid without relying on the droop mechanism. Herein, each inverter is
considered as an agent of a multi-agent system (i.e., the microgrid); each inverter
exchanges data with a few other neighbor inverters and processes the information to
update its local voltage set points and synchronize their normalized power and
frequencies. The controller includes three modules: voltage regulator, reactive
power regulator, and active power regulator. The salient features of this control
method are as follows:

• Cooperation among inverters on a communication graph provides two voltage
correction terms to be added to the rated voltage and adjust the local voltage set
points of individual inverters.

• Cooperation among voltage, reactive power, and active power regulators
effectively carries out global voltage regulation, frequency synchronization, and
proportional load sharing, particularly, in practical networks where the trans-
mission/ distribution line impedances are not negligible.

• The voltage regulator seeks to adjust the average voltage across the microgrid,
rather than the individual inverter busses, at the rated voltage value, and ensures
global voltage regulation without the need to run a power flow analysis.

• The control method does not employ any droop mechanism and does not require
any frequency measurement.

• The presented scheme does not require prior knowledge of system parameters or
the number of inverters. Thus, it features scalability, modularity, robustness, and
plug-and-play capability.

• A sparse communication graph suffices the limited message passing among
inverters. This is in direct contrast with the centralized control approaches that
require high-bandwidth bidirectional communication networks.
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6.1 Droop-Free Cooperative Control Framework

6.1.1 Microgrid as a Cyber-Physical System

A distribution network is an electric network that provides the physical connection
between sources and loads within a microgrid. Such a physical system can be
equipped with a cyber network to exploit different control opportunities. Interaction
of the sources (i.e., inverter-augmented sources) in the cyber domain offers coop-
erative decision making, which features scalability and improves reliability. Here, a
microgrid is assumed to be a cyber-physical system with a communication network
that facilitates data exchange among sources for control and monitoring purposes.
Figure 6.1a illustrates physical and cyber layers of the microgrid. Each source
broadcasts its information, e.g., voltage and power measurements, to a few selected
sources, called its neighbors. As oppose to the centralized/supervisory control, this
communication layout forms a sparse network; not all sources need to
communicate.

From the control perspective, a multi-agent cyber-physical system can be
expressed with a graphical representation with active agents (sources) modeled as
nodes of the graph and communication links mapped to edges connecting nodes
(see Fig. 6.1b). Communication links may not be reciprocal, forming a directed

(a)

(b)

Fig. 6.1 General layout of an
AC microgrid: a sources
supplying the grid system
with communication
infrastructure spanned across
the grid, b graphical
representation of the
cyber-physical. © [2016]
IEEE. Reprinted, with
permission, from IEEE
Transactions on Power
Electronics [54]
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graph (digraph). Each node and edge inherits the dynamic model of the corre-
sponding agent and communication channel, respectively. Information links may
exchange data with different gains referred to as the communication weights. For
example, if Node j broadcasts data xj to Node i through a link with a designated
weight of aij [ 0, then, the information received at Node i is aijxj. Generally,
aij [ 0 if Node i receives data from Node j and aij ¼ 0, otherwise. This graph is
represented by the adjacency matrix AG ¼ aij

� � 2 R
N�N that carries the commu-

nication weights, where N is the number of dispatchable sources. Communication
weights can be time varying and may include some channel delay; however, this
study assumes time-invariant and scalar adjacency matrix. Ni denotes the set of all
neighbors of Node i. The in-degree and out-degree matrices, Din ¼ diag dini

� �
and

Dout ¼ diag douti

� �
, are diagonal matrices with dini ¼Pj2Ni

aij and douti ¼Pj2Ni
aji,

respectively. The Laplacian matrix is defined as L,Din � AG, whose eigenvalues
determine the global dynamics of the entire system (i.e., the microgrid) [40, 41].
The Laplacian matrix is balanced if the in-degree and out-degree matrices are equal;
particularly, an undirected (bidirectional) data network satisfies this requirement.
A direct path from Node i to Node j is a sequence of edges that connects the two
nodes. A digraph is said to have a spanning tree, if it contains a root node, from
which, there exists at least a direct path to every other node. Here, a graph is called
to carry the minimum redundancy, if it contains enough redundant links that, in the
case of any single link failure, it remains connected and presents a balanced
Laplacian matrix.

6.1.2 Cooperative Control Policy

The control method requires a communication graph with the adjacency matrix
AG ¼ aij

� � 2 R
N�N that (1) has at least a spanning tree, (2) can be undirected or

directional, yet with a balanced Laplacian matrix, and (3) the graph must carry the
minimum redundancy. Communication weights, aij, are design parameters. Each
source exchanges a vector of information, Wi ¼ �ei; pnormi ; qnormi

� �
, with its neighbor

sources on the communication graph, where �ei is the estimation of the averaged
voltage magnitude across the microgrid, calculated at Node i. pnormi , pi=pratedi and
qnormi , qi=qratedi are the normalized active and reactive powers supplied by Source i.
pi and qi are the measured active and reactive powers supplied by Source i,
respectively, and pratedi and qratedi are the rated active and reactive powers of the same
source. The control strategy attempts to share the total load demand among sources
in proportion to their rated powers.

Objectives of the secondary/primary controller are (1) global voltage regulation,
(2) frequency synchronization, (3) active power sharing, and (4) reactive power
sharing. Generally, fine adjustment of the voltage magnitude and frequency can
satisfy all four objectives. Particularly, active and reactive power flow can be
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managed by tuning the frequency and voltage magnitude, respectively. The
droop-free control method is established on this notion. Figure 6.2 shows the
control routine for Node i (Source i). The controller consists of three separate
modules: the voltage regulator, reactive power regulator, and active power regu-
lator. The controller at Node i receives its neighbors’ information, Wjs, and pro-
cesses the neighbors’ and local data, Wi, to update its voltage set point. e�i and x�

i
are the set points of the (line to neutral) voltage magnitude (rms value) and fre-
quency, respectively. Accordingly, the Space Vector PWM module generates the
actual voltage set point, v�i ,

v�i ðtÞ ¼ e�i ðtÞ
ffiffiffi
2

p
sin

Z t

0

x�
i ðsÞds

0
@

1
A; ð6:1Þ

and assigns appropriate switching signals to drive the inverter module [42]. It
should be noted that the controller is assumed activated at t ¼ 0.

As seen in Fig. 6.2, each inverter is followed by an LCL filter to attenuate
undesired (switching and line-frequency) harmonics. The set point in (6.1) is the
reference voltage for the output terminal of the filtering module or, equivalently, the
microgrid bus that corresponds to Source i.

The voltage and reactive power regulators adjust the set point of the voltage
magnitude by producing two voltage correction terms, de1i and de2i , respectively, as

Fig. 6.2 Droop-free cooperative secondary control for the Source i of the AC microgrid. Note
data exchange with the neighbor nodes. © [2016] IEEE. Reprinted, with permission, from IEEE
Transactions on Power Electronics [54]
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e�i ðtÞ ¼ erated þ de1i ðtÞþ de2i ðtÞ; ð6:2Þ

where erated is the rated voltage of the microgrid. Regardless of the operating mode,
i.e., islanded or grid-connected modes, the rated voltage can be safely assumed
equal for all active nodes (dispatchable sources). The voltage regulator at Node i
includes an estimator that finds the global averaged voltage magnitude, i.e., the
averaged voltage across the microgrid. This estimation is, then, compared with the
rated voltage, erated, and the difference is fed to a PI controller, Gi, to generate the
first voltage correction term, de1i , and, thus, handle global voltage regulation.
Accordingly, the voltage regulators collectively adjust the average voltage of the
microgrid on the rated value, yet individual bus voltages may slightly deviate from
the rated value (typically, less than 5%). This deviation is essential in practice to
navigate reactive power across the microgrid. Therefore, the reactive power regu-
lator at Node i adjusts an additional (i.e., the second) voltage correction term, de2i ,
to control the supplied reactive power. This module calculates the neighborhood
reactive loading mismatch, mqi,

mqi ¼
X
j2Ni

baijðqnormj � qnormi Þ; ð6:3Þ

which measures how far the normalized reactive power of the Source i is from the
average of its neighbors’. The coupling gain b is a design parameter. The mismatch
in (6.3) is then fed to a PI controller, Hi, (see Fig. 6.2) to adjust the second voltage
correction term, de2i , and, accordingly, mitigate the mismatch. Performance analysis
in Sect. 6.2.5 will show that all the mismatch terms, in the steady state, converge to
zero, and thus, all normalized reactive powers would synchronize. This satisfies the
proportional reactive power sharing among sources.

The active power regulator at Source i controls its frequency and active power.
This module calculates the neighborhood active loading mismatch to assign the
frequency correction term, dxi,

dxi ¼
X
j2Ni

caijðpnormj � pnormi Þ; ð6:4Þ

where the coupling gain c is a design parameter. As seen in Fig. 6.2, this correction
term is added to the rated frequency, xrated,

x�
i ðtÞ ¼ xrated þ dxiðtÞ; ð6:5Þ

and, thus, (6.1) can be written as

v�i ðtÞ ¼ e�i ðtÞ
ffiffiffi
2

p
sin xratedtþ

Z t

0

dxids

0
@

1
A: ð6:6Þ
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Equation (6.6) helps to define the phase angle set point for Source i,

d�i ðtÞ, c
Z t

0

X
j2Ni

aijðpnormj � pnormi Þ ds: ð6:7Þ

According to (6.6)–(6.7), the active power regulator module keeps the frequency
at the rated value and fine tunes the phase angle set point, d�i , to reroute the active
power across the microgrid and mitigate the neighborhood active loading mismatch.
It is shown in Sect. 6.2.5 that all phase angles, d�i , will converge to their steady-state
values, and thus, all frequency correction terms, dxi, decay to zero. Therefore, the
microgrid frequency synchronizes to the rated frequency, xrated, without any fre-
quency measurement loop, while the controller stabilizes the phase angles, di.
Indeed, transient variations in the inverter frequency adjust its phase angle and
control the active power flow; the frequency will not deviate from the rated value in
the steady state. Thus, normalized active powers will synchronize, which provides
the proportional active load sharing.

The droop-free controller is a general solution that can handle load sharing for
variety of distribution systems; i.e., predominantly inductive, inductive-resistive, or
primarily resistive networks. Indeed, the nature of the line impedances defines the
role of the active and reactive power regulators for load sharing.

In particular, a predominantly inductive network naturally decouples the load
sharing process; the reactive power regulator must handle the reactive load sharing
by adjusting voltage magnitude while the active power regulator would handle the
active load sharing through adjusting the frequency (or, equivalently, the phase
angle). However, for other types of distribution network, active and reactive power
flows are entangled to both voltage and phase angle adjustment. For such cases, the
load sharing is a collaborative task where the two regulators (i.e., both the active
and reactive power regulators) would work together to generate the desired set
points.

The controller, so far, assumes fixed and known power rating for dispatchable
sources. In a scenario that some sources are non-dispatchable, i.e., renewable
energy sources with stochastic output power, the controller can be augmented with
the methodology shown in Fig. 6.3. Supplied power by each stochastic source is
measured and reported to an auxiliary control unit. This module runs optimization
scenarios, e.g., Maximum Power Point Tracking (MPPT) , to decide the desired
operating points. It also compares the desired generation with the actual supplied
power and updates the rated powers, pratedi and qratedi , to address any mismatch. The
control routine in Fig. 6.2 uses the tuned rated powers to adjust the voltage and
frequency set points. With the modification in Fig. 6.3, the stochastic sources will
be pushed to exploit their potentials (e.g., to produce maximum power) while the
controller in Fig. 6.2 proportionally shares the remaining load demand among
dispatchable sources.
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In the islanded mode, the system operational autonomy requires preset (fixed)
values for the rated voltage magnitude and frequency, erated and xrated, in all con-
trollers. The voltage and frequency settings typically follow the standard ratings of
the nearby electricity grid. To further extend operational availability of the droop-
free controller to the grid-connected mode, one can consider adjustable voltage
magnitude and frequency ratings. To this end, a tertiary controller (highlighted in
Fig. 6.2) fine tunes such ratings. There is a single tertiary controller for the entire
microgrid, and it uses the same communication network as the secondary con-
trollers, to propagate updated voltage and frequency ratings to all secondary con-
trollers across the microgrid. Functionality of the tertiary controller is elaborated in
Fig. 6.4. The tertiary control unit runs cost/efficiency optimization to determine the
desired active and reactive powers to be exchanged between the microgrid and the
main grid, p�d and q�d, respectively.

The optimization scenarios can also account for auxiliary services such as fre-
quency regulation or reactive power support. It is noteworthy that the power flow
between the microgrid and the main grid can be bidirectional, and thus, the desired
powers p�d and q�d can be either positive or negative. The controller compares the
actual powers supplied to the main grid, pd and qd, with the desired values and,
accordingly, updates voltage and frequency ratings sent to the secondary con-
trollers. The steady-state rated voltage assignment, erated, may have slight deviation
from the standard value; however, the steady-state value of the rated frequency,
xrated, will always converge to the standard value (e.g., 60 Hz in the North
America). In fact, it is the transient variations in the rated frequency that adjusts the
phase angles across the microgrid and manages the active power flow.

6.1.3 Voltage Estimation Policy

Each node has an estimation module that develops the estimation of the averaged
voltage magnitude across the microgrid, e.g., �ei, for Node i, and exchanges this
estimation with its neighbors. The voltage estimation policy is demonstrated in
Fig. 6.5. Accordingly, the estimator at Node i updates its own output, �ei, by pro-
cessing the neighbors’ estimates, �ejs (j 2 Ni), and the local voltage measurement, ei,

Fig. 6.3 Extension of the
droop-free controller to
non-dispatchable (e.g.,
stochastic) energy sources.
© [2016] IEEE. Reprinted,
with permission, from IEEE
Transactions on Power
Electronics [54]

148 6 Droop-Free Distributed Control of AC Microgrids



�eiðtÞ ¼ eiðtÞþ
Z t

0

X
j2Ni

aij �ejðsÞ � �eiðsÞ
� �

ds: ð6:8Þ

This updating policy is commonly referred to as the dynamic consensus protocol
in the literature [43]. As seen in (6.8), the local measurement, e.g., ei, is directly fed
into the estimation protocol. Thus, in case of any voltage variation at Node i, the
local estimate, �ei, immediately responds. Then, the change in �ei propagates through

the communication network and corrects all other estimations. Assume that e ¼
e1; e2;; � � � ; eN
� �T

and �e ¼ �e1;�e2;; � � � ;�eN
� �T

are the measured voltage and the esti-
mated average voltage vectors, respectively. E and �E are the Laplace transforms of
e and �e, respectively. Accordingly, global dynamic response of the estimation
policy is formulated in [29] as

Fig. 6.4 Functionality of the tertiary controller in the grid-connected mode. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Power Electronics [54]
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�E ¼ sðsIN þLÞ�1E ¼ HestE; ð6:9Þ

where IN 2 R
N , L, and Hest are the identity, Laplacian, and the estimator transfer

function matrices, respectively. It is shown in [29] that if the communication graph
has a spanning tree with a balanced Laplacian matrix, L, then, all elements of �e
converge to a consensus value that is the true average voltage, i.e., the average of all
elements in e. Equivalently,

�ess ¼ Mess = essh i1; ð6:10Þ

where M 2 R
N�N is the averaging matrix, whose elements are all 1=N. xss

expresses the steady-state value of the vector x 2 R
N�1. xh i is a scalar that rep-

resents the average of all elements in the vector x. 1 2 R
N�1 is a column vector

whose elements are all one.

6.2 System-Level Modeling

System-level modeling studies the dynamic/static response of the entire microgrid
with the droop-free controller in effect. The system under study encompasses
interactive cyber and physical subsystems. First, the communication graph topology
defines the interaction among controllers, then, functionality of the controllers

Fig. 6.5 Voltage averaging
policy at each node; dynamic
consensus protocol. © [2016]
IEEE. Reprinted, with
permission, from IEEE
Transactions on Power
Electronics [54]
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determines output characteristics of the sources, and, finally, the transmission/
distribution network rules the physical interaction among sources and loads. Thus,
the system-level study involves mathematical modeling of each of the subsystems
and establishment of a mathematical coupling between the interactive subsystems.

6.2.1 Distribution Network Model

Dispatchable sources, transmission network, and loads form the physical layer of
the microgrid. This layer is shown in Fig. 6.1a, where sources are considered as
controllable voltage source inverters. The controller determines the voltage set
points (both magnitude, e�i , and phase, d�i ) for each source (i.e., inverter) by pro-
cessing the supplied active and reactive powers. Such controller acts on the physical
layer, which is a multi-input/multi-output plant with the voltage set points as the
inputs, and the supplied active and reactive powers as the outputs. Herein, we
express the output variables, i.e., the supplied powers, in terms of the input vari-
ables, i.e., the voltage set points.

Figure 6.1a helps to formulate the supplied current of each source. One can
express the supplied current by Source i, as

Ii ¼ YiiVi þ
XN

j¼1ð6¼iÞ
YijðVi � VjÞ; ð6:11Þ

where Ii and Vi are the phasor representations of the supplied current and phase
voltage of the Source i, respectively. Yii and Yij are the local load admittance at Bus
i (Source i) and the admittance of the transmission line connecting busses i and j,
respectively. With no loss of generality, the distribution network is assumed
reduced (e.g., by using Kron reduction) such that all non-generating busses are
removed from the network. Thus, the complex power delivered by the Source i is,

si ¼ 3ViI
�
i ¼ 3 Vij j2

XN
j¼1

Y�
ij � 3

XN
j¼1ð6¼iÞ

ViV
�
j Y

�
ij : ð6:12Þ

Assume Vi ¼ ei\di and Yij ¼ yij\hij where ei, yij, di, and hij are the magnitude of
Vi, magnitude of Yij, phase of Vi, and phase of Yij, respectively. Yij ¼ gij þ jbij is the
rectangular representation of the admittance Yij. One can use (6.12) to derive the
active and reactive powers delivered by the Source i,

pi ¼ 3e2i
XN
j¼1

gij � 3
XN

j¼1ð6¼iÞ
eiejyij cosðdi � dj � hijÞ; ð6:13Þ
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qi ¼ �3e2i
XN
j¼1

bij � 3
XN

j¼1ð6¼iÞ
eiejyij sinðdi � dj � hijÞ; ð6:14Þ

The secondary control typically acts slower than the dynamic of the power
network (microgrid), as its objectives are voltage and power regulation in the steady
state. Accordingly, one can safely neglect the transient responses of the microgrid
and use the phasor analysis in (6.13)–(6.14) to model the power flow.
Equations (6.13)–(6.14) express nonlinear relationships between the voltages and
supplied powers. In time domain, any variable x can be represented as x ¼ xq þ x̂
where xq and x̂ are the quiescent and small-signal perturbation parts, respectively.
Thus, one can write,

pi ¼ pqi þ p̂i ¼ pqi þ
XN
j¼1

@pi
@ej

êj þ
XN
j¼1

@pi
@dj

d̂j ) p̂i ¼
XN
j¼1

kpe;ijêj þ
XN
j¼1

kpd;ijd̂j;

ð6:15Þ

qi ¼ qqi þ q̂i ¼ qqi þ
XN
j¼1

@qi
@ej

êj þ
XN
j¼1

@qi
@dj

d̂j ) q̂i ¼
XN
j¼1

kqe;ijêj þ
XN
j¼1

kqd;ijd̂j;

ð6:16Þ

where the coefficients in (6.15)–(6.16) are formulated,

kpe;ii ¼
pqi
eqi

þ 3eqi
XN
j¼1

gij; ð6:17Þ

kpe;ij ¼ �3eqi yij cosðdqi � dqj � hijÞ; j 6¼ i ð6:18Þ

kpd;ii ¼ 3
XN

j¼1ð6¼iÞ
eqi e

q
j yij sinðdqi � dqj � hijÞ ¼ �qqi � 3e2i

XN
j¼1

bij; ð6:19Þ

kpd;ij ¼ �3eqi e
q
j yij sinðdqi � dqj � hijÞ; j 6¼ i ð6:20Þ

kqe;ii ¼
qqi
eqi

� 3eqi
XN
j¼1

bij; ð6:21Þ

kqe;ij ¼ �3eqi yij sinðdqi � dqj � hijÞ; j 6¼ i ð6:22Þ

kqd;ii ¼ �3
XN

j¼1ð6¼iÞ
eqi e

q
j yij cosðdqi � dqj � hijÞ ¼ pqi � 3e2i

XN
j¼1

gij; ð6:23Þ
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kqd;ij ¼ 3eqi e
q
j yij cosðdqi � dqj � hijÞ; j 6¼ i: ð6:24Þ

Equations (6.15)–(6.24) explain how a disturbance in any of the voltage mag-
nitudes, êis, or phases, d̂is, affects the power flow in the entire microgrid. These
equations can be represented in the matrix format,

p̂ ¼ kpe êþ kpd̂d ð6:25Þ

q̂ ¼ kqe êþ kqd̂d ð6:26Þ

where p̂ ¼ p̂1; p̂2; . . .; p̂N½ �T, q̂ ¼ q̂1; q̂2; . . .; q̂N½ �T, ê ¼ ê1; ê2; . . .; êN½ �T, and d̂ ¼

d̂1; d̂2; . . .; d̂N
h iT

are column vectors carrying small-signal portions of the active

powers, reactive powers, voltage magnitudes, and voltage phases, respectively.

kpe ¼ kpe;ij
h i

, kpd ¼ kpd;ij

h i
, kqe ¼ kqe;ij

h i
, and kqd ¼ ½kqd;ij� are all matrices in R

N�N that

contain coefficients in (6.17)–(6.24). kpd and kqe are referred to here as the p� d and
q� e transfer matrices, respectively.

6.2.2 Dynamic Model of the Control and Cyber Subsystems

The cyber domain is where the controllers exchange measurements, process
information, and update the voltage set points. Interactions and functionality of the
controllers are shown in Fig. 6.2. One can see how the voltage and reactive power
regulators cooperate to adjust the voltage magnitude set points, e�i . In the frequency
domain,

GiðsÞ Erated � �Eið Þ ¼ DE1
i ; ð6:27Þ

HiðsÞ
X
j2Ni

baijðQnorm
j � Qnorm

i Þ
 !

¼ DE2
i ; ð6:28Þ

Erated þDE1
i þDE2

i ¼ E�
i ; ð6:29Þ

where Erated, �Ei, DE1
i , Q

norm
i , DE2

i , and E�
i are the Laplace transforms of erated, �ei,

De1i , q
norm
i , De2i , and e�i , respectively. Equations (6.27)–(6.29) can be represented in

the matrix format,

G Erated � �Eð Þ ¼ G Erated �HestEð Þ ¼ DE1; ð6:30Þ
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�bHLQnorm ¼ �bHLq�1
ratedQ ¼ DE2; ð6:31Þ

Erated þDE1 þDE2 ¼ E�; ð6:32Þ

where G ¼ diagfGig and H ¼ diagfHig are diagonal matrices containing voltage
and reactive power controllers, respectively. G and H are referred to as the
voltage-controller and Q-controller matrices, respectively. qrated ¼ diagfqratedi g is a
diagonal matrix that carries the rated reactive powers of the sources.

Erated ¼ Erated1, DE1 ¼ DE1
1 ;DE

1
2; . . .;DE

1
N

� �T
, DE2 ¼ DE2

1 ;DE
2
2; . . .;DE

2
N

� �T
,

E� ¼ E�
1 ;E

�
2 ; . . .;E

�
N

� �T, and Qnorm ¼ Qnorm
1 ;Qnorm

2 ; . . .;Qnorm
N

� �T are column vec-
tors carrying input and control variables.

It is assumed that for t\0, all sources of the microgrid operate with identical
voltage set points, i.e., for all 1� i�N, e�i ¼ erated, and x�

i ¼ xrated, and thus,
viðtÞ ¼ erated sinðxratedtÞ. Then, the droop-free controller is activated at t ¼ 0. Thus,
the quiescent value of any variable x, xq, represents its steady-state value for t\0,
i.e., before activating the controller, and the small-signal part, x̂, captures the
variable response to the controller activation for t� 0. Therefore, one can safely

write de1;q ¼ de1;q1 ; de1;q2 ; . . .; de1;qN

h iT
¼ 0, de2;q ¼ de2;q1 ; de2;q2 ; . . .; de2;qN

h iT
¼ 0, and

eqrated ¼ erated1, and accordingly, simplify (6.30)–(6.31),

G Êrated �HestÊ
� � ¼ DbE1; ð6:33Þ

�bHLq�1
rated

qq

s
þ Q̂

	 

¼ DbE2; ð6:34Þ

where qq ¼ qq1; q
q
2; . . .; q

q
N

� �T
carries the reactive powers supplied by individual

sources for t\0. Since the rated voltage does not change before and after activating
the controller, Êrated ¼ 0. The voltage set points dynamics can now be found by
substituting (6.33)–(6.34) into (6.32),

Ê
� ¼ �GHestÊ� bHLq�1

rated
qq

s
þ Q̂

	 

: ð6:35Þ

As seen, (6.35) has two terms. The first term, �GHestÊ, represents the controller
effort to achieve the global voltage regulation, and the second term,

�bHLQ�1
rated qq=sþ Q̂
� �

, explains how the controller balances reactive load sharing

across the microgrid.
Active power regulators (see Fig. 6.2) adjust the active power flow by tuning the

phase angles. The controller at each source, e.g., Source i, compares its normalized
active power with those of its neighbors and, accordingly, updates the phase angle

154 6 Droop-Free Distributed Control of AC Microgrids



set point as in (6.7). Controller activation at t ¼ 0 implies that x�
i ðt\0Þ ¼ xrated

and, thus, dqi ¼ dssi ðt\0Þ ¼ 0. Accordingly,

d̂�i ðt� 0Þ ¼
Z t

0

X
j2Ni

caijðpnormj � pnormi Þ ds: ð6:36Þ

Equivalently, in the frequency domain,

D̂�
i ¼

1
s

X
j2Ni

caijðPnorm
j � Pnorm

i Þ
 !

; ð6:37Þ

where D̂
�
i is the Laplace transform of d̂�i . One can write (6.37) in the matrix format,

D̂
� ¼ � c

s
Lp�1

ratedP ¼ � c
s
Lp�1

rated
pq

s
þ P̂

	 

; ð6:38Þ

where D̂
� ¼ D̂

�
1; D̂

�
2; . . .; D̂

�
N

h iT
and prated ¼ diagfpratedi g is a diagonal matrix that

includes the rated active powers of the sources. pq ¼ pq1; p
q
2; . . .; p

q
N

� �T
carries the

active powers supplied by individual sources before the controller activation, i.e.,
for t\0. Equation (6.38) represents the phase angles’ dynamic response to mitigate
and, eventually, eliminate the active load sharing mismatch.

6.2.3 Dynamic Model of the Entire Microgrid

Figure 6.6 represents the model of the entire microgrid, which is separated into two
submodels: the quiescent model and the small-signal model. The entire system in
the small-signal model can be treated as a multi-input/multi-output plant, where
pq=s and qq=s are the inputs, and Ê, P̂, and Q̂ are the outputs. Equations (6.35) and
(6.38) show how the controller adjusts the voltage set points by processing the load
sharing mismatches. Dynamic model of the inverters are studied in [44–46].
Accordingly, for the inverter driving the Source i, one can write,

D̂i ¼ GD
i D̂

�
i ; ð6:39Þ

Êi ¼ GE
i Ê

�
i ; ð6:40Þ

where GE
i and GD

i are the magnitude and phase transfer functions, respectively.
Each inverter accommodates an output filter to eliminate the switching harmonics,
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whose dynamic is included in the transfer functions GE
i and GD

i . Equivalently, in the
matrix format,

D̂ ¼ GDD̂
�
; ð6:41Þ

Ê ¼ GEÊ
�
; ð6:42Þ

where GE ¼ diagfGE
i g and GD ¼ diagfGD

i g are diagonal matrices of the inverter
transfer functions. By substituting (6.35) and (6.38) in (6.25)–(6.26), and also using
(6.41)–(6.42), one can formulate the entire microgrid.

It is commonly assumed that the transmission/distribution network is predomi-
nantly inductive, and thus, active and reactive powers are mainly controlled by
adjusting the voltage phases and magnitudes, respectively [47]. This assumption
implies that in (6.25) and (6.26), kpe ’ 0 and kqd ’ 0, respectively, which helps to
find the reduced-order dynamic model of the entire system. Substituting (6.41) in
(6.38) and (6.42) in (6.35) yields

GD
� ��1

D̂ ¼ � c
s
Lp�1

rated
pq

s
þ P̂

	 

; ð6:43Þ

GE� ��1 þGHest

� �
Ê ¼ �bHLq�1

rated
qq

s
þ Q̂

	 

: ð6:44Þ

Substituting the reduced form of (6.25)–(6.26) in (6.43)–(6.44) yields

P̂ ¼ �TPLp�1
rated

pq

s
; ð6:45Þ

(a) (b) (c)

Fig. 6.6 Model of the entire microgrid: a interaction between the physical layer and the
control/cyber layer, b quiescent analysis, c small-signal analysis. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Power Electronics [54]
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Q̂ ¼ �TQLq�1
rated

qq

s
; ð6:46Þ

where TP and TQ are the P—balancing and Q—balancing matrices and are defined
as,

TP , s ckpdG
D

� ��1 þLp�1
rated

� ��1
; ð6:47Þ

TQ , bkqeG
EH

� ��1 þ b�1H�1GHest kqe
� ��1 þLq�1

rated

� ��1
: ð6:48Þ

Equations (6.43)–(6.48) describe dynamic response of the entire microgrid with
the droop-free controller in effect. Equations (6.45)–(6.46) show that if the power
(either active or reactive) was proportionally shared prior to activating the con-
troller, i.e., p�1

ratedp
q ¼ n1 or q�1

ratedq
q ¼ m1, the power flow would remain intact after

the controller activation, i.e., p̂ ¼ 0 or q̂ ¼ 0.

6.2.4 Controller Design Guideline

Appropriate selection of the control parameters is essential for proper operation of
the droop-free control methodology. For a given microgird, converter transfer
function matrices, GD and GE, rated active and reactive power matrices, prated and
qrated, respectively, and p� d and q� e transfer matrices, kpd and kqe , respectively,
are known. Alternative communication networks may be chosen to exchange
information; they, however, must satisfy three requirements; it should be a sparse
graph with (1) at least a spanning tree, (2) balanced Laplacian matrix, and
(3) minimum communication redundancy. Communication weights of the graph,
aij, and, thus, the Laplacian matrix, L, directly determine the voltage estimator
dynamic, Hest. One may tune the weights and examine the estimators’ dynamic
through (6.9) to achieve a fast enough response. More details and insightful
guidelines for optimal design of communication weights in cooperative systems can
be found in [48].

Next, the designer may adjust the controller matrices G ¼ diagfGig and H ¼
diagfHig and the coupling gain b by evaluating (6.48) to place all poles of TQ in the
open left-hand plane (OLHP) . Intuitively, smaller gains help to stabilize the entire
system while larger gains provide a faster dynamic response. Accordingly, the
designer may decide the parameters by making a trade-off between relative stability
and settling time. The estimator dynamic should be considerably faster than the
microgrid dynamics. Therefore, to evaluate (6.48), one can safely assume
Hest ’ M. Moreover, inverter switching frequency can be assumed high enough to
provide a prompt response to the voltage command, i.e., GE ’ IN .
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As can be seen in Fig. 6.2, two separate modules, i.e., the voltage and the
reactive power regulators, adjust the voltage magnitude, e�i , by generating two
voltage correction terms, de1i and de2i , respectively. As discussed in Sect. 6.1.2, the
voltage regulator is tasked to maintain average voltage across the microgrid at the
rated value. Per such assignment, the voltage regulator must act fast to ensure
voltage stability/regulation. On the other hand, the reactive power regulator is
accountable for reactive load sharing in the steady state, and its transient perfor-
mance has less significance. Accordingly, the voltage control loops (including
voltage estimators, controllers Gis, and voltage measurement filters) must be
designed for a higher bandwidth compared to the reactive power control loops
(involving controllers His and reactive power measurement filters). Typically,
voltage measurement filters have a relatively high bandwidth as they only need to
filter the switching harmonics. On the contrary, besides damping the switching
harmonics, the active and reactive measurement units should filter out much lower
frequency terms of the line-frequency harmonics and other undesired contents
caused by load nonlinearity or unbalance. Such design requirement slows down the
power measurements process and, thus, the overall active/reactive load sharing
control loops. Accordingly, as a design guideline, it is sufficient to choose the
reactive power controllers His to be slightly slower than the voltage controllers Gi s;
low bandwidth power measurement filters automatically set the frequency response
of the power regulators to be quite slower than the voltage regulator module.

Next step in the design procedure considers active power regulators.
Equations (6.45) and (6.47) provide dynamic response of the active load sharing
mechanism. Given the fast response of the inverters, one may assume GD ’ IN ,
which simplifies (6.47). The designer may sweep the coupling gain c and assess the
stability and dynamic response through (6.47) to find an appropriate choice for c.

6.2.5 Steady-State Performance Analysis

The design guideline in Sect. 6.2.4 ensures stable operation of the microgrid;
physical variables such as voltages (magnitude and phase), system frequency, and
supplied active and reactive powers would converge to steady-state values. This
performance analysis investigates load sharing and voltage regulation quality in the
steady state. To this end, assume that the system operates in the steady state for
t� t0. It should be noted that although the controller stabilizes voltages across the
microgrid, one cannot simply deduce that the voltage and reactive power mis-
matches are zero. In other words, the inputs to the PI controllers Gi and Hi in
Fig. 6.2 may be nonzero in the steady state, yet the two voltage correction terms de1i
and de2i continuously vary with opposite rates such that sum of the two terms leaves
a constant value, and thus, the voltage magnitude set point converges to a
steady-state value. The following discussion shows that such a scenario never
happens; i.e., the mismatch inputs to both controllers decay to zero in the steady
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state, resulting in successful global voltage regulation and reactive load sharing. It
also explains that the active power mismatch terms would all decay to zero, which
provides the desired active load sharing while maintaining the rated frequency.

Voltage regulation and reactive load sharing is first to study. In the steady state,
the voltage estimators converge to the true average voltage of the microgrid.
Equivalently, �ess = Mess = essh i1. Thus, based on the control methodology in
Fig. 6.2, one can write

de1 ¼ de10 þ Gp þGIðt � t0Þ
� �

erated1�Messð Þ
de2 ¼ de20 þ Hp þHIðt � t0Þ

� � �bLq�1
ratedq

ss
� �

; ð6:49Þ

where de10 and de20 are column vectors that carry the integrator outputs in Gis and
His at t ¼ t0, respectively. Accordingly,

e�ss ¼ erated þ de1 þ de2

¼ erated1þ de10 þ de20 þGPðerated � essh iÞ1� bHPLq�1
ratedq

ss

þ GIðerated � essh iÞ1� bHILq�1
ratedq

ss� �ðt � t0Þ;
ð6:50Þ

where GI and GP are the diagonal matrices carrying the integral and proportional
gains of the voltage-controller matrix G such that GP þGI=s ¼ G. Similarly, HI

and HP are the diagonal matrices carrying the integral and proportional gains of the
Q-controller matrix H. Equation (6.50) holds for all t� t0 and provides a constant
voltage set point vector, e�ss. Thus, the time-varying part of (6.50) is zero or,
equivalently,

ðerated � essh iÞU1 ¼ Lq�1
ratedq

ss; ð6:51Þ

where U ¼ b�1GIH�1
I ¼ diagfuig is a diagonal matrix. Multiplying both sides of

(6.51) from the left by 1;T,

ðerated � essh iÞ1TU1 ¼ 1TLq�1
ratedq

ss: ð6:52Þ

Given the balanced Laplacian matrix, 1TL ¼ 0 [30], which simplifies (6.52),

ðerated � essh iÞ
XN
i¼1

ui ¼ 0: ð6:53Þ

Since all entries of the matrix U are positive, (6.53) yields erated ¼ essh i, which
implies that the controllers successfully regulates the averaged voltage magnitude
of the microgrid, essh i, at the rated value, erated. Moreover, by substituting erated �
essh i ¼ 0 in (6.51),
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Lq�1
ratedq

ss ¼ 0: ð6:54Þ

If L is the Laplacian matrix associated with a graph that contains a spanning tree,
the only nonzero solution to Lx ¼ 0 is x ¼ n1, where n is a real number [29]. Thus,
(6.54) implies qss ¼ nqrated1, which assures that the controller shares the total
reactive load among the sources in proportion to their ratings.

Frequency regulation and active load sharing is the next to study. The controller
guarantees the convergence of the voltage magnitude vector, e, and phase angle
vector, d, to steady-state values. Thus, (6.6)–(6.7) suggest that all sources would
synchronize to the rated frequency, xrated. Moreover, based on (6.7), stabilizing the
phase angles across the microgrid implies that all the frequency correction terms in
(6.4) should decay to zero. Equivalently,

cLp�1
ratedp

ss ¼ 0; ð6:55Þ

which offers, pss ¼ mprated1, where m is a positive real number. Thus, the controller
successfully handles the proportional active load sharing.

6.3 Experimental Verification

A 120/208 V, 60 Hz three-phase AC microgrid prototype is shown in Fig. 6.7.
System schematic is described in Fig. 6.8, where four inverter-driven sources are
placed in a radial connection to supply two loads, Z1 and Z4. The inverters (sources)
have similar topologies but different ratings, i.e., the ratings of the inverters 1 and 2
are twice those for the inverters 3 and 4. Each inverter is augmented with an LCL
filter to eliminate switching and line-frequency harmonics. RL-circuit model is used

Fig. 6.7 AC microgrid
prototype, courtesy of the
Intelligent Microgrid
Laboratory at Aalborg
University: a inverter
modules, b dSAPCE
processor board (DS1006),
c programming and
monitoring PC, d RL loads.
© [2016] IEEE. Reprinted,
with permission, from IEEE
Transactions on Power
Electronics [54]
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for each transmission line. An inductive-resistive distribution network is adopted to
investigate collaborative interaction of the active and reactive power regulators in
load sharing. Structure of the cyber network is highlighted in Fig. 6.8. Alternative
cyber networks for a set of four agents are discussed in [29, 30] where the ring
structure is shown to be the most effective option and, thus, is considered here. It
can be seen that the ring connection provides a sparse network that carries the
required minimum redundancy where no single communication link failure would
hinder the connectivity of the graph. Communication links are bidirectional to
feature a balanced Laplacian matrix. A dSPACE processor board (DS1006) models
the communication channels and implements the control routines. Electrical and
control parameters of the microgrid are provided in Appendix.

6.3.1 Performance Assessment

Figure 6.9 evaluates performance of the droop-free controller. Inverters are initially
driven with fixed voltage command, i.e., e�i ¼ 120 V and x�

i ¼ 120p rad/s. It
should be noted that no voltage feedback control had been initially in action to
compensate the voltage drop across the LCL filters, and thus, the resulting bus
voltages in Fig. 6.9a are less than the desired set point, i.e., e�i ¼ 120 V. It can also

Fig. 6.8 Schematic of the microgrid prototype; radial electrical connection and ring cyber
network. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions on Power
Electronics [54]
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be seen in Figs. 6.9e and 6.8f that the total load is not shared among sources in
proportion to their power ratings.

It can be seen in the Appendix that the voltage controllers Gis are designed
slightly faster than the reactive power controllers His. Cut-off frequencies of the
power measurement filters are as low as 3 Hz to damp all undesired low-frequency
harmonics. These design considerations set the dynamic responses of the two
voltage and reactive power regulators apart enough to dynamically separate the two
resulting voltage correction terms, i.e., de1i and de2i . The controller is activated at

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 6.9 Performance evaluation of the droop-free controller: a bus voltage (phase-to-neutral),
b inverter frequency set points, c first voltage correction term, d second voltage correction term,
e supplied reactive power, f supplied active power, g load reactive power, h load active power.
Power ratings of the inverters 1 and 2 are twice those of inverters 3 and 4. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Power Electronics [54]
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t ¼ 8 s. The voltage correction terms have been added to the voltage set points to
help with the global voltage regulation and reactive load sharing. Figure 6.9(a)
demonstrates that the controllers have boosted the bus voltages across the microgrid
to satisfy the global voltage regulation; i.e., for t[ 8 s, the average voltage across
the microgrid is successfully regulated at the desired value of 120 V. As seen in
Fig. 6.9b, c, the first and the second voltage correction terms respond at two dif-
ferent time scales; the first correction term de1i (output of the voltage regulator)
responds four times faster than the second correction term de2i (output of the
reactive power regulator). Figure 6.9b shows that the controllers have varied the
frequency set points in transients to adjust individual phase angles and provide the
desired active load sharing. This figure supports the discussions in Sect. 6.2.5,
where the active power regulator is proven to only enforce transient deviations in
frequency and that imposes no steady-state deviation. It can be seen that all inverter
frequencies synchronize to the rated frequency of 60 Hz in the steady state.
Figure 6.9e, f show the filtered power measurements and explain how the con-
trollers have effectively rerouted the power flow to provide proportional load
sharing.

Individual and total reactive and active load demands are plotted in Fig. 6.9g, h,
respectively. It should be noted that the loads have drawn more power once the
controller is activated, since the voltages are boosted across the entire microgrid.

Next, the controller performance is studied in response to the load change. The
load at Bus 4, Z4, has been unplugged at t ¼ 20 s and plugged back in at t ¼ 35 s.
As seen in Fig. 6.9, the controller has successfully maintained global voltage
regulation, frequency synchronization, and proportional load sharing, despite the
change in load. It can also be observed in Fig. 6.9e, f that the inverters 3 and 4
respond faster to the load change than the other two inverters as they are in closer
vicinity of Z4. Soft load change is performed in this study for safety purposes. In
fact, the load inductor at Bus 4 features an air-gap control knob. Using this control
opportunity, at t ¼ 20 s, the load inductance is manually increased to its maximum
value to provide an ultimate current damping feature. Then, the load is physically
unplugged. A reverse procedure is followed at t ¼ 35 s to plug the load, Z4, back
in. This soft load change procedure, besides the damping effect of the power
measurement filters, explains why the supplied powers in Fig. 6.9e, f and the load
demands in Fig. 6.9g, h show a slow and gradual profile rather than sudden
changes.

6.3.2 Communication Delay and Channel Bandwidth

Communication is indispensable to access neighbor data and, thus, to the operation
of distributed systems. Accordingly, channel non-idealities, e.g., transmission/
propagation delay and limited bandwidth, and channel deficiencies such as packet
loss may compromise the overall system performance. Thus, low delay and
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high-bandwidth communication protocols are of paramount value for distributed
control structures. For example, Wi-fi and Ultra Wide Band (UWB) protocols offer
bandwidths up to 5 and 7.5 GHz, respectively, with delays less than 1 µs. It should
be noted that the length of the communication link directly affects the channel
delay. Channel non-ideality effects on the controller performance has been studied
in [49] for distributed systems and, particularly, for microgrids in [50–52]. It is
shown that such non-idealities have a negligible impact on the overall system
performance if the channel delay is negligible compared to the controller dynamics.
For the underlying microgrid, results in Fig. 6.9 clearly show that the controller
dynamics are in the orders of hundreds of milliseconds (or longer); the system
dynamics exhibit different time constants for the voltage, active, and reactive power
regulation. Therefore, the controller is expected to operate safely with most of the
existing communication protocols. To further study the effect of communication
delay and limited bandwidth, a detailed model of the underlying microgrid is

 

(a)

(b)

(c)

Fig. 6.10 Controller performance with non-ideal communication channel. Supplied active and
reactive powers for a delay = 1 ms and BW = 100 kHz, b delay = 50 ms and BW = 10 kHz,
c delay = 150 ms and BW = 1 kHz. © [2016] IEEE. Reprinted, with permission, from IEEE
Transactions on Power Electronics [54]
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simulated in MATLAB/SIMULINK. Figure 6.10 shows the transient load sharing
performance in response to the step load change for a variety of communication
delays and bandwidths. It should be noted that the results in this figure present
instantaneous active and reactive powers, not the filtered measurements. However,
the controller still processes the filtered quantities. Comparison of studies in
Fig. 6.10 shows how long delays can compromise system stability (see Fig. 6.10c).

Analysis of distributed control protocols in [53] demonstrates that large com-
munication delays impose DC errors on the voltage estimations and cause drift from
a consensus. One can see such effect in Fig. 6.10, where longer delays introduce
larger errors in voltage estimations and lead to bus voltages regulated at higher
values than the desired rated voltage. This undesired voltage increment explains
elevated supplied powers in Fig. 6.10b, c in comparison to Fig. 6.10a. Simulation
studies ensure immunity of the controller performance to delays as long as 10 ms
and channel bandwidths as low as 100 kHz, which makes communication protocols
such as Wi-fi and UWB very suitable for the field implementation.

6.3.3 Plug-and-Play Study

Figure 6.11 studies the plug-and-play capability of the control method. Inverter 3
has intentionally been unplugged at t ¼ 10 s. Although this inverter is turned off
instantly, the power measurements exponential decay to zero because of the
existing low-pass filters.

It should be noted that a source failure also implies loss of all communication
links connected to that particular source. Accordingly, when Source 3 fails, it
automatically renders the links 2–3 (between Nodes 2 and 3) and 3–4 inoperable.
However, as seen in Fig. 6.11, the remaining links still form a connected graph with
balanced Laplacian matrix, and thus, the control methodology should remain
functional. As seen in Fig. 6.11c, d, the controllers have successfully responded to
the inverter loss and shared the excess power among the remaining inverters in
proportion to their power ratings. After the loss of Inverter 3, the voltage mea-
surement for Bus 3 would be unavailable. Thus, the controllers collectively regulate
the new average voltage, i.e., the average voltage of the remaining three inverters, at
the rated value of 120 V. However, the actual average voltage across the microgrid
is seen to be slightly less than the rated voltage.

As seen in Fig. 6.11a, Bus 3 experiences voltage sag due to the loss of gener-
ation. It should be noted that although inverter 3 is disconnected from Bus 3, the
bus voltage is still available. Inverter 3 is plugged back in at t ¼ 20 s; however, the
synchronization procedure delays inverter engagement.

After successful synchronization, the controller is activated at t ¼ 31 s and has
shown excellent performance in the global voltage regulation and readjusting the
load sharing to account for the latest plugged-in inverter.
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6.3.4 Failure Resiliency in Cyber Domain

Resiliency to a single link failure is studied in Fig. 6.12. The original communi-
cation graph is designed to carry a minimum redundancy, such that no single
communication link failure can compromise the connectivity of the cyber network.

(a) (b)

(c) (d)

Fig. 6.11 Plug-and-play study for Inverter 3: a bus voltage (phase-to-neutral), b inverter
frequency, c supplied reactive power, d supplied active power. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Power Electronics [54]
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As seen in Fig. 6.12, the Link 3–4 has been disabled at t ¼ 3 s; yet, it does not have
any impact on the voltage regulation or load sharing, as the new graph is still
connected and has a balanced Laplacian matrix. It should be noted that, by prac-
ticing error detection/control protocols in the communication modules, any link
failure can be immediately detected at the receiving end. Accordingly, the receiving
end controller updates its set of neighbors by ruling out the node on the transmitting
end of the failed link. This reconfiguration ensures that the misleading zero-valued
data associated to the failed link (e.g., zero active and reactive power measure-
ments) will not be processed by the receiving end controller, and thus, the system
remains functional.

The controller response to load change is then studied in Fig. 6.12 with the failed
link, where a satisfactory performance is reported. In this study, the load at Bus 4,
i.e., Z4, has been unplugged and plugged back in at t ¼ 5 s and t ¼ 17:5 s,
respectively. It should be noted that although the link failure does not affect the
steady-state performance, it slows down the system dynamics as it limits the
information flow.

It should be noted that any reconfiguration in the cyber domain, e.g., commu-
nication link failure, affects the Laplacian matrix and, thus, the whole system
dynamic. However, it will not compromise the steady-state performance of the
control methodology, as long as the cyber network remains connected and presents
a balanced Laplacian matrix. Connectivity of the cyber network plays a key role in
the functionality of the entire microgrid. Including redundant cyber links, as

(a) (b)

(c) (d)

Fig. 6.12 Resiliency to failure in Link 3–4: a bus voltage (phase-to-neutral), b inverter frequency,
c supplied reactive power, d supplied active power. © [2016] IEEE. Reprinted, with permission,
from IEEE Transactions on Power Electronics [54]
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discussed in Sects. 6.1.1 and 6.1.2, ensures network connectivity for the most
probable contingencies. However, any communication link failure requires imme-
diate attention/maintenance before another cyber incident takes place. It should be
noted that it is very unlikely to lose connectivity due to simultaneous failures of
several communication links.

6.4 Summary

A distributed secondary/primary controller is presented for AC microgrids. The
controller embedded on each inverter has three modules: the voltage, reactive
power, and the active power regulators. The voltage regulator estimates the global
average voltage across the microgrid. This estimation is then further used to adjust
the local voltage set point. The reactive power regulator also adjusts the voltage set
point by comparing the local normalized reactive power with the neighbors’. The
active power regulator compares the local normalized active power with the
neighbors’ and, accordingly, adjusts the frequency (or, phase angle) set point to
carry out the proportional active power sharing. This control paradigm does not rely
on the droop mechanism, yet it is fully distributed, i.e., it uses a sparse commu-
nication network for data exchange among inverters. Experimental results show that
the cooperative controller provides a precise global voltage regulation and pro-
portional load sharing. Controller performance, plug-and-play capability, and
resiliency to single communication link failure are also verified through
experiments.

Appendix

DC bus voltages that supply the inverter modules are all 650 V. The filter inductors
are identical and LF1 ¼ LF2 ¼ 1:8 mH, and the intermediate capacitor is
CF ¼ 25 lF. The line impedance connecting busses i and j can be expressed as
Zij ¼ Rij þ sLij where,

R12 ¼ 0:8X; L12 ¼ 3:6 mH

R23 ¼ 0:4X; L23 ¼ 1:8 mH

R34 ¼ 0:7X; L34 ¼ 1:5 mH

8><
>: : ð6:56Þ

The control parameters are,

prated ¼ 1 kW� diagf1:6; 1:6; 0:8; 0:8g
qrated ¼ 1 kVAr � diagf0:6; 0:6; 0:3; 0:3g


; ð6:57Þ
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AG ¼
0 1:5 0 1:5
1:5 0 1:5 0
0 1:5 0 1:5
1:5 0 1:5 0

2
664

3
775; ð6:58Þ

b ¼ 2; c ¼ 0:02; ð6:59Þ

GP ¼ 0:01� I4; GI ¼ 3� I4
HP ¼ 0:005� I4; HI ¼ 2� I4


: ð6:60Þ
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Chapter 7
Cooperative Control for DC Microgrids

Similar to the control hierarchy of the AC systems, a hierarchical control structure is
conventionally adopted for DC microgrid operation [1, 2]. The highest hierarchy,
the tertiary control, is in charge of economical operation and coordination with the
distribution system operator. It assigns the microgrid voltage to carry out the
scheduled power exchange between the microgrid and the main grid [3–6]. To
satisfy voltage demand of the tertiary control, the secondary control measures
voltages across the microgrid and, accordingly, updates the voltage set points for
the primary controllers. The primary control, typically implemented locally with a
droop mechanism, regulates the output voltage of individual converters that supply
microgrid.

The secondary and tertiary controls are typically implemented in a centralized
fashion [7, 8], which communicates with converters through communication links
with high connectivity. Loss of any link in such a topology can lead to the failure of
the corresponding unit and, thus, overstressing other units, leading to system-level
instability and cascaded failures [9]. Since future extensions add to the complexity
of the controller, scalability of central controllers is not straightforward. Distributed
control has emerged as an attractive alternative as it offers improved reliability,
simpler communication network, and easier scalability [8]. For example, distributed
tertiary control via DC bus signaling is studied in [10–12]. Structurally, it is desired
to extend the distributed control paradigm to the secondary/primary controls.
Categorically, such a controller shall satisfy two main control objectives of DC
microgrids, namely voltage regulation [13] and proportional load sharing [14].

Proper load sharing assigns the load among participating converters in propor-
tion to their rated power. This equalizes the per-unit currents of all sources and
prevents circulating currents [14] and overstressing of any source [15–18]. The
droop control is widely adopted for load sharing by imposing virtual output
impedance on each converter [18–20]. Static/dynamic performance and stability
assessment of droop controllers are investigated in [21–25]. Despite simplicity and
ease of implementation, the conventional droop method suffers from poor voltage
regulation and load sharing, particularly when the transmission line impedances are
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not negligible [26–29]. The primary reason for this poor voltage regulation is the
voltage drop caused by the virtual impedance. Another factor is the output voltage
mismatch among different converters, which is crucial for the natural power flow in
DC systems, but further exacerbates the voltage regulation issue.

Possible solutions to the aforementioned issues have been reviewed in [8]. These
solutions are either centralized [1] or require establishment of a fully connected
communication network throughout the microgrid, where any two nodes are
directly connected [30–32]. For example, a centralized secondary control in [1]
measures the microgrid voltage, calculates a voltage restoration term, and sends the
restoration term to all sources. It assumes equal voltages for all converters across
the microgrid, which is not a viable assumption for practical DC microgrids.
Adaptive droop control in [33, 34] further improves performance, but the trans-
mission line impedance is neglected. High droop gains in [8] mitigate
power-sharing discrepancy caused by the line impedances. In [35], a communica-
tion network is spread all over the microgrid and the functionality of the centralized
secondary controller is embedded in each converter. Point-to-point communication
links are required for all sources, and any link failure renders the whole microgrid
inoperable. The line impedance effect is taken into account in [26], with a fully
connected communication network. Despite improved accuracy, systems with a
fully connected communication network are susceptible to failure as any link failure
impairs the whole control functionality. Future extension is another challenge; after
any structural/electrical upgrade, some control settings, e.g., the number of sources,
need to be updated and embedded in all converters. Voltage regulation requirement
is redefined in [36] to incorporate the line impedance effect. Accordingly, it is
required that the average voltage across the microgrid (and only not a specific bus
voltage) is regulated at the global voltage set point determined by the tertiary
control. This is called the global voltage regulation and is considered in this chapter.
This chapter focuses on the cooperative secondary/primary controls for DC
microgrids. The salient features of these control methods are as follows:

• Cooperation among converters on a communication graph is used to provide
neighbors’ data and, accordingly, fine-tune the local voltage set point for each
converter.

• Each converter is augmented with a voltage regulator. This regulator uses the
estimation made by the voltage observer to adjust the local voltage set point and
provide global voltage regulation.

• A current regulator is also added that compares the actual per-unit current of a
converter with a weighted average of its neighbors’ and, accordingly, generates
a voltage correction term to provide proportional load sharing. As an alternative
control solution, the current regulator can tune the droop coefficient in an
adaptive droop mechanism to balance load sharing.

• Cooperation of the voltage and current regulators is shown to effectively carry
out both global voltage regulation and proportional load sharing, particularly,
when the transmission line impedances are not negligible.
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• A noise-resilient voltage observer is introduced that processes local and
neighbors’ voltage approximation to estimate the global average voltage across
the microgrid.

• The control scheme does not require a priori knowledge of the global parameters
such as the number of sources. Thus, it is scalable and truly features
plug-and-play capability.

• A sparse communication network is spanned across the microgrid that enables
limited message passing among converters; each converter only exchanges data
with its neighbors. This is in direct contrast to the centralized control approaches
which require communication networks with high-bandwidth communication
links and a high level of connectivity.

7.1 Distributed Cooperative Controller for DC Microgrids

7.1.1 Graphical Representation of DC Microgrids

Figure 7.1 shows the mapping of a cyber network to a physical microgrid. The
nodes represent converters, and edges represent communication links for data
exchange. The communication graph does not need to have the same topology as
the underlying physical microgrid. This cyber connection lays the groundwork for
the cooperative control paradigm, where neighbors’ interactions can lead to a global
consensus. Accordingly, not all agents (converters) in a large-scale dynamic system
need to be in a direct contact. Instead, each agent only exchanges control variables
with its neighbors. Then, using the neighbors’ data and its local measurements, the
agent updates its control variables. The cooperative control offers global consensus
of the desired variables, provided that the communication graph is properly
designed.

Figure 7.1b shows a directed graph (digraph) associated with the cyber layer
connecting the microgrid converters in Fig. 7.1a. Such a graph is represented as a
set of nodes VG ¼ fvg1; vg2; . . .; vgNg connected through a set of edges
EG � VG � VG, and an associated adjacency matrix AG ¼ ½aij� 2 R

N�N , where
N is the number of nodes. The adjacency matrix AG contains the communication
weights, where aij [ 0 if ðvgj ; vgi Þ 2 EG and aij ¼ 0, otherwise. aij is the commu-
nication weight for data transfer from Node j to Node i. Here, the adjacency matrix
is assumed to be time invariant. Ni ¼ fjjðvgj ; vgi Þ 2 EGg denotes the set of all
neighbors of Node i; i.e., if j 2 Ni, then vgi receives information from vgj . However,
in a digraph, the link is not necessarily reciprocal; i.e., vgj might not receive

information from vgi . The in-degree matrix Din
G ¼ diagfdini g is a diagonal matrix

with dini ¼ P
j2Ni

aij. Similarly, the out-degree matrix is Dout
G ¼ diagfdouti g, where

douti ¼ P
i2Nj

aji. The Laplacian matrix is defined as L ¼ Din
G � AG, whose eigen-

values affect the global dynamics of the entire microgird [37].
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The Laplacian matrix is balanced if the in-degree of each node matches its
out-degree, i.e., Din

G ¼ Dout
G . In particular, if the graph is undirected, i.e., all links are

bidirectional then, the Laplacian matrix is balanced. A direct path from vgi to vgj is a
sequence of edges that connects the two nodes. A digraph is said to have a spanning
tree if it contains a root node, from which there exists at least a direct path to every
other node.

7.1.2 Cooperative Secondary Control Framework

Figure 7.2 shows the layout of a typical DC microgrid, where the physical, cyber,
and control layers are all illustrated. The physical layer consists of the dispatchable
sources (including the power electronics converters), transmission lines, and loads.
A cyber layer, comprised of all communication links, is spanned across the mi-
crogrid to facilitate data exchange. This is a sparse communication network with at
least a spanning tree and is also chosen such that in case of any cyber-link failure,
the remaining network still contains a spanning tree. Although the graph shown in
Fig. 7.2 is undirected (bidirectional), directed graphs can be used in a general case.
Each converter transmits a set of data, Wi ¼ �vi; vi; i

pu
i½ �, to its neighbors that consist

of three elements: its estimate of the average voltage across the microgrid, �vi, its
actual local voltage measurement, vi, and the measured per-unit current, ipui . At the

Conv. 
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Conv. 

Microgrid

(a)

(b)

Electric Network

Communication
 Network

Node

Edge

Fig. 7.1 General layout of a
DC microgrid: a converters
supplying the grid and
b communication network
spanned among sources for
data exchange. © [2016]
IEEE. Reprinted, with
permission, from IEEE
Transactions on Power
Electronics [36]
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other end of the communication links, each converter j receives data from all its
neighbors, Wk , k 2 Nj, with communication weights, ajk. These communication
weights are design parameters and can be considered as data transfer gains.

The per-unit term here refers to the current provided by the converter divided by
its rated current, i.e., ipui , ii

�
Iratedi , where Iratedi is the rated current of the ith con-

verter. Thus, individual converters may use different values as their base currents
(i.e., their rated currents), unlike the conventional per-unit terminology, where
converters in the same voltage zone share identical values for base currents. This
terminology of the per-unit current is used here to represent loading percentage of
each converter.

The global voltage regulation and proportional load sharing are the two objec-
tives of the secondary/primary control, which require proper voltage set point
assignment for the individual converters. The cooperative secondary controller is
highlighted in Fig. 7.2, where local and neighbors’ information are processed to
adjust the local voltage set point, v�i . The starting point is the conventional droop
mechanism that characterizes the converter output impedance using a virtual
impedance ri. The droop controller, at a primary control level, acts on local
information. When operating conditions vary, the droop mechanism promptly
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initiates the voltage adjustment. However, this local control has a limited perfor-
mance. Cooperation among converters, at the secondary control level, can help
properly fine-tune the voltage set points, v�i , and mitigate the current and voltage
residuals.

The voltage set point for the droop control is augmented with two correction
terms. These correction terms are provided through cooperation among converters.
They are resulted from voltage and current regulators that help fine adjustment of
the local voltage set points, i.e., v�i s, to provide global voltage regulation and
proportional load sharing. Based on Fig. 7.2, the local voltage set point for an
individual converter can be expressed as

v�i ¼ vrefi � riii þ dv1i þ dv2i : ð7:1Þ

This set point is further adjusted by a voltage limiter (see Fig. 7.2) to maintain
the bus voltages within an acceptable range.

The voltage regulator consists of a voltage observer and a PI controller, Hi. The
voltage observer at each node estimates the average voltage across the microgrid,
where �vi is the estimation at Node i. This estimation is then compared with the
global reference voltage, vrefi , to generate the first voltage correction term, dv1i . In
case of any mismatch between �vi and vrefi , the controller adjusts dv1i to eliminate the
discrepancy. In the islanded mode of operation, the global reference voltage, vrefi ,
are typically all equal to the rated voltage of the microgrid. However, in the
grid-connected mode, where the microgrid exchanges power with the main grid, the
tertiary control sets a new voltage level for the microgrid and relays the new
reference value to individual converters. A cooperative observer will process the
local voltage measurement and the neighbors’ estimates to evaluate the average
voltage across the microgrid. Functionality of the observer is discussed in detail in
Sect. 7.1.3. The line impedances might incapacitate the droop mechanism to pro-
portionally share the load. Herein, a cooperative current regulator generates the
second voltage correction term, dv2i . The regulator at Node i compares the local
per-unit current, ipui , with a weighted average of the neighbors’ per-unit currents to
find the current mismatch, di,

di ¼
X
j2Ni

caijðipuj � ipui Þ; ð7:2Þ

where c is the coupling gain between the voltage and current regulators. The current
mismatch, di, is fed to a PI controller, Gi, which calculates the second voltage
correction term, dv2i . If the per-unit currents of any two neighbors differ, the current
regulators of the corresponding converters respond and adjust their second voltage
correction terms to gain balance.

The current regulator itself (without the droop mechanism shown in Fig. 7.2)
can accurately carry out the proportional load sharing. The droop mechanism,
however, is typically a part of the primary controller and might be already

178 7 Cooperative Control for DC Microgrids



embedded with the power electronic converter without any deactivation flexibility.
Therefore, it is included in the primary controller of Fig. 7.2 to show that the
current regulator can handle the load sharing even in the presence of the droop
mechanism.

The primary voltage controller typically includes a voltage limiter (see Fig. 7.2).
These limiters carry out two tasks: They limit voltage variations at the source
terminals and also limit transmission line loading. According to Fig. 7.2, each
output voltage is limited to vrefi � e� vi � vrefi þ e. With no loss of generality, one
can assume that all converters use identical reference voltages, i.e., vrefi ¼ vref for all
1� i�N. Accordingly, voltage difference between every two nodes does not
exceed the voltage limit band, i.e., vi � vj

�� ��� 2e. Equivalently, the transmission line
current will be limited to iij � 2e

�
rij, where rij is the series resistance of the

transmission line between nodes i and j.

7.1.3 Voltage Observer

The observer module is a part of the voltage regulator module, as shown in Fig. 7.2.
It uses a dynamic cooperative framework to process neighbors’ information and
estimate the average voltage across the microgrid.

7.1.3.1 Dynamic Consensus Algorithm

Figure 7.3a shows the cooperative distributed approach for the global averaging.
The observer at Node i receives its neighbors’ estimates, �vjs (j 2 Ni). Then, the

(a)

(b)

Communication
with neighbors

Fig. 7.3 Dynamic consensus protocol: a averaging policy at each node and b global model of the
averaging technique in the frequency domain. © [2016] IEEE. Reprinted, with permission, from
IEEE Transactions on Power Electronics [36]
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observer updates its own estimate, �vi, by processing the neighbors’ estimates and
the local voltage measurement, vi,

�viðtÞ ¼ viðtÞþ
Z t

0

X
j2Ni

aij �vjðsÞ � �viðsÞ
� �

ds: ð7:3Þ

This updating protocol is commonly referred to as dynamic consensus in the
literature [38]. As shown in (7.3), the local measurement, e.g., vi, is directly fed into
the estimation protocol. Thus, in case of any voltage variation at Node i, the local
estimate, �vi, immediately responds. Then, the change in �vi propagates through the
communication network and affects all other estimations. By differentiating (7.3)

_�vi ¼ _vi þ
X
j2Ni

aij �vj � �vi
� � ¼ _vi þ

X
j2Ni

aij�vj � dini �vi: ð7:4Þ

Accordingly, one can formulate the global observer dynamic as

_�v ¼ _vþAG�v� Din
G�v ¼ _v� Din

G � AG
� �

�v ¼ _v� L�v; ð7:5Þ

where v ¼ ½v1; v2; . . .; vN �T is the voltage measurement vector, which carries mea-
sured voltage of all nodes. Also, �v ¼ ½�v1;�v2; . . .;�vN �T denotes the voltage estimation
vector, which contains the global average voltage estimated by all nodes.
Equivalently, in the frequency domain,

sV� �vð0Þ ¼ sV� vð0Þ � LV; ð7:6Þ

where V and V are the Laplace transforms of V and �v, respectively. Equation (7.3)
implies that vð0Þ ¼ �vð0Þ. Therefore,

V ¼ sðsIN þLÞ�1V ¼ HobsV; ð7:7Þ

where IN 2 R
N�N and Hobs are the identity matrix and the observer transfer

function, respectively. Equation (7.7) expresses the global dynamics of the voltage
observers, whose block diagram is shown in Fig. 7.3b. It is shown in Appendix that
if L is balanced, then all elements of �v converge to a consensus value, which is the
true average voltage, i.e., the average of all elements in V. In other words,

�vss ¼ lim
t!1 vðtÞ ¼ Q� lim

t!1 vðtÞ ¼ Qvss ¼ vssh i1; ð7:8Þ

where Q 2 R
N�N is the averaging matrix, whose elements are all equal to 1=N. xss

expresses the steady-state value of the vector x 2 R
N�1. xh i represents the average

of all elements in the vector X. 1 2 R
N�1 is a vector whose elements are all equal to

one.
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7.1.3.2 Noise Cancelation Module

Disturbances may degrade the efficacy and accuracy of the voltage observers.
Nonzero initial value of the integrator in Fig. 7.3a or read/write errors in digital
storage devices are common disturbance sources in digital processing [39, 40]. For
example, a nonzero initial value of any observer’s integrator yields to an identical
DC error in all estimations. Therefore, a noise cancelation module is essential to
identify and cancel such disturbance/noises. Figure 7.4a shows the noise cancela-
tion (NC) module incorporated in the voltage observer. A disturbance source, di,
highlighted in red, is assumed for the observer at Node i. This source represents the
aggregated effect of all possible disturbance/noises. The primary stage of the NC
module is an observer similar to that of Fig. 7.3a that estimates average of the
voltage deviations, wis, where wi ¼ �vi � vi. This stage is followed by an integrator
to ensure disturbance tracking for DC and exponentially damping disturbances, e.g.,
a nonzero initial value for any integrator.

At each node, the NC module estimates wh i as a noise indicator, where w ¼
w1;w2; . . .;wN½ �T is the voltage deviation vector. If the noise cancelation term, d̂i, is
disabled for all nodes, with no noise corrupting the signals, i.e., di ¼ 0 for all nodes,
the voltage observers converge to the true average voltage. Thus,

w ¼ �v� v ) wssh i ¼ �vssh i � vssh i ¼ 0: ð7:9Þ

However, if any noise pollutes any observation, the voltage observations no
longer converge to the global average, i.e., �vssh i 6¼ vssh i. Accordingly, wssh i 6¼ 0.
Thus, wh i is a suitable noise indicator. Accordingly, with activated NC module, it
estimates wh i and feeds the result into the integrator. If wh i 6¼ 0, the integrator
adjusts the noise cancelation term, d̂i, until it matches the noise, i.e., d̂i ¼ di, and
cancels its effect on the voltage estimations.

Similar to (7.5), the total voltage observer dynamics can be derived by analyzing
the policy explained in Fig. 7.4a. Herein, the total observer is referred to as the
observer in Fig. 7.4a, which incorporates the NC module. According to this figure,

_�v ¼ �L�vþ _vþ _d� _̂d; ð7:10Þ
_̂d ¼ K�w; ð7:11Þ

_�w ¼ �bL�wþ _w ¼ �bL�wþ _�v� _v; ð7:12Þ

where d ¼ d1; d2; . . .; dN½ �T and d̂ ¼ d̂1; d̂2; . . .; d̂N
� �T

are the actual and estimated

disturbance vectors, respectively. �w ¼ �w1; �w2; . . .; �wN½ �T is the estimated voltage
deviation vector. K ¼ diagfkig is the NC integrator gain matrix. b is the coupling
gain between the main observer and the NC module. Equivalently, in the frequency
domain,
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sIN þLð Þ�V� �vð0Þ ¼ sV� vð0Þþ sD� dð0Þ � sD̂þ d̂ð0Þ; ð7:13Þ

sbD � d̂ð0Þ ¼ KW; ð7:14Þ

sIN þ bLð ÞW� �wð0Þ ¼ sV� �vð0Þ � sVþ vð0Þ; ð7:15Þ

where D, D̂, and W are the Laplace transforms of d, d̂, and �w, respectively. The
initial conditions of the vectors involved in the total observer can be determined
using Fig. 7.4a. Accordingly,

(a)

(b)

Fig. 7.4 Dynamic consensus protocol with noise cancelation: a averaging and noise cancelation
policies at each node and b global model of the averaging technique in the frequency domain. ©
[2016] IEEE. Reprinted, with permission, from IEEE Transactions on Power Electronics [36]

182 7 Cooperative Control for DC Microgrids



d̂ð0Þ ¼ 0; �vð0Þ ¼ vð0Þþ dð0Þ; ð7:16Þ

�wð0Þ ¼ �vð0Þ � vð0Þ ¼ dð0Þ: ð7:17Þ

Each disturbance source, di, represents the aggregated effect of all possible
disturbances at the corresponding node. Thus, the initial conditions of all the
integrators in Fig. 7.4a can be safely assumed zero. Based on (7.13)–(7.17), the
global block diagram of the total observer is shown in Fig. 7.4b. One can simplify
(7.13)–(7.15) using (7.16) and (7.17),

sIN þLð ÞV ¼ sVþ sD�KW; ð7:18Þ

sIN þ bLð ÞW ¼ sðV� VÞ: ð7:19Þ

Therefore,

sIN þLð Þþ sK sIN þ bLð Þ�1
� 	

V ¼ sIN þ sK sIN þ bLð Þ�1
� 	

Vþ sD; ð7:20Þ

which can be written as

�V ¼ HF
obsVþHNCD; ð7:21Þ

HF
obs ¼ sIN þLð Þþ sK sIN þ bLð Þ�1

� 	�1
� sIN þ sK sIN þ bLð Þ�1
� 	

; ð7:22Þ

HNC ¼ s sIN þLð Þþ sK sIN þ bLð Þ�1
� 	�1

; ð7:23Þ

where HF
obs and HNC are the total observer and NC transfer functions, respectively.

It should be noted that for K ¼ 0, (7.22) and (7.7) provide the same functions.
Basically, (7.7) presents the observer transfer function with a disabled NC module,
where (7.22) expresses the function with an activated NC module. Appendix shows
that lims!0 HF

obs ¼ Q, which guarantees convergence of all estimations to the global
average voltage. It should also be noted that HNC has a zero at the origin, and thus,
for DC and exponentially damping disturbances, the second term in (7.21) decays
to zero. Accordingly, the noise cancelation module successfully cancels any DC
disturbance and attenuates any other disturbance according to its fundamental
frequency. This is a satisfactory performance since most common disturbance
sources in digital signal processing, such as nonzero integrator initial condition and
read/write errors, have a DC or very-low-frequency nature [40].
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7.2 Analytical Model Development for DC Microgrids

7.2.1 Global Dynamic Model

Let vref ¼ ½vref1 ; vref2 ; . . .; vrefN �T and i ¼ ½i1; i2; . . .; iN �T be the global reference voltage
and the actual supplied current vectors, respectively. Vref and I are the Laplace
transforms of vref and i, respectively. Systematically, Vref is the input to the entire
microgrid, where V and I are the outputs. A global dynamic model formulates the
transfer functions from the input, Vref , to any outputs V and I.

The cooperative distributed control of Fig. 7.2 introduces two voltage correction
terms at each node, dv1i and dv2i . Accordingly,

DV1 ¼ H Vref � V
� �

; ð7:24Þ

DV2 ¼ �cGLIpu: ð7:25Þ

Dv1 ¼ ½dv11; dv12; . . .; dv1N �T and Dv2 ¼ ½dv21; dv22; . . .; dv2N �T are the first and the
second voltage correction vectors, respectively. DV1 and DV2 are the Laplace
transforms of Dv1 and Dv2, respectively. H ¼ diagfHig and G ¼ diagfGig are the
voltage and current controller matrices, respectively. ipu ¼ ½ipu1 ; ipu2 ; . . .; ipuN �T is the
per-unit current vector with the Laplace transform of Ipu. One can write

Ipu ¼ I�1
ratedI; ð7:26Þ

where Irated ¼ diagfIratedi g and Iratedi are the current rating matrix and the current
rating of the converter at Node i, respectively. Thus, by substituting (7.26) in (7.25),

DV2 ¼ �cGLI�1
ratedI: ð7:27Þ

Let v� ¼ ½v�1; v�2; . . .; v�N �T be the vector of local voltage set points with the
Laplace transform of V�. The cooperative controller finds the local voltage set
points according to,

V� ¼ Vref þDV1 þDV2 � rI; ð7:28Þ

where r ¼ diagfrig is the virtual impedance matrix. By substituting (7.24) and
(7.27) in (7.28),

V� ¼ IN þHð ÞVref �HV� cGLI�1
rated þ r

� �
I: ð7:29Þ

On the other hand, dynamic behavior of any converter with a closed-loop
voltage regulator can be modeled as

184 7 Cooperative Control for DC Microgrids



Vi ¼ Gc
i ðsÞV�

i ; ð7:30Þ

where Vi and V�
i are the Laplace transforms of vi and v�i , respectively. G

c
i is the

closed-loop transfer function of the converter at Node i. The closed-loop transfer
functions are formulated in [41, 42] for a wide variety of converters. Global
dynamic of the converters can be found as

V ¼ GcV�; ð7:31Þ

where Gc ¼ diagfGc
i g is the transfer function matrix. Substituting (7.29) in (7.31)

yields

V ¼ Gc ðIN þHÞVref �HV� cGLI�1
rated þ r

� �
I

� �
: ð7:32Þ

The voltage observer dynamics are formulated in (7.21)–(7.23). By neglecting
the disturbance in the observers, one can write V ¼ HF

obsV. The microgrid admit-
tance matrix, Ybus, relates the supplied currents to the bus voltages as

I ¼ YbusV: ð7:33Þ

The admittance matrix carries all the details of the distribution grid. For
example, p-circuit model of any line can be considered by including the line series
resistance, series inductance, and parallel capacitance in the admittance matrix,
Ybus. Therefore, (7.32) can be written as

V ¼ G�1
c þHHF

obs þ cGLI�1
rated þ r

� �
Ybus

� ��1ðIN þHÞVref

I ¼ YbusGcð Þ�1 þHHF
obsY

�1
bus þ cGLI�1

rated þ r
� 	�1

ðIN þHÞVref

8<
: : ð7:34Þ

Equation (7.34) represents the global microgrid dynamics with the cooperative
controller in effect.

7.2.2 Guidelines for Controller Design

For a given microgrid, the matrix of converters’ closed-loop transfer functions, Gc,
the current rating matrix, Irated, and the admittance matrix, Ybus, are known. The
communication graph needs to contain at least a spanning tree. Weights of the
communication links, aij, and, thus, the Laplacian matrix, L, may, then, be chosen
to provide the desired dynamic for the voltage observers by evaluating (7.7). It
should be noted that the selection of the communication weights must satisfy a
balanced Laplacian matrix. Equation (7.23) helps to design the coupling gain, b,
and the integrator gain matrix, K, to achieve a satisfactory noise cancelation
dynamic. Given the Laplacian matrix, L, and the total observer transfer function,
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HF
obs (or the reduced-order function Hobs), one can use (7.34) to design the voltage

and current controller matrices (H and G, respectively), the virtual impedance
matrix, r, and the coupling gain, c, to provide any desired asymptotically stable
dynamic response, where all poles of (7.34) lie in the open left-hand plane (OLHP).
The current regulator surpasses the droop mechanism in providing the proportional
load sharing, and thus, the virtual impedance matrix, r, can be freely designed.
However, the designer may still use the traditional approach to tune the virtual
impedances as

r ¼ mI�1
rated; ð7:35Þ

where m is a positive scalar design parameter.

7.2.3 Steady-State Analysis

Steady-state analysis is essential to ensure that the cooperative controller satisfies
both operational requirements: the global voltage regulation and the proportional
load sharing. With no loss of generality, one can assume

Vref ¼ vref
s

1; ð7:36Þ

where vref is the reference voltage for the entire microgrid. Voltage stabilization,
throughout the microgrid, is also assumed. Accordingly, the voltage vector, V, is a
type 1 vector; i.e., it has a single pole at the origin and all other poles lie in the
OLHP. Thus, one may safely use the final value theorem to find the steady-state
voltage vector, vss,

vss ¼ lim
t!1 vðtÞ ¼ lim

s!0
sVðsÞ

¼ lim
s!0

sG�1
c þ sHHF

obs þ s cGLI�1
rated þ r

� �
Ybus

� ��1�svrefðIN þHÞ1:
ð7:37Þ

The voltage and current controllers (His and Gis, respectively) are PI con-
trollers, and thus, one can write H ¼ HP þHI=s, where HP and HI are diagonal
matrices carrying proportional and integral gains of the voltage controllers.
Similarly, G ¼ GP þGI=s, where GP and GI are diagonal matrices that contain
proportional and integral gains of the current controllers. It is also known that the
DC gain of the closed-loop converters is equal to one, i.e., Gcð0Þ ¼ IN ¼ G�1

c ð0Þ
[41]. In addition, based on Theorem 7.2 (see Appendix), lims!0 HF

obs ¼ Q. Thus,
(7.37) can be written as
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vss ¼ vref HIQþ cGILI�1
ratedYdc

� ��1
HI1; ð7:38Þ

or, equivalently,

UQþ cLI�1
ratedYdc

� �
vss ¼ vrefU1; ð7:39Þ

where Ydc¼Ybusð0Þ is the DC admittance matrix, and U ¼ G�1
I HI ¼ diagfuig is a

diagonal matrix with ui ¼ HIði; iÞ=GIði; iÞ. All the integrator gains for the current
controllers are assumed to be positive, and thus, G�1

I exists. Since the Laplacian
matrix is designed to be balanced (see Sect. 7.1.3), one can write QL ¼ 0.
Therefore, by multiplying both sides of (7.39) by the averaging matrix, Q,

Q U Qvssð Þð Þ ¼ vrefQ U1ð Þ: ð7:40Þ

Based on the definition of the averaging matrix, Q, Qx ¼ xh i1, for any vector
x 2 R

N�1. Accordingly, (7.40) is equivalent to

vssh i U1h i1 ¼ vref U1h i1; ð7:41Þ

or, equivalently, vssh i ¼ vref . This analysis shows that the cooperative controller
provides global voltage regulation; i.e., it successfully regulates the average voltage
at the desired value. On the other hand, (7.39) can be written as

U Qvssð Þþ cLI�1
ratedi

ss ¼ vrefU1; ð7:42Þ

or, equivalently,

L I�1
ratedi

ss� � ¼ c�1 vref � vssh ið ÞU1 ¼ 0: ð7:43Þ

The Lemma 7.1 (see Appendix) ensures that the Laplacian matrix L has a simple
eigenvalue at the origin, i.e., k1 ¼ 0. Thus, based on (7.43), I�1

ratedi
ss is the right

eigenvector of L associated with k1 ¼ 0. It is mentioned in the Proof of Lemma 7.2
(see Appendix) that wr ¼ 1 is the right eigenvector of the Laplacian matrix, L,
associated with k1 ¼ 0. Thus,

I�1
ratedi

ss ¼ n1; ð7:44Þ

where n is a positive scalar. Equation (7.44) concludes the proportional load
sharing. Equations (7.41) and (7.44) show that the cooperative controller success-
fully carries out both global voltage regulation and proportional load sharing.
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7.3 Distributed Adaptive Droop Control for DC
Microgrids: An Alternative Solution

This section presents an alternative solution for controlling DC microgrids. Let us
assume that the data package transmitted by Node i, Wi ¼ ½�vi; ipui �, consists of two
elements: its estimate of the average voltage across the microgrid, �vi, and the
measured per-unit current, ipui ; you may note this data format is different than the
one used in Sect. 7.1.2. At the receiving ends of the communication links, each
converter k receives data from all its neighbors, Wj, j 2 Nk , with associated com-
munication weights, akj. These weights are design parameters and can be consid-
ered as data transfer gains.

The global voltage regulation and proportional load sharing are the two objec-
tives of the secondary control, which require proper voltage set point assignment for
individual converters. The distributed adaptive droop controller is elaborated in
Fig. 7.5a, where local and neighbors’ information are processed to adjust the local
voltage set point, v�i . Cooperation among converters, at the secondary control level,
helps to fine-tune the voltage set points, v�i , and mitigate the current and voltage
residues.

The voltage set point for each converter is augmented with two terms provided
through cooperation among converters. They are resulted from voltage and current
regulators. Based on Fig. 7.5a, the local voltage set point for an individual con-
verter can be expressed as

v�i ¼ vrefi � vdi þ dvi ¼ vrefi � riii þ dvi; ð7:45Þ

where vrefi , vdi , dvi, and ri are the global reference voltage, droop voltage, voltage
correction term, and the virtual impedance of the ith converter, respectively. This
set point is further adjusted by a voltage limiter (see Fig. 7.5a) to maintain the bus
voltages within an acceptable range. Figure 7.5b elaborates how adjustable voltage
correction term, dvi, and virtual impedance, ri, can navigate operating point of the

(a) (b)

Fig. 7.5 Distributed control policy: a cooperative adaptive droop control for a single agent
(converter) and b effect of adjustable voltage correction and virtual impedance on the droop
characterization. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions on Energy
Conversion [47]
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converter. The droop mechanism, which generates the term riii in (7.45), charac-
terizes output impedance of the converters and helps to share load, which leads to
the voltage drop across the microgrid. The voltage correction terms, dvis, are
augmented to the local reference voltages to boost the voltage across the microgrid.
Accordingly, the controller contains two modules: a voltage regulator and a current
regulator.

The voltage regulator at Node i consists of a voltage observer and a PI controller,
HiðsÞ. The voltage observer at each node estimates the average voltage across the
microgrid, where �vi is the estimation at Node i. This estimation is then compared
with the global reference voltage, vrefi , to generate the voltage correction term, dvi.
In case of any mismatch between �vi and vrefi , the controller adjusts dvi to eliminate
the discrepancy. In the islanded mode of operation, the global reference voltages,
vrefi s, are typically identical and equal to the rated voltage of the microgrid.
However, in the grid-tied mode, the tertiary control sets a new voltage level for the
microgrid and relays the new reference values to individual converters. The voltage
observer (discussed in Sect. 7.1.3) processes the local voltage measurement and the
neighbors’ estimates to evaluate the average voltage across the microgrid.

The current regulator at Node i provides the input to the droop mechanism. The
droop mechanism characterizes the converter output impedance using the virtual
impedance ri. Virtual impedances are conventionally initialized in reciprocal to the
converters’ rated current, i.e., ri0 ¼ m=Iratedi , where m is a design parameter and is
identical for all converters. However, the distribution line impedances compromise
performance of the droop controller. Thus, the droop gains are suggested to adapt
according to the microgrid loading condition. To this end, a cooperative current
regulator is included in the secondary control of any converter, e.g., converter i,
which compares the local per-unit current, ipui , with the weighted average of the
neighbors’ per-unit currents and finds the current mismatch, di,

di ¼
X
j2Ni

baijðipuj � ipui Þ: ð7:46Þ

where b is the coupling gain between the voltage and current regulators. This
mismatch is then fed to a PI controller, GiðsÞ, to generate an impedance correction
term, dri, which updates the virtual impedance

riðtÞ ¼ ri0 � driðtÞ: ð7:47Þ

If the per-unit currents of any two neighbors differ, the current regulators of the
corresponding converters respond and adjust their impedance correction terms to
achieve balance.
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7.4 Experimental Performance Evaluation

A low-voltage DC microgrid, with a structure shown in Fig. 7.2, is prototyped to
study the control methodology of Sect. 7.1.2. Figure 7.6 shows the experimental
setup. Four adjustable isolated AC sources are used as the energy sources. Each
source is driven by a buck converter augmented with an input rectifier. The con-
verters have similar topologies but different ratings; i.e., the rated currents of the
first and the fourth converters are twice those for the other two converters. A p-
circuit model is used for each transmission line. There are four local loads and one
remote load, as shown in Fig. 7.2.

Alternative graphical connections are shown in Fig. 7.7. Communication links
are assumed bidirectional to feature a balanced Laplacian matrix and help with the
sparsity of the resulting communication graph. Although all alternative graphs
include spanning trees, some are susceptible to lose connectivity in the case of a
single link failure. For example, if any of the links highlighted in red in Fig. 7.7a, b
is lost, the corresponding graph losses its connectivity, which hinders the func-
tionality of the control mechanism. However, for the set of four agents, the circular
communication flow in Fig. 7.7c is the sparsest network where the failure of a
single link does not compromise the graphical connectivity. Figure 7.7d shows a
fully connected graph, but it lacks sparsity. Therefore, the graphical structure in
Fig. 7.7c is chosen for data exchange in the cyber layer.

A dSPACE control board (DS1103) implements the control routines. Electrical
parameters of the microgrid are provided in Appendix. Although different voltage

Fig. 7.6 DC microgrid prototype: a input AC sources, b buck converters driving each source,
c local and remote loads, d transmission lines, e dSAPCE control board (DS1103), and
f programming and monitoring PC. © [2016] IEEE. Reprinted, with permission, from IEEE
Transactions on Power Electronics [36]
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levels are possible [43, 44], a 48 V system is considered here. The typical
acceptable voltage deviation is about 5% of the rated voltage [19], and thus, the
voltage limiters are set accordingly with e ¼ 2:5 V.

7.4.1 Design Procedure

Prior knowledge of converters’ frequency response is essential to the design pro-
cedure in Sect. 7.1.3. Dynamic modeling of power electronics converters for mi-
crogrid applications is discussed in detail in the literature [45]. Analytical
approaches do not consider practical limitations such as constraints on the duty
cycles of switching converters. Alternatively, the transfer functions of the under-
lying converters are extracted experimentally using perturbation injection and fre-
quency sweep techniques. For a wide range of loading conditions and input
voltages, the reference point of each converter is augmented with a sinusoidal signal
with an adjustable frequency. For any given frequency point, the sinusoidal content
of the converter’s output voltage is then compared with the injected sinusoidal
signal to extract the converter’s frequency response for that given frequency.

This procedure is repeated for the frequency range of interest. Output impe-
dances are chosen in the study to cover light load (R ¼ 24 X) to full load
(R ¼ 12 X) conditions. Measured transfer functions are shown in Fig. 7.8.
Accordingly, the converter’s transfer function can be formulated as a second-order
function

(a) (b)2

31
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(c) (d)2
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Fig. 7.7 Alternative
connections forming a
connected graph with: a no
redundant link, b suboptimal
link redundancy, c optimal
link redundancy, and d full
connection. © [2016] IEEE.
Reprinted, with permission,
from IEEE Transactions on
Power Electronics [36]
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Gc
i ¼

p1j j p2j j
ðs� p1Þðs� p2Þ ; ð7:48Þ

where p1 and p2 ( p2j j[ p1j j) can be found by curve-fitting techniques. Fitted
frequency response is highlighted in red in Fig. 7.8, where an good agreement is
reported between the empirical and fitted data. The transfer function in (7.48) is
further used in the design procedure.

Following the guideline in Sect. 7.1.3, knowledge of the microgrid admittance
matrix is also required. The underlying microgrid is a five-bus system (see Fig. 7.2)
and has a five-by-five admittance matrix. However, the admittance matrix, Ybus, in
(7.33) only represents the interaction between the voltages and currents of the
generating buses and, thus, is a four-by-four matrix. This matrix can be found by
reducing the original five-by-five admittance matrix though the Kron’s reduction
technique.

Design of the communication weights, aijs, which are stored in the adjacency
matrix, AG (or, equivalently, the Laplacian matrix, L), is tightly linked to the
voltage observers’ dynamic in (7.7). The weights can be designed to adjust the
convergence speed of the estimated voltages.

Proper functioning of the voltage regulator in Fig. 7.2 requires a fast estimation
of the global average voltage, particularly faster than the converters’ dynamic. Here,
it is desired that the eigenvalues of the adjacency matrix (or, equivalently, poles of
Hobs) provide a dynamic estimation response at least twice as fast as that of the
converters. A scaling factor, a, is defined to scale the adjacency matrix as
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Fig. 7.8 Measured frequency response of the buck converters for various operating conditions:
a Vs ¼ 80 V and b Vs ¼ 100 V. © [2016] IEEE. Reprinted, with permission, from IEEE
Transactions on Power Electronics [36]
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AG ¼ a�
0 90 0 110
90 0 100 0
0 100 0 120

110 0 120 0

2
664

3
775: ð7:49Þ

Figure 7.9 shows how the eigenvalues of the adjacency matrix vary as the
scaling coefficient, a, changes from 0.5 to 1.5. The dominant pole of the converters’
transfer function is p1 ¼ �106. Eigenvalues of AG, kks, are highlighted in Fig. 7.9
in black for a ¼ 1, where 8k� 3; realðkkÞj j[ 2� realðp1Þj j. Therefore, a ¼ 1
provides an appropriate scaling coefficient for the adjacency matrix in (7.49). It
should be noted that the nonzero matrix entries in (7.49) are arbitrarily chosen and
other selections are viable; however, they might result in a different optimal scaling
factor.

The performance of the noise cancelation module is evaluated numerically using
(7.23). The coupling gain, b, and the NC integrator gain matrix, K, are chosen (see
Appendix) to provide higher than 65% attenuation for disturbances with
fnoise\5 Hz. The noise cancelation transfer function, HNC, is plotted in Fig. 7.10
for the first node. As seen, all terms of HNC are stable functions and exhibit
satisfactory attenuations as demonstrated by the low gain at low frequencies. This
implies successful noise rejection for DC and low-frequency disturbances. Similar
performance is observed for the NC modules at other nodes.
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Fig. 7.9 Movement of the eigenvalues of the adjacency matrix as the scaling coefficient changes.
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Comparison between (7.7) and (7.22) shows that NC modules can affect the
observers’ transfer function. Proper selection of the coupling gain, b, and the matrix
K can significantly suppress this impact. Figure 7.11 compares the first entry,
ð1; 1Þ, of the total observers’ transfer function, HF

obs, with the reduced-order func-
tion, Hobs, where it can be seen that the NC module has a negligible impact on
observers’ the frequency response. A similar match is observed between other
entries of HF

obs and corresponding entries of Hobs. Accordingly, one can safely
assume HF

obs ¼ Hobs.
The current regulator module carries out the load sharing regardless of the

selection of the droop coefficients. However, the choice of the coefficients based on
(7.35) improves the load sharing dynamics. Accordingly, m ¼ 3 is chosen here,
which results in the virtual impedance matrix, r, provided in Appendix.

The coupling gain between the current and the voltage regulators, c, deter-
mines load sharing dynamics. Figure 7.12 compares the measured dynamic
response of the microgrid for two different values of c. Small coupling gain c can
slow down the system, while a large coupling gain can lead to resonance or even
make the system unstable. A medium value is adopted here, i.e., c ¼ 0:075.
Satisfactory system performance is verified empirically. Although (7.34) provides
analytical evaluation of system dynamic, it does not consider limitations such as
constraint on the duty cycle of the switching converters, and thus, empirical
performance evaluation is preferred instead. Design parameters are summarized in
Appendix. As seen, dissimilar control parameters are selected for different con-
verters to verify controller performance in the case of heterogeneous agents
(sources).
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Fig. 7.10 Frequency response of the noise cancelation module at the first node: a HNCð1; 1Þ,
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7.4.2 Droop Controller Versus Cooperative Controller

Figure 7.13 comparatively studies the performance of the cooperative control
methodology. The microgrid is initially controlled using the conventional droop
controller. It leads to voltages less than the desired value, i.e., vref ¼ 48 V. In
addition, although the droop gains are designed reciprocal to the converters’ rated
currents, the transmission line effects have clearly incapacitated the droop mecha-
nism resulting in a poor load sharing. The cooperative controller is engaged at
t ¼ 5:18 s. Consequently, the voltages are all boosted across the microgrid, and the
average voltage is finely regulated at the set point, i.e., vref ¼ 48 V. Figure 7.13b
shows that the proportional load sharing is also carried out, where the first and the
fourth converters carry twice the current as the other two converters. Performance
of the voltage observers is shown in Fig. 7.13c, where a good agreement is seen
between the true average voltage, �v, and the individual estimated voltages, �vis.

The efficacy of the noise cancelation module is studied in Fig. 7.14, where a step
disturbance, i.e., d1ðtÞ ¼ 2uðt � 3:35 sÞ, is intentionally applied to the estimation at
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Fig. 7.11 Comparison of the reduced-order observers’ dynamic, Hobsð1; 1Þ, and the total
observers’ dynamic, HF
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Node one. It is shown in Fig. 7.14c that the disturbance causes sudden increase in
all estimations. Accordingly, the controller has slightly decreased the duty ratios.
Simultaneously, the NC module has identified the noise and adjusted the cance-
lation term, d̂1, to neutralize the noise impact. Consequently, all estimations are
recovered in less than 1 s and continue tracking the true average voltage, �v.
Figure 7.14a, b shows that the NC module has effectively eliminated the noise
impact on the voltage regulation and the load sharing.

7.4.3 Load Change Performance Assessment

The controller performance in case of load change is studied in Fig. 7.15, where the
remote load at bus five, R5, is changed in step between 10 and 20 Ω. Tight voltage
regulation and load sharing can be observed in this figure. Excellent transient load
sharing is also noticeable in Fig. 7.15b.
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7.4.4 Plug-and-Play Capability

Figure 7.16 studies plug-and-play capability of the cooperative controller and its
performance in case of a converter failure. As seen, when the second converter fails,
the controller readjusts the voltages to satisfy the global voltage regulation. It also
readjusts the load sharing among the remaining converters. It should be noted that a
converter failure also implies loss of all communication links connected to that
particular converter. Accordingly, when the second converter fails, it automatically
renders the links 1–2 (between nodes 1 and 2) and 2–3 inoperable. However, the
remaining links still form a connected graph with balanced Laplacian matrix (see
Fig. 7.7c).

Then, the second converter is plugged back in at t ¼ 12:1 s. As seen, the con-
troller has properly updated the load sharing and global voltage regulation, after the
second converter is plugged in.

10

48

50

52

Time (s)

V
ol

ta
ge

 (
V

)

2

4

6

Time (s)

C
ur

re
nt

 (
A

)

54

46

10

5 6 7 8 9

5 6 7 8 9

(b)

(a)

Step load change in 
terminal 5

Fig. 7.15 Performance of the cooperative distributed controller in a case of load change:
a terminal voltages and b supplied currents. © [2016] IEEE. Reprinted, with permission, from
IEEE Transactions on Power Electronics [36]

7.4 Experimental Performance Evaluation 199



7.4.5 Cyber-Link Failure Resiliency

Resiliency to a single link failure is studied next in Fig. 7.17. The original com-
munication graph is designed to carry a minimum redundancy, so no single link
failure can cause loss of graphical connectivity. Thus, the control system shall
remain operational. As shown in Fig. 7.17, the link 1–2 has failed at t ¼ 11 s, but it
does not have any impact on voltage regulation or load sharing.

Response of the controller to the step load change in the remote load is also
studied with the failed link, where a satisfactory performance can be seen. It should
be noted that the reconfiguration caused by the link failure affects the Laplacian
matrix and, thus, the whole system dynamic. Comparing Figs. 7.15b and 7.17b, one
can see that the link failure slightly slows the controller transient response.
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7.5 Summary

Distributed and cooperative secondary/primary controllers are discussed for DC
microgrids. The controller on each converter has two modules: the voltage regulator
and the current regulator. The voltage regulator uses a noise-resilient voltage
observer to estimate the global average voltage. This estimation is then further used
to adjust the local voltage set point to provide global voltage regulation.

The current regulator compares local per-unit current with its neighbors’ per-unit
currents and, accordingly, adjusts the voltage set point (or, alternatively, the droop
coefficient) to carry out proportional load sharing. The control paradigms use sparse
communication networks for data exchange. Studies show that they provide precise
global voltage regulation and proportional load sharing.
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Appendix

Dynamic Consensus

Following lemmas need to be studied before studying the dynamic consensus:

Lemma 7.1 [37]: Assume that the digraph G has a spanning tree. Then, the
Laplacian matrix L has a simple eigen-value at the origin, i.e., k1 ¼ 0, and other
eigen-values lie in the Open Right Hand Plane (ORHP). In addition,

lim
t!1 e�Lt ¼ wrw

T
l ; ð7:50Þ

where wr 2 R
N�1 and wT

l 2 R
N�1 are the right and left eigen-vectors of

L associated with k1 ¼ 0, respectively. It should be noted that wT
l should be nor-

malized with respect to wr, i.e., wT
l wr ¼ 1.

Lemma 7.2 Assume that the digraph G has a spanning tree and the Laplacian
matrix, L, is balanced. Then,

lim
s!0

sðsIN þLÞ�1 ¼ Q: ð7:51Þ

lim
s!0

LðsIN þLÞ�1 ¼ lim
s!0

ðsIN þLÞ�1L ¼ IN �Q: ð7:52Þ

where Q is the averaging matrix defined in Sect. 7.1.3

Proof of Lemma 7.2: Assume a linear system of _x ¼ �Lx with xð0Þ 6¼ 0 and
x 2 R

N�1. One can write

xðtÞ ¼ e�Ltxð0Þ: ð7:53Þ

Or, equivalently, in the frequency domain,

X ¼ ðsIN þLÞ�1xð0Þ: ð7:54Þ

Lemma 7.1 ensures that X is a type 1 vector; i.e., it has a single pole at the origin
and all other poles lie in the OLHP. Thus, using the final value theorem,

lim
t!1 xðtÞ ¼ lim

s!0
sX ¼ lim

s!0
sðsIN þLÞ�1


 �
xð0Þ: ð7:55Þ

On the other hand, by using Lemma 7.1, (7.53) yields to
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lim
t!1 xðtÞ ¼ lim

t!1 e�Lt
� 	

xð0Þ ¼ wrw
T
l xð0Þ: ð7:56Þ

For any Laplacian matrix L, all row sums are equal to zero. Thus, wr ¼ 1. In
addition, for any balanced L, all column sums are also equal to zero. Thus,
wl ¼ ð1=NÞ1. Accordingly, (7.56) implies that

lim
t!1 xðtÞ ¼ Qxð0Þ: ð7:57Þ

Comparing (7.55)–(7.57),

lim
s!0

sðsIN þLÞ�1

 �

xð0Þ ¼ Qxð0Þ: ð7:58Þ

Since (7.58) holds for all xð0Þ 6¼ 0, one may conclude (7.51). In addition,

IN ¼ lim
s!0

ðsIN þLÞðsIN þLÞ�1 ¼ lim
s!0

sðsIN þLÞ�1 þ lim
s!0

LðsIN þLÞ�1: ð7:59Þ

Comparing (7.51) with (7.59) concludes (7.52).

Theorem 7.1 Assume that the communication graph G, used in a cooperative
control system, has a spanning tree and the associated Laplacian matrix, L, is
balanced. Then, using the observer in (7.7), all the estimated averages in �v con-
verge to the true global average voltage.

Proof of Theorem 7.1: Equation (7.34) shows the global dynamic of the microgrid,
when the cooperative controller is effective. It is assumed that the system param-
eters are, accordingly, designed to stabilize the microgrid. Thus, the resulting
voltage vector, V, is a type 1 vector. Based on Lemma 7.1, all poles of the term
sðsIN þLÞ�1 lie in the OLHP. It should be noted that if ki is an eigenvalue of L,
then s ¼ �ki is a pole of sðsIN þLÞ�1. The term s in sðsIN þLÞ�1 cancels the pole
of ðsIN þLÞ�1 at the origin. Thus, (7.7) implies that V is also a type 1 vector. Since
both V and V are type 1, one may use the final value theorem

lim
t!1

�vðtÞ ¼ lim
s!0

s�V ¼ lim
s!0

sðsIN þLÞ�1ðsVÞ: ð7:60Þ

Using Lemma 7.2,

lim
t!1

�vðtÞ ¼ lim
s!0

sðsIN þLÞ�1 � lim
s!0

ðsVÞ ¼ Q� lim
t!1 v ¼ Qvss ¼ vssh i1: ð7:61Þ

Equation (7.61) implies that all estimations converge to the true global average
voltage. In other words,
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8i : 0� i�N; lim
t!1

�viðtÞ ¼ 1
N

XN
i¼1

viðtÞ: ð7:62Þ

Analysis of the Noise Cancelation Module

Following lemmas need to be studied before analyzing the noise cancelation
module:

Lemma 7.3 For a given matrix A 2 R
N�N, if IN þA is invertible then,

ðIN þAÞ�1 ¼ IN � AðIN þAÞ�1 ¼ IN � ðIN þAÞ�1A: ð7:63Þ

Proof of Lemma 7.3: For a given matrix A 2 R
N�N ,

ðIN þAÞ�1 ¼ ðIN þAÞ�1ðIN þAÞ � ðIN þAÞ�1A ¼ IN � ðIN þAÞ�1A:

Lemma 7.4 For a given invertible matrix A 2 R
N�N if IN þA is invertible then,

ðIN þA�1Þ�1 ¼ AðIN þAÞ�1 ¼ ðIN þAÞ�1A: ð7:64Þ

Proof of Lemma 7.4: For a given invertible matrix A,

ðIN þA�1Þ�1 ¼ ðAA�1 þA�1Þ�1 ¼ ðIN þAÞA�1� ��1¼ AðIN þAÞ�1:

Lemma 7.5 If L is a balanced Laplacian matrix, b[ 0, and K ¼ diagfkig has
positive diagonal elements then, L0 ¼ bLK�1L is a balanced Laplacian matrix.

Proof of Lemma 7.5: The matrix L is said to be a Laplacian matrix if a commu-
nication graph exists with the associated Laplacian matrix L. Equivalently, a matrix
is a Laplacian matrix if and only if L1 ¼ 0. A Laplacian matrix is balanced if it has
all column sums of zero, i.e., 1TL ¼ 0. Let L be a balanced Laplacian matrix and
L0 ¼ bLK�1L, then

L01 ¼ bLK�1 L1ð Þ ¼ 0; ð7:65Þ

which implies that L0 is a Laplacian matrix. On the other hand,

1TL0 ¼ b 1TL
� �

K�1L ¼ 0; ð7:66Þ

which shows that L0 is also balanced.
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Lemma 7.6 If L is a balanced Laplacian matrix, b[ 0, and K ¼ diagfkig has
positive diagonal elements then,

lim
s!1 s sIN þ sIN þ bLð ÞK�1 sIN þLð Þ� ��1¼ Q: ð7:67Þ

lim
s!1 s IN þ s sIN þLð Þ�1K sIN þ bLð Þ�1

� 	�1
¼ IN �Q: ð7:68Þ

Proof of Lemma 7.6: Let L be a balanced Laplacian matrix, b[ 0, and K ¼
diag kif g has positive diagonal elements. Then,

lim
s!1 sIN þ bLð ÞK�1 sIN þLð Þ� � ¼ bLK�1L: ð7:69Þ

Let us define L0 ¼ bLK�1L. Then, using (7.69),

lim
s!0

s sIN þ sIN þ bLð ÞK�1 sIN þLð Þ� ��1¼ lim
s!0

s sIN þL0ð Þ�1
: ð7:70Þ

Lemma 7.5 ensures that L0 is a balanced Laplacian matrix. Therefore, by
applying Lemma 7.2 (7.51), one can write lims!0 s sIN þL0ð Þ�1¼ Q, which,
together with (7.70), proves (7.67).

To study the second part of the Lemma, (7.68), one may note that for s 6¼ 0,
sIN þ bL is invertible [46]. K is also invertible, and K�1 ¼ diag k�1

i

� 
. Let us

define

C, IN þ s sIN þLð Þ�1K sIN þ bLð Þ�1
� 	�1

: ð7:71Þ

Using Lemma 7.3,

C ¼ IN � s sIN þLð Þ�1K sIN þ bLð Þ�1 IN þ s sIN þLð Þ�1K sIN þ bLð Þ�1
� 	�1

:

ð7:72Þ

Lemma 7.4 offers to further expand (7.72)

C ¼ IN � s sIN þLð Þ�1K sIN þ bLð Þ�11
s
sIN þ bLð ÞK�1 sIN þLð Þ

� IN þ 1
s
sIN þ bLð ÞK�1 sIN þLð Þ


 ��1

¼ IN � s sIN þ sIN þ bLð ÞK�1 sIN þLð Þ� ��1
:

ð7:73Þ

By applying Lemma 7.6 (7.67)–(7.73), one can conclude lims!0 C ¼ IN �Q.
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Theorem 7.2 Assume that the communication graph G, used in a distributed
control system, has a spanning tree, and the associated Laplacian matrix, L, is
balanced. Then, using the total observer in (7.21)–(7.23), all the estimated aver-
ages in v converge to the true global average voltage average.

Proof of Theorem 7.2: For any s 6¼ 0, sIN þ bL is invertible [46]. The integrator
gain matrix, K, is also invertible, and K�1 ¼ diag k�1

i

� 
. Thus, one can safely

reformulate the total observer transfer function as

HF
obs ¼ sIN þLð Þþ sK sIN þ bLð Þ�1

� 	�1
sIN þLð Þþ sK sIN þ bLð Þ�1

� 	
� L

¼ IN � sIN þLð Þþ sK sIN þ bLð Þ�1
� 	�1

L

¼ IN � sIN þLð Þ IN þ s sIN þLð Þ�1K sIN þ bLð Þ�1
� 	� 	�1

L

¼ IN � IN þ s sIN þLð Þ�1K sIN þ bLð Þ�1
� 	�1

sIN þLð Þ�1L:

ð7:74Þ

Using Lemma 7.2 (7.52) and Lemma 7.6 (7.68), the total observer DC gain can
be found

lim
s!0

HF
obs ¼ IN � IN �Qð Þ2¼ 2Q�Q2 ¼ Q: ð7:75Þ

Therefore, for type 1 (DC and exponentially damping) disturbances, (7.21)
yields to

lim
t!1 vðtÞ ¼ lim

s!0
HF

obs � lim
s!0

ðsVÞ � lim
s!0

HNC � lim
s!0

ðsDÞ
¼ Q� lim

t!1 vþ 0 ¼ Qv ¼ vssh i1; ð7:76Þ

which proves the Theorem 7.2.

Microgrid Parameters

Each of the underlying buck converters has L ¼ 2:64 mH and C ¼ 2:2 mF and
works with the switching frequency of Fs ¼ 60 kHz. Transmission lines series
impedances are Z12 ¼ Z34 ¼ Zb and Z25 ¼ Z35 ¼ Zb, where the base impedance is
Zb ¼ 0:5þð50 lHÞs. The circuit model of the line includes 22 nF of capacitance
on either end. Impedances of the local loads are R ¼ 30 X and
R2 ¼ R3 ¼ R4 ¼ 20 X. Voltages of the (rectified) input DC sources are Vs1 ¼
Vs4 ¼ 80 V and Vs2 ¼ Vs3 ¼ 100 V. The control parameters are as follow:
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Irated ¼ diagf6; 3; 3; 6g; ð7:77Þ

AG ¼
0 90 0 110
90 0 100 0
0 100 0 120

110 0 120 0

2
664

3
775; r

0:5 0 0 0
0 1:0 0 0
0 0 1:0 0
0 0 0 0:5

2
664

3
775; ð7:78Þ

b ¼ 1; c ¼ 0:075; ð7:79Þ

Hp ¼
0:1 0 0 0
0 0:09 0 0
0 0 0:08 0
0 0 0 0:11

2
664

3
775; HI ¼

6 0 0 0
0 5 0 0
0 0 5:4 0
0 0 0 5:6

2
664

3
775; ð7:80Þ

Gp ¼
1:1 0 0 0
0 1 0 0
0 0 1:2 0
0 0 0 1:1

2
664

3
775; GI ¼

7 0 0 0
0 7:4 0 0
0 0 6:6 0
0 0 0 7

2
664

3
775; ð7:81Þ

Kp ¼
1 0 0 0
0 2 0 0
0 0 3 0
0 0 0 4

2
664

3
775: ð7:82Þ
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Chapter 8
Distributed Assistive Control of DC
Microgrids

Proliferation of power electronics loads in DC distribution networks shifts the load
consumption profiles from the traditional constant impedance loads to electronically
driven loads with potentially volatile power profiles. Such fast-acting consumption
patterns can destabilize the entire distribution network, given their weak nature due to
the lack of damping and generational inertia [1, 2]. Hardware-centric approaches
focus on placement of energy storage devices to decouple the source, load, and
distribution network dynamics (e.g., [3–6]). However, widespread utilization of these
devices can be costly. Control-centric approaches, either linear controllers based on
average-value models of the underlying switching converters (e.g., [7–9]) or non-
linear control paradigms based on the hybrid system representation of power elec-
tronics converters (e.g., [10–13]), are the alternative methods found in the literature.

The concept of power buffer is introduced in [14, 15] to shield the power
distribution network from abrupt changes in load, and the sensitive loads from the
transients in distribution network, by modifying the effective loading impedance
seen by the distribution network. Power buffers are power electronic converters
with two prominent features. From the hardware perspective, power buffers have
relatively large storage components. From the control perspective, they are mainly
concerned with buffering, storing, and managing energy rather than voltage regu-
lation. The latter task is usually performed with a point-of-load converter that
follows the power buffer. Therefore, power buffers can provide a holistic approach
between the hardware- and control-centric approaches to help minimize the effects
of transients on the DC distribution networks [16–18]. The challenge in the control
of power buffers stems from the trade-off between demands of the final loads and
the power network, which can be properly formulated in a game-theoretic frame-
work and the limited generational capacity in microgrids, which calls for the
optimal utilization of energy stored in the power buffers.

A geometric manifold is derived from the optimal state trajectories based on the
energy–impedance state-space representation in [19]. Game-theoretic solutions for
steady-state conditions [20] or trajectory formation [21, 22] are provided in a
decentralized fashion. Team formation and player-by-player optimization to find the
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Nash equilibrium is discussed in [23]. Non-cooperative game-theoretic control
frameworks extract geometric manifolds based on the a priori computation of state
trajectories in [24]. Majority of these endeavors neglect the role of the distribution
network in problem formulation, leading to a suboptimal trajectory. However, the
transmission line impedances practically limit the effective range of a buffer to assist
only its physical neighbors. Therefore, it is of paramount value to develop a
game-theoretic framework that accounts for the transmission line effect. Moreover, the
existing literature lacks a feedback solution to control the buffers; optimal trajectories
are usually numerically calculated for the most probable load change/fault scenarios
and, then, saved in lookup tables for further use, i.e., when a load transient occurs.

Information exchange, even limited, can help the power buffers optimally share a
common objective and appropriately respond to global (system-level) changes. This
chapter uses a limited information exchange among active loads and establishes a
game-theoretic coordination of these entities in a DC microgrid. It offers an ana-
lytical solution that accounts for the distribution network effect. Salient features of
this work are as follows:

• Power buffers add a degree of freedom in addressing the transient mismatch
between the power supplied by the distribution network and the power delivered
to the final load.

• A communication network is spanned across the active loads. This network
spatially extends the effective range of a power buffer to assist its neighboring
loads.

• A game-theoretic performance function is introduced for each active load.
Optimization of this function ensures proper respond to abrupt local and
neighbors’ load changes.

• Active loads and their physical coupling though the distribution network are
properly modeled using the small-signal analysis.

• A policy iteration algorithm is offered to solve algebraic Riccati equations
(AREs) and find the optimal solutions to minimize system’s performance
functions.

8.1 Introductory of Power Buffer and Distributed Control

8.1.1 Operational Principle of Power Buffer

A power buffer is connected in series to a power electronics load and shapes the
power profile drawn from the distribution line of the microgrid, as illustrated in
Fig. 8.1. Here, final load collectively refers to the point-of-load converter and its
load. The active load refers to the series connection of a power buffer and a final
load. As shown in Fig. 8.1, the final load abruptly changes its load, pout, at t ¼ t1.

To handle the extra power demand, the power buffer gently ramps up its input
power, pin, and thus, there would be a mismatch between the supplied and the
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demanded powers. The buffer uses its stored energy, e, to compensate for this
mismatch. At t ¼ t2, the input power reaches the load demand, and thus, the
buffering mode ends. Then, the controller triggers the energy restoration procedure.
In this stage, i.e., t2\t\t3, the buffer slightly draws extra power from the mi-
crogrid to restore its energy. At t ¼ t3, the buffer regains its initial energy level and
ends the energy restoration mode. For t[ t3, the input power to the buffer equals
the load power, i.e., pin ¼ pout, and the stored energy, e, remains intact until the next
load change occurs. It is noteworthy that the buffering interval t1; t2½ � is signifi-
cantly shorter than the energy restoration interval t2; t3½ �.

8.1.2 Distributed Control

Active loads can be individually controlled by processing their local measurements,
e.g., the final load power or the input bus voltage. However, such a localized
approach limits the effectiveness of the power buffer to its local load. Alternatively,
nearby active loads can collectively respond to load changes. Here, any active load
in the physical vicinity of the load i would be called its neighbor. In case of a load
change at the active load i, the stored energy of all its neighbor buffers can col-
lectively smoothen the power demand from the microgrid. It is noteworthy that due
to the loss of energy on the transmission lines, seeking assistance from remote
buffers is not recommended.

Power 
Converter

Final Load
Resistive 

Load

Power Buffer
Microgrid

Connection 
to DC Grid

Active Load (Agent)

Fig. 8.1 Power buffer operation during a step change in power demand. © [2016] IEEE.
Reprinted, with permission, from IEEE Transactions on Energy Conversion [35]
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Distributed coordination of active loads requires communication with neighbors.
To this end, each active load is equipped with a communication module (see
Fig. 8.2) that facilitates data exchange with its physical neighbors. This commu-
nication network transforms the DC microgrid into a multi-agent dynamic system
where each active load is an agent. The set of all neighbors of the agent i is denote
by Ni.

Each agent i relays an information vector xiðtÞ ¼ ei; ri; pi½ �T, which carries its
states to its neighbors and receives their data Xj; j 2 Ni. ei; ri, and pi represent the
stored energy, input impedance, and the output power of the buffer of the active
load i. The controller at agent i will process its local data, xi, as well as the
neighbors’, xjs, to appropriately control the energy stored in buffer i and provide
assistance during transients.

8.2 System-Level Modeling of DC Microgrid with Power
Buffers

A DC microgrid, as shown in Fig. 8.3a, is the interconnection of DC sources and
loads through a distribution network. Typically, sources and some load types are
controllable. The focus of this work is on coordinating active loads. Figure 8.3b
demonstrates the internal architecture of an active load wherein a power buffer
drives the final load. Active loads are physically coupled through the power dis-
tribution network. Therefore, to study the group behavior of the active loads, it is
essential to develop a dynamic model that accounts for both the load and the
distribution network dynamics. This model will be used to develop an optimal
control strategy to coordinate active loads.
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Fig. 8.2 Communication modules facilitate data exchange among active loads to perform
distributed control routines. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions
on Energy Conversion [35]
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The energy stored in buffer i, ei, and its input impedance, ri, are used as the state
variables to represent buffer dynamics and, consequently, the active load i. As
shown in Fig. 8.3b, pi is the output power of the buffer i. It should be noted that the
power converter, which drives the resistive load in Fig. 8.3b, features a fast voltage
tracker and thus maintains its stored energy steadily. Accordingly, one can safely
conclude that pi also equals the power delivered to the resistive load. Energy
balance equation for buffer i implies that

_ei ¼ v2i
ri
� pi

_ri ¼ ui

�
; ð8:1Þ

where vi is the buffer input voltage (the bus voltage) and ui is the control input that
adjusts the input impedance of the buffer. As the model in (8.1) is nonlinear, it can
be linearized to capture the system response to small changes in state variables.
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Fig. 8.3 DC microgrid layout: a physical components including sources, distribution network,
and active loads and b architecture of an active load. © [2016] IEEE. Reprinted, with permission,
from IEEE Transactions on Energy Conversion [35]
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Let us express any variable x as

x ¼ xq þ x̂; ð8:2Þ

where xq and x̂ are the quiescent and small-signal portions of the variable x,
respectively. Accordingly, one can linearize (8.1) as

_̂ei ¼ � iqið Þ2r̂i þ 2iqi v̂i � p̂i
r̂i ¼ ûi

�
ð8:3Þ

where iqi ¼ vqi =r
q
i . Equation (8.3) explains how the stored energy of the buffer i, ei,

changes in response to the load variation p̂i and the control input ûi. The voltage
variation v̂i depends not only on the local load change p̂i but also on the response of
all loads and sources in the microgrid. Modeling the interaction between the loads
and sources through the transmission network sheds light on how the voltage varies
across the entire microgrid in response to any load change.

The transmission/distribution network couples the load dynamics, i.e., as one
load’s power demand changes, it changes the current flow in the entire and, thus,
affects the voltages globally. Assume there exist M sources numbered 1 to M and
N loads numbered M + 1 to M + N, where each source or load represents an
individual bus in the microgrid.

There may be other intermediate buses in the distribution network that solely
distribute power to other buses; no source or load is attached to such buses. They,
however, add to the dimension and complexity of the network. Reduction methods
help to find a dynamically equivalent model of the distribution network, a so-called
reduced-order model [25]. This model captures interaction of the source/load
buses, while it relaxes that of the intermediate buses. Accordingly, it reduces the
computational complexity of the model and makes it suitable for dynamic/static
analysis. Kron reduction method is commonly used in the circuit theory to find the
reduced-order model of a circuit [26]. Particularly, for a microgrid with M sources
and N loads, one can write

ð8:4Þ
where iMG, YMG, and vMG are the injected current vector, admittance matrix, and
the bus voltage vector, respectively. i and v are the current and voltage vectors for
the source/load buses, respectively. It is noteworthy that the injected currents to the
intermediate buses are all zero, and thus, . vint is the intermediate bus voltage vector.
The Kron reduction offers a reduced-order equivalent of (8.4),

i¼Yv ð8:5Þ

where

216 8 Distributed Assistive Control of DC Microgrids



Y¼Y11 � Y12Y�1
22 Y21 ð8:6Þ

is the reduced-order admittance matrix that models the interaction between the
loads and sources.

For a system of M sources and N loads, one can write

ð8:7Þ

where each source i is modeled as the series connection of a regulated voltage
source, vsi, and a resistor, rs , as shown in Fig. 8.3a. Entries of the admittance
matrix, Y, are determined by the admittance of the sources, the loads, and the
distribution lines. Small-signal analysis of (8.7) results in

iq þ î ¼ Yq þ Ŷ
� �

vq þ v̂ð Þ ) î ¼ Yqv̂þ Ŷv
q
: ð8:8Þ

Given the regulated internal voltages of all sources, entries of the current vector
i are constant, and thus, î ¼ 0. Therefore, (8.8) yields

v̂ ¼ � Yqð Þ�1Ŷv
q ¼ �ZqŶv

q
: ð8:9Þ

Intuitively, the load change at any active load i affects the power flow and,
consequently, the voltage regulation across the microgrid. Accordingly, all other
active loads would adjust their input impedances, r̂js, to maintain their desired
power delivery. Therefore, Ŷ can be generally written as

ð8:10Þ

which captures the effect of all impedance variations, i.e., r̂js. Plugging (8.10) in
(8.9) gives

ð8:11Þ
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where C ¼ cij
� � 2 R

NþMð Þ� NþMð Þ. Particularly, (8.11) implies that each load
voltage variation, v̂i, can be expressed as a linear function of the impedance vari-
ations, r̂js, i.e.,

v̂i ¼
XMþN

j¼Mþ 1

cijr̂j; i ¼ Mþ 1; . . .MþN: ð8:12Þ

Equation (8.12) models the physical coupling among the active loads and,
together with (8.3), forms the dynamic model of the entire microgrid. This model is
further used in the next section to design an optimal control paradigm to adjust the
load impedances.

8.3 Multi-player Game for Optimal Control

Game theory is the study of strategic interactions among multiple decision makers,
called players. In such game-theoretic environments, an objective function is
defined for each player to capture its preference ordering among multiple alterna-
tives. The objective function of a player depends on the decisions made by others,
as well as itself, which introduces a coupling between the actions of the players and
binds them together in the decision making [27]. In general, game-theoretic
approaches are categorized into cooperative and non-cooperative games. As
opposed to cooperative games, each player in non-cooperative game tries to find an
optimal strategy by optimizing its own objective function.

To develop a game-theoretic solution to the control of active loads in DC sys-
tems, the microgrid is first modeled as a set of players or agents with coupled
dynamics in (8.3) and (8.12). Here, a distributed control protocol is developed to
coordinate active loads. First, a performance function is defined for each agent
which penalizes its own control input, ui, as well as its states and its neighbors’.
Incorporating the neighbors’ states in the performance function transforms the load
coordination into a graphical game. An optimal control assignment, u�i , is then
designed for each agent that minimizes its performance function. This helps miti-
gate load transients by using not only its local stored energy but also its neighbors’.
It should be noted that the control assignments, developed in this section, act upon
the small-signal variations of the state variables, x̂is. For notational simplicity, the
small-signal notation, ^, is dropped in the following derivations.

8.3.1 Microgrid Loads as Players in a Differential Game

Coordination of active loads is formulated as an optimal control problem. Then,
coupled algebraic Riccati equations provide a distributed solution. The physical
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vicinity helps define the neighborhood in the cyber domain, i.e., nearby loads (e.g.,
those connected through a short transmission line) are chosen to exchange data. The
information vector of each load contains energy, input impedance, and the final load
power as in xiðtÞ ¼ ei; ri; pi½ �T2 R

3:
One can rewrite the single agent dynamic (8.3) with the physical coupling (8.12)

in the matrix representation format

_ei

_ri

_pi

2
664

3
775

|fflffl{zfflffl}
_xi

¼
0 2iqi cii � iqið Þ2 �1

0 0 0

0 0 0

2
64

3
75

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Ai

ei

ri

pi

2
664

3
775

|fflffl{zfflffl}
xi

þ
0

1

0

2
664

3
775

|ffl{zffl}
Bi

ui

þ
0

0

1

2
664

3
775

|ffl{zffl}
Di

wi þ 2iqi

PMþN

j¼Mþ 1ð6¼iÞ
cijrj

0

0

2
6664

3
7775; i ¼ Mþ 1; . . .;MþN; ð8:13Þ

where wi ¼ _pi is the disturbance that captures load transient behaviors. This dis-
turbance is added to include pi as one of the state variables. With no loss of
generality, one can assume that any agent’s dynamic is predominantly affected by
its own states and its neighbors, i.e., the cijrj terms in (8.13) that j 62 Ni has neg-
ligible impact on the dynamic of the agent i and can be safely neglected in (8.13),
which simplifies (8.13) into

_xi ¼ Aixi þBiui þDiwi þ 2iqi 0 0
� �TX

j2Ni

Cijxj; i ¼ Mþ 1; . . .;MþN;

ð8:14Þ

where

Cij ¼ 0 cij 0
� �

: ð8:15Þ

Equation (8.14) shows that each agent is a linear system coupled with other
agents through their dynamics.

Denote the neighborhood state vector for agent i, �xi,

�xi ¼ xTi ; fxTj gj2Ni

� 	T
; ð8:16Þ

which contains states of the agent i and all its neighbors’. The objective is to design
a distributed control protocol for the system in (8.14) that minimizes the following
distributed performance function for agent i,
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Ji ¼
Z1
0

X
j2�Ni

xTj Qijxj þ qiu
2
i

0
@

1
Adt; i ¼ Mþ 1; . . .;MþN; ð8:17Þ

where �Ni ¼ Ni [fig. Qij 2 R
3�3 is a symmetric performance weighting matrix, and

qi is a positive performance weighting scalar. The function in (8.17) includes
quadratic terms of the local and neighbor states, as well as the local control input,
ui. Intuitively, optimization of (8.17) minimizes and limits the control effort, ui, as
well as the change of local and neighbors’ impedance, rj, and energy, ej, during a
load transient.

Minimizing (8.17) introduces a multi-player game among the active loads in a
DC microgrid. Performance weighting matrix and scalar, Qij and qi, are design
parameters and can be tuned to achieve a desired performance. The first term of the
performance function in (8.17) penalizes the states of agent i and its neighbors’, and
the second term penalizes the control input for agent i.

Remark 8.1 Similar to [28], one can write the performance function (8.17) as

Jsi ¼ 1
N

XMþN

j¼Mþ 1

Jj þ 1
N

XMþN

j¼Mþ 1

Ji � Jj
� � ¼ �J þ ~Ji; i ¼ Mþ 1; . . .;MþN; ð8:18Þ

where J is the overall aligned team cost and eJi is the conflict cost for player i.
That is, this game allows for players to have an aligned team component J and an
individual selfish component of strategy eJi.

Define the multi-player game by

min
ui

Ji; i ¼ Mþ 1; . . .;MþN: ð8:19Þ

The system in (8.14) is linear. Thus, the optimal solution to (8.19) is in the
general form of [29]

ui ¼ �ki�xi; i ¼ Mþ 1; . . .;MþN; ð8:20Þ

where ki is the control gain vector for agent i. The performance function (8.17) can
be written in terms of �xi as

Jið�xiÞ ¼
Z1
0

�xTi Qi�xi þ qiu
2
i

� �
dt; i ¼ Mþ 1; . . .;MþN; ð8:21Þ

where
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Qi ¼ diag Qij


 �
j2�Ni

: ð8:22Þ

The performance function (8.21) with the general solution form in (8.20) is
quadratic in �xi [29]. That is,

Jið�xiÞ ¼ �xTi Pi�xi; i ¼ Mþ 1; . . .;MþN: ð8:23Þ

for some kernel matrix Pi ¼ PT
i [ 0.

A differential equivalent to (8.21) is given by the Bellman equation

Hi � @JTi
@�xi

Ai�xi þBi�ui þDi �wi þWð�xiÞ
� �þ �xTi Qix

T
i þ qiu

2
i

¼ 0; i ¼ Mþ 1; . . .;MþN
ð8:24Þ

where

Ai ¼ diag Aj

 �

j2�Ni
; Bi ¼ diag Bj


 �
j2�Ni

; ð8:25Þ

�Di ¼ diag Dj

 �

j2�Ni
; �wi ¼ wi; wj


 �
j2Ni

� 	T
; ð8:26Þ

�ui ¼ ui; uj

 �

j2Ni

� 	T
; ð8:27Þ

and

Wð�xiÞ ¼ vec 2iqi 0 0
� �X

j2Nl

Cljxj

( )
l2�Ni

; ð8:28Þ

is the interconnection vector. vecfylgl2 S represents a column vector that concate-
nates elements yl, l 2 S. Substituting Ji, expressed in (8.23), in the Bellman
Eq. (8.24) for agent i yields

Hi ¼ �xTi Qix
T
i þ qiu

2
i þ �xTi Pi

�Ai�xi þ �Bi�ui þ �Di �wi þWð�xiÞ
� �

þ �Ai�xi þ �Bi�ui þ �Di �wi þWð�xiÞ
� �TPi�xi ¼ 0; i ¼ Mþ 1; . . .;MþN:

ð8:29Þ

A necessary condition that provides the optimal solution for minimizing (8.21) is
the stationarity condition [29]

@Hi

@ui
¼ 2 �BT

iiPi�xi þ qiui
� 	

¼ 0; ð8:30Þ
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where �Bii ¼ BT
i 0T � � � 0T

� �T
is in fact the first column of �Bi defined in (8.25).

Equation (8.30) results in the optimal distributed control input,

u�i ¼ �
�BT
iiPi�xi
qi

; i ¼ Mþ 1; . . .;MþN: ð8:31Þ

Note that (8.31) is of the desired distributed form (8.20).
Substituting the optimal distributed control input (8.31) into the Bellman

Eq. (8.29) gives the following coupled algebraic Riccati equation (ARE)

Hi ¼ �xTi Qix
T
i þ qiðu�i Þ2 þ �xTi Pi

�Ai�xi þ �Bi�u�i þ �Di �wi þWð�xiÞ
� �

þ �Ai�xi þ �Bi�u�i þ �Di �wi þWð�xiÞ
� �TPi�xi ¼ 0; i ¼ Mþ 1; . . .;MþN:

ð8:32Þ

where

�u�i ¼ u�i ; u�j
n o

j2Ni

� T

: ð8:33Þ

To find the optimal distributed control input (8.31) for all agents, the AREs
(8.32) must be first solved for Pis for a given DC microgrid. Then, for the
implementation, the Pi can be plugged into the feedback solution (8.31). Policy
iteration is an off-line computation algorithm that is commonly used to solve the
AREs (8.32).

8.3.2 Policy Iteration to Solve the Coupled AREs

A policy iteration algorithm is presented here to solve the AREs in (8.32) and,
consequently, find the optimal distributed control policies in (8.31). The policy
iteration technique is a class of reinforcement learning methods commonly used to
solve optimal control problems. This technique repeatedly performs two compu-
tational steps, namely policy evaluation and policy improvement. In the first step,
policy evaluation, the performance of a given control policy in the form of (8.31) is
evaluated using the Bellman Eq. (8.29). That is, for the given control policies ui,
i ¼ Mþ 1; . . .;MþN, the kernel matrices Pi, i ¼ Mþ 1; . . .;MþN, are found
from (8.29). In the next step, policy improvement, an improved control policy is
found for each agent, using (8.31) and the kernel matrices Pi found in the first
step. These two steps are, then, repeated until no improvement in control policies of
all agents is observed, and hence, an optimal control policy is reached. The fol-
lowing algorithm summarizes the policy iteration:
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Algorithm: Multi-player learning policy iteration for solving coupled AREs (8.32)

Initialization: Let u0i , i ¼ Mþ 1; � � � ;MþN be any stabilizing initial policy. Repeat the
following two steps until a convergence is achieved,

Initialization: Let u0i , i ¼ Mþ 1; � � � ;MþN be any stabilizing initial policy. Repeat the
following two steps until a convergence is achieved,

Policy improvement: Update the control policies using (8.31).

The kernel matrices, Pis, are solved using the small-signal model developed in
Sect. 8.2. This model provides a dynamic model that captures small state variations
about a quiescent operating point. The designer is encouraged to choose half-load
operation as the quiescent condition and find the kernel matrices, Pis, accordingly.
This model may not be accurate for large load variations; however, the discrepancy
does not render this feedback solution inoperable. In fact, for operations near the
half-load condition, the controller offers the optimal solution, while the solution is
suboptimal for larger variations in load.

8.4 Case Studies

A 48-V DC distribution network, which collectively supplies three active loads
through three sources, is adopted to study the assistive control methodology. This
is the standard voltage for communication supply networks. Schematic of the DC
microgrid is shown in Fig. 8.4a, where the resistive distribution system spans
among sources and loads. Figure 8.4b elaborates the design of an active load
incorporating the power buffer and the point-of-load converter. Accordingly, each
active load consists of three modules: (1) an adjustable resistive load, (2) a buck
converter, and (3) a boost converter. The buck converter features a fast propor-
tional–integral (PI) controller and drives the resistive load at fixed voltage set point
of 48 V. The boost converter features large storage elements, particularly a large
output capacitor. It drives the final load at the rated voltage of 100 V; however,
this voltage set point is subject to vary in load transients as the buffer varies its
stored energy to perform the assistive control routine and smoothen the system
transients. A high-frequency LC filter is placed in the design between the buck and
the boost converters to eliminate high-frequency contents of the current drawn by
the buck converter. Each load carries a communication module to exchange
information with neighbor loads. Cyber neighborhood assignment in this study is
inspired by physical vicinity: a load exchange information with those loads that are
in its physical vicinity. Figure 8.4c exhibits the communication network. Control
and physical parameters of the underlying system are provided in detail in
Appendix.
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8.4.1 Impedance Adjustment by Tuning Buffer Voltage

Typically, a power buffer is a power electronic converter that controls the power flow
by controlling a single solid-state switch. Thus, it offers a single degree of freedom,
i.e., the switching duty ratio, which can discharge a single control objective. For
instance, it can operate in either the output voltage, input current, or input impedance
regulation modes; it cannot handle any two control modes at the same time.

This study demands maintaining the buffer voltage, in the steady state, on the
rated value of V rated

b ¼ 100V, while shaping the input impedance profile of the buffer
in load transient instants. Here, a variable voltage set point is considered to handle
both control objectives of the power buffer. Each buffer operates in output voltage
control mode; the voltage set point, however, will not be fixed. The quiescent value
of the voltage set point for buffer i, v�b i, is the rated value, V rated

b . However, this set
point varies in transients to help shape a desired input impedance profile.

Figure 8.5 demonstrates the voltage controller for the buffer i. The communi-
cation at load i provides neighbor states, and accordingly, the controller calculates
the desired impedance profile for the buffer i as

_̂r�i ¼ �ki �̂xi ) r̂�i ¼ �
Z

ki �̂xid t: ð8:34Þ

The control vectors, kis, are provided in Appendix. These vectors are found
based on the policy iteration algorithm in Sect. 8.3.2 and for the performance

Power Buffer
Final Load

Microgrid
A
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e 
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ad
 

Communication

Assistive Controller

Energy to Voltage 
Conversion

Fig. 8.5 Transient impedance adjustment by tuning the voltage set point of power buffer.© [2016]
IEEE. Reprinted, with permission, from IEEE Transactions on Energy Conversion [35]
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matrices, Qis, given in Appendix. Small-signal analysis of the stored energy in (8.3)
yields

_̂e�i ¼ 2v̂ii
q
i � r̂�i ðiqi Þ2 � p̂i ) ê�i ¼

Z
2v̂ii

q
i � r̂�i ðiqi Þ2 � p̂i

� 	
dt: ð8:35Þ

Plugging the input voltage and output power small-signal measurements, v̂i and
p̂i, respectively, in (8.35) evaluates the desired energy profile, ê�i . On the other hand,
as the capacitor in each buffer contains the most energy stored in that buffer, one
can safely assume,

ei � 1
2
Cv2bi ) êi � CV rated

b v̂bi: ð8:36Þ

Therefore, the desired energy profile can be translated into a desired voltage
profile

v̂�bi ¼ ê�i = CV rated
b

� �
: ð8:37Þ

The adjustment in (8.37) will be added to the rated voltage, V rated
b , to form the

voltage set point for the buffer i,

v�bi ¼ V rated
b þ v̂�bi: ð8:38Þ

The voltage controller on each buffer responds fast enough to ensure the ref-
erence tracking. Tracking the desired voltage in (8.38), equivalently, yields the
desired input impedance profile in (8.34), which exploits the assistive nature of the
power buffer.

8.4.2 Steady-State and Small-Signal Decomposition

The controller at load i, as in (8.38), processes and acts upon small-signal variations
of the local and neighbor state variables, �̂xi. Thus, the controller implementation
requires a mechanism that decomposes quiescent and small-signal portions of the
state variables. As shown in Fig. 8.6, an ultralow-frequency (e.g., < 1 Hz) filter is

Ultra-low-frequency  
Filter (typ. )

Fig. 8.6 Signal decomposition into steady-state and small-signal terms using an
ultralow-frequency filter. © [2016] IEEE. Reprinted, with permission, from IEEE Transactions
on Energy Conversion [35]
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used for signal decomposition. In case of any transient variations in signal x, the
filter maintains preincident steady-state value of the signal, xq, and thus, the tran-
sient variations can be captured through

x̂ ¼ x� xq; ð8:39Þ

and be further used in the controller.
Controller development in Sect. 8.3 uses an ideal converter model. However,

parasitic elements and component tolerances may affect the controller performance.
Particularly, the controller neglects the power loss due to parasitic elements, and
therefore, it assigns a higher impedance set point than what can sufficiently meet the
load power demand. This mismatch limits the required power flow, gradually
decreases the buffer voltage, and, consequently, renders the controller inoperable.
From this perspective, another advantage of the decomposition mechanism in
Fig. 8.6 is to handle the impedance mismatch. In fact, after the system reaches the
steady state, the decomposition mechanism damps all small-signal values to zero
and updates the quiescent values for the next load change. Therefore, ê�i or,
equivalently, v̂�bi decays to zero, which ensures maintaining the rated buffer voltage
and its energy reserve during the steady-state operation.

8.4.3 Conventional Approach: Deactivated Power Buffers

The first study replicates conventional control approach. The voltage controller of
the load converters works with fixed set points. In this study, all buffers are
deactivated, i.e., the buffers work as a converter with a fixed voltage set point of
v̂�bi ¼ 100V, and do not use their stored energy to assist load transients. Resistive
loads connected to terminals 4, 5, and 6 are 30 Ω, 30 Ω, and 20 Ω, respectively.
Figure 8.7 shows the simulation results.

At t ¼ 2:5 s, the load at bus 4 is changed in step from 30 Ω to 15 Ω, which
doubles the power demand, as shown in Fig. 8.7g. A step change in the bus
voltages, source currents, and input resistances of the converters, vis, isis, and ris,
respectively, can be observed. It is noteworthy that such abrupt power demand may
cause instability when renewable (e.g., PV and wind turbines) and slow dynamic
sources (e.g., fuel cells) widely supply the network.

It is shown in Figs. 8.7b, c that the voltage controllers on the boost and buck
converters respond sufficiently fast to the load change and preserve regulated
voltages. Figure 8.7f exhibits the input impedance of the active loads, i.e., the input
impedance of the boost converters.

Figure 8.7h represents the energy–impedance trajectory of the boost converters
during the load change. As shown, only the converter supplying the varied load,
i.e., load 4, shows a trajectory, while other converters do not change their energy or
impedance. It can also be seen that the converter 4 reduces its impedance while
keeping its stored energy almost intact as the trajectory moves straightly from point
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A to point B. Such observation implies that the boost converter is not in the
buffering mode and maintains a steady energy reserve throughout its operation.

8.4.4 Assistive Controller: Single Assisting Neighbor

The power buffers are activated to perform the assistive control methodology using
the implementation technique explained in Subsection 8.4.1. The load at bus 5
experiences a step change from 30 Ω to 15 Ω at t ¼ 2:5 s. As shown in Fig. 8.4c,
load 4 is the only neighbor of load 5 and engages in supporting the load transient
with its stored energy. Figure 8.8 exhibits the state variables during this study. Fast
voltage regulation can be observed in Fig. 8.8c. It is shown in Figs. 8.8a, d, f that
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the controller has successfully smoothen the bus voltages, source currents, and
buffer impedances in response to the load transient (see Fig. 8.8g).

Buffers 4 and 5 use their stored energy to smoothen the impedance profile. Load
6 is not a neighbor of load 5 and, thus, has taken no action; it maintains its energy
and impedance steady at point D. Figure 8.8b, e shows how buffers 4 and 5 spend
their stored energy during the load transient. For an alternative discussion, the
energy–impedance trajectories in Fig. 8.8h exhibit movements only in buffers 4 and
5. During the load transient, buffer 4 starts from point A in Fig. 8.8h and triggers
assisting buffer 5 by dropping its energy and increasing its impedance. It then
regains its stored energy and moves back to the starting condition, i.e., point A.
Buffer 5 drops its energy and, at the same time, decreases its impedance to respond
to the load transient. After reaching the desired impedance level, it slightly absorbs
more power to regain its initial energy level. By comparison, with no buffering
effect, the trajectory would go straight from points B to C.
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8.4.5 Assistive Controller: Multiple Assisting Neighbors

The load at bus 4 changes from 30 Ω to 15 Ω at t ¼ 2:5 s. As shown in Fig. 8.4c,
load 4 has two neighbors, loads 5 and 6, which are expected to assist with the load
transient. Figure 8.9 exhibits the state variables during this study. Figure 8.9a, d, f
clearly shows that the controller has successfully smoothen the bus voltages, source
currents, and buffer impedances in response to the load transient. All buffers con-
tribute by using their stored energy to smoothen the impedance profile. Figure 8.9b,
e shows how the buffers spend their energy asset during the load transient. The
energy–impedance trajectories in Fig. 8.9h exhibit movements for all buffers.
During the load transient, buffers 5 and 6 start from points C and D in Fig. 8.9h,
respectively, and assist buffer 4 by losing their energy and elevating their impe-
dance. They regain their energy shortly and move back to the starting condition,
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i.e., points C and D. Buffer 4, which is the primary buffer in handling the load,
drops its energy and, at the same time, reduces its impedance to respond to the load
transient. After reaching the desired impedance level, it slightly absorbs more
power to restore its initial energy level. In contrast, with no buffering effect, buffer 4
trajectory would have traveled a straight path from point A to point B.

8.4.6 Communication Delay and Channel Bandwidth

Communication plays a vital role in accessing neighbor data and, therefore, in the
functionality of a distributed system. Accordingly, cyber deficiencies, e.g., com-
munication delay or limited bandwidth, may compromise the system performance.
Therefore, distributed control protocols must be tested against probable channel
non-idealities to ensure satisfactory field performance. Effect of channel
non-idealities on the performance of distributed systems has been investigated in
[30] and, particularly, for microgrids in [31–33]. Accordingly, channel deficiencies
have a negligible impact on the system performance so long as the communication
system is significantly faster than the controller dynamics.

Distributed control structures commonly feature low-delay and wide-bandwidth
communication protocols. For example, Wi-fi and ultrawideband (UWB) protocols
typically offer bandwidths up to 5 GHz and 7.5 GHz, respectively, with delays less
than 1 ls; the length of the communication link directly affects the channel delay.
On the other hand, power electronics typically have significantly slower dynamics
compared to the communication systems. Thus, considering wide-bandwidth
communications is expected to ensure satisfactory controller performance.
Particularly, for the underlying control methodology, each controller is linked to its
neighbors in a close physical vicinity. Therefore, field implementation features
short communication links with negligible delays. Figures 8.7 through 8.9 clearly
show that the controller dynamics are in the orders of 500 ms (or longer). Thus, the
controller will operate safely with wide-bandwidth communication systems.

To further study the effect of cyber deficiencies, the entire system is simulated
with non-ideal communication links. Figure 8.10 shows the system performance in
response to a step load change at bus 4 for a variety of channel delays and
bandwidths.

The load has changed from 30 Ω to 15 Ω at t = 2.5 s. It can be observed in
Fig. 8.10 that as the communication delay increases, it takes longer for the
neighbors, i.e., buffers 5 and 6, to respond and help in supplying the additional load
demand. This latency led to undesired oscillations on the source currents and buffer
voltages for delays longer than 250 ms. However, simulation studies ensure
immunity of the controller performance to delays as long as 100 ms and channel
bandwidths as low as 5 kHz, which makes Wi-fi and UWB protocols very suitable
for the field implementation.
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8.5 Summary

Loads within a DC microgrid can be augmented with power buffers.
A communication network is also included to facilitate information exchange
among neighbor active loads. A dynamic model of the active loads is derived that
accounts for the physical coupling throughout the power distribution system. Then,
a performance function is defined for each load, which forms a game-theoretic
coordination framework. A distributed control policy is then introduced that min-
imizes all performance functions. A policy iteration algorithm solves the algebraic
Riccati equations that provide the weighting factors to adjust the control inputs.
A low-voltage DC microgrid is simulated in MATLAB/Simulink environment and
used to verify efficacy of the control methodology.
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Fig. 8.10 Effect of channel deficiency on controller performance in response to a step load change
at Terminal 4: a ideal channel, b delay = 100 ms and BW = 5 kHz, c delay = 250 ms and
BW = 2 kHz, and d delay = 500 ms and BW = 1 kHz. © [2016] IEEE. Reprinted, with
permission, from IEEE Transactions on Energy Conversion [35]
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Appendix

Power System Parameters

The underlying microgrid has three DC sources. Each source is modeled as a series
connection of a voltage source and an internal resistance,

Vs1 ¼ Vs2 ¼ Vs3 ¼ 50V, ð8:40Þ

rs1 ¼ rs2 ¼ rs3 ¼ 0:1X: ð8:41Þ

Transmission line impedances are chosen as follows:

r48 ¼ 0:2X; ð8:42Þ

r58 ¼ r47 ¼ r67 ¼ r69 ¼ 0:3X; ð8:43Þ

r18 ¼ r27 ¼ r39 ¼ 0:5X; ð8:44Þ

r59 ¼ 0:7X: ð8:45Þ

Identical converters are used for the three active loads; they share identical
power buffer designs and also identical buck converters. The converter, filtering
components, and parasitic elements are listed in Tables 8.1 and 8.2. It should be
noted that the simulation of power electronics accounts for the switching compo-
nents and parasitic elements to carefully capture nonlinear behavior of the under-
lying system.

It is typical for power buffers to carry large passive components because they
mainly involve in storing energy and buffering power. Particularly, in the

Table 8.1 Boost converter (power buffer) component values

Symbol Quantity Unit

Component description

Input inductor L 2.65 mH

Output capacitor C 4.4 mF

Parasitic element

MOSFET on-state resistor ron 40 mΩ

Diode forward voltage VD 1 V

Input inductor ESR rL 520 mΩ

Output capacitor ESR rC 25 mΩ

Control parameter

Proportional gain (voltage controller) kP 0.01 –

Integral gain (voltage controller) kI 1.5 –

Rated output voltage V rated
b 100 V

Hysteresis band (current controller) DiL 0.2 A
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underlying network, each buffer is assisted by one or two neighbor buffers. This few
number of neighbor buffers demands significant local buffering capacity to handle
load transients (see Table 8.1). However, for larger networks with more number of
active loads, smaller buffer designs suffice due to the availability of significant
neighbor buffering power. Furthermore, the buck converters simulate supplying
sensitive loads and, thus, are required to provide fast voltage regulation.

Despite fast voltage controllers on buck converters, they cannot offer satisfactory
transient voltage regulation since their input voltages (output voltage of the buffers)
drastically change in load transients. Alternatively, to tackle the voltage regulation
issue, the buck converters are also designed with large passive components.

It should be noted that the power buffers use cascaded voltage–current regula-
tors. In such design, a voltage (PI) controller processes the difference between the
desired and actual voltages and produces the current set point. A hysteresis current
regulator is, then, used to regulate the output current. This design does not feature a
fixed switching frequency. However, the buck converters use voltage controller
with a fixed switching frequency.

Control Parameters

The performance weighting matrices Qij are selected to guarantee the desired
steady-state behavior and also improve transient response. Entries Qijð1; 1Þ[ 0 are

Table 8.2 Buck converter and LC filter component values

Symbol Quantity Unit

Component description

LC filter inductor Lfilter 300 µH

LC filter capacitor Cfilter 2.2 mF

Output inductor L 2.65 mH

Output capacitor C 2.2 mF

Parasitic element

MOSFET on-state resistor ron 40 mΩ

Diode forward voltage VD 1 V

LC filter inductor ESR rL;filter 100 mΩ

LC filter capacitor ESR rC;filter 50 mΩ

Output inductor ESR rL 520 mΩ

Output capacitor ESR rC 50 mΩ

Control parameter

Switching frequency Faw 60 kHz

Proportional gain kP 0.01 –

Integral gain kI 1.5 –

Output voltage set point V�
o 48 V
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chosen to ensure that êiðtÞ ! 0. Entries Qijð2; 2Þ ¼ Qð3; 3Þ ¼ 0 are chosen because
one does not necessarily desire for r̂iðtÞ or p̂iðtÞ to go to zero. To improve the
transient response and encourage the stored energy to support load transients, the
cross products êir̂j and êip̂j are weighted by the positive Qijð1; 2Þ and Qijð1; 3Þ
terms in Qij [34]. The performance weighting matrices and scalars are selected
specifically as follows:

Q44 ¼
0:43 0:35 3:65

0:35 0 0

3:65 0 0

2
64

3
75; Q45 ¼

8:50 12:1 91:8

12:1 0 0

91:8 0 0

2
64

3
75; Q46 ¼

7:00 10:9 75:6

10:9 0 0

75:6 0 0

2
64

3
75;

ð8:46Þ

Q54 ¼
8:38 12:1 23:8
12:1 0 0
23:8 0 0

2
4

3
5; Q55 ¼

0:43 0:35 3:67
0:35 0 0
3:67 0 0

2
4

3
5; ð8:47Þ

Q64 ¼
8:00 8:87 13:8
8:87 0 0
13:8 0 0

2
4

3
5;Q66 ¼

0:15 0:04 0:64
0:04 0 0
0:64 0 0

2
4

3
5; ð8:48Þ

q4 ¼ q5 ¼ q6 ¼ 1: ð8:49Þ

Accordingly, one can solve the AREs (8.32) through the policy iteration method,
described in Sect. 8.3.2, to find the control gain vectors,

ð8:50Þ

ð8:51Þ

ð8:52Þ
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