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Abstract In the broad sense of the term, nanonetworks may refer not just to net-

works composed of nanosized devices, but also to communication networks enabled

by nanotechnology. Nanoscale communication techniques can be suitable to inter-

connect elements far larger than a few square micrometers in applications subject

to strong size constraints or bandwidth requirements. Here, the concept Graphene-
enabled Wireless Network-on-Chip (GWNoC) is introduced as a clear example of

this category. In GWNoC, graphene plasmonic antennas are used to wirelessly com-

municate the components of a multicore processor, which are located in the same

chip. This shared medium approach is opposed to current chip communication trends

and aims to reduce many of the issues that hamper the development of scalable mul-

tiprocessor architectures. In this chapter, we describe the scenario and the commu-

nication requirements that justify the employment of nanonetworking techniques,

as well as the main challenges that still need to be overcome in this new research

avenue.

1 Introduction

Parallelization has been the natural trend in microprocessor architecture design for

the last decades and it is expected to continue in the near future. Parallelism can be

found and exploited at different granularities, being the instruction-level parallelism

the traditional approach which takes advantage of the potential overlap among simple

instructions. However, fundamental limits at this level rapidly caused diminishing
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Fig. 1 Schematic diagram

of a shared-memory
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returns in its exploitation and finally caused power consumption in uniprocessors to

grow way faster than its performance [27].

Alternatively, single-chip multiprocessor architectures have emerged aiming to

keep pace with the performance trends predicted by Moore’s Law, while maintain-

ing an acceptable energy footprint. Parallelism is exploited either by simultaneously

executing instances of independent applications or by dividing the application in a set

of tasks and processing them in a collaborative manner. To do so, multiprocessors

or multicore processors consist of the interconnection of a given number of inde-

pendent processor cores and a memory system within a single die. Figure 1 shows a

generic scheme of a shared-memory multicore processor, wherein the memory sys-

tem is generally hierarchical with some levels of the hierarchy being shared by all

the processors. The shared memory paradigm is widely used in current multicore

processors and will be the architecture assumed throughout the chapter.

The on-chip interconnect is a central element of a multicore processor since it

implements the communication between cores and memory and has a large impact

on performance. In shared memory schemes, communication between cores actually

occurs implicitly as a result of conventional memory access instructions. Coopera-

tion and coordination among threads is accomplished by reading and writing shared

variables [17]. The presence of caches within the memory system decreases the aver-

age latency of such memory accesses but, at the same time, it also introduces the

problem of cache coherence. Multiple copies of the same shared data may be dis-

tributed in a plurality of caches, so that different cores may be seeing different val-

ues if this data is modified. Cache coherence protocols are designed to enforce that

a read to a shared variable returns the last written value at the expense of generat-

ing extra communication. Other issues such as data consistency or synchronization

among threads are equally critical for the operation of a multicore processor, as well

as additional sources of traffic that the on-chip interconnect must deal with [17, 27].

Given the direct relation between memory architecture, communication and over-

all performance, the research focus in multiprocessors has gradually shifted from

how cores compute to how cores communicate. Buses were first widely considered
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Fig. 2 Schematic diagram of a conventional network-on-chip (NoC)

for the implementation of the on-chip interconnect, but their use is restricted to small-

scale architectures given their limited scalability beyond a few cores [9]. Instead,

Network-on-Chip (NoC) has been widely adopted as the paradigm of choice for on-

chip interconnection networks. NoC can be defined as the application of network-

ing theory and methods to on-chip communication and it generally consists in the

employment of point-to-point packet-switched schemes. Figure 2 represents a simple

example of NoC, where a given number of on-chip Resistive-Capacitive (RC) wires

interconnect the cores (and caches) by means of their respective network interfaces

and passing through a network of routing nodes. The interconnection to main mem-

ory and the I/O system is omitted for simplicity. Such designs offer improvements in

fault tolerance, in modularity and, most importantly, in the overall scalability of the

interconnection network; still, it remains unclear whether NoCs based on RC wires

will be able to meet the increasingly stringent requirements of next-generation mul-

tiprocessors. There are numerous reasons, the most important being the expected

increase in delay and power consumption of the wires [55].

As we approach the manycore era, where chips will integrate thousands of cores,

several challenges need to be addressed in order to prevent communication to become

the performance bottleneck of multicore processors. On-chip interconnects must

provide higher throughput levels while maintaining a low latency on a chip-wide

basis, taking into consideration that the area and power of the solution must remain

bounded (see Sect. 2 for more details). Given that on-chip wires will not be able to

cope with such combination of demands, considerable research efforts are devoted

to extending the original NoC paradigm with interconnect technologies yielding

improved performance. Four emerging alternatives, namely, 3D stacking, Radio Fre-

quency (RF) interconnects, wireless on-chip communication and nanophotonic com-

munication, appear as serious contenders for this regard and are briefly presented

next. These will provide both important improvements at the physical layer due to

their higher bandwidth per area densities or energy efficiencies, as well as additional

degrees of freedom for the design of scalable network architectures.

First, three-dimensional stacking consists in the superposition of different lay-

ers of active devices. These layers are separated by just a few tens of micrometers

and are vertically interconnected by means through-silicon vias [12] or near-field

coupling schemes [15]. The creation of 3D integrated circuits has proved to be a
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promising paradigm, since it has shown to imply significant benefits such as higher

packing density, improved noise immunity, and overall superior performance. From

a NoC perspective, 3D stacking reduces the average propagation delay and energy

per bit due to the short distance between layers and enables the use of topologies

not considered in the 2D design space [21]. However, it is important to note that 3D

stacking presents considerable challenges. For instance, the superposition of active

layers produces an increase in the heat density that must be circumvented in order to

avoid thermal effects. Also, refined techniques are needed for the manufacturing and

integration of such tridimensional integrated circuits and networks, notably align-

ment methodologies for accurate placement of the vertical vias.

Second, the RF interconnection paradigm is presented as an alternative to tra-

ditional voltage and current signaling through metallic wires. Baseband signals are

modulated using gigahertz carriers and then sent at the speed of light through trans-

mission lines printed in the chip surface [55]. In long-range links, the improvement

in terms of propagation time is very large with respect to the delay introduced by

the modulation process and, therefore, the communication latency can be effectively

reduced. RF interconnects also enable multiple access schemes in shared transmis-

sion lines, e.g. by means of frequency-multiplexing or code-multiplexing schemes.

Each core is assigned a set of channels, enabling the possibility of interconnecting

several cores using the same transmission line and therefore reducing the number of

wires. Further, the bandwidth for each core could be dynamically assigned according

to real-time demands. Due to these advantages, complementing a baseline NoC with

an overlaid global RF interconnect has been proposed [16]. The main downturn is

that the physical topology must be carefully designed as impedance mismatch reflec-

tions at the transmission line ends may generate interferences, limiting the number

of practical network architectures and their scalability.

A possible solution to the RF-interconnect issues is to transmit the signals wire-

lessly instead of through transmission lines. The resulting Wireless Network-on-

Chip (WNoC) approach not only inherits the advantages of RF-interconnects, but

also adds natural adaptability and broadcast capabilities to the equation as no path

infrastructure is needed. WNoC is feasible due to the availability of both on-chip

antennas [46] and high-speed transceivers [23], and has recently given rise to a

plethora of proposals (see [18] and references therein). However, as we will see in the

following sections, the size of current and future metallic on-chip antennas largely

limits the potential of this approach and motivates the employment of nanoscale

communication techniques.

Last but not least, nanophotonics is enabling the creation of CMOS-compatible

optical building blocks for, among others, on-chip communications [8]. Chip-scale

transmissions at speeds of 50 Gbps have been accomplished thus far [45], whereas

potential for energy figures several orders of magnitude lower than conventional

interconnects is envisaged [13]. In light of the promise that this technology shows

for low energy per bit communications, intense research efforts have been directed

towards creating photonic NoCs by means of the integration of nanophotonic devices.

Apart from yielding an outstanding potential for low power consumption, such net-

works also maintain the main advantages of RF interconnects as signals can be
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wavelength-multiplexed. Such feature provides both potential for extremely high

bandwidth per area, as well as a wide range of possibilities from the network archi-

tecture perspective. Extensive works in the design and development of photonic

NoCs, including a wide variety of topologies and network architectures, serve as

proof of this trend (see [3, 36, 54, 62] and references therein). It must be noted that

these works, in most cases, aim to overcome the main limitations of the nanopho-

tonic approach. Existing on-chip laser sources are excessively large in terms of area

or involve costly integration processes; whereas the implementation of all-optical

packet routing schemes remains as a grand challenge at the chip level.

Even though considerable advances have been accomplished in the field of on-

chip networking, efficiently delivering multicast and broadcast traffic remains an

open challenge at the time of writing this book chapter. The case is particularly con-

cerning within manycore settings, where one-to-many communications will play a

crucial role (see Sect. 2 for more details), and even considering the new interconnect

technologies mentioned above. While one may think that the advent of WNoC would

solve this issue given the inherent broadcast capabilities of this technology, the real-

ity is that the size of metallic antennas prevents the integration of one antenna per

core to fully take advantage of such competitive advantage.

In this chapter, we present the concept Graphene-enabled Wireless Network-on-
Chip (GWNoC), which aims to address this grand challenge by providing each core

with wireless communication capabilities and sharing the medium [2]. The approach

is enabled by graphene antennas, whose plasmonic effects allow them to radiate elec-

tromagnetic waves in the terahertz band (0.1–10 THz) while occupying an area up to

two orders of magnitude lower than metallic antennas for the same radiation fre-

quency [40, 59]. This way, the stringent requirements of the scenario in terms of

area and bandwidth, which are detailed in Sect. 2, can be met. Section 3 presents a

description of GWNoC and its advantages over emerging alternatives, as well as an

outline of the main communications and networking design considerations. Section 4

concludes the chapter.

2 Open Issues in Communication Within Manycore Chip
Multiprocessors

Taking into consideration several physical constraints such as the thermal design

power, technology improvements are foreseen to steadily provide a scaling of at least

1.4X, per technology generation, of the number of cores that can be integrated within

a chip [30]. However, the entire system must scale before this trend translates into

effective parallel performance improvement. This implies solving the open issues

that are found when scaling aspects such as parallel programming models, the mem-

ory system or the on-chip interconnect fabric. In this chapter, we focus upon the on-

chip interconnect while being aware of the memory system, since the performance

of a multicore processor is largely dictated by how fast both memory accesses and

the traffic generated by these accesses are served.
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From an architectural perspective, a balance must be struck between the effec-

tiveness of the memory system and the communication requirements cast upon the

on-chip interconnect. However, this task becomes especially challenging as the num-

ber of cores per chip grows, since the communication demands of existing architec-

tures exponentially increase when upscaled. In this regard, unconventional and less

communication-intensive architectures need to be explored. From a communications

perspective, the main objective is to match the performance of the on-chip intercon-

nect with the potential communication demands placed by the architecture, while

complying with some design constraints. For instance, it has been widely proved

that chip communication mainly occurs among neighboring cores due to the spatial

locality of code [27, 56] and initial NoC designs were better suited for this type of

traffic [49]. However, the complexity of this matching process grows with the num-

ber of cores, as the architectural aspects that impact upon the characteristics of the

on-chip traffic may change significantly. New interconnect solutions will be therefore

required.

In the following, we detail the physical constraints and driving requirements that

challenge the design of on-chip interconnects for manycore settings, putting special

attention upon the case of multicast and broadcast on-chip communication.

Power Consumption

Thermal effects are a primary concern when designing a processor. In order to hold

down the costs of thermal cooling, manufacturers generally impose constant power

limits across generations. The energy efficiency of the on-chip interconnect will need

to be improved, since the communication demands are foreseen to sharply increase

with the number of cores. Projections derived from the International Technology

Roadmap for Semiconductors (ITRS) calculate that transmitter energies of between

10 to 100 fJ/bit must be targeted in the near future [44].

Efficiencies around 200 fJ/bit have been demonstrated using conventional inter-

connects [52]. Even though these figures can be still improved, it remains unclear

whether it is possible to meet future energy requirements without largely affecting

other metrics such as the data rate. This situation has been the main driving force

behind proposing nanophotonics for on-chip communication, as it promises to push

figures down to around 1 fJ/bit [13].

Power consumption is also a concern at the network level as the core density and

the complexity of NoCs increase. The average number of hops of widely-used mesh

topologies increases with the number of cores, incurring in a proportional increase in

power as routers consume a significant fraction of energy. One of the first implemen-

tations of NoCs for manycore chip multiprocessors is described in [29], where the

NoC consumes approximately 40% of the total 100 W chip power. This suggests that

alternative topologies (perhaps enabled by 3D stacking) may be needed in manycore

settings to reduce the number of hops and, therefore, the average power consump-

tion [21, 49]. However, the energy savings are generally traded off with area as these

topologies require additional wires and more complex routers. In the case of photonic

NoCs, all-optical alternatives at the network level are reduced and do not scale due

to current laser and router complexity limitations [3]. Designs combining electrical
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and optical planes offer higher degrees of freedom and have recently been considered

instead [36, 54]. Tools are available for the evaluation of their energy efficiency

[14, 58].

Area

In order to ensure a growing yield, manufacturers aim to keep the die size as small

as possible. Processor dies are currently on the order of a few hundreds of square

millimeters and grow slower than the area occupied by cores for each technology

generation [30]. Therefore, the area overhead of the on-chip interconnect is a critical

evaluation factor as chip real estate becomes an extremely scarce resource in many-

core environments. For instance, the high bandwidth per area figures of nanopho-

tonic interconnects is one of the reasons for considering them among the plethora

of emerging contenders. Technological models are broadly used for the early-stage

evaluation of the area in conventional and photonic NoCs [33, 58].

Closely related to the area constraint is the wiring complexity. NoCs based on

wires or waveguides may need to include a large number of links to implement a com-

plex topology suitable to the demands of manycore chip multiprocessors. Regardless

of whether the area limitations are respected or not, finding an appropriate layout

strategy may be unfeasible due to the increasing wire routing congestion. A potential

solution would be to replace part of the wiring with wireless RF interconnects [18].

However, the size of on-chip antennas limits the usefulness of the WNoC approach

and motivates the use of graphene-enabled wireless communications.

Performance

The multicore scenario imposes a set of general requirements to the on-chip intercon-

nects. Cores generally send messages after a given computation and stop their exe-

cution until a response is received. A slow or lossy delivery of these messages must

be avoided, as it will cause the cores to reduce their speed and therefore to reduce

general performance. Hence, any on-chip interconnect must guarantee a given per-

formance in terms of latency, throughput, and losses. The main challenge here is to

provide solutions that will allow us to maintain these conditions as the number of

cores grows.

Latency is arguably the most important constraint in on-chip networks despite

the strong requirements in area, power, and bandwidth. The communication delay

in operations that are in the critical path of the processor will directly impact upon

its performance. Therefore, latency must be kept within certain bounds (ideally con-

stant) when scaling the number of nodes. This is not possible in conventional mesh

designs due to the increase of the average hop count. Again, alternative topologies

or the use of RF/nanophotonic long-range links has been proposed to improve the

overall latency [36, 38, 55, 62].

Secondly, multicore processors are extremely data intensive scenarios and, as a

result, the bandwidth of the interconnect is also crucial. A rule of thumb is that its

throughput should scale at least proportionally with the number of cores. Conven-

tional NoCs meet such scalability demands, but optimizations are still needed as chip

resources become more scarce. Overprovisioning is generally employed in order to
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avoid the network to saturate in high contention phases, which are typical in parallel

programs and generate large bursts of communication. Fine-grained reconfigurable

links have been proposed in order to save area and power wasted in such process

[28]. Nanophotonics are also taken into consideration as they yield much improved

bandwidth per area figures.

Finally, all packets need to be delivered free of errors in order to guarantee a cor-

rect operation of the processor. At the link level, on-chip interconnects are designed

to operate with a bit error rate (BER) around 10−15 [38] and generally apply Forward

Error Correction (FEC) schemes to correct infrequent errors. At the network level,

congestion may cause packets to be discarded due to network buffers being overrun,

motivating the need for flow control mechanisms and retransmission policies.

Multicast/Broadcast

Area, power, and performance are general requirements that apply to all the traffic

generated by the memory system, regardless of its characteristics. As the core den-

sity grows, the general tendency is to scale current multicore architectures and then

to address the resulting increase in communication by means of the improved on-

chip networks. However, it occurs that the traffic may not necessarily scale in the

same direction than the interconnect performance does. One clear example is the

communication between topologically distant cores: whereas the number of these

transmissions increases with the core density, the performance of conventional NoCs

worsens in this situation. Although a possible strategy is to design a memory system

or a programming model aiming to reduce long-range communication, this implies

facing additional challenges that are out of the scope of this chapter.

Within this context, a particularly concerning case is that of multicast and broad-

cast communication. From a computer architecture standpoint, broadcast communi-

cations have been traditionally regarded as expensive and its use is avoided whenever

possible. However, operations such as thread communication or data synchroniza-

tion generate a significant amount of multicast messages even in moderately size

multiprocessors [20]. As the core density grows, one-to-many traffic will increase

not only in number of messages but also in number of destinations of each message.

Figure 3 exemplifies this trend by plotting both metrics as a function of the number

of cores for a set of applications from the SPLASH-2 and PARSEC benchmarks [10,

64]. The results are obtained by means of full-system simulation using gem5 [11] and

assuming two different types of coherence. The simulated architecture consists of N
cores, each of which accounts for two private 32-kB 2-way associative L1 caches

(one for instructions and another one for data), as well as a bank of shared 8-way

associative L2 cache of size 512 kB. We modified the network interfaces in order to

register the characteristics of the multicast traffic generated by the cache [6].

Whereas the importance of multicast and broadcast increases with the core den-

sity, the performance of NoCs is likely to decrease. Conventional designs are based

upon point-to-point links and messages with M destinations are generally treated

as M unicast messages. At low core counts, the impact of such type of traffic can

be neglected. Nevertheless, the interconnect fabric will saturate as the number of

multicast packets and the average number of destinations grow for high core counts.
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Fig. 3 Number of multicast messages per instruction (left) and average number of multicast desti-

nations (right) as a function of the number of cores for different benchmark applications assuming

MESI and HyperTransport coherence [6]

The size and wired nature of current NoCs render broadcast and multicast commu-

nications excessively costly and motivate the need for an alternative and efficient

broadcast platform. The transition of broadcast from a constraint to an opportunity

will not only provide means for the scaling of current architectures, but will also

open a vast design space for the design and development of new architectures [20].

Although proposals to improve the performance of multicast and broadcast have

been formulated for conventional NoCs [35, 50], RF NoCs [16] and photonic NoCs

[36, 62], their scalability in terms of performance and cost remain largely unex-

plored. In light of the growing importance of one-to-many communications in the

manycore scenario, a cost-effective solution is required. In the next section, we aim

to address this issue by proposing the application of nanoscale communication tech-

niques for chip-scale communications.

3 Graphene-Enabled Wireless Network-on-Chip

Among the plethora of emerging alternatives for on-chip communication, WNoC

stands as a promising approach to complement existing wired interconnects. Wire-

less long-range links can be used to considerably decrease the multihop latency of

a conventional NoC and even to provide one-hop communication for delay-critical

traffic. Existing proposals adopt such approach by either placing antennas in a regu-

lar layout [38, 43] or following the principles of small-world networks [22], whereas

multiple access is achieved by means of frequency or time channelization. Another

advantage of WNoC is that implementing wireless links only requires, in physical
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terms, the integration of an antenna and a transceiver at the nodes that we want to

communicate. The network is not bound to any path infrastructure and, therefore,

offers potential to adapt to varying delay and bandwidth requirements of the archi-

tecture. Such advantage is explored in [19], where a given set of time slots can be

dynamically assigned depending upon link utilization.

While these designs have achieved significant delay and energy improvements

with respect to conventional NoCs, their scalability is mainly compromised by the

size of the on-chip antennas. Future on-chip metallic antennas are predicted to be

hundreds of micrometers long, commensurate to the wavelength of terahertz elec-

tromagnetic waves [38]. This might render unfeasible the approach of integrating at

least one antenna per core, as the cores continue to shrink with each CMOS tech-

nology generation and reach sizes of a few hundreds of micrometers. Such issue

cannot be solved by further reducing the size of metallic antennas, as this would

impose the use of frequencies from the near infrared to the optical ranges. Due to

the low mobility of electrons in metals when nanometer scale structures are consid-

ered, and the challenges in implementing a transceiver which will be able to operate

at this extremely high frequency, the feasibility of wireless communications at the

core level would be compromised if this approach would be followed. Given these

constraints, the current approach when integrating hundreds or thousands of cores is

to use wireless links among sets of cores and then internally communicate these sets

using on-chip wires [22, 43]. A packet may therefore propagate through the wired

plane, then traverse a wireless link and finally return to the wired plane; whereas

broadcast packets are distributed from the sender to the rest of sets and then internally

within each set. In all cases, the performance improvements are ultimately limited

by the performance of the wired network.

Instead, we propose to apply novel nanoscale communication techniques seeking

to enable the integration of one or more antennas per core. This approach, to which

we already referred to as GWNoC, consists in delivering core-level broadcast capa-

bilities by means of the employment of graphene planar antennas. Antennas based

upon a graphene patch just a few micrometers in size, i.e. two orders of magnitude

below the dimensions of future metallic on-chip antennas, are expected to radiate in

the terahertz (0.1–10 THz) band. These unique characteristics will both enable size

compatibility with each processor core and offer enough bandwidth in massively

parallel settings [31]. With a proper protocol stack, the latter will lead to low-latency

and high-throughput schemes while complying with the severe area and power con-

straints of the manycore scenario.

Figure 4 shows the schematic representation of GWNoC within a manycore

processor. We assume a hybrid approach, where the GWNoC is used to trans-

port control flows and significant part of the broadcast-based data, and is deployed

over a state-of-the-art NoC which serves heavy flows of data (not represented for

simplicity). Each core is equipped with a network interface, a transceiver and at least

one graphene antenna. Upon the release of a packet from a core, its network inter-

face decides whether it must be transmitted through the wired or the wireless plane;

in the second case, the transceiver modulates the information to be sent through the

graphene antenna. At the receiver side, the graphene antenna picks up the wireless
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Fig. 4 Schematic Diagram of a 144-core graphene-enabled wireless network-on-chip

signal and passes it to the transceiver, which demodulates the data. The network inter-

face then checks the address of the packet and decides whether it must be delivered

to the core or discarded.

Since the information is radiated and can be received by any receiver within the

chip, GWNoC not only provides native broadcasting capabilities, but also makes data

transmission transparent with respect to the location of data. This heavily alleviates

the constraints of parallel architecture design, therefore reducing the complexity of

parallel programming and impacting upon the performance of virtually any future

application. Further, the integration of a wireless communication unit on a per-core

basis confers replicability and modularity to the on-chip design by means of the con-

cept of wireless core. A library of general-purpose or specific wireless cores could

be created, allowing the building of custom multicore processors by the integration

and configuration of a set of such pre-designed cores.

3.1 Modeling GWNoC Communications

Communications in the GWNoC scenario are unique since they are enabled by novel

antennas and occur within a unique environment and in the terahertz band. Under-

standing these aspects is an important step before the actual implementation of such

communications can be addressed. Conventional models, methods and tools cannot

be used and need to be profoundly revised to this end. In the following, we detail the

characteristics, requirements, and potential impact of each element involved in the

communication upon the system performance. Models and design methodologies

are briefly summarized whenever available.

3.1.1 Graphene Plasmonic Antennas

As conceptually represented in Fig. 5, a graphene antenna is composed of a finite-

size graphene layer, mounted over a metallic flat surface (the ground plane) with a

dielectric material layer in between, and an ohmic contact. These antennas are the
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Fig. 5 Conceptual

representation of a graphene

plasmonic antenna

main enabler of the GWNoC approach due to their unique relation between size and

radiation frequency. On the one hand, being up to two orders of magnitude smaller

than metallic antennas for the same resonant frequency allows the integration of one

or more antennas per processing core. On the other hand, the potential to radiate in

the terahertz band provides a huge transmission bandwidth, allowing not only the

transmission of information at extremely high speeds, but also the design of ultra-

low-power and low-complexity schemes.

The reason behind such subwavelength behavior is that graphene antennas sup-

port the propagation of tightly confined Surface Plasmon Polariton (SPP) waves.

Such phenomenon occurs at the interface between any metallic and dielectric mate-

rial pair when an electromagnetic wave impacts upon the metal (graphene in our

case). The wavelength of the SPPs within the metal determines the resonance con-

dition and is given by 𝜆∕neff , where 𝜆 is the free-space wavelength and the effective

mode index neff is:

neff (𝜔) =

√
1 − 4

𝜇0
𝜖0

1
𝜎(𝜔)2

(1)

and yields, in the case of graphene, strong resonances at terahertz frequencies [5,

32, 59]. The effective mode index, among many other properties of the SPP waves,

depends upon the frequency characteristics of the electrical conductivity of the

metallic material 𝜎(𝜔). Conductivity models of graphene are thus key to explore the

radiation properties of graphene antennas. To model the conductivity of graphene,

the main approach is to consider two approximations [5, 26]. Firstly, since we con-

sider antennas with a size larger than 50 nm, it is possible to disregard the effects at

the graphene edges. Secondly, we consider the interband contribution of the conduc-

tivity to be negligible in the frequency band of interest, which is a valid assumption

when considering the terahertz band. With this, the conductivity is expressed as:
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𝜎 (𝜔) = 2e2

𝜋h̄
kBT

h̄
ln
[
2 cosh

[
EF

2kBT

]]
i

𝜔 + i𝜏−1
, (2)

where e, h̄ and kB are constants. Variables T , 𝜏 and EF correspond to the tempera-

ture, the relaxation time, and the chemical potential of the graphene layer. The relax-

ation time is the interval required for a material to restore a uniform charge density

after a charge distortion is introduced, and it highly depends upon the quality of

the graphene sheet and of the underlying substrate. The chemical potential or Fermi

energy EF refers to the level in the distribution of electron energies at which a quan-

tum state is equally likely to be occupied or empty. The chemical potential can be

modified by applying a voltage to the antenna (thereby allowing to dynamically tune

its radiation properties) or by means of chemical doping.

Using Eq. 2, the frequency response of the conductivity is evaluated for a fixed

chemical potential and relaxation time pair. Since graphene is a one-dimensional

material, the antenna can be then modeled as a patch with an equivalent surface

impedance of Z = 1
𝜎

. Such possibility is available in commercial electromagnetic

field solving simulators and allows to obtain the frequency response of the antenna

upon the presence of incident electromagnetic waves. By means of this methodology,

important performance aspects of the antenna can be determined as functions of

graphene technological parameters (i.e., chemical potential and relaxation time), as

well as the antenna design parameters (e.g., size and shape), including but not limited

to:

The antenna impedance and radiation efficiency: the frequency response of the

impedance and of the radiation efficiency are crucial for the design of a transceiver

that will drive the antenna. The frequency and power of the input signals, as well

as the characteristic impedance of the source of those signals need to be determined

taking into consideration the antenna impedance and radiation efficiency. Recent

works report a radiation efficiency of up to 25% for graphene patch antennas and a

very high impedance in the kΩ range [59].

The antenna bandwidth: is a crucial performance metric since a high data rate

potentially leading to high throughput is required. The peculiarity of graphene anten-

nas is that bandwidth depends not only upon the shape of the antenna but also upon

the technological parameters of the material. In the former case, high bandwidths

can be obtained with fractal or inherently broadband structures. In the latter case,

recent results state that the relaxation time of the graphene sheet has a significant

impact upon the resonance bandwidth [40].

The radiation pattern: which indicates the strength of the radiated signal as a

function of the radiation direction. Recent works demonstrate that the radiation pat-

tern of graphene patches is similar to that of their metallic counterparts [40, 59],

suggesting a dependence on the antenna size and shape rather than on the radia-

tive material. For antennas based on graphene patches, the radiation efficiency is

extremely low in the plane of the antenna and substantially higher in the perpendic-

ular direction.

Graphene antennas is a thriving albeit still wide open research area. At the time of

writing this book chapter, several groups are currently conducting intense research
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towards a further characterization of graphene patch antennas [39, 40, 59, 60]. For

instance, the impact of the substrate material and thickness upon the radiation of the

antenna must be taken into consideration [39]. Also, studying graphene antennas in

transmission requires defining a feeding mechanism. This represents a challenge by

itself, since the feeder must support the propagation of SPPs and must be matched

to the antenna. The design of a matching mechanism requires, in turn, modeling the

effects of the contacts between the feeder and the edge of the graphene patch.

3.1.2 Terahertz Within-Package Channel

A channel model that takes into consideration the peculiarities of the GWNoC sce-

nario is fundamental in order to evaluate the available on-chip communication band-

width. Mainly, the enclosed nature of chip processors causes the apparition of a large

number of reflections that must be taken into consideration at the receiver. The phys-

ical landscape of a multiprocessor involves multiple dielectric/metallization layers

and components printed on the chip surface, among other elements that need to be

accurately described in order to model the channel [42]. Since such landscape is

static, the model will be time-invariant.

In the general setting shown in Fig. 6, radiated signals reach the receiver via dif-

ferent paths [66]. First, surface waves propagate at the interface of the chip and the

package medium. These waves show particularly low attenuation per unit of dis-

tance due to their cylindrical characteristics and are affected by the circuits printed

on the chip surface. However, since graphene patch antennas show an extremely

low radiation efficiency in the coplanar direction, the contribution of surface waves

at the receiving end may be negligible. Second, part of the energy of patch anten-

nas is radiated into the substrate. These waves are guided within the substrate and

reach the receiver after repeated reflections upon the ground plane of the chip and

the insulating layer. However, the substrate is generally lossy and introduces a very

high attenuation per unit of distance. Given that surface and guided waves are highly

attenuated by the antenna and the substrate, respectively, in most cases we can con-

Fig. 6 Electromagnetic waves that may potentially reach the receiver
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sider that communication occurs by means of a third mechanism: space waves that

propagate through the medium and reflect upon the chip package and surface.

Modeling the channel implies evaluating all possible rays reaching the receiving

antenna for each and every pair of antennas within the chip [42]. The result in the time

domain will then be a sum of channel impulse responses: h(t) =
∑

i 𝛼iej𝜙i gi(𝜏 − 𝜏i),
where 𝛼i, 𝜙i and 𝜏i are the amplitude, phase shift, and delay of the i-th ray. Note that

this function is generally evaluated using Dirac deltas 𝛿(t) instead of waveforms gi(t).
In the GWNoC case, though, such ideal approach is not accurate as both propagation

and reflections are frequency-dependent phenomena and antennas will radiate over

a large bandwidth in the terahertz band.

Propagation: Communicating by means of terahertz waves has two main impli-

cations on propagation. First, we can assume that the far-field condition holds given

both the short radiation wavelength and the fact that communication occurs by

means of reflected waves. Second, the phenomenon of molecular absorption must be

accounted for on top of typical spreading losses. Molecular absorption is the process

by which part of the wave energy is converted into internal kinetic energy of the

excited molecules in the medium. Molecules present in standard media have numer-

ous resonances in the terahertz band, causing a frequency-selective attenuation of

terahertz electromagnetic waves radiated by antennas [41]:

𝛼(f , d) = ek(f )d

Note that the attenuation highly depends on the medium absorption coefficient

k, which models the particular mixture of molecules in the medium; as well as on

the transmission distance d that determines the number of molecules that the waves

will find along their path. The inset of Fig. 7 exemplifies the latter dependence by

representing the molecular absorption of the terahertz channel for transmission dis-

tances of 1 cm and 10 cm. Both the number of absorption peaks and their amplitude

Fig. 7 Available bandwidth

in the frequency band from 0

to 50 THz due to molecular

absorption, as a function of

the transmission distance.

The inset shows the

molecular absorption in dB

and available bandwidth for

two particular distances:

1 cm (blue) and 10 cm (red)
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notably increase in the latter case, reducing the 10-dB bandwidth from 27 THz (top

blue background) to 9 THz (bottom red background). Figure 7 shows the available

10-dB bandwidth for a range between one millimeter to ten meters [41]. In light

of these results, it is concluded that molecular absorption has a limited impact on

transmissions at the chip scale, fact that may lead to channel capacities over the

terabit-per-second barrier [31].

Reflections: the characteristics of reflected waves depend both on the roughness of

the surface and on the reflective material. The effects of the former can be neglected

for conventional metallic materials in the frequency range of interest [37], whereas

the latter is polarization-sensitive and given by the Fresnel coefficients of the differ-

ent media [51]. The main issue here is that these coefficients are frequency-dependent

and require knowing the frequency response of the materials present in on-chip envi-

ronments; however, only a few materials have been characterized in the terahertz

band [24, 51].

3.1.3 Transceiver

In order to enable on-chip wireless communication, it is necessary to develop a trans-

ceiver to modulate and demodulate the data and to drive the antenna. To this end,

such transceiver needs to operate at the same frequency than the antenna itself. This

represents a grand challenge since terahertz transceivers are still not available, even

though advancements in CMOS [53] and alternative technologies based on InP [34]

or graphene [25, 65] may enable their creation in the near future.

Since critical metrics such as the area and power consumed by the wireless com-

munication unit mainly depend on the characteristics of the transceiver, accurate

models are key to assess the feasibility of a GWNoC design. However, such mod-

els are not available since terahertz technologies are still in their infancy. Instead,

behavioral area and energy models could be created from state-of-the-art transceiver

implementations and then extrapolated to extract results in the terahertz region [4].

On the one hand, recent works point towards a promising decrease in the trans-

ceiver area when the frequency is upscaled (see Fig. 8, [4]). The reasons for the

observed tendency may stem from the strong downsizing that is applied to the passive

RF components of a transceiver when the operation frequency is increased. Ratio-

nal fitting is chosen on the grounds that it delivers the most accurate result among

the possible fittings and that it does not yield negative values for high frequencies,

which would be unrealistic. On the other hand, since the transceiver energy is highly

dependent on the transmission range, authors in [23] propose and discuss a figure of

merit 𝛷 that encompasses both their metrics as: 𝛷 = Ebit√
dmax

. Figure 8 shows how this

figure of merit scales as a function of the frequency for state-of-the-art implementa-

tions [4]. In this case, we also observe a decay of the energy per bit proportional to

the radiation frequency.
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Fig. 8 Area and energy efficiency of state-of-the-art wireless transceivers as a function of their

central frequency. See [4, 23, 47, 48] and references therein for more details

The results here presented confirm that terahertz circuits will likely be suitable for

wireless on-chip communication purposes given the inverse relation between area,

energy, and operation frequency.

3.1.4 Network Interface

As its name implies, the function of the network interface is to bridge the memory

system and the network. In conventional NoCs, the network interface receives data

from the memory system and creates a packet with it, to then split the packet into

flow control units (flits). Finally, the network interface puts the flits in its output

queue and sends them to the associated router whenever possible. At the other end,

the network interface receives the flits, reconstructs the packet, and then checks that

the destination address corresponds to its core address.

In our scenario, the on-chip interconnect accounts for both a wired and a wireless

plane. A controller must be added to each network interface in order to determine

through which plane a given piece of data should be sent. Before being sent to the

transceiver, the data to be wirelessly transmitted must be packetized and serialized

into a stream of bits. Finally, the inverse process is performed at the receiver: a stream

of bits is received from the transceiver and interpreted. The network interface then

checks the address in order to decide whether the packet must be either yielded to

the core or discarded.

3.2 Design Decisions for GWNoC Protocols

The peculiarities of the GWNoC scenario require the design and development of

a unique network architecture. Protocols for classical wireless networks cannot be

applied to on-chip communications due to the blend of power, area limitations and

stringent performance demands of multiprocessors. Luckily, some favorable condi-
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tions may compensate for these challenging requirements and lead to opportunistic

solutions. For instance, methods at compile-time could allow including traffic infor-

mation in the code to be executed, so that the network can prepare for traffic bursts

or high-contention phases. Next, we detail the challenges that must be addressed at

each level of design, as well as possible approaches that could be adopted.

3.2.1 Modulations

The area and energy figures of a transceiver not only strongly depend on the imple-

mented modulation, but are also generally traded off against performance. There-

fore, modulations are an important design step in the GWNoC scenario, as a bal-

ance between area, energy, and performance is sought. Working at terahertz speeds

may allow achieving these goals provided that additional challenges are addressed.

Mainly, the solution must be feasible and adapt to the terahertz components that tech-

nology progress will made available in the years to come. Jitter should also be taken

into consideration with special attention, as it may become an important performance

bottleneck due to the extremely fine temporal resolution needed at the receiver. Such

unique features strongly limit the boundaries of the practical design space.

Within this context, Impulse Radio Ultra-Wideband (IR-UWB) techniques stand

out as promising candidates for the implementation of on-chip wireless communi-

cation. The IR-UWB consists of the transmission of very short baseband pulses, the

length of which determines the bandwidth of such spread spectrum signal. Academic

research efforts have gone beyond commercial implementations at the 3.1–10.6 GHz

band and explored frequencies up to 110 GHz [57]. Following this trend, communi-

cation in the terahertz band can be accomplished by means of the transmission and

reception of picosecond long pulses. Furthermore, IR-UWB yields potential for the

devising of simple and low-power systems by means of non-coherent detection. This

approach advocates for the detection of the energy of the signal rather than its phase,

offering simplicity at the expense of a lower performance for fixed levels of noise.

Non-coherent detection eliminates the need for channel estimation and makes the

system more robust against timing issues induced by jitter [63]. From an implemen-

tation standpoint, the use of power hungry components such as a phase-locked loop

can be avoided in asynchronous schemes. Also, it allows to perform initial signal

processing tasks in the analog domain, leading to sub-Nyquist sampling rates [7].

This aspect is critical since Nyquist sampling rates imply a need for power demand-

ing analog-to-digital converters able to operate in the terahertz band.

Energy detection is compatible with a limited number of modulations. Among

them, On-Off Keying (OOK, modulating by means of the presence/absence of

pulses) is particularly suitable to the GWNoC scenario due to its simplicity and

relaxed timing constraints. The probability density of OOK zeroes and ones at the

energy detector are evaluated using well-known central and non-central chi-square

distributions, 𝜒
2(k) and 𝜒

2(k, 𝜇) [61]. The k represents the degrees of freedom or

number of samples per symbol and is generally taken as 2 ⋅ TW, where TW is the

time-bandwidth product of pulses at the receiver. The non-central distribution has
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a non-centrality parameter 𝜇 equal to the signal to noise ratio 𝛾 = hEb∕N0, where h
accounts for the loss of energy due to jitter-induced effects. Assuming a threshold 𝜆

calculated following the maximum a priori criterion, the error probabilities are:

P(1|0) = ∫
∞

𝜆

𝜒
2(2TW) = 𝛤 (TW, 𝜆∕2)∕𝛤 (TW) (3)

P(0|1) = ∫
𝜆

−∞
𝜒
2(2TW, 𝛾) = 1 − QTW (

√
2𝛾,

√
𝜆)

where 𝛤 (⋅, ⋅) corresponds to the incomplete Gamma function and Qu(⋅, ⋅) is the gen-

eralized Marcum Q-function of order u. The error probability is then evaluated as:

Pe = P(0)P(1|0) + P(1)P(0|1). Upon the presence of jitter affecting the signal to

noise ratio, the BER is calculated as the weighted average over the jitter probability

density function: BER = ∫ Pe(𝜀i)f (𝜀i)d𝜀i.

Next, we quantify the performance of OOK with energy detection and compare it

to that of more complex options. Coherent schemes, i.e. matched filter and autocor-

relator, are considered as receivers of Binary Pulse Position Modulation (BPPM),

Binary Phase Shift Keying (BPSK), Transmitted Reference (TR) and differential

(DIFF) schemes. On the one hand, a matched filter assumes perfect channel estima-

tion and recovers the phase of the signal directly from the received pulse. Unlike

the energy detector, this enables the demodulation of BPSK signals, the information

of which is encoded within the pulse polarity. On the other hand, the autocorrelator

relies upon a previously received pulse in order to estimate the channel and recover

the information. In TR, a pair of pulses is sent for each symbol: the first one serves

as a pilot and the second one modulates the information. In DIFF, the information is

modulated differentially between each two consecutive pulses, allowing to save half

of the energy per symbol.

The simulation framework assumes fixed signal-to-noise ratio (SNR) and data

rate objectives, to then calculate the appropriate pulse characteristics for each scheme.

Each value of jitter implies a different effective received power, which is used to

evaluate the BER by using (1) the model explained above for the OOK case and

(2) additional equations for the rest of cases (see [63] for more details). The BER is

then averaged over all the probability density function of the jitter. Figure 9 shows

the BER performance with respect to the jitter level in a system working at 100

Gbps and a nominal SNR of 18 dB. We observe that the combination of OOK and

energy detector yields a performance comparable to that of coherent receivers for

high levels of jitter, suggesting that the reduction in synchronization requirements of

non-coherent detection makes up for its worse nominal performance.

3.2.2 Coding

As mentioned in Sect. 2, on-chip interconnects are designed to operate with a BER

on the order of 10−15. In light of the BER results shown above, such target will not
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Fig. 9 Receiver

performance comparison as

a function of the jitter level

for a SNR of 18 dB and

working at 100 Gbps. The

performance of the ED-OOK

combination is compared to
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be likely achieved by means of increasing the signal to noise ratio. Since errors in

GWNoC are due to thermal noise and will not occur in bursts, forward error correc-

tion could provide an effective way to reduce the error probability at the expense of

reducing the effective data rate. Reed-Solomon (RS) with low-density parity check

(LDPC) coding schemes have been proposed in the 802.15.3c standard [1], which

works upon the physical layer of millimeter-wave radio for high-rate WPAN net-

works. These may be suitable in GWNoC environments as they are expected to pro-

vide a low-complexity implementation and high error-correcting capability. RS(n, k)
codes build codewords of length n, k of which are data; the remaining 2t bits are for

parity check, allowing the correction of up to t erroneous symbols within the code-

word. Assuming p to be the bit error probability considering a raw channel, the use

of RS(n, k) codes reduces the BER to:

BER = 1 −
(1 − p)n

k
− n

k
p(1 − p)n−1

at the expense of reducing effective data rate a factor of k∕n with respect to the raw

data rate. In addition to codes for error correction, low-weight codes could be also

employed. When combined with the OOK modulation, low-weight coding reduces

the average power consumption for a given link budget.

3.2.3 Medium Access Control (MAC)

Coordinating the access to the shared medium is a huge challenge in GWNoC. All

processors will be located within the same transmission range, implying the exis-

tence of one collision region accounting for hundreds or thousands of nodes. Fur-

thermore, some applications generate large amounts of communication throughout

the chip. The design of a MAC protocol that coordinates the expectedly high num-

ber of simultaneous transmissions is therefore key to guarantee that the performance

requirements of GWNoC will be met. Above all, such protocol must be scalable in
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terms of latency since it has a critical impact in the performance of the multiproces-

sor. Another important aspect is that GWNoC, unlike other wireless networks, must

guarantee the delivery of broadcast packets to all nodes. Acknowledgement (ACK)

packets must be conveyed to the transmitter in order to avoid losses due to collisions.

However, this cannot be performed through the wireless plane as the “reply storm”

would saturate the medium. Instead, the wired plane could be used.

The GWNoC scenario presents a set of peculiarities that may allow the design

of opportunistic solutions. For instance, hidden or exposed terminal problems are

avoided as all nodes are static and within the same transmission range. Also, most of

the MAC protocols are designed assuming that no prior information on the traffic is

available. However, this is not the case in our scenario. The size of the messages is

known as it depends upon the multiprocessor architecture and the function of broad-

cast transmissions. In coherence protocols, coherence requests are short messages of

around 8–16 bytes and responses may include cache lines up to 128 bytes. Further,

estimations on the traffic to transmit can be generated by the compiler and provided

at run-time so that the MAC protocol can adapt to the instantaneous traffic load. This

feature may be employed to improve fairness or to avoid saturation in high-contention

phases of some parallel programs.

Existing proposals rely on channelization approaches to control the medium

access. Frequency-multiplexing schemes have been evaluated [38], but their scal-

ability is compromised by the number of channels that will be required in many-

core processors. Combinations of time-multiplexing and frequency-multiplexing

schemes have been also proposed, seeking to increase the number of channels [19,

43] or the available bandwidth [22]. In this case, time-multiplexing schemes intro-

duce a latency which is proportional to the number of cores and that may not be

tolerated in manycore settings. Except for the work in [19], current proposals do not

offer any reconfigurability option to adapt to the time-varying needs of the appli-

cation. In this scenario, MAC protocols where nodes contend for the channel are

generally a better choice. A carrier sensing approach (or energy sensing approach

for impulse radio) may be adopted and adapted to provide means to take advantage

of the information that the compiler could provide.

3.2.4 Network Layer

Since the main aim of GWNoC is to provide one-hop broadcast communication,

routing or switching strategies are not required in the wireless plane. On the con-

trary, switching functionalities have to be added at the network interface as it has to

deliberate through which plane a message is to be sent. The decision may be simply

taken depending on whether the message is broadcast or not, or depending on upper

layer policies such as congestion control. Another important aspect to carefully con-

sider is multicast addressing. Since all messages are broadcast, the network interface

must be provided with means to decide whether to keep or discard a message based

on the address of the packet.
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4 Conclusions and Future Work

In the manycore era, the exponential increase in one-to-many communication require-

ments intensifies the need for a scalable broadcast on-chip platform. Although the

concept of wireless on-chip networks has been proposed and may be suitable to

this end, size constraints hinder the use of metallic antennas and require the use of

nanoscale techniques. In this chapter, we presented the concept of GWNoC, wherein

graphene antennas, by virtue of their downscaled size which allow per-core wireless

capabilities, deliver broadcast at the core level. We analyzed the GWNoC approach

from both the communication performance and protocol design perspectives, pro-

viding models and guidelines for their evaluation.

On the one hand, we analyzed the unique properties of a graphene-enabled wire-

less link in Sect. 3.1. We introduced a methodology based on conductivity models for

the simulation of graphene antennas as a function of different technological parame-

ters. However, further research is required in order to fully understand these antennas

and develop models that will capture all the phenomena that affect radiation. In the

case of the propagation channel, we presented a general model and detailed the three

propagation mechanisms present in the GWNoC scenario. We conclude that com-

munication will mainly occur by means of the space waves that propagate through air

and reflect upon the chip package. Terahertz wave propagation could be challenged

by molecular absorption, but we have shown that its impact becomes negligible at

the chip scale; whereas reflections are frequency-dependent and will require further

work in material characterization at terahertz frequencies. Finally, in the case of the

transceiver, we extrapolated performance trends from the state of the art to show that

area and power objectives could be met by operating in the terahertz band.

On the other hand, we discussed the main protocol design aspects in Sect. 3.2. We

first qualitatively analyzed the physical layer. We proposed to employ IR-UWB mod-

ulations using subpicosecond long pulses leading to terahertz-wide signals. Seeking

simplicity and energy efficiency, we both discussed the use of OOK in combina-

tion with non-coherent detection and reviewed a model for its performance eval-

uation. Results show a good compromise between performance and robustness in

front of timing effects, but also suggest the use of coding schemes to reduce the

BER to acceptable levels for on-chip communication. At the MAC layer, we ana-

lyzed the main peculiarities of the scenario and concluded that frequency- or time-

multiplexing options are not suitable due to their poor scalability. Instead, protocols

where nodes contend for the channel could be used due to their potential adaptability

to the time-varying communication requirements of manycore processors. Further-

more, information on the traffic to be served may be available at run-time and could

be used to improve the network performance. In this regard, a detailed characteriza-

tion of the traffic generated by cores when running a set of benchmark applications

will be a helpful tool for the design of opportunistic MAC solutions.
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